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Research Article

Ostrowski’s Type Inequalities for the Complex Integral on
Paths

SILVESTRU SEVER DRAGOMIR*

ABSTRACT. In this paper, we extend the Ostrowski inequality to the integral with respect to arc-length by providing
upper bounds for the quantity ∣∣∣∣f (v) ` (γ)− ∫

γ
f (z) |dz|

∣∣∣∣
under the assumptions that γ is a smooth path parametrized by z (t) , t ∈ [a, b] with the length ` (γ) , u = z (a) ,

v = z (x) with x ∈ (a, b) and w = z (b) while f is holomorphic in G, an open domain and γ ⊂ G. An application for
circular paths is also given.

Keywords: Complex integral, continuous functions, holomorphic functions, Ostrowski inequality.
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1. INTRODUCTION

In 1938, A. Ostrowski [8], proved the following inequality concerning the distance between
the integral mean 1

b−a
∫ b
a
f (t) dt and the value f (x), x ∈ [a, b].

Theorem 1.1 (Ostrowski, 1938 [8]). Let f : [a, b] → R be continuous on [a, b] and differentiable on
(a, b) such that f ′ : (a, b)→ R is bounded on (a, b), i.e., ‖f ′‖∞ := sup

t∈(a,b)
|f ′ (t)| <∞. Then,

(1.1)

∣∣∣∣∣f (x)− 1

b− a

∫ b

a

f (t) dt

∣∣∣∣∣ ≤
1
4
+

(
x− a+b

2

b− a

)2
 ‖f ′‖∞ (b− a)

for all x ∈ [a, b] and the constant 1
4 is the best possible.

In [6], S. S. Dragomir and S. Wang, by the use of the Montgomery integral identity [7, p. 565],

(1.2) f (x)− 1

b− a

∫ b

a

f (t) dt =
1

b− a

∫ b

a

p (x, t) f ′ (t) dt , x ∈ [a, b] ,

where p : [a, b]2 → R is given by

p (x, t) :=

 t− a if t ∈ [a, x] ,

t− b if t ∈ (x, b],
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126 Silvestru Sever Dragomir

gave a simple proof of Ostrowski’s inequality and applied it for special means (identric mean,
logarithmic mean, etc.) and to the problem of estimating the error bound in approximating the
Riemann integral

∫ b
a
f (t) dt by one arbitrary Riemann sum (see [6, Section 3]). For extensions

of Ostrowski’s inequality in terms of the p-norms of the derivative, see [1], [2] and [3]. For a
recent survey on Ostrowski’s inequality, see [4].

In order to extend this result for the complex integral, we need some preparations as follows.
Suppose γ is a smooth path parametrized by z (t) , t ∈ [a, b] and f is a complex function which
is continuous on γ. Put z (a) = u and z (b) = w with u, w ∈ C. We define the integral of f on
γu,w = γ as ∫

γ

f (z) dz =

∫
γu,w

f (z) dz :=

∫ b

a

f (z (t)) z′ (t) dt.

We observe that the actual choice of parametrization of γ does not matter. This definition im-
mediately extends to paths that are piecewise smooth. Suppose γ is parametrized by z (t),
t ∈ [a, b], which is differentiable on the intervals [a, c] and [c, b], then assuming that f is contin-
uous on γ we define ∫

γu,w

f (z) dz :=

∫
γu,v

f (z) dz +

∫
γv,w

f (z) dz,

where v := z (c) . This can be extended for a finite number of intervals. We also define the
integral with respect to arc-length∫

γu,w

f (z) |dz| :=
∫ b

a

f (z (t)) |z′ (t)| dt

and the length of the curve γ is then

` (γ) =

∫
γu,w

|dz| =
∫ b

a

|z′ (t)| dt.

Let f and g be holomorphic in G, an open domain and suppose γ ⊂ G is a piecewise smooth
path from z (a) = u to z (b) = w. Then, we have the integration by parts formula

(1.3)
∫
γu,w

f (z) g′ (z) dz = f (w) g (w)− f (u) g (u)−
∫
γu,w

f ′ (z) g (z) dz.

We recall also the triangle inequality for the complex integral, namely

(1.4)
∣∣∣∣∫
γ

f (z) dz

∣∣∣∣ ≤ ∫
γ

|f (z)| |dz| ≤ ‖f‖γ,∞ ` (γ) ,

where ‖f‖γ,∞ := supz∈γ |f (z)| .
We also define the p-norm with p ≥ 1 by

‖f‖γ,p :=
(∫

γ

|f (z)|p |dz|
)1/p

.

For p = 1, we have

‖f‖γ,1 :=

∫
γ

|f (z)| |dz| .

If p, q > 1 with 1
p +

1
q = 1, then by Hölder’s inequality, we have

‖f‖γ,1 ≤ [` (γ)]
1/q ‖f‖γ,p .

In the recent paper [5], we obtained the following result for functions of complex variable:
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Theorem 1.2. Let f be holomorphic in G, an open domain and suppose γ ⊂ G is a smooth path from
z (a) = u to z (b) = w. If v = z (x) with x ∈ (a, b) , then γu,w = γu,v ∪ γv,w,∣∣∣∣f (v) (w − u)− ∫

γ

f (z) dz

∣∣∣∣(1.5)

≤‖f ′‖γu,v ;∞

∫
γu,v

|z − u| |dz|+ ‖f ′‖γv,w;∞

∫
γv,w

|z − w| |dz|

≤

[∫
γu,v

|z − u| |dz|+
∫
γv,w

|z − w| |dz|

]
‖f ′‖γu,w;∞

and ∣∣∣∣f (v) (w − u)− ∫
γ

f (z) dz

∣∣∣∣(1.6)

≤ max
z∈γu,v

|z − u| ‖f ′‖γu,v ;1
+ max
z∈γv,w

|z − w| ‖f ′‖γv,w;1

≤max

{
max
z∈γu,v

|z − u| , max
z∈γv,w

|z − w|
}
‖f ′‖γu,w;1 .

If p, q > 1 with 1
p +

1
q = 1, then

∣∣∣∣f (v) (w − u)− ∫
γ

f (z) dz

∣∣∣∣(1.7)

≤

(∫
γu,v

|z − u|q |dz|

)1/q

‖f ′‖γu,v ;p
+

(∫
γv,w

|z − w|q |dz|

)1/q

‖f ′‖γv,w;p

≤

(∫
γu,v

|z − u|q |dz|+
∫
γv,w

|z − w|q |dz|

)1/q

‖f ′‖γu,w;p .

Motivated by the above results, in this paper, we extend the Ostrowski inequality to the
complex integral, by providing upper bounds for the quantity∣∣∣∣f (v) ` (γ)− ∫

γ

f (z) |dz|
∣∣∣∣

under the assumptions that γ is a smooth path parametrized by z (t) , t ∈ [a, b] , with the length
` (γ) , u = z (a) , v = z (x) with x ∈ (a, b) and w = z (b) while f is holomorphic in G, an open
domain and γ ⊂ G. An application for circular paths is also given.

2. OSTROWSKI TYPE RESULTS

We have the following result for functions of complex variable:
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Theorem 2.3. Let f be holomorphic in G, an open domain and suppose γ ⊂ G is a smooth path from
z (a) = u to z (b) = w. If v = z (x) with x ∈ (a, b) , then γu,w = γu,v ∪ γv,w and

∣∣∣∣f (v) ` (γ)− ∫
γ

f (z) |dz|
∣∣∣∣ ≤ ` (γu,v) ‖f ′‖γu,v ;1

+ ` (γv,w) ‖f ′‖γv,w;1(2.8)

≤



1
2 [` (γu,w) + |` (γu,v)− ` (γv,w)|] ‖f

′‖γu,w;1 ,

[`p (γu,v) + `p (γv,w)]
1/p
(
‖f ′‖qγu,v ;1

+ ‖f ′‖qγv,w;1

)1/q
p, q > 1 and 1

p +
1
q = 1,

1
2` (γu,w)

[
‖f ′‖γu,w;1 +

∣∣∣‖f ′‖γu,v ;1
− ‖f ′‖γv,w;1

∣∣∣] .
Proof. Using the integration by parts formula, we have

∫
γu,v

f (z) |dz| =
∫ x

a

f (z (t)) |z′ (t)| dt

=

∫ x

a

f (z (t)) d

(∫ t

a

|z′ (s)| ds
)

= f (z (t))

∫ t

a

|z′ (s)| ds
∣∣∣∣x
a

−
∫ x

a

df (z (t))

dt

(∫ t

a

|z′ (s)| ds
)
dt

= f (z (x))

∫ x

a

|z′ (s)| ds−
∫ x

a

f ′ (z (t))

(∫ t

a

|z′ (s)| ds
)
z′ (t) dt

= f (v) ` (γu,v)−
∫ x

a

f ′ (z (t))

(∫ t

a

|z′ (s)| ds
)
z′ (t) dt

and

∫
γv,w

f (z) |dz| =
∫ b

x

f (z (t)) |z′ (t)| dt

= −
∫ b

x

f (z (t)) d

(∫ b

t

|z′ (s)| ds

)

= − f (z (t))

∫ b

t

|z′ (s)| ds

∣∣∣∣∣
b

x

+

∫ b

x

df (z (t))

dt

(∫ b

t

|z′ (s)| ds

)
dt

= f (z (x))

∫ b

x

|z′ (s)| ds+
∫ b

x

f ′ (z (t))

(∫ b

t

|z′ (s)| ds

)
z′ (t) dt

= f (v) ` (γv,w) +

∫ b

x

f ′ (z (t))

(∫ b

t

|z′ (s)| ds

)
z′ (t) dt .
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If we add these two equalities, we get∫
γu,v

f (z) |dz|+
∫
γv,w

f (z) |dz|

=f (v) ` (γu,v) + f (v) ` (γv,w)−
∫ x

a

f ′ (z (t))

(∫ t

a

|z′ (s)| ds
)
z′ (t) dt

+

∫ b

x

f ′ (z (t))

(∫ b

t

|z′ (s)| ds

)
z′ (t) dt,

which gives the following equality of interest

f (v) ` (γu,w)−
∫
γu,w

f (z) |dz|(2.9)

=

∫ x

a

f ′ (z (t))

(∫ t

a

|z′ (s)| ds
)
z′ (t) dt−

∫ b

x

f ′ (z (t))

(∫ b

t

|z′ (s)| ds

)
z′ (t) dt.

By taking the modulus in (2.9) and using the properties of modulus, we get∣∣∣∣f (v) ` (γu,w)− ∫
γu,w

f (z) |dz|
∣∣∣∣(2.10)

≤
∣∣∣∣∫ x

a

f ′ (z (t))

(∫ t

a

|z′ (s)| ds
)
z′ (t) dt

∣∣∣∣
+

∣∣∣∣∣
∫ b

x

f ′ (z (t))

(∫ b

t

|z′ (s)| ds

)
z′ (t) dt

∣∣∣∣∣
≤
∫ x

a

|f ′ (z (t))| |z′ (t)|
(∫ t

a

|z′ (s)| ds
)
dt

+

∫ b

x

|f ′ (z (t))| |z′ (t)|

(∫ b

t

|z′ (s)| ds

)
dt =: B (x)

for x ∈ [a, b] . We have ∫ t

a

|z′ (s)| ds ≤
∫ x

a

|z′ (s)| ds for t ∈ [a, x]

and ∫ b

t

|z′ (s)| ds ≤
∫ b

x

|z′ (s)| ds for t ∈ [x, b] ,

then

B (x) ≤
∫ x

a

|z′ (s)| ds
∫ x

a

|f ′ (z (t))| |z′ (t)| dt

+

∫ b

x

|z′ (s)| ds
∫ b

x

|f ′ (z (t))| |z′ (t)| dt

= ` (γu,v)

∫
γu,v

|f ′ (z)| |dz|+ ` (γv,w)

∫
γv,w

|f ′ (z)| |dz|
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and by (2.10), we get the first inequality in (2.8). The second part follows by Hölder’s inequali-
ties

mn+ cd ≤


max {m, c} (n+ d)

(mp + cp)
1/p

(nq + dq)
1/q

, for p, q > 1, 1
p +

1
q = 1,

where m, n, c, d ≥ 0. �

Corollary 2.1. With the assumption of Theorem 2.3 and if there exists m ∈ γ such that ` (γu,m) =
` (γm,w), then

(2.11)
∣∣∣∣f (m) ` (γ)−

∫
γ

f (z) |dz|
∣∣∣∣ ≤ 1

2
` (γ) ‖f ′‖γu,w;1

and if s ∈ γ such that
∫
γu,s
|f ′ (z)| |dz| =

∫
γs,w
|f ′ (z)| |dz|, then

(2.12)
∣∣∣∣f (s) ` (γ)− ∫

γ

f (z) |dz|
∣∣∣∣ ≤ 1

2
` (γ) ‖f ′‖γu,w;1 .

We have also the following result for p-norms:

Theorem 2.4. With the assumption of Theorem 2.3, we have for p, q > 1 with 1
p +

1
q = 1 that∣∣∣∣f (v) ` (γ)− ∫

γ

f (z) |dz|
∣∣∣∣(2.13)

≤ 1

q + 1

[
`1+1/q (γu,v) ‖f ′‖γu,v ;p

+ `1+1/q (γv,w) ‖f ′‖γv,w;p

]

≤ 1

q + 1



1
21+1/q [` (γu,w) + |` (γu,v)− ` (γv,w)|]

1+1/q

×
[
‖f ′‖γu,v ;p

+ ‖f ′‖γv,w;p

]
,

[
`q+1 (γu,v) + `q+1 (γv,w)

]1/q ‖f ′‖γu,w;p ,

1
21/p

[
‖f ′‖pγu,w;p +

∣∣∣‖f ′‖pγu,v ;p
− ‖f ′‖pγv,w;p

∣∣∣]1/p
×
[
`1+1/q (γu,v) + `1+1/q (γv,w)

]
.

Proof. Using the weighted Hölder integral inequality for p, q > 1 with 1
p +

1
q = 1, we have∫ x

a

|f ′ (z (t))| |z′ (t)|
(∫ t

a

|z′ (s)| ds
)
dt

≤
(∫ x

a

|f ′ (z (t))|p |z′ (t)| dt
)1/p

(∫ x

a

(∫ t

a

|z′ (s)| ds
)q
|z′ (t)| dt

)1/q

=

(∫ x

a

|f ′ (z (t))|p |z′ (t)| dt
)1/p

((∫ x
a
|z′ (s)| ds

)q+1

q + 1

)1/q

=

(∫ x
a
|z′ (s)| ds

)1+1/q

(q + 1)
1/q

(∫ x

a

|f ′ (z (t))|p |z′ (t)| dt
)1/p
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and

∫ b

x

|f ′ (z (t))| |z′ (t)|

(∫ b

t

|z′ (s)| ds

)
dt

≤

(∫ b

x

|f ′ (z (t))|p |z′ (t)| dt

)1/p(∫ b

x

(∫ b

t

|z′ (s)| ds

)q
|z′ (t)| dt

)1/q

=

(∫ b

x

|f ′ (z (t))|p |z′ (t)| dt

)1/p

(∫ b

x
|z′ (s)| ds

)q+1

q + 1


1/q

=

(∫ b
x
|z′ (s)| ds

)1+1/q

(q + 1)
1/q

(∫ b

x

|f ′ (z (t))|p |z′ (t)| dt

)1/p

for x ∈ (a, b) . If we add these two inequalities, we get

B (x) ≤
(∫ x
a
|z′ (s)| ds

)1+1/q

(q + 1)
1/q

(∫ x

a

|f ′ (z (t))|p |z′ (t)| dt
)1/p

+

(∫ b
x
|z′ (s)| ds

)1+1/q

(q + 1)
1/q

(∫ b

x

|f ′ (z (t))|p |z′ (t)| dt

)1/p

=
1

q + 1

`1+1/q (γu,v)

(∫
γu,v

|f ′ (z)|p |dz|

)1/p

+ `1+1/q (γv,w)

(∫
γv,w

|f ′ (z)|p |dz|

)1/p
 ,

which proves the first inequality in (2.13). We also have

`1+1/q (γu,v)

(∫
γu,v

|f ′ (z)|p |dz|

)1/p

+ `1+1/q (γv,w)

(∫
γv,w

|f ′ (z)|p |dz|

)1/p

≤max
{
`1+1/q (γu,v) , `

1+1/q (γv,w)
}

×

(∫
γu,v

|f ′ (z)|p |dz|

)1/p

+

(∫
γv,w

|f ′ (z)|p |dz|

)1/p


= [max {` (γu,v) , ` (γv,w)}]1+1/q

(∫
γu,v

|f ′ (z)|p |dz|

)1/p

+

(∫
γv,w

|f ′ (z)|p |dz|

)1/p


=
1

21+1/q
[` (γu,w) + |` (γu,v)− ` (γv,w)|]1+1/q

×

(∫
γu,v

|f ′ (z)|p |dz|

)1/p

+

(∫
γv,w

|f ′ (z)|p |dz|

)1/p




132 Silvestru Sever Dragomir

and

`1+1/q (γu,v)

(∫
γu,v

|f ′ (z)|p |dz|

)1/p

+ `1+1/q (γv,w)

(∫
γv,w

|f ′ (z)|p |dz|

)1/p

≤max


(∫

γu,v

|f ′ (z)|p |dz|

)1/p

,

(∫
γv,w

|f ′ (z)|p |dz|

)1/p


×
[
`1+1/q (γu,v) + `1+1/q (γv,w)

]
=

[
max

{∫
γu,v

|f ′ (z)|p |dz| ,
∫
γv,w

|f ′ (z)|p |dz|

}]1/p
×
[
`1+1/q (γu,v) + `1+1/q (γv,w)

]
=

1

21/p

[∫
γu,w

|f ′ (z)|p |dz|+

∣∣∣∣∣
∫
γu,v

|f ′ (z)|p |dz| −
∫
γv,w

|f ′ (z)|p |dz|

∣∣∣∣∣
]1/p

×
[
`1+1/q (γu,v) + `1+1/q (γv,w)

]
.

By Hölder’s discrete inequality, we have

`1+1/q (γu,v)

(∫
γu,v

|f ′ (z)|p |dz|

)1/p

+ `1+1/q (γv,w)

(∫
γv,w

|f ′ (z)|p |dz|

)1/p

≤
[
`q+1 (γu,v) + `q+1 (γv,w)

]1/q [∫
γu,v

|f ′ (z)|p |dz|+
∫
γv,w

|f ′ (z)|p |dz|

]1/p

=
[
`q+1 (γu,v) + `q+1 (γv,w)

]1/q (∫
γu,w

|f ′ (z)|p |dz|

)1/p

,

which prove the last part of (2.13). �

We have:

Corollary 2.2. With the assumption of Theorem 2.4 and if there exists m ∈ γ such that ` (γu,m) =
` (γm,w), then∣∣∣∣f (m) ` (γ)−

∫
γ

f (z) |dz|
∣∣∣∣ ≤ 1

21+1/q (q + 1)
`1+1/q (γu,w)

[
‖f ′‖γu,m;p + ‖f

′‖γm,w;p

]
(2.14)

and if s ∈ γ such that
∫
γu,s
|f ′ (z)|p |dz| =

∫
γs,w
|f ′ (z)|p |dz|, then∣∣∣∣f (s) ` (γ)− ∫

γ

f (z) |dz|
∣∣∣∣ ≤ 1

21/p (q + 1)

[
`1+1/q (γu,s) + `1+1/q (γs,w)

]
‖f ′‖γu,w;p .(2.15)

Finally we have:
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Theorem 2.5. With the assumption of Theorem 2.3, we have∣∣∣∣f (v) ` (γ)− ∫
γ

f (z) |dz|
∣∣∣∣(2.16)

≤1

2

[
`2 (γu,v) ‖f ′‖γu,v ;∞ + `2 (γv,w) ‖f ′‖γv,w;∞

]

≤1

2



1
4 [` (γu,w) + |` (γu,v)− ` (γv,w)|]

2

×
[
‖f ′‖γu,v ;∞ + ‖f ′‖γv,w;∞

]
,

[
`2q (γu,v) + `2q (γv,w)

]1/q (‖f ′‖pγu,v ;∞ + ‖f ′‖pγv,w;∞

)1/p
,

p, q > 1 and 1
p +

1
q = 1,[

`2 (γu,v) + `2 (γv,w)
]
‖f ′‖γu,w;∞ .

Proof. We have ∫ x

a

|f ′ (z (t))| |z′ (t)|
(∫ t

a

|z′ (s)| ds
)
dt

≤ max
t∈[a,x]

|f ′ (z (t))|
∫ x

a

(∫ t

a

|z′ (s)| ds
)
|z′ (t)| dt

=
1

2
max
t∈[a,x]

|f ′ (z (t))|
(∫ x

a

|z′ (s)| ds
)2

=
1

2
`2 (γu,v) ‖f ′‖γu,v ;∞

and ∫ b

x

|f ′ (z (t))| |z′ (t)|

(∫ b

t

|z′ (s)| ds

)
dt

≤ max
t∈[x,b]

|f ′ (z (t))|
∫ b

x

(∫ b

t

|z′ (s)| ds

)
|z′ (t)| dt

=
1

2
max
t∈[x,b]

|f ′ (z (t))|

(∫ b

x

|z′ (s)| ds

)2

=
1

2
`2 (γv,w) ‖f ′‖γv,w;∞ ,

which by addition produce

B (x) ≤ 1

2

[
`2 (γu,v) ‖f ′‖γu,v ;∞ + `2 (γv,w) ‖f ′‖γv,w;∞

]
and by utilising the inequality (2.10), we get the first part of (2.16).

The second part is obvious and we omit the details. �

Corollary 2.3. With the assumption of Theorem 2.3 and if there exists m ∈ γ such that ` (γu,m) =
` (γm,w), then ∣∣∣∣f (m) ` (γ)−

∫
γ

f (z) |dz|
∣∣∣∣ ≤ 1

8

[
‖f ′‖γu,m;∞ + ‖f ′‖γm,w;∞

]
`2 (γu,w)

≤ 1

4
‖f ′‖γu,w;∞ `2 (γu,w) .
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3. EXAMPLES FOR CIRCULAR PATHS

Let [a, b] ⊆ [0, 2π] and the circular path γ[a,b],R centered in 0 and with radius R > 0

z (t) = R exp (it) = R (cos t+ i sin t) , t ∈ [a, b] .

If [a, b] = [0, π], then we get a half circle, while for [a, b] = [0, 2π], we get the full circle. We have

z′ (t) = Ri exp (it) , t ∈ [a, b]

and |z′ (t)| = R for t ∈ [a, b] giving that

`
(
γ[a,b],R

)
=

∫ b

a

|z′ (t)| dt = R (b− a) .

If x ∈ [a, b] and v = R exp (ix) , then by (2.8), we have∣∣∣∣R (b− a) f (R exp (ix))−R
∫ b

a

f (R exp (it)) dt

∣∣∣∣
≤R (x− a)R

∫ x

a

|f ′ (R exp (it))| dt+R (b− x)R
∫ b

x

|f ′ (R exp (it))| dt,

that is equivalent to∣∣∣∣(b− a) f (R exp (ix))−
∫ b

a

f (R exp (it)) dt

∣∣∣∣(3.17)

≤R (x− a)
∫ x

a

|f ′ (R exp (it))| dt+R (b− x)
∫ b

x

|f ′ (R exp (it))| dt

for x ∈ [a, b] . In particular, if we take x = a+b
2 in (3.17), then we get∣∣∣∣(b− a) f (R exp

(
a+ b

2
i

))
−
∫ b

a

f (R exp (it)) dt

∣∣∣∣ ≤ 1

2
R (b− a)

∫ b

a

|f ′ (R exp (it))| dt.(3.18)

If m ∈ [a, b] is such that ∫ m

a

|f ′ (R exp (it))| dt =
∫ b

m

|f ′ (R exp (it))| dt,

then from (3.17), we get ∣∣∣∣(b− a) f (R exp (mi))−
∫ b

a

f (R exp (it)) dt

∣∣∣∣(3.19)

≤1

2
R (b− a)

∫ b

a

|f ′ (R exp (it))| dt.

By making use of (2.13), we get∣∣∣∣R (b− a) f (R exp (ix))−R
∫ b

a

f (R exp (it)) dt

∣∣∣∣
≤ 1

q + 1

[
R1+1/q (x− a)1+1/q

R1/p

(∫ x

a

|f ′ (R exp (it))|p dt
)1/p

+ R1+1/q (b− x)1+1/q
R1/p

(∫ b

x

|f ′ (R exp (it))|p dt

)1/p
 ,
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that is equivalent to

∣∣∣∣(b− a) f (R exp (ix))−
∫ b

a

f (R exp (it)) dt

∣∣∣∣(3.20)

≤ 1

q + 1
R

[
(x− a)1+1/q

(∫ x

a

|f ′ (R exp (it))|p dt
)1/p

+ (b− x)1+1/q

(∫ b

x

|f ′ (R exp (it))|p dt

)1/p


for x ∈ [a, b] . If we take x = a+b
2 in (3.20), then we get

∣∣∣∣(b− a) f (R exp

(
a+ b

2
i

))
−
∫ b

a

f (R exp (it)) dt

∣∣∣∣(3.21)

≤ 1

(q + 1) 21+1/q
R (b− a)1+1/q

(∫ a+b
2

a

|f ′ (R exp (it))|p dt

)1/p

+

(∫ b

a+b
2

|f ′ (R exp (it))|p dt

)1/p
 .

If c ∈ [a, b] is such that

∫ c

a

|f ′ (R exp (it))|p dt =
∫ b

c

|f ′ (R exp (it))|p dt,

then by (3.20), we get

∣∣∣∣(b− a) f (R exp (ic))−
∫ b

a

f (R exp (it)) dt

∣∣∣∣(3.22)

≤ 1

(q + 1) 21/p
R
[
(c− a)1+1/q

+ (b− c)1+1/q
](∫ b

a

|f ′ (R exp (it))|p dt

)1/p

.

Further, if we use (2.16), then we have

∣∣∣∣R (b− a) f (R exp (ix))−R
∫ b

a

f (R exp (it)) dt

∣∣∣∣
≤1

2
R2

[
(x− a)2 sup

t∈[a,x]
|f ′ (R exp (it))|+ (b− x)2 sup

t∈[x,b]
|f ′ (R exp (it))|

]

≤1

2
R2
[
(x− a)2 + (b− x)2

]
sup
t∈[a,b]

|f ′ (R exp (it))| ,
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that is equivalent to∣∣∣∣(b− a) f (R exp (xi))−
∫ b

a

f (R exp (it)) dt

∣∣∣∣(3.23)

≤1

2
R

[
(x− a)2 sup

t∈[a,x]
|f ′ (R exp (it))|+ (b− x)2 sup

t∈[x,b]
|f ′ (R exp (it))|

]

≤R

[
1

4
(b− a)2 +

(
x− a+ b

2

)2
]

sup
t∈[a,b]

|f ′ (R exp (it))|

for x ∈ [a, b] . In particular, we have∣∣∣∣(b− a) f (R exp

(
a+ b

2
i

))
−
∫ b

a

f (R exp (it)) dt

∣∣∣∣(3.24)

≤1

8
R (b− a)2

 sup
t∈[a, a+b

2 ]
|f ′ (R exp (it))|+ sup

t∈[ a+b
2 ,b]
|f ′ (R exp (it))|


≤1

4
R (b− a)2 sup

t∈[a,b]
|f ′ (R exp (it))| .

We give now examples for some fundamental complex functions. Consider the function
f (z) = zn, z ∈ C with n ≥ 1. Then f ′ (z) = nzn−1,

f (R exp (ix)) = Rn exp (nxi) ,

|f ′ (R exp (it))| = nRn−1 |exp ((n− 1) it)| = nRn−1, t ∈ [a, b]

and ∫ b

a

f (R exp (it)) dt = Rn
∫ b

a

exp (nti) dt = Rn
exp (nbi)− exp (nai)

ni
.

Making use of the inequality (3.23), we get∣∣∣∣(b− a)Rn exp (nxi)−Rn exp (nbi)− exp (nai)

ni

∣∣∣∣ ≤ R
[
1

4
(b− a)2 +

(
x− a+ b

2

)2
]
nRn−1,

which is equivalent to∣∣∣∣(b− a) exp (nxi)− exp (nbi)− exp (nai)

ni

∣∣∣∣ ≤ n
[
1

2
(b− a)2 +

(
x− a+ b

2

)2
]

(3.25)

for x ∈ [a, b] . If we take in (3.25) x = a+b
2 , then we get

(3.26)
∣∣∣∣(b− a) exp(n(a+ b

2

)
i

)
− exp (nbi)− exp (nai)

ni

∣∣∣∣ ≤ 1

4
n (b− a)2

for n ≥ 1. Consider the exponential function f (z) = exp (z) , z ∈ C. Then f ′ (z) = exp (z) ,

|f ′ (R exp (it))| = |exp (R (cos t+ i sin t))| = exp (R cos t) , t ∈ [a, b]
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and by the inequality (3.17), we get∣∣∣∣(b− a) exp (R exp (ix))−
∫ b

a

exp (R exp (it)) dt

∣∣∣∣(3.27)

≤R

[
(x− a)

∫ x

a

exp (R cos t) dt+ (b− x)
∫ b

x

exp (R cos t) dt

]
,

while from the inequality (3.23), we get∣∣∣∣(b− a) exp (R exp (ix))−
∫ b

a

exp (R exp (it)) dt

∣∣∣∣(3.28)

≤1

2
R

[
(x− a)2 sup

t∈[a,x]
exp (R cos t) + (b− x)2 sup

t∈[x,b]
exp (R cos t)

]

≤R

[
1

4
(b− a)2 +

(
x− a+ b

2

)2
]

sup
t∈[a,b]

exp (R cos t)

for x ∈ [a, b] . From the inequality (3.20), we get∣∣∣∣(b− a) exp (R exp (ix))−
∫ b

a

exp (R exp (it)) dt

∣∣∣∣(3.29)

≤ 1

q + 1
R

[
(x− a)1+1/q

(∫ x

a

exp (pR cos t) dt

)1/p

+ (b− x)1+1/q

(∫ b

x

exp (pR cos t) dt

)1/p


for x ∈ [a, b] , where p, q > 1 with 1
p + 1

q = 1. If in the inequality (3.27) we take x = a+b
2 , then

we get ∣∣∣∣(b− a) exp(R exp

(
a+ b

2
i

))
−
∫ b

a

exp (R exp (it)) dt

∣∣∣∣(3.30)

≤1

2
R (b− a)

∫ b

a

exp (R cos t) dt,

while from the inequality (2.15), we get∣∣∣∣(b− a) exp(R exp

(
a+ b

2
i

))
−
∫ b

a

exp (R exp (it)) dt

∣∣∣∣(3.31)

≤1

8
(b− a)2R

 sup
t∈[a, a+b

2 ]
exp (R cos t) + sup

t∈[ a+b
2 ,b]

exp (R cos t)


≤1

4
R (b− a)2 sup

t∈[a,b]
exp (R cos t) .
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From (3.29), we have∣∣∣∣(b− a) exp(R exp

(
a+ b

2
i

))
−
∫ b

a

exp (R exp (it)) dt

∣∣∣∣(3.32)

≤ 1

(q + 1) 21+1/q
R (b− a)1+1/q

×

(∫ a+b
2

a

exp (pR cos t) dt

)1/p

+

(∫ b

a+b
2

exp (pR cos t) dt

)1/p
 .
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1. INTRODUCTION

Let A denote the class of functions of the form:

(1.1) f (z) = z +

∞∑
n=2

anz
n,

which are analytic in the open unit disk U = {z ∈ C : |z| < 1}. Further, by S we shall denote
the class of all functions in A which are univalent in U. It is well known that every function
f ∈ S has an inverse f−1, defined by

f−1 (f (z)) = z (z ∈ U)

and

f
(
f−1 (w)

)
= w

(
|w| < r0 (f) ; r0 (f) ≥ 1

4

)
,

where

(1.2) f−1 (w) = w − a2w
2 +

(
2a2

2 − a3

)
w3 −

(
5a2

2 − 5a2a3 + a4

)
w4 + ... .

A function f ∈ A is said to be bi-univalent in U if both f and f−1 are univalent in U. Let Σ
denote the class of bi-univalent functions in U given by (1.1). For a brief history and interesting
examples in the class Σ (see [26]).

For functions f ∈ A, Sălăgean [27] (see also [4] and [28]) defined the linear operator
Dm : A → A (m ∈ N0 = N ∪ {0}, N = {1, 2, 3, ...}) as follows:

D0f(z) = f(z) ,

D1f (z) = Df(z) = z f ′ (z) = z +

∞∑
n=2

nanz
n
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and (in general)

(1.3) Dmf(z) = D
(
Dm−1f(z)

)
= z +

∞∑
n=2

nmanz
n.

From (1.3), we can easily deduce that

(1.4) Dm+1f(z) = z (Dmf(z))
′
.

Let Pλk (α) be the class of analytic functions p (z) in U normalized by p (0) = 1 and satisfying

(1.5)
∫ 2π

0

∣∣∣∣∣<
{
eiλp (z)

}
− α cosλ

1− α

∣∣∣∣∣ dθ ≤ kπ cosλ,

where z = reiθ, 0 ≤ r < 1, |λ| < π
2 , 0 ≤ α < 1 and k ≥ 2. The class Pλk (α) was introduced and

studied by Moulis [16] (see also Aouf [3] and Noor et al. [21]). We note that
(i) P0

k (0) = Pk, is the class of functions have their real parts bounded in the mean on U, intro-
duced by Robertson [25] and studied Pinchuk [24];
(ii) Pλk (0) = Pλk , is the class of functions introduced by Robertson [25] and he derived a varia-
tional formula for functions in this class;
(iii) P0

k (α) = Pk (α), is the class of functions introduced by Padmanabhan and Parvatham [23]
(see also Umarani and Aouf [31]);
(iv) P0

2 (α) = P (α), is the class of functions with positive real part of order α, 0 ≤ α < 1;
(v) P0

2 (0) = P , is the class of functions having positive real part for z ∈ U.
Using Salăgeăn operator Dm and the class Pk, we now introduce the following subclass of

Bi-Bazilevic̃ analytic functions of the class Σ as follows:

Definition 1.1. A function f ∈ Σ is said to be in the class BmΣ (γ, δ, b; k) if it satisfies the following
subordination condition:

(1.6) 1 +
1

b

[
(1− γ)

(
Dmf (z)

z

)δ
+ γ
Dm+1f (z)

Dmf (z)

(
Dmf (z)

z

)δ
− 1

]
∈ Pk

and

(1.7) 1 +
1

b

[
(1− γ)

(
Dmg (w)

w

)δ
+ γ
Dm+1g (w)

Dmg (w)

(
Dmg (w)

w

)δ
− 1

]
∈ Pk,

where g = f−1, b ∈ C∗ = C\ {0} , γ, δ ∈ C,m ∈ N0, k ≥ 2 and all powers are understood as principle
values.

Taking additional choices of m, γ, δ, k and b, the class BmΣ (γ, δ, b; k) reduces to the following
subclasses of Σ:

(i) B0
Σ (γ, δ, 1; k) = BΣ (γ, δ; k)

=

{
f ∈ Σ : (1− γ)

(
f (z)

z

)δ
+ γ

zf
′
(z)

f (z)

(
f (z)

z

)δ
∈ Pk

and (1− γ)

(
g (w)

w

)δ
+ γ

wg
′
(w)

g (w)

(
g (w)

w

)δ
∈ Pk

}
;
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(ii) B0
Σ (γ, δ, 1− η; 2) = BΣ (γ, δ, η) (0 ≤ η < 1) (see [15] for f ∈ A)(see also [29])

=

{
f ∈ Σ : <

{
(1− γ)

(
f (z)

z

)δ
+ γ

zf
′
(z)

f (z)

(
f (z)

z

)δ}
> η

and <

{
(1− γ)

(
g (w)

w

)δ
+ γ

wg
′
(w)

g (w)

(
g (w)

w

)δ}
> η

}
;

(iii) B0
Σ (γ, 1, 1; k) = BΣ (γ; k)

=

{
f ∈ Σ : (1− γ)

f (z)

z
+ γf

′
(z) ∈ Pk and (1− γ)

g (w)

w
+ γg

′
(w) ∈ Pk

}
;

(iv) B0
Σ (γ, 1, 1− η; 2) = BΣ (γ, η) (0 ≤ η < 1) (see [10] for f ∈ A)

=

{
f ∈ Σ : <

{
(1− γ)

f (z)

z
+ γf

′
(z)

}
> η and <

{
(1− γ)

g (w)

w
+ γg

′
(w)

}
> η

}
;

(v) B0
Σ (1, δ, 1− η; 2) = BΣ (δ, η) (0 ≤ η < 1) (see [22] for f ∈ A)

=

{
f ∈ Σ : <

{
zf
′
(z)

f (z)

(
f (z)

z

)δ}
> η and <

{
wg
′
(w)

g (w)

(
g (w)

w

)δ}
> η

}
;

(vi) B0
Σ (1, 0, b; k) = SΣ (b; k) (see Nasr and Aouf [20] for f ∈ A)

=

{
f ∈ Σ : 1 +

1

b

(
zf
′
(z)

f(z)
− 1

)
∈ Pk and 1 +

1

b

(
wg
′
(w)

g(w)
− 1

)
∈ Pk

}
;

(vii) B0
Σ (1, 0, b; 2) = SΣ (b) (see Nasr and Aouf [19] for f ∈ A) (see also [5])

=

{
f ∈ Σ : <

{
1 +

1

b

(
zf
′
(z)

f(z)
− 1

)}
> 0 and <

{
1 +

1

b

(
wg
′
(w)

g(w)
− 1

)}
> 0

}
;

(viii) B1
Σ (1, 0, b; k) = CΣ (b; k) (see Nasr and Aouf [20] for f ∈ A)

=

{
f ∈ Σ : 1 +

1

b

zf
′′

(z)

f ′(z)
∈ Pk and 1 +

1

b

wg
′′

(w)

g′(w)
∈ Pk

}
;

(ix) B1
Σ (1, 0, b; 2) = CΣ (b) (see Nasr and Aouf [18] for f ∈ A) (see also [5])

=

{
f ∈ Σ : <

{
1 +

1

b

zf
′′

(z)

f ′(z)

}
> 0 and <

{
1 +

1

b

wg
′′

(w)

g′(w)

}
> 0

}
;

(x) B0
Σ (1, 0, 1; k) = SΣ (k) (see Pinchuk [24] for f ∈ A)

=

{
f ∈ Σ :

zf
′
(z)

f(z)
∈ Pk and

wg
′
(w)

g(w)
∈ Pk

}
;
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(xi) B1
Σ (1, 0, 1; k) = CΣ (k) (see Pinchuk [24] for f ∈ A)

=

{
f ∈ Σ : 1 +

zf
′′

(z)

f ′(z)
∈ Pk and 1 +

wg
′′

(w)

g′(w)
∈ Pk

}
;

(xii) B0
Σ (1, 0, 1− η; 2) = SΣ (η) (0 ≤ η < 1) (see [9] and [30])

=

{
f ∈ Σ : <

(
zf
′
(z)

f(z)

)
> η and <

(
wg
′
(w)

g(w)

)
> η

}
;

(xiii) B1
Σ (1, 0, 1− η; 2) = CΣ (η) (0 ≤ η < 1) (see [9] and [30])

=

{
f ∈ Σ : <

(
1 +

zf
′′

(z)

f ′(z)

)
> η and <

(
1 +

wg
′′

(w)

g′(w)

)
> η

}
;

(xiv) B0
Σ

(
γ, δ, (1− α) e−iλ cosλ; k

)
= BΣ (γ, δ, α, λ; k)

(
|λ| < π

2
, 0 ≤ α < 1

)
=

f ∈ Σ :
eiλ

[
(1−γ)( f(z)z )

δ
+γ

zf
′
(z)

f(z) ( f(z)z )
δ
]
−α cosλ−i sinλ

(1−α) cosλ ∈ Pk

and
eiλ

[
(1−γ)( g(w)

w )
δ
+γ

wg
′
(w)

g(w) ( g(w)
w )

δ
]
−α cosλ−i sinλ

(1−α) cosλ ∈ Pk


or

=

{
f ∈ Σ : (1− γ)

(
f (z)

z

)δ
+ γ

zf
′
(z)

f (z)

(
f (z)

z

)δ
∈ Pλk (α)

and (1− γ)

(
g (w)

w

)δ
+ γ

wg
′
(w)

g (w)

(
g (w)

w

)δ
∈ Pλk (α)

}
;

(xv) B0
Σ

(
1, 0, be−iλ cosλ; 2

)
= SλΣ (b)

(
|λ| < π

2
, b ∈ C∗

)
(see Al-Oboudi and Haidan [2] for f ∈ A)

=

{
f ∈ Σ : <

{
1 +

eiλ

b cosλ

(
zf
′
(z)

f(z)
− 1

)}
> 0

and <

{
1 +

eiλ

b cosλ

(
wg
′
(w)

g(w)
− 1

)}
> 0

}
;

(xvi) B1
Σ

(
1, 0, be−iλ cosλ; 2

)
= CλΣ (b)

(
|λ| < π

2
, b ∈ C∗

)
(see Al-Oboudi and Haidan [2] for f ∈ A)

=

{
f ∈ Σ : <

{
1 +

eiλ

b cosλ

(
zf
′′

(z)

f ′ (z)

)}
> 0

and <

{
1 +

eiλ

b cosλ

(
wg
′′

(w)

g′ (w)

)}
> 0

}
;
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(xvii) B0
Σ

(
1, 0, (1− α) e−iλ cosλ; k

)
= Sλα (k)

(
|λ| < π

2
, 0 ≤ α < 1

)

=

f ∈ Σ :

eiλ
zf
′
(z)

f (z)
− α cosλ− i sinλ

(1− α) cosλ
∈ Pk

and
eiλ

wg
′
(w)

g (w)
− α cosλ− i sinλ

(1− α) cosλ
∈ Pk


or

=

{
f ∈ Σ :

zf
′
(z)

f (z)
∈ Pλk (α) and

wg
′
(w)

g (w)
∈ Pλk (α)

}
;

(xviii) B1
Σ

(
1, 0, (1− α) e−iλ cosλ; k

)
= Cλα (k)

(
|λ| < π

2
, 0 ≤ α < 1

)

=

f ∈ Σ :

eiλ

(
1 +

zf
′′

(z)

f ′ (z)

)
− α cosλ− i sinλ

(1− α) cosλ
∈ Pk

and

eiλ

(
1 +

wg
′′

(w)

g′ (w)

)
− α cosλ− i sinλ

(1− α) cosλ
∈ Pk


or

=

{
f ∈ Σ : 1 +

zf
′′

(z)

f ′ (z)
∈ Pλk (α) and 1 +

wg
′′

(w)

g′ (w)
∈ Pλk (α)

}
.

In order to establish our main results, we need the following lemma:

Lemma 1.1. [3, Theorem 5 with p = 1] If p(z) = 1 +
∞∑
n=1

cnz
n ∈ Pλk (α) in U, then

(1.8) |cn| ≤ (1− α) k cosλ (n ∈ N) .

The result is sharp. Equality is attained for the odd coefficients and even coefficients, respectively, for the
functions

p1 (z) = 1 + (1− α) cosλ e−iλ
[(

k + 2

4

)(
1− z
1 + z

)
−
(
k − 2

4

)(
1 + z

1− z

)
− 1

]
,

p2 (z) = 1 + (1− α) cosλ e−iλ
[(

k + 2

4

)(
1− z2

1 + z2

)
−
(
k − 2

4

)(
1 + z2

1− z2

)
− 1

]
.

Remark 1.1. For λ = α = 0 in Lemma 1.1, we obtain the result obtained by Goswami et al. [11] for
the class Pk.
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Lewin [13] defined the class of bi-univalent functions and obtained the bound for the sec-
ond coefficient. Brannan and Taha [9] considered certain subclasses of bi-univalent functions,
similar to the familiar subclasses of univalent functions consisting of strongly starlike, starlike
and convex functions. They introduced the concept of bi-starlike functions and the bi-convex
functions, and obtained estimates for the initial coefficients. Recently, Srivastava et al. [26],
Ali et al. [1], Frasin and Aouf [10], Goyal and Goswami [12] and many others (see [6], [7], [8],
[14], [17] and [32]) have introduced and investigated subclasses of bi-univalent functions and
obtained non-sharp bounds for the initial coefficients.

In the present paper, we estimates on the coefficients for second and third coefficients for the
functions in the subclass BmΣ (γ, δ, b; k) and its special subclasses.

2. MAIN RESULTS

Unless otherwise mentioned, we assume throughout this paper that g = f−1, b ∈ C∗, γ,
δ ∈ C, k ≥ 2,m ∈ N0 and all powers are understood as principle values.

Theorem 2.1. Let f(z) given by (1.1) belongs to the class BmΣ (γ, δ, b; k) with δ 6= 1− 3m

22m−1 , δ 6= −γ
and δ 6= −2γ, then

(2.9) |a2| ≤ min

{√
|b| k

|(δ − 1) 22m−1 + 3m| |δ + 2γ|
,
|b| k

2m |δ + γ|

}
and

(2.10) |a3| ≤
|b| k

3m |δ + 2γ|
min

{
1 + 3m

|(δ−1)22m−1+3m| ; 1 + |δ+2γ||1−δ||b|k
2|δ+γ|2 ;

1 + |δ+2γ||δ−1||b|k
2|δ+γ|2 + 3m|δ+2γ||b|k

22m−1|δ+γ|2

}
.

Proof. If f ∈ BmΣ (γ, δ, b; k), according to the Definition 1.1, we have

(2.11) 1 +
1

b

[
(1− γ)

(
Dmf (z)

z

)δ
+ γ
Dm+1f (z)

Dmf(z)

(
Dmf (z)

z

)δ
− 1

]
= p (z)

and

(2.12) 1 +
1

b

[
(1− γ)

(
Dmg (w)

w

)δ
+ γ
Dm+1g (w)

Dmg(w)

(
Dmg (w)

w

)δ
− 1

]
= q (w) ,

where p (z) , q (w) ∈ Pk and g = f−1. Using the fact that the functions p (z) and q (w) have the
following Taylor expansions

(2.13) p (z) = 1 + p1z + p2z
2 + ...

and

(2.14) q (w) = 1 + q1w + q2w
2 + ... .

Since

1 +
1

b

[
(1− γ)

(
Dmf (z)

z

)δ
+ γ
Dm+1f (z)

Dmf(z)

(
Dmf (z)

z

)δ
− 1

]

(2.15) = 1 +

(
δ + γ

b

)
2ma2z +

(
δ + 2γ

b

)[
3ma3 +

δ − 1

2
22ma2

2

]
z2 + ...
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and according to (1.2), we have

1 +
1

b

[
(1− γ)

(
Dmg (w)

w

)δ
+ γ
Dm+1g (w)

Dmg(w)

(
Dmg (w)

w

)δ
− 1

]

(2.16) = 1−
(
δ + γ

b

)
2ma2w +

(
δ + 2γ

b

)[(
2a2

2 − a3

)
3m +

δ − 1

2
22ma2

2

]
w2 + ...

from (2.13) and (2.14), combined with (2.15) and (2.16), it follows that

p1 =

(
δ + γ

b

)
2ma2,(2.17)

p2 =

(
δ + 2γ

b

)[
3ma3 +

δ − 1

2
22ma2

2

]
,(2.18)

q1 = −
(
δ + γ

b

)
2ma2,(2.19)

q2 =

(
δ + 2γ

b

)[(
2a2

2 − a3

)
3m +

δ − 1

2
22ma2

2

]
.(2.20)

Now, from (2.18) and (2.20), we deduce that

(2.21) a2
2 =

b (p2 + q2)

[(δ − 1) 22m + (2) 3m] (δ + 2γ)

and

(2.22) a3 − a2
2 =

b (p2 − q2)

2 (δ + 2γ) 3m
.

Using (2.21) in (2.22), we obtain

(2.23) a3 =
b

δ + 2γ

[
p2 − q2

(2) 3m
+

p2 + q2

(δ − 1) 22m + (2) 3m

]
.

From (2.17) and (2.18), we get

(2.24) a3 =
b

3m (δ + 2γ)

[
p2 +

(δ + 2γ) (1− δ) p2
1b

2 (δ + γ)
2

]
,

while from (2.19) and (2.20), we deduce that

(2.25) a3 =
b

3m (δ + 2γ)

[
−q2 +

(δ + 2γ) (δ − 1) bq2
1

2 (δ + γ)
2 +

2 (δ + 2γ) 3mbq2
1

22m (δ + γ)
2

]
.

Combining (2.17) and (2.21) for the computation of the upper-bound of |a2|, and (2.23), (2.24)
and (2.25) for the computation of |a3|, by using Lemma 1.1 (with α = λ = 0), we easily find the
estimates of Theorem 2.1. This completes the proof of Theorem 2.1. �

Taking m = 0 and b = 1 in Theorem 2.1, we obtain the following result for the functions
belonging to the class BΣ (γ, δ; k).

Corollary 2.1. Let f(z) given by (1.1) belongs to the class BΣ (γ, δ; k) with δ 6= −1, δ 6= −γ and
δ 6= −2γ, then

|a2| ≤ min

{√
2k

|δ + 1| |δ + 2γ|
,

k

|δ + γ|

}
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and

|a3| ≤
k

|δ + 2γ|
min

{
1 +

2

|δ + 1|
; 1 +

|δ + 2γ| |1− δ| k
2 |δ + γ|2

; 1 +
|δ + 2γ| |δ + 3| k

2 |δ + γ|2

}
.

Taking m = 0, b = 1−η (0 ≤ η < 1) and k = 2 in Theorem 2.1, we obtain the following result
for the functions belonging to the class BΣ (γ, δ, η).

Corollary 2.2. Let f(z) given by (1.1) belongs to the class BΣ (γ, δ, η) with 0 ≤ η < 1, δ 6= −1,
δ 6= −γ and δ 6= −2γ, then

|a2| ≤ min

{√
4 (1− η)

|δ + 1| |δ + 2γ|
,

2 (1− η)

|δ + γ|

}
and

|a3| ≤
2 (1− η)

|δ + 2γ|
min

{
1 +

2

|δ + 1|
; 1 +

|δ + 2γ| |1− δ| (1− η)

|δ + γ|2
; 1 +

|δ + 2γ| |δ + 3| (1− η)

|δ + γ|2

}
.

Taking m = 0, δ = 1, b = 1−η (0 ≤ η < 1) and k = 2 in Theorem 2.1, we obtain the following
corollary which improves the result of Frasin and Aouf [10, Theorem 3.2].

Corollary 2.3. Let f(z) given by (1.1) belongs to the class BΣ (γ, η) with 0 ≤ η < 1, γ 6= −1 and
γ 6= − 1

2 , then

|a2| ≤ min

{√
2 (1− η)

|2γ + 1|
,

2 (1− η)

|γ + 1|

}
and

|a3| ≤
2 (1− η)

|2γ + 1|
min

{
2, 1 +

4 |2γ + 1| (1− η)

|γ + 1|2

}
.

Takingm = 0, γ = 1, b = 1−η (0 ≤ η < 1) and k = 2 in Theorem 2.1, we obtain the following
result for the functions belonging to the class BΣ (δ, η).

Corollary 2.4. Let f(z) given by (1.1) belongs to the class BΣ (δ, η) with δ 6= −1 and δ 6= −2, then

|a2| ≤ min

{√
4 (1− η)

|δ + 1| |δ + 2|
,

2 (1− η)

|δ + 1|

}
and

|a3| ≤
2 (1− η)

|δ + 2|
min

{
1 +

2

|δ + 1|
; 1 +

|δ + 2| |1− δ| (1− η)

|δ + 1|2
; 1 +

|δ + 2| |δ + 3| (1− η)

|δ + 1|2

}
.

Taking δ = m = 0, γ = 1 and k = 2 in Theorem 2.1, we obtain the following result for the
functions belonging to the class SΣ (b) .

Corollary 2.5. Let f(z) given by (1.1) belongs to the class SΣ (b), then

|a2| ≤ min
{√

2 |b|, 2 |b|
}

and
|a3| ≤ |b|min {3, 1 + 2 |b|} .

Taking δ = 0,m = 1, γ = 1 and k = 2 in Theorem 2.1, we obtain the following result for the
functions belonging to the class CΣ (b).
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Corollary 2.6. Let f(z) given by (1.1) belongs to the class CΣ (b), then

|a2| ≤ min
{√
|b|, |b|

}
and

|a3| ≤
|b|
3

min {4, 1 + 2 |b|} .

Taking m = 0 and b = (1− α) e−iλ cosλ
(
|λ| < π

2
, 0 ≤ α < 1

)
in Theorem 2.1, we obtain the

following result for the functions belonging to the class BΣ (γ, δ, α, λ; k).

Corollary 2.7. Let f(z) given by (1.1) belongs to the class BΣ (γ, δ, α, λ; k) with δ 6= −1, δ 6= −γ and
δ 6= −2γ, then

|a2| ≤ min

{√
2k (1− α) cosλ

|δ + 1| |δ + 2γ|
,
k (1− α) cosλ

|δ + γ|

}
and

|a3| ≤
k (1− α) cosλ

|δ + 2γ|
min

{
1 + 2

|δ+1| ; 1 + |δ+2γ||(1−δ)|k(1−α) cosλ

2|δ+γ|2 ;

1 + |δ+2γ||δ+5|k(1−α) cosλ

2|δ+γ|2

}
.

Taking m = δ = 0, γ = 1, k = 2 and b→ be−iλ cosλ
(
|λ| < π

2
, 0 ≤ α < 1

)
in Theorem 2.1, we

obtain the following result for the functions belonging to the class SλΣ (b).

Corollary 2.8. Let f(z) given by (1.1) belongs to the class SλΣ (b), then

|a2| ≤ min
{√

2 |b| cosλ, 2 |b| cosλ
}

and
|a3| ≤ |b| cosλ min {3, 1 + 2 |b| cosλ} .

Taking m = γ = 1, δ = 0, k = 2 and b→ be−iλ cosλ
(
|λ| < π

2
, 0 ≤ α < 1

)
in Theorem 2.1, we

obtain the following result for the functions belonging to the class CλΣ (b).

Corollary 2.9. Let f(z) given by (1.1) belongs to the class CλΣ (b), then

|a2| ≤ min
{√
|b| cosλ, |b| cosλ

}
and

|a3| ≤
|b| cosλ

3
min {4, 1 + 2 |b| cosλ} .

Taking δ = m = 0, γ = 1 and b = (1− α) e−iλ cosλ
(
|λ| < π

2
, 0 ≤ α < 1

)
in Theorem 2.1, we

obtain the following result for the functions belonging to the class Sλα (k) .

Corollary 2.10. Let f(z) given by (1.1) belongs to the class Sλα (k)
(
|λ| < π

2
, 0 ≤ α < 1

)
, then

|a2| ≤ min
{√

k (1− α) cosλ, k (1− α) cosλ
}

and
|a3| ≤

k (1− α) cosλ

2
min {3, 1 + k (1− α) cosλ} .

Taking δ = 0, γ = m = 1 and b = (1− α) e−iλ cosλ
(
|λ| < π

2
, 0 ≤ α < 1

)
in Theorem 2.1, we

obtain the following result for the functions belonging to the class Cλα (k) .
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Corollary 2.11. Let f(z) given by (1.1) belongs to the class Cλα (k)
(
|λ| < π

2
, 0 ≤ α < 1

)
, then

|a2| ≤ min

{√
k (1− α) cosλ

2
,
k (1− α) cosλ

2

}
and

|a3| ≤
k (1− α) cosλ

6
min {4, 1 + k (1− α) cosλ} .
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ABSTRACT. In recent times, quantitative Voronovskaya type theorems have been presented in spaces of non-periodic
continuous functions. In this work, we proved similar results but for Fejér-Korovkin trigonometric operators. That is
we measure the rate of convergence in the associated Voronovskaya type theorem. Recall that these operators provide
the optimal rate in approximation by positive linear operators. For the proofs, we present new inequalities related
with trigonometric polynomials as well as with the convergence factor of the Fejér-Korovkin operators. Our approach
includes spaces of Lebesgue integrable functions.
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1. INTRODUCTION

In recent times, there have been some interests in studying quantitative Voronovskaya-type
theorems, but almost all the papers are concerned with positive linear operators in spaces of
non-periodic functions. The methods used in those papers are not useful in dealing with peri-
odic functions for two reasons (at least). First they use different kinds of Taylor’s formula and
second, in the non-periodical case do not appear conjugate functions.

It is known that the Voronovskaya-type theorems are related with the saturation class of
some families of operators. We have noticed that in the case of trigonometric polynomial ap-
proximation process the Voronovskaya-type theorems depend on particular properties of the
operators. In [1], the authors considered this kind of problem for Fejér sums. In this paper, we
consider the Fejér-Korovkin operators.
Let C2π denote the Banach space of all 2π-periodic, continuous functions f defined on the real
line R with the sup norm

‖f‖∞ = max
x∈[−π,π]

| f(x) | .

For 1 ≤ p <∞, the Banach space Lp consists of all 2π-periodic, p-th power Lebesgue integrable
functions f on R with the norm

‖f‖p =
( 1

2π

∫ π

−π
| f(x) |p dx

)1/p
.

In order to simplify, we write Xp = Lp for 1 ≤ p < ∞ and X∞ = C2π . By W r
p , we mean

the family of all functions f ∈ Xp such that f, . . . ,Dr−1(f) are absolutely continuous and
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Dr(f) ∈ Xp. Here, D(f) = D1(f) = f ′ and Dr+1(f) = D(Dr(f)). Recall that for f ∈ L1 and
k ∈ N0, the Fourier coefficients are defined by

ak(f) =
1

π

∫ π

−π
f(t) cos(kt)dt and bk(f) =

1

π

∫ π

−π
f(t) sin(kt)dt,

and the (formal) Fourier series is given by

f(x) ∼ a0(f)

2
+

∞∑
k=1

(ak(f) cos(kx) + bk(f) sin(kx)) :=

∞∑
k=0

Ak(f).

For n ∈ N, the Fejér-Korovkin kernel is defined by

Kn(x) =
1

n+ 2
sin2 π

n+ 2

cos2((n+ 2)x/2)

(cos(π/(n+ 2))− cosx)2

for x 6= ±π/(n+ 2) + 2jπ, j ∈ Z. For f ∈ X1 and n ∈ N, the Fejér-Korovkin operator is defined
by

Fn(f, x) =
1

2π

∫ π

−π
f(x+ t)Kn(t)dt.

Some Voronovskaya type theorems for the operators Fn are known.

Theorem 1.1. (Korovkin, [6]) If f ∈ C2π , x ∈ [−π, π] and f ′′(x) exists, then

Fn(f, x)− f(x) =
π2

2n2
f ′′(x) + o(n−2).

Theorem 1.2. (Butzer and Görlich, [2, page 385]) If 1 < p <∞ and f ∈W 2
p , then

lim
n→∞

∣∣∣∣∣∣n2(Fn(f)− f)− π2

2
f ′′
∣∣∣∣∣∣
p

= 0.

The main purpose of the paper is to present a quantitative Voronovskaya-type theorem for
the operators Fn. That is we want to estimate the rate of convergence to zero in the results
presented above. This will be accomplished in the last section of the article, where the case
p = 1 is also included.

The work is organized as follows. In Section 2, we include a collection of known definitions
and results which will be used later. For instance, in the non-periodic case conjugate functions
are not needed, but for our approach they are important. In Section 3, we prove some inequal-
ities related with trigonometric polynomials (we think that they have independent interest).
Section 4 is very technical. It involves complicated computations related with the convergence
factors of Fejér-Korovkin operators. In Section 5, we include the main result (Theorem 5.7). The
most important idea is to prove first a Voronovskaya theorem limited to polynomials (Proposi-
tion 5.8).

2. KNOWN RESULTS

The convolution of f, g ∈ L1, g an even function, is defined by

(f ∗ g)(x) =
1

π

∫ π

−π
f(x+ t)g(t)dt =

1

π

∫ π

0

(f(x+ t) + f(x− t))g(t)dt.

It is known that if f ∈ Xp and g ∈ X1, then f ∗ g ∈ Xp and

(2.1) ‖f ∗ g‖p ≤ ‖g‖1 ‖f‖p.
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For f ∈ X1, the conjugate function is defined by

f̃(x) = − 1

2π

∫ π

0

f(x+ t)− f(x− t)
tan(t/2)

dt = − lim
ε→0

1

2π

∫ π

ε

f(x+ t)− f(x− t)
tan(t/2)

dt,

whenever the limit exists. It is known that if f ∈ Xp with 1 < p <∞, then f̃ ∈ Xp, and that is
not the case for p = 1 and p =∞. Recall that for n ∈ N and f ∈ X1, the Fejér sum of order n is
defined by

σn(f, x) =

n∑
k=0

(
1− k

n+ 1

)
Ak(f, x).

Throughout the paper, we use the following notations. Tn denotes the family of all trigono-
metric polynomials of degree no greater that n, and T0

n is the family of all T ∈ Tn with mean
zero, that is ∫ π

−π
Tn(x)dx = 0.

Proposition 2.1. ([1, Prop. 2.4]) For each n, r ∈ N and T ∈ Tn, one has

(I − σn)r(T ) =


(−1)r/2

(n+ 1)r
Dr(T ), r even,

(−1)(r−1)/2

(n+ 1)r
Dr(T̃ ), r odd.

Theorem 2.3. ([9, p. 215]) If 1 ≤ p ≤ ∞, r, n ∈ N and T ∈ Tn, then

(2.2) ‖Dr(T )‖p ≤
( n

2 sin(nh/2)

)r
‖∆r

hT‖p

for any h ∈ (0, 2π/n). Moreover ‖Dr(T̃ )‖p ≤ nr ‖T‖p.

For r ∈ N, a function f ∈ Xp, and h > 0, the usual modulus of smoothness of order r is
defined by

(2.3) ωr(f, t)p = sup
|h|≤t

‖(I − Th)r(f)‖p,

where Th(f, x) = f(x + h) is the translation operator. We also use the notations ∆r
hf(x) =

(I − Th)r(f). For 1 ≤ p ≤ ∞ and f ∈ Xp, the best approximation of f by elements of Tn is
defined by

En,p(f) = inf
T∈Tn

‖f − T‖p.

Theorem 2.4. (Foucart et al, [5, Theorem 2.5]) If 1 ≤ p ≤ ∞, f ∈ Xp, and n ∈ N, then

En,p(f) ≤ 5ω1

(
f,

2π

n+ 1

)
p
.

The following result is easy to prove (see [3, p. 77]).

Proposition 2.2. Assume 1 ≤ p ≤ ∞ and

Qn(x) =
1

2
+

n∑
k=1

λk,n cos(kx)

is a non-negative trigonometric polynomial. If g ∈W 2
p , then

‖g − g ∗Qn‖p ≤
π2

2
(1− λ1,n)‖D2(g)‖p.
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We need some results taken from the Zygmund book [10, pages 93 and 183].

Proposition 2.3. If {cn} is a convex and bounded sequence, then {cn} decreases, n∆1cn → 0, and
∞∑
n=0

(n+ 1)∆2cn = c0 − lim
n→∞

cn.

Proposition 2.4. If {cn} is a convex sequence which converges to zero, then the series

c0
2

+

∞∑
k=1

ck cos(kx)

converges for all x 6= 0 to a nonnegative and integrable function.

3. INEQUALITIES FOR TRIGONOMETRIC POLYNOMIALS

Proposition 3.5. The function

ϕ(x) =

∞∑
k=1

cos(kx)

k
, x 6= 0,

is integrable. Moreover

‖ϕ‖1 ≤
3

2
.

Proof. If we consider Proposition 2.4 with the sequence {an}, given by a0 = 3/2 and ak = 1/k
for k ∈ N, then

3

4
+

∞∑
k=1

cos(kx)

k
≥ 0

for x 6= 0. But

1

2π

∫ π

−π

∣∣∣ ∞∑
k=1

cos(kx)

k

∣∣∣dx ≤ 3

4
+

1

2π

∫ π

−π

∣∣∣3
4

+

∞∑
k=1

cos(kx)

k

∣∣∣dx
=

3

4
+

1

2π

∫ π

−π

(3

4
+

∞∑
k=1

cos(kx)

k

)
dx

=
3

4
+

1

2

∞∑
k=0

(k + 1)∆2ak

=
3

2
,

where we use Proposition 2.3. �

Remark 3.1. In the proof of the previous Proposition, we can not take a0 < 3/2, because we
need that ∆2a0 = a0 − 2a1 + a2 = a0 − 3/2 ≥ 0.

Theorem 3.5. For 1 ≤ p ≤ ∞, each n ∈ N and T ∈ Tn, one has

‖(I − σn)(T )‖p ≤
3(n+ 1)

2
‖(I − σn)2(T )‖p,

where σn denotes the Fejér sum. Moreover, if T ∈ T0
n, then

‖T‖p ≤
3(n+ 1)

2
‖(I − σn)(T )‖p.
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Proof. Define τn : T0
n → T0

n by the equation

(3.4) τn(T ) = (n+ 1)

n∑
k=1

Ak(x)

k
,

where T (x) =
∑n
k=1Ak(x). Notice that, for each T ∈ T0

n, it follows from (2.1) that

‖τn(T )‖p ≤ (n+ 1)‖ϕ‖1‖T‖p ≤
3(n+ 1)

2
‖T‖p,

where ϕ is the function in Proposition 3.5. On the other hand, if T is given as in (3.4), then

(3.5) τn((I − σn)(T ), x) = τn

( n∑
k=1

k

n+ 1
Ak, x

)
=

n∑
k=1

Ak(x) = T (x).

Therefore, for any T ∈ Tn, if we set T ∗ = T −A0(T )/2, then

‖(I − σn)(T )‖p = ‖(I − σn)(T ∗)‖p
= ‖τn((I − σn)2(T ∗)‖p

≤ 3(n+ 1)

2
‖(I − σn)2(T ∗)‖p

=
3(n+ 1)

2
‖(I − σn)2(T )‖p.

Finally, if T ∈ T0
n, it follows from (3.5) that

‖T‖p = ‖τn((I − σn)(T ))‖p ≤
3(n+ 1)

2
‖(I − σn)(T )‖p.

�

Intermediate derivatives have been used by several authors. Here, we present some partic-
ular constants.

Corollary 3.1. If n ∈ N and T ∈ T0
n, then

‖T‖p ≤
9

4
‖T ′′‖p, ‖T‖p ≤

27

8
‖D3(T̃ )‖p,

‖T̃ ′‖p ≤
3

2
‖T ′′‖p, ‖T̃ ′‖p ≤

9

4
‖D3(T̃ )‖p

and
‖D3(T̃ )‖p ≤ 2(n+ 1)‖T ′′‖p.

Proof. The result follows from Theorem 3.5 and Proposition 2.1. For instance,

‖T‖p ≤
3(n+ 1)

2
‖(I − σn)(T )‖p ≤

9(n+ 1)2

4
‖(I − σn)2(T )‖p =

9

4
‖T ′′‖p

and

‖T‖p ≤
27(n+ 1)3

8
‖(I − σn)3(T )‖p =

27

8
‖D3(T̃ )‖p.

On the other hand,

‖T̃ ′‖p = (n+ 1)‖(I − σn)(T )‖p ≤
3

2
(n+ 1)2‖(I − σn)2(T )‖p =

3

2
‖T ′′‖p

and
‖T̃ ′‖p ≤

9

4
(n+ 1)3‖(I − σn)3(T )‖p =

9

4
‖D3(T̃ )‖p.
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Finally,

‖T̃ ′′′‖p = ‖(T̃ ′′)′‖p = (n+ 1)‖(I − σn)(T ′′)‖p ≤ 2(n+ 1)‖T ′′‖p.
�

4. ESTIMATES RELATED WITH CONVERGENCE FACTORS

Proposition 4.6. The Fejér-Korovkin kernel can be written in the form

Kn(x) =
1

2
+

n∑
k=1

ζn

( k

n+ 2

)
cos(kx) =

1

2
+

n∑
k=1

%k,n cos(kx).

The numbers %k,n are usually called the convergence factors. Representations for the con-
vergence factors of Fejér-Korovkin operators appeared in different places. For instance, see [8,
p. 1098 ]. We set

(4.6) ζn(x) = (1− x) cos(πx) +
1

n+ 2
cot

π

n+ 2
sin(πx).

Corollary 4.2. For each n > 1, one has

%1,n = cos
π

n+ 2
, %2,n = 1− 2(1− cos2

π

n+ 2
)
(

1− 1

n+ 2

)
and

4− 1− %2,n
1− %1,n

= 2− 2 cos
π

n+ 2
+

2(1 + cos(π/(n+ 2)))

n+ 2
.

We need some estimates related with the convergence factors. In what follows, we set

an =
1

π

(
1− π

n+ 2
cot

π

n+ 2

)
,

(4.7) Hn,1(x) = (1− x) cos(πx) +
sin(πx)

π
+
π2

2
x2 − π2

3
x3,

(4.8) Hn,2(x) = an(sin(πx)− πx)

and

(4.9) λk,n = 1− ζn
( k

n+ 2

)
− π2

2

k2

(n+ 2)2
+

π2k3

3(n+ 2)3
− πan

k

n+ 2
.

Lemma 4.1. For 0 < x ≤ π, one has

1− x2

2
≤ x cotx ≤ 1− x2

3
.

In particular,

an ≤
π

2(n+ 2)2
.

Proof. The first assertion follows from standard arguments. For the second one,

an =
1

π

(
1− π

n+ 2
cot

π

n+ 2

)
≤ 1

π

π2

2(n+ 2)2
.

�
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Lemma 4.2. Let x0 ∈ (0, π/2) be defined by the Equation 3 tan(πx0) = π(1 − x0). For x ∈ [0, x0],
one has

π(1− x)(1− cos(πx)) + sin(πx)− πx ≥ 0.

Moreover, x0 > π/6.

Proof. For 0 < x ≤ 1,
−4 cos(πx)− π(1− x) sin(πx) ≤ 0.

Therefore, the function f1(x) = −3 sin(πx) + π(1− x) cos(πx) decreases in [0, 1]. But f1(x0) = 0
if and only if

tan(πx0) =
π

3
(1− x0).

Hence,f1(x) ≥ 0 for x ∈ [0, x0].
With similar arguments, we verify that the function f2(x) = −2+2 cos(πx)+π(1−x) sin(πx)

increases in [0, x0]. Thus, f2(x) ≥ 0 for x ∈ [0, x0].
If f3(x) = π(1− x)(1− cos(πx)) + sin(πx)− πx, then f ′3(x) = πf2(x) ≥ 0, for x ∈ [0, x0].

�

Lemma 4.3. Suppose that n,m ∈ N, n ≥ m ≥ 5 and Hn,1 is defined by (4.7), then∣∣∣1−Hn,1

( m

n+ 2

)∣∣∣ ≤ π4m4

6(n+ 2)4

(1

4
− m

5(n+ 2)

)
,

0 ≤ Hn,1

( m

n+ 2

)
−Hn,1

(m− 1

n+ 2

)
≤ π3(m− 1)3

4(n+ 2)4

and, for 0 ≤ k ≤ m− 2,∣∣∣Hn,1

(k + 2

n+ 2

)
− 2Hn,1

(k + 1

n+ 2

)
+Hn,1

( k

n+ 2

)∣∣∣ ≤ π4(k + 1)2

2(n+ 2)4
.

Proof. Notice that

H ′n,1(x) = −π(1− x) sin(πx) + π2x(1− x) = π(1− x)(πx− sin(πx))

and
H ′′n,1(x) = π

(
π(1− x)(1− cos(πx)) + sin(πx)− πx

)
.

(i) If xm = m/(n+ 2), then

| 1−Hn,1(xm) | =| Hn,1(0)−Hn,1(xm) |

=

∣∣∣∣∫ xm

0

H ′n,1(s)ds

∣∣∣∣
= π

∫ xm

0

(1− s)(πs− sin(πs))ds.

For 0 ≤ y ≤ 1, one has

0 ≤ (1− y)(πy − sin(πy)) ≤ π3y3

6
(1− y),

hence, for 0 ≤ z ≤ n+ 2, the function

F (z) =

∫ z/(n+2)

0

(1− s)(πs− sin(πs))ds− π3

6(n+ 2)4

(z4
4
− z5

5(n+ 2)

)
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decreases. Taking into account that F (0) = 0,

| 1−Hn,1(xm) |= πF (m) ≤ π4m4

6(n+ 2)4

(1

4
− m

5(n+ 2)

)
.

(ii) On the other hand, if y = (m− 1)/(n+ 2),

0 ≤ Hn,1

( m

n+ 2

)
−Hn,1

(m− 1

n+ 2

)
=

∫ y+1/(n+2)

y

H ′n,1(s)ds

= π

∫ y+1/(n+2)

y

(1− s)
(
πs− sin(πs)

)
ds.

As before, for z ≥ 0, the function

Gy(z) =

∫ y+z

y

(1− s)(πs− sin(πs))ds− π3((y + z)4 − y4)

24(n+ 2)4

=

∫ z

0

(1− (y + s))(π(y + s)− sin(π(y + s))ds− π3((y + z)4 − y4)

24

decreases and Gy(0) = 0. Therefore,

Hn,1

( m

n+ 2

)
−Hn,1

(m− 1

n+ 2

)
≤ π3((y + 1/(n+ 2))4 − y4)

24

=
π3

24

(
4

y3

(n+ 2)
+ 6

y2

(n+ 2)2
+ 4

y

(n+ 2)3
+

1

(n+ 2)4

)
=

π3

24(n+ 2)4

(
4(m− 1)3 + 6(m− 1)2 + 4(m− 1) + 1

)
=
π3(m− 1)3

24(n+ 2)4

(
4 +

6

(m− 1)
+

4

(m− 1)2
+

1

(m− 1)3

)
≤ π3(m− 1)3

4(n+ 2)4

for m ≥ 5.
(iii) Let x0 be given as in Lemma 4.2. Set z = k/(n+ 2). Note that

0 ≤ z < z +
2

n+ 2
≤ m− 2 + 2

n+ 2
≤ π

6
< x0.

Hence, if 0 ≤ s ≤ z + 2/(n+ 2),

0 ≤ 1

π
H ′′n,1(s)

= π(1− s)(1− cos(πs)) + sin(πs)− πs
≤ π(1− cos(πs))

< π
(πs)2

2
.
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Therefore,

0 ≤ Hn,1(z)− 2Hn,1

(
z +

1

n+ 2

)
+Hn,1

(
z +

2

n+ 2

)
=

∫ 1/(n+2)

0

(H ′n,1(z + s+ 1/(n+ 2))−H ′n,1(z + s))ds

=

∫ 1/(n+2)

0

∫ 1/(n+2)

0

H ′′n,1(z + s+ t)dtds

≤ π4

2

∫ 1/(n+2)

0

∫ 1/(n+2)

0

(z + s+ t)2dtds

=
π4

6

∫ 1/(n+2)

0

(
3

(z + s)2

n+ 2
+ 3

(z + s)

(n+ 2)2
+

1

(n+ 2)3

)
ds

=
π4

6

( 1

n+ 2

( 3z2

n+ 2
+

3z

(n+ 2)2
+

1

(n+ 2)3

)
+

3

2(n+ 2)3

(
2z +

1

n+ 2

)
+

1

(n+ 2)4

)
=

π4

6(n+ 2)4

(
3k2 + 3k + 1 + 3k +

3

2
+ 1
)

=
π4

6(n+ 2)4

(
3k2 + 6k +

5

2

)
<

π4

6(n+ 2)4

(
3k2 + 6k + 3

)
=

π4

2(n+ 2)4
(k + 1)2.

�

Lemma 4.4. If n,m ∈ N, n ≥ m ≥ 5, and Hn,2 is defined by (4.7), then∣∣∣Hn,2

( m

n+ 2

)∣∣∣ ≤ π4

12

m3

(n+ 2)5
,

∣∣∣Hn,2

(m− 1

n+ 2

)
−Hn,2

( m

n+ 2

)∣∣∣ ≤ π4

4

m2

(n+ 2)5
,

and, for 0 ≤ k ≤ m− 2,∣∣∣Hn,2

(k + 2

n+ 2

)
− 2Hn,2

(k − 1

n+ 2

)
+Hn,2

( k

n+ 2

)∣∣∣ ≤ π4(3k2 + 9k + 7)

4(n+ 2)5
.

Proof. (i) If x = m/(n+ 2), one has

| Hn,2(x) | = 1

π

(
1− π

n+ 2
cot

π

n+ 2

)
(πx− sin(πx))

≤ 1

π

π2

2(n+ 2)2
(πx)3

6

=
π4

12

m3

(n+ 2)5
.
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(ii) On the other hand, there exists θ ∈ (π(m − 1)/(n + 2), πm/(n + 2)) such that (see Lemma
4.1) ∣∣∣Hn,2

(m− 1

n+ 2

)
−Hn,2

( m

n+ 2

)∣∣∣ = an

∣∣∣ sin( πm

n+ 2

)
− sin

(π(m− 1)

n+ 2

)
− π

n+ 2

∣∣∣
=

πan
n+ 2

(1− cos θ)

≤ πan
n+ 2

θ2

2

≤ π4

4(n+ 2)3

( m

n+ 2

)2
≤ π4

4

m2

(n+ 2)5
.

Finally, taking into account Lemma 4.1 and setting z = k/(n+ 2), one has

| Hn,2(z + 2/(n+ 2))− 2Hn,2(z + 1/(n+ 2)) +Hn,2(z) |
=an | sin(π(z + 2/(n+ 2))− 2 sin(π(z + 1/(n+ 2)) + sin(πz)) |

=π2 an

∣∣∣∣∣
∫ 1/(n+2)

0

∫ 1/(n+2)

0

sin(π(z + s+ t))dsdt

∣∣∣∣∣
=π an

∫ 1/(n+2)

0

(
1− cos

(
π(z + s+

1

n+ 2
)
))
ds

≤ π4

4(n+ 2)2

∫ 1/(n+2)

0

(
z + s+

1

n+ 2

)2
ds

=
π4

4(n+ 2)2

( 3

n+ 2

(
z +

1

n+ 2

)2
+

3

(n+ 2)2

(
z +

1

n+ 2

)
+

1

(n+ 2)3

)
=

π4

4(n+ 2)5

(
3(k + 1)2 + 3(k + 1) + 1

)
=

π4

4(n+ 2)5

(
3k2 + 9k + 7

)
.

�

Lemma 4.5. If n,m ∈ N, 5 ≤ m ≤ n and λk,n is defined by (4.9), then

| λm,n |≤
π4

24

m4

(n+ 2)4
, | m(λm−1,n − λm,n) |≤ π3m4

4(n+ 2)4

and ∣∣∣m−2∑
k=0

(k + 1)∆2λk,n+2

∣∣∣ < π4m3(m− 1)

(n+ 2)4
.

Proof. Notice that

1−Hn,1(x) +Hn,2(x) = 1− (1− x) cos(πx)− sin(πx)

π
− π2

2
x2 +

π2

3
x3 + an(sin(πx)− πx)

= 1− (1− x) cos(πx)− π

n
cot

π

n
sin(πx)− π2

2
x2 +

π2

3
x3 − anπx.
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Therefore,

λk,n = 1−Hn,1

( k

n+ 2

)
+Hn,2

( k

n+ 2

)
.

(i) If m ≥ 5, it follows from Lemmas 4.3 and 4.4 that

| λm,n | =
∣∣∣1−Hn,1

( m

n+ 2

)
+Hn,2

( m

n+ 2

)∣∣∣
≤ π4

6

m4

(n+ 2)4

(1

4
− m

5(n+ 2)

)
+
π4

12

m3

(n+ 2)5

≤ π4

24

m4

(n+ 2)4
.

(ii) On the other hand,

| m(λm−1,n − λm,n) | ≤ m
∣∣∣Hn,1

( m

n+ 2

)
−Hn,1

(m− 1

n+ 2

)∣∣∣+m
∣∣∣Hn,2

( m

n+ 2

)
−Hn,2

(m− 1

n+ 2

)∣∣∣
≤ π3m(m− 1)3

4(n+ 2)4
+
π4

4

m3

(n+ 2)5

≤ π3m3

4(n+ 2)4

(
m− 1 +

π

(n+ 2)

)
≤ π3m4

4(n+ 2)4
.

(iii) Finally, for 0 ≤ k ≤ m− 2, then

| ∆2λk,n+2 | ≤
∣∣∣Hn,1

(k + 2

n+ 2

)
− 2Hn,1

(k + 1

n+ 2

)
+Hn,1

( k

n+ 2

)∣∣∣
+
∣∣∣Hn,2

(k + 2

n

)
− 2Hn,2

(k + 1

n

)
+Hn,2

(k
n

)∣∣∣
≤ π4(k + 1)2

2(n+ 2)4
+
π4(3k2 + 9k + 7)

4(n+ 2)5

≤ π4

(n+ 2)4
(4k2 + 11k + 8).

Since

m−2∑
k=0

(k + 1)(4k2 + 11k + 8) =

m−2∑
k=0

(4k3 + 15k2 + 19k + 8)

= (m− 1)(m− 2)
(

(m− 2)(m− 1) + 15
(2m− 3)

6
+

19

2
+

8

m− 2

)
= m4 −m3.

Therefore, ∣∣∣m−2∑
k=0

(k + 1)∆2λk,n+2

∣∣∣ ≤ π4m3(m− 1)

(n+ 2)4
.

�
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5. MAIN RESULTS

Theorem 5.6. Assume 1 ≤ p ≤ ∞,m ∈ N andm ≥ 2. If g ∈W 2
p , T ∈ Tm, and ‖g−T‖p = Em,p(g),

then

(5.10) ‖g′′ − T ′′‖p ≤ 30 Em,p(g
′′).

Proof. It was proved in [1, Th. 3.4] that, for any r ∈ N, g ∈W r
p , T ∈ Tm, and m ≥ max{2, r}.

‖Dr(g)−Dr(S)‖p ≤
(

4 +
1

r
+ ln(2r)

)(
1 +

eπ

2

)
Em,p(D

r(g)),

when ‖g − S‖p = Em,p(g). Since

(
4 +

1

2
+ ln(4)

)(
1 +

eπ

2

)
< 30,

one has

‖D2(g)−D2(T )‖p ≤ 30Em,p(D
2(g)).

�

Proposition 5.7. If 1 ≤ p ≤ ∞ g ∈W 2
p , then

‖g − Fn(g)‖p ≤
π4

4(n+ 2)2
‖D2(g)‖p.

Proof. It follows from Proposition 2.2 and Corollary 4.2 that

‖g − Fn(g)‖p ≤
π2

2
(1− %1,n)‖D2(g)‖p

=
π2

2

(
1− cos

π

n+ 2

)
‖D2(g)‖p

≤ π4

4(n+ 2)2
‖D2(g)‖p.

�

Proposition 5.8. For each 1 ≤ p ≤ ∞, if n,m ∈ N, n ≥ m ≥ 5 and T ∈ T0
m, then

∣∣∣∣∣∣Fn(T )− T − π2

2(n+ 2)2
T ′′
∣∣∣∣∣∣
p
≤
( 9π3m4

(n+ 2)4
+

3π2

4(n+ 2)3
+

2π2(m+ 1)

3(n+ 2)3

)
‖T ′′‖p.
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Proof. Let λk,n be defined by (4.9). If T =
∑m
k=0Ak(x) ∈ Tn, with Ak(x) = ak cos(kx) +

bk sin(kx), then

T (x)− Fn(T, x) +
π2

2(n+ 2)2
T ′′(x)

=

m∑
k=0

(
1− ζn+2

( k

n+ 2

)
− π2k2

2(n+ 2)2

)
Ak(x)

=

m∑
k=0

(
1− ζn+2

( k

n+ 2

)
− π2

2

k2

(n+ 2)2
+

π2k3

3(n+ 2)3
− πan

k

n+ 2

)
Ak(x)

+

m∑
k=1

(
πan

k

n+ 2
− π2k3

3(n+ 2)3

)
Ak(x)

=

m∑
k=0

λk,nAk(x) +
πan
n+ 2

T̃ ′ − π2

3(n+ 2)3
T̃ ′′′.

We apply twice the Abel transformation to obtain
m∑
k=0

λk,nAk(x) = λm,n

m∑
k=0

Ak(x) +

m−1∑
k=0

(λk,n − λk+1,n)

k∑
j=0

Aj(x)

= λm,nT (x) + (λm−1,n − λm,n)

m−1∑
k=0

k∑
j=0

Ak(x) +

m−2∑
k=0

∆2λk,n

k∑
j=0

j∑
i=0

Ai(x)

= λm,nT (x) +m(∆1λm−1,n)σm(T, x) +

m−2∑
k=0

(k + 1)∆2λk,nσk(T, x),

where σk is the Fejér sum. It follows from Lemma 4.5 that∣∣∣∣∣∣ n∑
k=0

λk,nAk(x)
∣∣∣∣∣∣
p
≤
(π4

24

m4

(n+ 2)4
+

π3m4

4(n+ 2)4
+
π4m3(m− 1)

(n+ 2)4

)
‖T‖p

≤
( 1

24

16

5
+

1

4
+

16

5

) π4m4

(n+ 2)4
‖T‖p

≤ π3m4

(n+ 2)4
‖T‖p

≤ 4π3m4

(n+ 2)4
‖T‖p.

Now, taking into account Lemma 4.1, we obtain∣∣∣∣∣∣T − Fn(T ) +
π2

2(n+ 2)2
T ′′
∣∣∣∣∣∣
p
≤
∣∣∣∣∣∣ m∑
k=0

λk,nAk(x)
∣∣∣∣∣∣+

πan‖T̃ ′‖p
n+ 2

− π2‖T̃ ′′′‖p
3(n+ 2)3

≤ 4π3m4

(n+ 2)4
‖T‖p +

π2

2(n+ 2)3
‖T̃ ′‖p +

π2

3(n+ 2)3
‖T̃ ′′′‖p.

Each one of the norms given above can be estimated with the help of Corollary 3.1 (here the
condition T ∈ T0

m is needed). That is∣∣∣∣∣∣T − Fn(T ) +
π2

2(n+ 2)2
T ′′
∣∣∣∣∣∣
p
≤
( 9π3m4

(n+ 2)4
+

3π2

4(n+ 2)3
+

2π2(m+ 1)

3(n+ 2)3

)
‖T ′′‖p.
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�

Theorem 5.7. Assume 1 ≤ p ≤ ∞ and 0 < α < 1. If n+ 2 ≥ 72/α and f ∈W 2
p , then∣∣∣∣∣∣(n+ 2)2(Fn−2(f)− f)− π2

2
f ′′
∣∣∣∣∣∣
p
≤ 795π2

(n+ 2)2/3
‖f ′′‖p.

Proof. Fix m ∈ N such that

m+ 1 = [(n+ 2)α/2].

Note that

6 ≤ (n+ 2)α/2 − 1 < [(n+ 2)α/2] = m+ 1 < n.

Let Tm ∈ Tm be given by the condition Em.p(f) = ‖f − Tm‖p. Since

(n+ 2)2(Fn(f + c)− (f + c))− π2

2
(f + c)′′ = (n+ 2)2(Fn(f)− f)− π2

2
f ′′

and

Em,p(f + c) = Em,p(f),

for any real constant c, without losing generality, we can assume that Tm has mean zero. That
is Tm ∈ T0

m. Taking into account Proposition 5.7 and (5.10),∣∣∣∣∣∣(n+ 2)2(Fn(f)− f)− π2

2
f ′′
∣∣∣∣∣∣
p
≤ (n+ 2)2‖Fn(f − Tm)− (f − Tm)‖p

+
π2

2
‖f ′′ − T ′′m‖p +

∣∣∣∣∣∣(n+ 2)2(Fn(Tm)− Tm)− π2

2
T ′′m

∣∣∣∣∣∣
p

≤
(π4

4
+
π2

2

)
‖f ′′ − T ′′m‖p +

∣∣∣∣∣∣(n+ 2)2(Fn(Tm)− Tm)− π2

2
T ′′m

∣∣∣∣∣∣
p

≤ 30
(π4

4
+
π2

2

)
Em,p(f

′′) +
∣∣∣∣∣∣(n+ 2)2(Fn(Tm)− Tm)− π2

2
T ′′m

∣∣∣∣∣∣
p
.

From Proposition 5.8, we know that∣∣∣∣∣∣(n+ 2)2(Fn(Tm)− Tm)− π2

2
T ′′m

∣∣∣∣∣∣
p

≤
( 9π3m4

(n+ 2)2
+

3π2

4(n+ 2)
+

2π2(m+ 1)

3(n+ 2)

)
‖T ′′m‖p

≤
(9π3(n+ 2)2α

(n+ 2)2
+

3π2

4(n+ 2)
+

2π2(n+ 2)α/2

3(n+ 2)

)(
‖T ′′m − f ′′‖p + ‖f ′′‖p

)
≤
( 9π3

(n+ 2)2(1−α)
+

3π2

4(n+ 2)
+

2π2

3(n+ 2)1−α/2

)(
30Em,p(f

′′) + ‖f ′′‖p
)

≤31π2
(

9π +
3

4
+

2

3

) ‖f ′′‖p
(n+ 2)α

≤(31π)2
‖f ′′‖p

(n+ 2)α
.
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Moreover, taking into account Theorem 2.4, one has

30
(π4

4
+
π2

2

)
Em,p(f

′′) ≤ 150π2
(10

4
+

1

2

)
ω1

(
f ′′,

2π

m+ 1

)
p

= 450π2ω1

(
f ′′,

2π

m+ 1

)
p

≤ 450π2ω1

(
f ′′,

2π

(n+ 2)α/2 − 1

)
p
.

We have proved that∣∣∣∣∣∣(n+ 2)2(Fn(f)− f)− π2

2
f ′′
∣∣∣∣∣∣
p
≤ 450π2ω1

(
f,

2π

(n+ 2)α/2 − 1

)
p

+
(31π)2

(n+ 2)α
‖f ′′‖p.

This yields the result. �
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ABSTRACT. In this paper, we prove that the binomial operator is a Hausdorff operator of the Euler type and con-
sequently, the binomial matrix domain associated with this operator is nothing new except an Euler sequence space.
Therefore, all the results of published papers on the binomial sequence spaces like [4], can be extracted easily from [1]
and the relation between the binomial and Euler operators that we introduce. Moreover, we compute the norm and
the lower bound of the binomial operator on some sequence spaces.
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1. INTRODUCTION

Let p ≥ 1 and ω denote the set of all real-valued sequences. The space `p is the set of all real
sequences x = (xk) ∈ ω such that

‖x‖`p =

( ∞∑
k=0

|xk|p
)1/p

<∞.

Definition 1.1. The Hausdorff matrix Hµ = (hjk)∞j,k=0 is defined by

hj,k :=

{ (
j
k

) ∫ 1

0
θk(1− θ)j−kdµ(θ) , 0 ≤ k ≤ j,

0 , k > j

for all j, k ∈ N0, where µ is a probability measure on [0, 1].

Theorem 1.1 (Hardy’s formula, [9, Theorem 216]). The Hausdorff matrix is a bounded operator on
`p if and only if

∫ 1

0
θ

−1
p dµ(θ) <∞ and

‖Hµ‖`p =

∫ 1

0

θ
−1
p dµ(θ) (1 < p <∞).(1.1)

Hausdorff operator has the following norm property.

Theorem 1.2 ([3, Theorem 9]). Let p ≥ 1 and Hµ, Hϕ and Hν be Hausdorff matrices such that
Hµ = HϕHν . Then, Hµ is bounded on `p if and only if both Hϕ and Hν are bounded on `p. Moreover,
we have

‖Hµ‖`p = ‖Hϕ‖`p‖Hν‖`p .
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Definition 1.2. For 0 < r < 1 and dµ(θ) = point evaluation at θ = r, the associated Hausdorff
matrix is the Euler matrix of order r, Er = (erj,k), who has the entries

erj,k =

{ (
j
k

)
(1− r)j−krk , 0 ≤ k ≤ j

0 , otherwise

and the `p-norm ‖Er‖`p = r
−1
p .

The matrix domain λA of an infinite matrix A in a sequence space λ is defined by

(1.2) λA = {x = (xn) ∈ ω : Ax ∈ λ}.
It is easy to see that for invertible matrix A and normed space λ, the matrix domain λA is a
normed space with ‖x‖λA := ‖Ax‖λ. Let 1 ≤ p < ∞. The matrix domains er(p) and er(∞)
associated by the Euler matrix Er are

er(p) =

x = (xn) ∈ w :
∑
j

∣∣∣∣∣
j∑

k=0

(
j

k

)
(1− r)j−krk

∣∣∣∣∣
p

<∞


and

er(∞) =

{
x = (xn) ∈ w : sup

j

∣∣∣∣∣
j∑

k=0

(
j

k

)
(1− r)j−krk

∣∣∣∣∣ <∞
}
.

By the notation of (1.2), the Euler sequence spaces er(p) and er(∞) can be redefined by the
matrix domain of

er(p) = (`p)Er and er(∞) = (`∞)Er .

Let r, s be two non-negative numbers that r + s 6= 0. The binomial matrix Br,s = (br,sj,k) is
defined by

br,sj,k =

{
1

(r+s)j

(
j
k

)
sj−krk , 0 ≤ k ≤ j

0 , otherwise
.

If r + s = 1, one can easily see that Br,s = Er. For 1 ≤ p < ∞, the binomial sequence spaces
br,s(p) and br,s(∞) generated by Br,s are defined by

br,s(p) =

 x = (xn) ∈ w :
∑
j

∣∣∣∣∣
j∑

k=0

1

(r + s)j

(
j

k

)
sj−krk

∣∣∣∣∣
p

<∞


and

br,s(∞) =

{
x = (xn) ∈ w : sup

j

∣∣∣∣∣
j∑

k=0

1

(r + s)j

(
j

k

)
sj−krk

∣∣∣∣∣ <∞
}
.

The binomial sequence spaces br,s(p) and br,s(∞) can be represented by the matrix domain of

br,s(p) = (`p)Br,s and br,s(∞) = (`∞)Br,s .

In this study, we investigate the norm and the lower bound of binomial operator Br,s from the
sequence spaces Ap into the sequence spaces Bp and gain inequalities of the form

‖Br,sx‖Bp ≤ U‖x‖Ap and ‖Br,sx‖Bp ≥ L‖x‖Ap
for all sequences x ∈ `p. The constants U and L are not depending on x, and the norm and
the lower bound of T are the smallest and greatest possible value of U and L, respectively. The
problem of finding the norm of matrix operators on the sequence space `p have been studied
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extensively by many mathematicians and abundant literature exists on the topic. Although
topological properties and inclusion relations of br,s(p) have largely been explored [4, 13, 12],
computing the norm of binomial operators on sequence spaces has not been investigated to
date. More recently, the author has computed the norm of operators on several sequence
spaces, [7, 8, 21, 22, 14, 15, 16, 17, 18, 20, 19].

Several papers have published about the binomial sequence space, who is a matrix do-
main associated with the binomial operator or other spaces which obtain by this operator
[4, 5, 11, 24, 23, 6]. Those are all have investigated the properties of this space such as in-
clusions, dual spaces, Schauder basis, compactness, matrix transformations etc. In this study,
we reveal that this matrix is a Hausdorff one, of the Euler type, which is not worth wasting
the mathematicians’ time more. Moreover, the bounds of this operator has computed on some
sequence spaces that has never done before.

2. CLOSE RELATION OF BINOMIAL AND EULER OPERATORS

In this section, we reveal the nature of binomial operator, its `p-norm and its relation with
Euler operators. The following theorem is the main theorem of this study.

Theorem 2.3. Suppose that r and s are two non-negative real numbers with r + s 6= 0. Then, Br,s is
a Hausdorff matrix and

• Br,s = E
r
r+s , where Er is the Euler matrix of order r,

• Er = Br,1−r,
• ‖Br,s‖`p =

(
r+s
r

)1/p,
• Br,sBt,u = Brt,ru+st+su,
• Br,s is invertible and its inverse is B1+ s

r ,
−s
r .

Proof. By letting dµ(θ) = point evaluation at θ = r
r+s , the associated Hausdorff matrix is

the binomial operator which accorollaryding to the Hardy’s formula has the `p-norm
(
r+s
r

)1/p.
This proves the first and the third parts. The second part is obvious. By applying the identity
ErEs = Ers and part one, we have

Br,sBt,u = E
r
r+sE

t
t+u = E

rt
(r+s)(t+u)

= E
rt

rt+ru+st+su = Brt,ru+st+su

which results the fourth item. For obtaining the last part, since (Er)−1 = E
1
r , applying the

second part results in

(Br,s)−1 = (E
r
r+s )−1 = E

r+s
r = B1+ s

r ,
−s
r .

�

Remark 2.1. One can verify the first result of the Theorem 2.3 directly by

br,sj,k =
1

(r + s)j

(
j

k

)
sj−krk =

(
j

k

)(
s

r + s

)j−k (
r

r + s

)k
=

(
j

k

)(
1− r

r + s

)j−k (
r

r + s

)k
= e

r
r+s

j,k .
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Remark 2.2. One can also check the second part of Theorem 2.3 straightly by

(Br,sBt,u)j,k =
1

(r + s)j

j∑
i=k

(
j

i

)(
i

k

)
sj−iri

1

(t+ u)i
ti−kuk

=
1

(r + s)j
(
u

t
)ksj

j!

k!

j∑
i=k

1

(j − i)!(i− k)!

(
rt

s

)i
1

(t+ u)i

=
1

(r + s)j
(
u

t
)ksj

j!

k!

j−k∑
i=0

1

(j − i− k)!i!

(
rt

s(t+ u)

)i+k

= (
s

r + s
)j(

ru

st+ su
)k
(
j

k

) j−k∑
i=0

(
j − k
i

)(
rt

s(t+ u)

)i
= (

s

r + s
)j(

ru

st+ su
)k
(
j

k

)(
1 +

rt

s(t+ u)

)j−k
= (

1

r + s
)j(

ru

t+ u
)k
(
j

k

)(
s+

rt

t+ u

)j−k
=

1

(r + s)j
1

(t+ u)j
(ru)k

(
j

k

)
(st+ su+ rt)j−k

= Brt,ru+st+su
j,k .

2.1. Factorization of the Binomial operators and its applications. In this part of study, we
find some factorization for the binomial operator and obtain several inequalities and inclusions
who are all the straightforward result of the Theorem 2.3.

Corollary 2.1. Let r, s, t, u be positive numbers that r
s <

t
u . The binomial operator Br,s has a factor-

ization of the form

Br,s = E
r(t+u)
t(r+s)Bt,u.

In particular,

• Er = E
r(t+u)
t Bt,u, r < t

t+u ,
• Br,s = E

r
t(r+s)Et, r

r+s < t,
• Er = E

r
tEt, r < t.

As a result of the above factorization, we have the following inequalities.

Corollary 2.2. Let r, s, t, u be positive numbers that rs <
t
u and x ∈ `p. Then,

∞∑
k=0

∣∣∣∣ 1

(r + s)j

(
j

k

)
sj−krkxk

∣∣∣∣p ≤ t(r + s)

r(t+ u)

∞∑
k=0

∣∣∣∣ 1

(t+ u)j

(
j

k

)
uj−ktkxk

∣∣∣∣p .
In particular,

∞∑
k=0

∣∣∣∣(jk
)

(1− r)j−krkxk
∣∣∣∣p ≤ t

r(t+ u)

∞∑
k=0

∣∣∣∣ 1

(t+ u)j

(
j

k

)
uj−ktkxk

∣∣∣∣p , r <
t

t+ u
,

∞∑
k=0

∣∣∣∣ 1

(r + s)j

(
j

k

)
sj−krkxk

∣∣∣∣p ≤ t(r + s)

r

∞∑
k=0

∣∣∣∣(jk
)

(1− t)j−ktkxk
∣∣∣∣p ,

r

r + s
< t
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and
∞∑
k=0

∣∣∣∣(jk
)

(1− r)j−krkxk
∣∣∣∣p ≤ t

r

∞∑
k=0

∣∣∣∣(jk
)

(1− t)j−ktkxk
∣∣∣∣p , r < t.

Proof. The proof is obvious by Corollary 2.1. �

Theorem 2.4. Let r, s, t, u be positive numbers that rs <
t
u . Then, bt,u(p) ⊂ br,s(p).

In particular,
• bt,u(p) ⊂ er(p), r < t

t+u ,
• et(p) ⊂ br,s(p), r

r+s < t,
• et(p) ⊂ er(p), r < t.

Proof. This is the straightforward result of Corollary 2.2. �

Remark 2.3. The last part of previous theorem is the Theorem 3.4 of [1].

Remark 2.4. Since r
s <

t
u , hence r

r+s <
t

t+u . Now, accorollaryding to the Theorem 3.4 of [1],
bt,u(p) = e

t
t+u (p) ⊂ e

r
r+s (p) = br,s(p).

2.2. The α-, β- and γ-dual of br,s(p). In this example, we show that Theorem 4.2 of [4] can be
easily gained from Theorem 4.4 of [1]. Therefore, let us bring that theorem first

Theorem 2.5 ([1, Theorem 4.4]). Define the sets Arq and Ar∞ as follows. For 1 ≤ p <∞,

Arq =

{
a = (ak) ∈ w : sup

K∈F

∑
k

∣∣∣∣∣∑
n∈K

(
n

k

)
(r − 1)n−kr−nan

∣∣∣∣∣
q

<∞

}
and

Ar∞ =

{
a = (ak) ∈ w : sup

k∈N

∑
n

∣∣∣∣(nk
)

(r − 1)n−kr−nan

∣∣∣∣ <∞
}
.

Then, (Er1)α = Ar∞ and (er(p))α = Arq , where 1 < p ≤ ∞.

Now, we obtain the α-dual of br,s(p) and br,s(1). By applying the above theorem and the
identity Br,s = E

r
r+s of Theorem 2.3,

(br,s(p))α = (e
r
r+s (p))α = A

r
r+s
q

=

{
a = (ak) ∈ w : sup

K∈F

∑
k

∣∣∣∣∣∑
n∈K

(
n

k

)(
r

r + s
− 1

)n−k (
r

r + s

)−n
an

∣∣∣∣∣
q

<∞

}

=

{
a = (ak) ∈ w : sup

K∈F

∑
k

∣∣∣∣∣∑
n∈K

(
n

k

)
(−s)n−kr−n(r + s)kan

∣∣∣∣∣
q

<∞

}
= V r,s1

and

(br,s(1))α = (e
r
r+s (1))α = A

r
r+s
∞

=

{
a = (ak) ∈ w : sup

k∈N

∑
n

∣∣∣∣∣
(
n

k

)(
r

r + s
− 1

)n−k (
r

r + s

)−n
an

∣∣∣∣∣ <∞
}

=

{
a = (ak) ∈ w : sup

k∈N

∑
n

∣∣∣∣(nk
)

(−s)n−kr−n(r + s)kan

∣∣∣∣ <∞
}

= V r,s2 ,
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where V r,s1 and V r,s2 are the α-duals of br,s(p) and br,s(1) respectively, as the author of [4] has
proved in Theorem 4.2. Note that for obtaining the β- and γ-duals of br,s(p) and br,s(1) ([4],
Theorem 4.3), we only need changing r to r

r+s in Theorems 4.5 and 4.6 of [1].

3. BOUNDS OF BINOMIAL OPERATOR ON SOME SEQUENCE SPACES

In this section, we investigate the bounds of binomial operator on some sequence spaces. In
so doing, the following lemma is needed.

Lemma 3.1 ([15, Lemma 2.1]). Let U is a bounded operator on `p, and Ap and Bp be two matrix
domains such that Ap ' `p. Then, the following statements hold:

(i) If BT is a bounded operator on `p, then T is a bounded operator from `p into Bp and

‖T‖`p,Bp = ‖T‖`p and L(T )`p,Bp = L(BT ).

(ii) If T has a factorization of the form T = UA, then T is a bounded operator from the matrix
domain Ap into `p and

‖T‖Ap,`p = ‖U‖`p and L(T )Ap,`p = L(U).

(iii) If BT = UA, then T is a bounded operator from the matrix domain Ap into Bp and

‖T‖Ap,Bp = ‖U‖`p and L(T )Ap,Bp = L(U).

In particular, if AT = UA, then T is a bounded operator from the matrix domain Ap into itself
and ‖T‖Ap = ‖U‖`p and L(T )Ap = L(U). Also, if T and A commute, then ‖T‖Ap = ‖T‖`p
and L(T )Ap = L(T ).

Throughout this section, we use the notations L(·) for the lower bound of operators on `p
and L(·)X,Y for the lower bound of operators from the sequence space X into the sequence
space Y .

3.1. Norm of binomial operator on difference sequence space. The backward difference ma-
trix ∆ = (δj,k) is defined by

δj,k =

 1 , k = j
−1 , k = j − 1

0 , otherwise

and the difference sequence space associated with this matrix is called bvp

bvp =

{
x = (xn) :

∞∑
n=1

|xn − xn−1|p <∞

}
, 1 ≤ p <∞,

which has the norm ‖x‖bvp = (
∑∞
n=1 |xn − xn−1|p)

1/p
. The idea of difference sequence spaces

was introduced by Kizmaz [10]. Recently, Roopaei in [14] has computed the norm of Hausdorff
operators on bvp sequence space.

Theorem 3.6 ([14, Theorem 2.4]). The Hausdorff operator Hµ is a bounded operator on bvp and

‖Hµ‖bvp = 1.

We have proved that the binomial operator is a Hausdorff operator of Euler type, hence

Corollary 3.3. The binomial operator Br,s is a bounded operator on bvp and ‖Br,s‖bvp = 1.
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3.2. Bounds of binomial operator on the Hausdorff sequence space. The Hausdorff matrix
contains the famous classes of matrices. For α > 0, some of these classes are as follows:

• The choice dµ(θ) = α(1− θ)α−1dθ gives the Cesàro matrix of order α,
• The choice dµ(θ) = αθα−1dθ gives the Gamma matrix of order α,
• The choice dµ(θ) = | log θ|α−1

Γ(α) dθ gives the Hölder matrix of order α.

Theorem 3.7 ([3, Theorem 1]). Let p ≥ 1, and let Hµ is a bounded Hausdorff matrix on `p. Then,

‖Hµx‖`p ≥ L‖x‖`p
for every decreasing sequence x of non-negative terms, where

Lp =

∞∑
k=0

(∫ 1

0

(1− θ)kdµ(θ)

)p
.(3.3)

The constant in (3.3) is the best possible, and there is equality only when x = 0 or p = 1 or dµ(θ) is the
point mass at 1.

As an example of Theorem 3.7, we compute the lower bound of the Cesàro, Gamma and
Euler operators by choosing their associated dµ(θ).

• L(Cα) =
{∑∞

k=0

(
α
α+k

)p}1/p

,

• L(Γα) =
{∑∞

k=0

(
α+k
k

)−p}1/p

,

• L(Eα) = 1
[1−(1−α)p]1/p

, 0 < α < 1,
• L(Br,s) = 1

[1−( s
r+s )p]1/p

(by Theorem 2.3).

We use the notation hau(p) as the set of all sequences whose Hµ-transforms are in the space `p,
that is

hau(p) =

x = (xj) ∈ ω :

∞∑
j=0

∣∣∣∣∣
j∑

k=0

∫ 1

0

(
j

k

)
θk(1− θ)j−kdµ(θ)xk

∣∣∣∣∣
p

<∞

 ,

where µ is a fixed probability measure on [0, 1].

Theorem 3.8. The binomial operator Br,s is a bounded operator from `p into hau(p) and

‖Br,s‖`p,hau(p) =

(
r + s

r

)1/p ∫ 1

0

θ
−1
p dµ(θ)

and

L(Br,s)`p,hau(p) ≥


∑∞
k=0

(∫ 1

0
(1− θ)kdµ(θ)

)p
1− ( s

r+s )p


1/p

.

In particular, for r + s = 1, the Euler operator Er is a bounded operator from `p into hau(p) and

‖Er‖`p,hau(p) = r
−1
p

∫ 1

0

θ
−1
p dµ(θ) and L(Er)`p,hau(p) ≥


∑∞
k=0

(∫ 1

0
(1− θ)kdµ(θ)

)p
1− (1− r)p


1/p

.
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Proof. Applying Lemma 3.1 part (i) and Theorems 1.2 and 2.3, result that

‖Br,s‖`p,hau(p) = ‖HµBr,s‖`p = ‖Hµ‖`p‖Br,s‖`p =

(
r + s

r

)1/p ∫ 1

0

θ
−1
p dµ(θ).

Also, the identity L(AB) ≥ L(A)L(B) results in

L(Br,s)`p,hau(p) = L(Br,sHµ) ≥

{
1

1− ( s
r+s )p

}1/p{ ∞∑
k=0

(∫ 1

0

(1− θ)kdµ(θ)

)p}1/p

.

�

By letting dµ(θ) = α(1−θ)α−1dθ in the definition of the Hausdorff matrix, the Cesàro matrix
Cα = (Cαjk) of order α is defined as follows

Cαj,k =


(
α+j−k−1

j−k
)(

α+j
j

) , 0 ≤ k ≤ j

0 , otherwise
,

which accorollaryding to the Hardy’s formula has the `p-norm

‖Cα‖`p =
Γ(α+ 1)Γ(1/p∗)

Γ(α+ 1/p∗)
.

Note that, C0 = I , where I is the identity matrix and C1 is the well-known Cesàro matrix C
which has the `p-norm ‖C‖`p = p∗ and the lower bound L(C) = ζ(p)1/p. We use the notation
ces(α, p) as the set of all sequences whose Cα-transforms are in the space `p, that is

ces(α, p) =

x = (xj) ∈ ω :

∞∑
j=0

∣∣∣∣∣ 1(
α+j
j

) j∑
k=0

(
α+ j − k − 1

j − k

)
xk

∣∣∣∣∣
p

<∞

 .

The space ces(α, p) is a Banach space which has the norm

‖x‖ces(α,p) =

 ∞∑
j=0

∣∣∣∣∣ 1(
α+j
j

) j∑
k=0

(
α+ j − k − 1

j − k

)
xk

∣∣∣∣∣
p
1/p

.

We use the notation ces(p) instead of ces(1, p) as the sequence space associated with the well-
known Cesàro matrix C. For more information about Cesàro matrix, the readers can refer to
[20, 19].

Corollary 3.4. The binomial operator Br,s is a bounded operator from `p into ces(α, p) and

‖Br,s‖`p,ces(α,p) =

(
r+s
r

)1/p
Γ(α+ 1)Γ(1/p∗)

Γ(α+ 1/p∗)

and

L(Br,s)`p,ces(α,p) ≥


∑∞
k=0

(
α
α+k

)p
1− ( s

r+s )p


1/p

.

In particular, for r + s = 1 and α = 1, the Euler operator Er is a bounded operator from `p into ces(p)

and ‖Er‖`p,ces(p) = r−1/pp
p−1 and L(Er)`p,ces(p) ≥

{
ζ(p)

1−(1−r)p

}1/p

.
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By letting dµ(θ) = αθα−1dθ in the definition of the Hausdorff matrix, the Gamma matrix of
order α, Γα = (γαj,k), is

γαj,k =

 (α+k−1
k )

(α+j
j )

, 0 ≤ k ≤ j
0 , otherwise

,

which accorollaryding to the Hardy’s formula has the `p-norm ‖Γα‖`p = αp
αp−1 . Note that, Γ1 is

the well-known Cesàro matrix. The Gamma space of order α, gam(α, p), is

gam(α, p) =

 x = (xk) ∈ ω :
∞∑
j=0

∣∣∣∣∣ 1(
α+j
j

) j∑
k=0

(
α+ k − 1

k

)
xk

∣∣∣∣∣
p

<∞

 ,

which is a Banach spaces with the norm

‖x‖gam(α,p) =

 ∞∑
j=0

∣∣∣∣∣ 1(
α+j
j

) j∑
k=0

(
α+ k − 1

k

)
xk

∣∣∣∣∣
p
 1

p

.

Note that gam(1, p) = ces(p).

Corollary 3.5. The binomial operator Br,s is a bounded operator from `p into gam(α, p) and

‖Br,s‖`p,gam(α,p) =

(
r+s
r

)1/p
αp

αp− 1

and

L(Br,s)`p,gam(α,p) ≥

{∑∞
k=0

(
α+k
k

)−p
1− ( s

r+s )p

}1/p

.

In particular, for r + s = 1 and α = 1, the Euler operator Er is a bounded operator from `p into ces(p)

and ‖Er‖`p,ces(p) = r−1/pp
p−1 and L(Er)`p,ces(p) ≥

{
ζ(p)

1−(1−r)p

}1/p

.

Corollary 3.6. The binomial operator Br,s is a bounded operator from `p into eα(p) and

‖Br,s‖`p,eα(p) =

(
r + s

rα

)1/p

and L(Br,s)`p,eα(p) ≥
1

[1− (1− α)p]1/p[1− ( s
r+s )p]1/p

.

In particular, for r + s = 1, the Euler operator Er is a bounded operator from `p into eα(p) and
‖Er‖`p,eα(p) = (rα)−1/p and L(Er)`p,eα(p) ≥ 1

[1−(1−α)p]1/p[1−(1−r)p]1/p
.

Corollary 3.7. The binomial operator Br,s is a bounded operator from `p into hol(α, p) and

‖Br,s‖`p,hol(α,p) =

(
r + s

r

)1/p(
p

p− 1

)α
.

In particular, for r + s = 1 and α = 1, the Euler operator Er is a bounded operator from `p into ces(p)
and ‖Er‖`p,ces(p) = r−1/pp

p−1 .

Corollary 3.8. The binomial operator Br,s is a bounded operator from `p into bt,u(p) and

‖Br,s‖`p,bt,u(p) =
(r + s)1/p(t+ u)1/p

(rt)1/p
and L(Br,s)`p,bt,u(p) ≥

1

[1− ( u
t+u )p]1/p[1− ( s

r+s )p]1/p
.

In particular,
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• for r+s = 1, the Euler operatorEr is a bounded operator from `p into bt,u(p) and ‖Er‖`p,bt,u(p) =(
t+u
rt

)1/p and L(Er)`p,bt,u(p) ≥ 1
[1−( u

t+u )p]1/p[1−(1−r)p]1/p
,

• for t + u = 1, the binomial operator Br,s is a bounded operator from `p into et(p) and
‖Br,s‖`p,et(p) =

(
r+s
rt

)1/p and L(Br,s)`p,et(p) ≥ 1
[1−(1−t)p]1/p[1−( s

r+s )p]1/p
,

• for r + s = t + u = 1, the Euler operator Er is a bounded operator from `p into et(p) and
‖Er‖`p,et(p) = (rt)−1/p and L(Er)`p,et(p) ≥ 1

[1−(1−t)p]1/p[1−(1−r)p]1/p
.

We can also prove our results in the above corollary accorollaryding to Theorem 2.3.

Remark 3.5. The binomial operator Br,s is a bounded operator from `p into bt,u(p) and

‖Br,s‖`p,bt,u(p) = ‖Br,sBt,u‖`p = ‖Brt,ru+st+su‖`p

=

(
rt+ ru+ st+ su

rt

)1/p

=
(r + s)1/p(t+ u)1/p

(rt)1/p
.

In particular,
• for r + s = 1, the Euler operator Er is a bounded operator from `p into bt,u(p) and

‖Er‖`p,bt,u(p) = ‖ErBt,u‖`p = ‖Br,1−rBt,u‖`p = ‖Brt,ru+(1−r)t+(1−r)u‖`p

= ‖Brt,u+t−rt‖`p =

(
u+ t

rt

)1/p

,

• for t+ u = 1, the binomial operator Br,s is a bounded operator from `p into et(p) and

‖Br,s‖`p,et(p) = ‖EtBr,s‖`p = ‖Bt,1−tBr,s‖`p

= ‖Brt,r+s−rt‖`p =

(
r + s

rt

)1/p

,

• for r + s = t+ u = 1, the Euler operator Er is a bounded operator from `p into et(p) and

‖Er‖`p,et(p) = ‖ErEt‖`p = ‖Br,1−rBt,1−t‖`p = ‖Brt,1−rt‖`p = (rt)−1/p.

Accorollaryding to Lemma 3.1, for obtaining the bound of the operator T from the sequence
space Ap into `p there is need that we have a factorization for T of the form T = UA. The
existence of this factorization for the Hausdorff operators is a challenging problem.

Theorem 3.9. If Br,s has a factorization of the form Br,s = UHµ, then the binomial operator Br,s is a
bounded operator from hau(p) into `p and

‖Br,s‖hau(p),`p =

(
r + s

r

)1/p(∫ 1

0

θ
−1
p dµ(θ)

)−1

.

In particular, for r + s = 1, the Euler operator Er is a bounded operator from hau(p) into `p and

‖Er‖hau(p),`p = r
−1
p

(∫ 1

0
θ

−1
p dµ(θ)

)−1

.

Proof. Similar to Bennett ([2, p. 120]), if Br,s has a factorization of the form Br,s = HωHµ,
where ω is a quotient measure, then Lemma 3.1 part (ii) and Theorem 1.2 result in

‖Br,s‖hau(p),`p = ‖Hω‖`p =

(
r + s

r

)1/p(∫ 1

0

θ
−1
p dµ(θ)

)−1

.

�
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Corollary 3.9. The binomial operator Br,s is a bounded operator from bt,u(p) into `p and

‖Br,s‖bt,u(p),`p =

(
r + s

r

)1/p(
t

t+ u

)1/p

.

In particular,
• for r+s = 1, the Euler operatorEr is a bounded operator from bt,u(p) into `p and ‖Er‖bt,u(p),`p =(

t
rt+ru

)1/p

,
• for t + u = 1, the binomial operator Br,s is a bounded operator from et(p) into `p and
‖Br,s‖et(p),`p =

(
rt+st
r

)1/p,
• for r + s = t + u = 1, the Euler operator Er is a bounded operator from et(p) into `p and
‖Er‖et(p),`p = ( tr )1/p.

Proof. Let the binomial operator Br,s has a factorization of the form Br,s = UBt,u. Then, U is

U = Br,s(Bt,u)−1 = Br,sB1+u
t ,

−u
t = Br+

ru
t ,s−

ru
t ,

hence according to Lemma 3.1

‖Br,s‖bt,u(p),`p = ‖U‖`p = ‖Br+ ru
t ,s−

ru
t ‖`p

=

(
r + s

r

)1/p(
t

t+ u

)1/p

.

�

Corollary 3.10. The binomial operator Br,s is a bounded operator on Hausdorff sequence space hau(p)
and

‖Br,s‖hau(p) =

(
r + s

r

)1/p

and L(Br,s)hau(p) =
1

[1− ( s
r+s )p]1/p

.

In particular, for r + s = 1, the Euler operator Er is a bounded operator on hau(p) and ‖Er‖hau(p) =

r
−1
p and L(Er)hau(p) = 1

[1−(1−r)p]1/p
.

Proof. Since Hausdorff operators commute, hence by Lemma 3.1, we have

‖Br,s‖hau(p) = ‖Br,s‖`p =

(
r + s

r

)1/p

and

L(Er)hau(p) = L(Er) =
1

[1− (1− r)p]1/p
.

�

4. LOWER BOUND OF THE TRANSPOSED BINOMIAL OPERATOR ON THE TRANSPOSED
HAUSDORFF MATRIX DOMAINS

In this section, we intend to compute the lower bound of the transposed binomial operator
(Br,s)t on the transposed Hausdorff sequence space haut(p) for 0 < p < 1. For this reason, we
need the following theorem which is an analogy of Hardy’s formula.
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Theorem 4.10 ([2, Theorem 7.18]). Fix p, 0 < p < 1, and letHµt be the transposed Hausdorff matrix.
Then,

‖Hµtx‖`p ≥
(∫ 1

0

θ
1−p
p dµ(θ)

)
‖x‖`p

for every sequence x of non-negative terms. The constant is best possible, and there is equality only when
x = 0 or p = 1 or H = I .

Theorem 4.11 ([2, Corollary 7.27]). If Hµt and Hνt are two transposed Hausdorff matrices, then the
lower bound (on `p, 0 < p < 1) of their product is the product of their lower bounds.

Theorem 4.12. The transposed binomial operator is a bounded operator from `p into haut(p) and

L((Br,s)t)`p,haut(p) =

(
r

r + s

)1/p∗ ∫ 1

0

θ
1−p
p dµ(θ).

In particular, for r+s = 1, the transposed Euler operatorErt is a bounded operator from `p into haut(p)
and L(Ert)`p,haut(p) = r1/p∗

∫ 1

0
θ

1−p
p dµ(θ).

Proof. The proof is obvious accorollaryding to the Lemma 3.1 and Theorems 4.11 and 4.10. �
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ABSTRACT. In this paper, we consider the periodic solutions of the following non-autonomous second order dis-
crete system

∆2u(n− 1) = ∇F (n, u(n)), n ∈ Z.
When the nonlinear function F (n, x) is like-quadratic for x, we obtain some existence and multiplicity results under
twisting conditions by using the least action principle and a multiple critical point theorem.
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1. INTRODUCTION AND MAIN RESULTS

In this paper, we consider the periodic solutions of the following nonautonomous second
order discrete Hamiltonian system

(1.1) ∆2u(n− 1) = ∇F (n, u(n)), u(n) ∈ RN , n ∈ Z,

where ∆u(n) = u(n+ 1)− u(n),∆2u(n) = ∆(∆u(n)) and∇F (n, x) denotes the gradient of the
function F with respect to the second variable x. F satisfies the following condition:

(A)
F (n, ·) ∈ C1(RN ,R),∀n ∈ Z;
F (n+ T, x) = F (n, x),∀(n, x) ∈ Z× RN , T ∈ Z and T ≥ 2.

Historically, in 2003, Guo and Yu, first considered the existence of periodic solutions of
difference equations as (1.1) via variational method and critical point theory in three papers
[2, 3, 4]. In 2004, Zhou, Yu and Guo [11], further studied the existence and multiplicity of peri-
odic solutions of the discrete Hamiltonian system (1.1). After that, the existence and multiplic-
ity of periodic solutions for system (1.1) have been extensively studied and many interesting
results were obtained. We refer the readers to [5, 6, 8, 9, 10] and the references therein for these
topics. Among them, we should mention some work which have relation with our work of
this paper. For the condition on F , Guo and Yu in [3], first required the nonlinearity ∇F (n, x)
is sub-linear included the bounded case. We say that the nonlinearity ∇F (n, x) is growing
sublinearly if there exist M1 > 0, M2 > 0 and α ∈ [0, 1) such that

(1.2) |∇F (t, x)| ≤M1|x|α +M2, ∀(n, x) ∈ Z[1, T ]× RN ,
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where Z[a, b] := Z ∩ [a, b] for all a, b ∈ Z with a ≤ b. Xue and Tang in [9] used the least
action principle to verified that system (1.1) possesses at least one T -periodic solution with the
assumption of

(1.3) lim
|x|→+∞

|x|−2α
T∑
n=1

F (n, x) = +∞.

We also refer the paper [3] for this topic. In the case of α = 1, assumption (1.2) becomes to the
following assumption in which the nonlinearity ∇F (n, x) does not exceed linear growth, that
is, there are M3 > 0 and M4 ≥ 0, such that

(1.4) |∇F (n, x)| ≤M3|x|+M4, ∀(n, x) ∈ Z[1, T ]× RN .

The case ∇F (n, x) = Ax + B satisfies the condition (1.4). It is well known that in this case
the system (1.1) in general does not possess a solution. A twisting condition is required to
avoid this case. Considering the nonlinearity ∇F (n, x) which is the sum of assumption (1.2)
and (1.4), Hu [6] also used the least action principle to verify that system (1.1) possesses at least
one T -periodic solution under a twisting condition which is included in the following case

(1.5) lim
|x|→+∞

|x|−2
T∑
n=1

F (n, x) > −∞.

When the nonlinearity∇F (n, x) meets the following assumption that there are f, g : Z[1, T ]→
R+ and α ∈ (0, 1), such that

(1.6) |∇F (t, x)| ≤ f(n)|x|α + g(n), ∀ (n, x) ∈ Z[1, T ]× RN

or

(1.7) |∇F (t, x)| ≤ f(n)|x|+ g(n), ∀ (n, x) ∈ Z[1, T ]× RN .

Tang and Zhang [8] obtained some existence results for the T -periodic solutions of system (1.1)
under some different twisting conditions.

In this paper, we will further study the existence and multiplicity of T -periodic solutions of
(1.5) with some different twisting conditions. The following are our main results.

Theorem 1.1. Suppose that F (n, x) = F1(n, x) + F2(n, x) with F1 and F2 satisfying the conditions
(A) and the following three growing conditions:
(B1) There exist f, g : Z[1, T ]→ R+ and α ∈ [0, 1), such that

|∇F1(n, x)| ≤ f(n)|x|α + g(n).

(B2) F2(n, x) satisfies condition (1.4), i.e., there exist constants M3,M4 ∈ R+ such that

|∇F2(n, x)| ≤M3|x|+M4, M3 < λ1 := λ1 = 2− 2 cos
2π

T
.

(B3) F satisfies that

lim
|x|→+∞

inf |x|−2
T∑
n=1

F (n, x) >
M2

3T

2(λ1 −M3)
.

Then, system (1.1) possesses at least one T -periodic solution that minimizes the functional ϕ given by

(1.8) ϕ(u) =
1

2

T∑
n=1

|∆u(n)|2 +

T∑
n=1

F (n, u(n))



180 Chungen Liu and Yuyou Zhong

in the Hilbert space HT defined by

HT =
{
u : Z→ RN |u(n+ T ) = u(n), n ∈ Z

}
.

Remark 1.1. The condition (B3) is twisted with the conditions (B1) and (B2). Our condition (B3) in
Theorem 1.1 is different form the condition (A4) in Theorem 1 of [6]. In Theorem 1.1, when F1(n, x) ≡
0, comparing with Theorem 1.3 of [8], the condition (B3) in some sense is loose for some choices of T ,
one can check it for T = 2, 3, 4, 5, 6 and so on.

Theorem 1.2. Suppose F (n, x) = F1(n, x) + F2(n, x) satisfying condition (A) with F1 and F2 satis-
fying the following three growing conditions:
(B4) F1 satisfies the condition (1.7), i.e., there exist f, g : Z[1, T ]→ R+ such that

|∇F1(n, x)| ≤ f(n)|x|+ g(n),

T∑
n=1

f(n) < λ1.

(B5) F2 satisfies the condition (1.2), i.e., there are some constants M1,M2 ∈ R+ and α ∈ [0, 1) such
that

|∇F2(n, x)| ≤M1|x|α +M2.

(B6) F satisfies that

lim
|x|→+∞

inf |x|−2
T∑
n=1

F (n, x) >
1

2(λ1 −
∑T
n=1 f(n))

( T∑
n=1

f(n)
)2
.

Then, system (1.1) possesses at least one T -periodic solution.

Remark 1.2. Conditions of (B4) and (B6) in Theorem 1.2 are different form conditions of (A3) and
(A4) in Theorem 1 of [6], respectively. Condition (B6) in Theorem 1.2 is different form condition of
(1.14) in Theorem 1.3 of [8].

Theorem 1.3. Suppose that F (n, x) satisfies (A), (B1), (B2) , (B3) and
(A1) there are some constants δ > 0, k ∈ Z[0, [T2 − 1]] such that

−1

2
λk+1|x|2 ≤ F (n, x) ≤ −1

2
λk|x|2,

∀x ∈ RN with |x| < δ and ∀n ∈ [1, T ], where λk = 2 − 2 cos kω, ω = 2π
T , T > 2, [a] = max{k ∈

Z|k ≤ a} denotes the Gauss Function. Then, system (1.1) has at least two T -periodic solutions.

Parallelly, we have the following result.

Theorem 1.4. Suppose that F (n, x) satisfies (A), (B4), (B5) , (B6) and (A1). Then, system (1.1) has
at least two T -periodic solutions.

2. SOME IMPORTANT LEMMAS

HT :=
{
u : Z→ RN |u(n+ T ) = u(n), n ∈ Z

}
can be equipped with the inner product

(2.9) 〈u, v〉 =

T∑
n=1

(
u(n), v(n)

)
, ∀u, v ∈ HT ,

so the norm ‖·‖ is

(2.10) ‖u‖ =
( T∑
n=1

|u(n)|2
) 1

2

, ∀u ∈ HT ,
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where (·, ·) and |.| denotes the usual inner product and the usual norm in RN , respectively. It is
easy to verify that (HT , 〈·, ·〉) is a finite dimensional Hilbert space and linear homeomorphic to
RNT .

For every positive number r > 1, we can equip HT with another norm ‖u‖r, where

‖u‖r =
( T∑
n=1

|u(n)|r
) 1

r

, ∀u ∈ HT .

Distinctly, ‖u‖2 = ‖u‖ and (HT , ‖u‖2) is equivalent to (HT , ‖u‖r) for r > 1. Thus, there are two
constants C2 ≥ C1 > 0, such that ∀u ∈ HT

(2.11) C1‖u‖r ≤ ‖u‖ ≤ C2‖u‖r.

For system (1.1), Xue and Tang [10] verify that the problem of seeking T -periodic solutions
is equal to that of finding the critical points of ϕ(u) defined in (1.8) on HT .

To prove our results, we now give four useful lemmas.

Lemma 2.1. ([10]) As a subspace of HT , Nk is defined by:

Nk := {u ∈ HT | −∆2u(n− 1) = λku(n)},

where λk = 2− 2 cos kω, ω = 2π
T , k ∈ Z[0, [T2 ]]. The following statements hold:

(i) Nk⊥Nj , k 6= j, k, j ∈ Z[0, [T2 ]],

(ii) HT =
⊕[T2 ]

k=0Nk.

Lemma 2.2 ([10]). Define Hk :=

k⊕
j=0

Nj , H⊥k :=

[T/2]⊕
j=k+1

Nj , k ∈ Z[0, [T/2]− 1], then one has

T∑
n=1

|∆u(n)|2 ≤ λk‖u‖2, ∀u ∈ Hk;

T∑
n=1

|∆u(n)|2 ≥ λk+1‖u‖2, ∀u ∈ H⊥k .

Lemma 2.3 ([7]). If ϕ is weakly lower semi continuous on a reflexive Banach spaceX and has a bounded
minimizing sequence, then ϕ has a minimum on X .

Lemma 2.4 ([1]). Let ϕ be a C1 function on X = X1

⊕
X2 with ϕ(0) = 0, satisfying (PS) condition

and for some δ > 0,
ϕ(u) ≥ 0 for u ∈ X1, ‖u‖ ≤ δ,

ϕ(u) ≤ 0 for u ∈ X2, ‖u‖ ≤ δ.

Assume also that ϕ is bounded below and inf
X
ϕ < 0, then ϕ has at least two nonzero critical points.

By Lemma 2.1, one rewrites u as

(2.12) u = ū+ ũ ∈ N0

⊕
N⊥0 ,

where ū = (1/T )
∑T
n=1 u(n).
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By (2.9), (2.10) and (2.12), one has

‖u‖ =
( T∑
n=1

|u(n)|2
) 1

2

=
( T∑
n=1

|ū+ ũ(n)|2
) 1

2

=
( T∑
n=1

(
ū+ ũ(n), ū+ ũ(n)

)) 1
2

=
( T∑
n=1

(
|ū|2 + |ũ(n)|2

)) 1
2

=
(
T |ū|2 + ‖ũ‖2

) 1
2 .

Then, one has

‖u‖ ≤
√
T + 1(|ū|2 + ‖ũ‖2)

1
2 and ‖u‖ ≥ (|ū|2 + ‖ũ‖2)

1
2 .

Therefore, one has that ‖u‖ → ∞ if and only if
(
|ū|+ ‖ũ‖2

) 1
2 →∞.

3. PROOF OF MAIN RESULTS

Since the proof of Theorem 1.4 is similar to that of Theorem 1.3, we only prove Theorem 1.1,
Theorem 1.2 and Theorem 1.3 in this section.

For convenience, we denote

R1 =

T∑
n=1

f(n), R2 =

T∑
n=1

g(n).

Proof of Theorem 1.1. According to (B3), we can choose a positive constant a1, such that

(3.13) a1 >
ε+M3

λ1 −M3
> 0

for a small number ε > 0 and

(3.14) lim
|x|→+∞

inf |x|−2
T∑
n=1

F (n, x) >
a1
2
M3T.

By (B1) , we obtain

∣∣∣ T∑
n=1

[
F1(n, u(n))− F1(n, ū)

]∣∣∣
=
∣∣∣ T∑
n=1

∫ 1

0

(
∇F1(n, ū+ sũ(n)), ũ(n)

)
ds
∣∣∣

≤
T∑
n=1

∫ 1

0

f(n)|ū+ sũ(n)|α|ũ(n)|ds+

T∑
n=1

∫ 1

0

g(n)|ũ(n)|ds

≤
T∑
n=1

f(n)(|ū|α + |ũ(n)|α)|ũ(n)|+
T∑
n=1

g(n)|ũ(n)|
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≤R1|ū|α‖ũ‖∞ +R1‖ũ‖α+1
∞ +R2‖ũ‖∞

≤ ε

2a1
‖ũ‖2∞ +

a1
2ε
R2

1|ū|2α +R1‖ũ‖α+1
∞ +R2‖ũ‖∞

≤ ε

2a1
‖ũ‖2 +

a1
2ε
R2

1|ū|2α +R1‖ũ‖α+1 +R2‖ũ‖(3.15)

for any u ∈ HT with ‖u‖∞ := max
n∈Z∩[1,T ]

|u(n)|.

By (B2), we have∣∣∣∣∣
T∑
n=1

[F2(u(n))− F2(ū)]

∣∣∣∣∣
=

∣∣∣∣∣
T∑
n=1

∫ 1

0

(∇F2(ū+ sũ(n)), ũ(n)) ds

∣∣∣∣∣
≤

T∑
n=1

∫ 1

0

M3

(
|ū+ sũ(n)|

)
|ũ(n)|ds+

T∑
n=1

∫ 1

0

M4|ũ(n)|ds

≤M3

T∑
n=1

(
|ū|+ 1

2
|ũ(n)|

)
|ũ(n)|+

T∑
n=1

M4|ũ(n)|

≤M3

T∑
n=1

|ū||ũ(n)|+ M3

2

T∑
n=1

|ũ|2 +M4

T∑
n=1

|ũ|

≤M3

( T∑
n=1

|ū|2
) 1

2
( T∑
n=1

|ũ(n)|2
) 1

2

+
M3

2

T∑
n=1

|ũ|2 +M4

T∑
n=1

|ũ|

≤a1
2
M3

T∑
n=1

|ū|2 +
M3

2a1

T∑
n=1

|ũ|2 +
M3

2

T∑
n=1

|ũ|2 +M4

T∑
n=1

|ũ|

≤a1
2
M3T |ū|2 +

(M3

2a1
+
M3

2

)
‖ũ‖2 +M4

√
T‖ũ‖(3.16)

for any u ∈ HT .
Hence, by (1.8), (3.15), (3.16) and Lemma 2.2, we have

ϕ(u) ≥(
λ1
2
− ε

2a1
− M3

2a1
− M3

2
)‖ũ‖2 − (R2 +M4

√
T )‖ũ‖ −R1‖ũ‖α+1

+|ū|2
(
|ū|−2

T∑
n=1

F (n, ū)− a1
2
M3T

)
− a1

2ε
R2

1|ū|2α.(3.17)

Since u = ū+ ũ ∈ N0

⊕
N⊥0 , (3.13), (3.14) and (3.17) imply that

ϕ(u)→ +∞, ‖u‖ → ∞.

Thus, ϕ is coercive. Since ϕ is continuous, it possesses a bounded minimizing sequence in the
finite dimensional Hilbert space HT . Therefore, by Lemma 2.3, we obtain a critical point u
which is a T -periodic solution of system (1.1) and the minimizer of the function ϕ. The proof is
complete. �

By (3.15) in which the number ε
a1

should be replaced by λ1−ε andM3 = 0 in (3.16), we have
the following result.
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Theorem 3.5. Suppose that F (n, x) with F2 = 0 satisfying (A), (B1) and
(B′3) lim|x|→+∞ inf |x|−2α

∑T
n=1 F (n, x) >

M2
1

2λ1
.

Then, system (1.1) has at least one T -periodic solution that minimizes the functional ϕ in the Hilbert
space HT .

Comparing with Theorem 1.1 of [8], we see that the condition (B′3) is loose for some choices
of T , for example T = 2, 3, 4, 5 and so on. In Theorem 1.1, when F1(n, x) ≡ 0, comparing with
Theorem 1.3 of [8], the condition (B3) in some sense is loose for some choices of T , one can
check it for T = 2, 3, 4, 5, 6 and so on.

Now, we give a proof of Theorem 1.2.

Proof of Theorem 1.2. By (B6), we can choose a positive constant a2 and ε > 0, such that

(3.18) a2 >
1

λ1 −R1 − ε
and

(3.19) lim
|x|→∞

inf |x|−2
T∑
n=1

F (n) >
a2
2
R2

1.

By (B4), ∀u ∈ HT , we have∣∣∣ T∑
n=1

[F1(n, u(n))− F1(n, ū)]
∣∣∣

=
∣∣∣ T∑
n=1

∫ 1

0

(∇F1(n, ū+ sũ(n)), ũ(n))ds
∣∣∣

≤
T∑
n=1

∫ 1

0

f(n)|ū+ sũ(n)||ũ(n)|ds+

T∑
n=1

∫ 1

0

g(n)|ũ(n)|ds

≤
T∑
n=1

f(n)(|ū|+ 1

2
|ũ(n)|)|ũ(n)|+

T∑
n=1

g(n)|ũ(n)|

≤R1|ū|‖ũ‖∞ +
R1

2
‖ũ‖2∞ +R2‖ũ‖∞

≤ 1

2a2
‖ũ‖2∞ +

a2
2
R2

1|ū|2 +
R1

2
‖ũ‖2∞ +R2‖ũ‖∞

=(
1

2a2
+
R1

2
)‖ũ‖2∞ +R2‖ũ‖∞ +

a2
2
R2

1|ū|2

≤(
1

2a2
+
R1

2
)‖ũ‖2 +R2‖ũ‖+

a2
2
R2

1|ū|2.(3.20)

By (B5) , we have ∣∣∣ T∑
n=1

[F2(n, u(n))− F2(n, ū)]
∣∣∣

=
∣∣∣ T∑
n=1

∫ 1

0

(∇F2(n, ū+ sũ(n)), ũ(n))ds
∣∣∣
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≤
T∑
n=1

∫ 1

0

M1|ū+ sũ(n)|α|ũ(n)|ds+

T∑
n=1

∫ 1

0

M2|ũ(n)|ds

≤
T∑
n=1

M1(|ū|α + |ũ(n)|α)|ũ(n)|+
T∑
n=1

M2|ũ(n)|

≤M1

√
T |ū|α‖ũ‖+M1

T∑
n=1

|ũ|α+1 +M2

T∑
n=1

|ũ(n)|

≤TM
2
1

2ε
|ū|2α +

ε

2
‖ũ‖2 + C1‖ũ‖α+1 + C2‖ũ‖.(3.21)

Hence, by (1.8), (3.20), (3.21) and Lemma 2.2, we have

ϕ(u) ≥(
λ1
2
− 1

2a2
− R1

2
− ε

2
)‖ũ‖2 − C1‖ũ‖α+1 − (C2 +R2)‖ũ(n)‖

+|ū|2
(
|ū|−2

T∑
n=1

F (n, ū)− a2
2
R2

1

)
− TM2

1

2ε
|ū|2α.(3.22)

Since u = ū+ ũ ∈ N0

⊕
N⊥0 , (3.18), (3.19) and (3.22) imply that

ϕ(u)→ +∞, ‖u‖ → ∞,

that is, ϕ is coercive. It is easy to verify that there exists a bounded minimizing sequence which
insures that ϕ possesses a minimal point in the finite dimensional Hilbert space HT by Lemma
2.3. The proof is complete. �

Proof of Theorem 1.3. According to the proof of Theorem 1.1, we can implies that ϕ is bounded
below and satisfies the (PS) condition. By (A1) and Lemma 2.2, one has

(3.23) ϕ(u) ≤ 1

2
λk‖u‖2 +

T∑
n=1

(
− 1

2
λk|u|2

)
= 0

for any u ∈ Hk with ‖u‖ ≤ δ and

(3.24) ϕ(u) ≥ 1

2
λk+1‖u‖2 +

T∑
n=1

(
− 1

2
λk+1|u|2

)
= 0

for any u ∈ H⊥k with ‖u‖ ≤ δ.
If inf
u∈HT

ϕ(u) < 0, we completed our proof of Theorem 1.3 by Lemma 2.4.

If inf
u∈HT

ϕ(u) ≥ 0, by (3.23) and (3.24), we have ϕ(u) = inf
u∈HT

ϕ(u) = 0 for any u ∈ Hk with

‖u‖ ≤ δ, which implies that any u ∈ Hk with ‖u‖ ≤ δ are minimum points of ϕ. Thus, any
u ∈ Hk with ‖u‖ ≤ δ are T -periodic solutions of systems (1.1) , and systems (1.1) has infinite
T -periodic solutions in HT . Hence, we complete the proof of our main results. �

The proof of Theorem 1.4 is almost the same as that in the proof of Theorem 1.3, so we omit
it.

4. EXAMPLES

In this section, we will give two examples to illustrate our theorems.
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Example 4.1. Let F (n+ T, x) = F (n, x) for any (n, x) ∈ (Z,RN ) and

(4.25) F (n, x) =
λ1
16
|x|2 +

(T + 1

2
− n

)
|x|7/4 + (

4

3
T − n)|x|3/2, n ∈ Z ∩ [1, T ],

where

(4.26) F1(n, x) =
(T + 1

2
− n

)
|x|7/4 + (2T − n)|x|3/2, ∀(n, x) ∈ (Z ∩ [1, T ],RN )

and

(4.27) F2(x) =
λ1
16
|x|2 − 2

3
T |x|3/2, ∀x ∈ RN .

According to (4.26), one has

|∇F1(n, x)| ≤7

8
|T + 1− 2n||x|3/4 +

3

2
|2n− T ||x|1/2

≤7

8
(|T + 1− 2n|+ ε)|x|3/4 +

9T 3

ε2
, ∀(n, x) ∈ Z× RN ,(4.28)

where ε > 0. Then, we obtained that (B1) holds with α = 3/4 and

(4.29) f(n) =
7

8
(|T + 1− 2n|+ ε), g(n) =

9T 3

ε2
.

According to (4.27), we have

|∇F2(x)| ≤λ1
8
|x|+ T |x|1/2

≤(
λ1
8

+ ε)|x|+ T

ε
, ∀(n, x) ∈ Z× RN ,(4.30)

where ε > 0. Then, we obtained that (B2) holds with

(4.31) R1 =
λ1
8

+ ε, R2 =
T

ε
.

Now, we verify that F (n, x) satisfies (B3). In fact,

lim
|x|→+∞

inf |x|−2
T∑
n=1

F (n, x)

= lim
|x|→+∞

inf |x|−2
T∑
n=1

[
λ1
16
|x|2 +

(T + 1

2
− n

)
|x|7/4 + (

4

3
T − n)|x|3/2]

=
λ1
16
T.

It is easy to verify that M3 < λ1. If T ∈ {2, 3, 4, 5, 6, 7, 8, 9, 10}, we can choose ε > 0, such that

lim
|x|→+∞

inf |x|−2
T∑
n=1

F (n, x) =
λ1
16
T >

(λ1

8 + ε)2T

2(λ1 − λ1

8 − ε)
=

M2
3T

2(λ1 −M3)
.

Thus, the system (1.1) has at least one T -periodic solution by Theorem 1.1.

Example 4.2. Let F (n+ T, x) = F (n, x), for any (n, x) ∈ Z× RN and

(4.32) F (n, x) =
T − n

20
|x|2 +

4

7
|x|7/4 − n|x|3/2 − |x|+ (h(n), x).
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Let

(4.33) F1(n, x) =
T − n

20
|x|2 − n|x|3/2 + (h(n), x),

h : Z ∩ [1, T ]→ RN , h(n+ T ) = h(n), for n ∈ Z ∩ [1, T ] and

(4.34) F2(x) =
4

7
|x|7/4 − |x|.

According to (4.33), one has

|∇F2(n, x)| ≤T − n
10
|x|+ 3n

2
+ |h(n)|

≤(
T − n

10
+ ε)|x|+ T 2

ε
+ |h(n)|, ∀(n, x) ∈ Z× RN ,

where ε > 0. Then, we obtained that (B4) holds with

(4.35) f(n) =
T − n

10
+ ε, g(n) =

T 2

ε
+ |h(n)|.

It is easy to verify that (B5) holds with α = 3/4 and M3 = M4 = 1.
Now, we verify that F (n, x) satisfies (B6). In fact, according to (4.32) and (4.35), we have

T∑
n=1

f(n) =

T∑
n=1

(
T − n

10
+ ε) = T (

T − 1

20
+ ε)

and

lim
|x|→∞

inf |x|−2
T∑
n=1

F (n, x)

= lim
|x|→∞

inf |x|−2
T∑
n=1

[T − n
20
|x|2 +

4

7
|x|7/4 − n|x|3/2 − |x|+ (h(n), x)

]
=
T (T − 1)

40
.

When T ∈ {2, 3, 4}, we can choose ε > 0, such that
T∑
n=1

f(n) = T (
T − 1

20
+ ε) < λ1

and

lim
|x|→∞

inf |x|−2
T∑
n=1

F (n, x) =
T (T − 1)

40

>
1

2(λ1 − T−1
20 − ε)

(T − 1

20
+ ε
)2

=
1

2(λ1 −
∑T
n=1 f(n))

( T∑
n=1

f(n)
)2
.

Thus, the system (1.1) has at least one T -periodic solution by Theorem 1.2.
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