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The  main  motivation  for  this  expository  survey  article  is  the  lack  of  compact  material  
that  mainly  address  to  mathematical  audience  because  of  the  interdisciplinary  

content. 

On Information Geometrical Structures         249-257

The IL-10 -1082, -819, and -592 SNPs and their genotypic combinations in SP 
patients and controls to investigate the role of IL-10 in pathogenesis of SP have 

been studied in this study.

Combinations of Interleukin-10 Gene Promoter Polymorphisms with -1082A, 

-819T, -592A Minor Allele are Associated with Sinonasal Polyposis     285-292  

           

In this study the new azo-azomethine dyes has been synthesized containing acryloyl groups and 
the compounds were characterized by Uv-Vis, IR and NMR spectroscopy.

Synthesis, Structural Characterization and Theoretical Investigations of New 

Azo-Azomethine Compounds Bearing Acryloyl Moiety                       259-269
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In this paper, several different purification and characterization methods of multi functional 
enzyme paraoxonase 1(EC 3.3.8.1) was reviewed.  

             271-274
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In this study the series expansions of only one of the growth models were presented 
to investigate the series expansions. 

                            275-284

-

cations                            293-299  

    

In this paper, a simple chemical method was tried to develop the Bi2Te3 
nanostructure pellet for thermoelectric applications.
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In this study, effect of chitin is followed for adsorption of reactive red 120 textile dye from 
water at different conditions such as pH, initial concentration of dye, ionic strength, initial 

concentration of chitin, effect of temperature, effect of contact time was studied.

              307-311

The purpose of this study is to convert olive pomace ash (prina ash), which is the 
remaining pulp after the pressing of olives, to a plastic material.

and Its Mechanical Properties           313-316

      301-306
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The aim of this study is to evaluate the strain hardening behavior of DP800 steels, obtained 
from different vendors and thus having different compositions and microstructures.

System for Pet Owners          317-320

             

The main purpose of this paper is to state and detail an instance of low-cost IoT by designing 
a remote food and water control system for pet owners. The whole system consists of three 

subsystems; the performing unit, server, and mobile application.

             321-337 

The main aim of this study is to conduct energetic and exergetic investigations 
of a dual stage heat pump for drying applications in order to evaluate the 

performance of the overall system.

          339-346 

In this study, the effect of the environment air temperature on the exergy 
destructions and exergetic efficiencies of the elements of the gas turbine cycle 

such as the compressor, combustion chamber, turbine, boiler and economizer were 
carried out from plant operating in the city of Corum, Turkey.
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Probability distributions are the basic tools of sta-

tistics and statistical inference. One of the main 

problems of mathematical statistics is finding a mea-

sure to distinguish one probability distribution from 

another. Moreover, in statistical inference a proba-

bility distribution is chosen from a set of candidates. 

This immediately brings up the question of what wo-

uld happen if a neighbor distribution is selected. One 

way to answer such questions is to introduce a notion 

of ”distance” between probability distributions.

Information theory originated in 1940’s by Shan-

non, [25]. The earliest ideas of combining statistics and 

differential geometry goes back 1945’s to Rao and Jeff-

reys [ ] who used independently Fisher information 

as a Riemannian metric. However, it was by Efron that 

the role of differential geometry started to play an im-

portant role in statistics. He defined the statistical cur-

vature for one-parameter statistical models in 1975, [11]. 

However, in Efron’s work tools of differential geometry 

was not used elaborately. The first step to use elegant 

differential geometry in the context of statistics was by 

Dawid, [10]. By using the notion of statistical curvature, 

he defined e-connection (exponential connection) on 

the space of positive probability distributions. Moreover, 

he also showed that on this space different connections 

may be defined. The (0)-connection (Levi Civita) and  

(m)-connection (mixture connection) of the Fisher met-

ric were the examples. Since the space of positive proba-

bility distributions is infinite dimensional, it is not easy 
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On Information Geometrical Structures
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to see this space as a manifold. Amari [2] in 1980’s used 

tools of modern differential geometry and developed a 

systematic method to investigate informational theore-

tical concepts by taking projection of Efron’s model into 

finite dimensional models. He and Nagaoka considered  

(e)-connection and (m)-connection as a pair of dual con-

nections which will later be on the center of information 

geometry, [4]. Actually, Chentsov [7] had already been 

defined ( )-connections from a different viewpoint, 

however, the article was in Russian and their relations-

hip with statistical estimation was omit- ted in the artic-

le. Hence, his contributions are not well-known among 

statisticians. The standard references to get familiar 

with information geometry are [

].

Throughout this paper the close relationship bet-

ween statistical models and differential geometry, in 

particular affine differential geometry is emphasized. 

Most of the times, different schools of geometry pre-

fer to use different terminology for the same concepts 

which cause confusion for those that are not much fa-

miliar with the field. Therefore, such cases are highligh-

ted and nuances is also tried to be explained, as well.

STATISTICAL MODELS

The probability distributions on a set will be repre-

sented as follows: If  is a discrete set (with finite or 

A B S T R A C T

Information geometry is a modern differential geometric approach to statistics, in par-
ticular theory of information. The main motivation for this expository survey article 

is the lack of compact material that mainly address to mathematical audience because 
of the interdisciplinary content. Information geometry simply described as applying the 
techniques of differential geometry to statistical models, represented as manifolds of prob-
ability distributions. This can be done either done by putting the concept of divergences on 
the center or the Fisher metric. This paper is motivated from the latter approach.

Keywords: 
Information geometry; Dual affine connections; Statistical distributions

INTRODUCTION 
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• Poisson Distribution

0,1,2,... , 1, | 0n

( ; )
!

x

p x e
x

( )P X for finite

0 1, ,..., nx x x

1 2

1
, ,..., | 0 , 1

n
n i i

i
i

1

1
( ; )

1 0

i

n i
i

i n
p x

i

KAHLER AFFINE MANIFOLDS, 
STATISTICAL MANIFOLDS AND 
DUALLY FLAT STRUCTURES

An affine manifold is a differential manifold whose coor-

dinate changes are affine transformations which imme-

diately give rise to existence of a torsion-free connection 

with vanishing curvature. Note that affine transformati-

ons are made up of a linear transformation followed by a 

translation. Since an affine manifold is a differentiable 

manifold with affine charts one may define a two tensor   
2

i j
ij i j

Fg dx dx
x x

 where  is a strictly convex function. 

Thus, g is symmetric and positive definite. Hence, it is a 

Riemannian metric on M which will be called a Kahler 

affine metric. Note that the coefficients of the metric ten-

sor g is invariant under affine transformations, [15, 16]. 

Such structures are first introduced by Cheng and Yau, 

[6]. Kahler affine metrics are called Hessian metrics by 

Japanese school due to the fact that gij is the Hessian of a 

convex local potential F, [26].

An affine manifold equipped with a Kahler affine met-

ric is called a Kahler affine manifold. One may recover du-

ally flat connections from this structure. Conversely, given 

mutually flat connections one may obtain local potential 

functions. The flat affine connection D  and its dual *D  are 

called dually flat connections with respect to the Kahler af-

fine metric g. In other words, for all vector fields X,Y on M, 
*( , ) ( , ) ( , ).X XXg Y Z g D Y Z g Y D Z  On the other hand, a sta-

tistical manifold is simply a Riemannian manifold (M,g) to-

gether with two torsion free connections  and *  that 

satisfies a duality relation with respect to the Riemannian 

metric . Two torsion free connections  and *  are called 

dual to each other with respect to a Riemannian metric g if
 

countably infinite cardinality), then a probability distri-

bution on  is a function :P  which satisfies.

( ) 0,p x x     and    ( ) 1
x

p x                        (2.1)

If n  then it is a function :P  which satisfies

( ) 0,p x x     and    ( ) 1.p x dx                        (2.2)

Consider a family S  of probability distributions on   

Suppose that each element of S  , a probability distribution, 

may be parametrized using an n real-valued variables 
1,..., n  so that

1( ; ) | ,..., nS p p x

where  is a subset of n  and the mapping p  is 

injective. Such S   is called an n-dimensional statistical mo-

del, a parametric model, or simply a model on . Assump-

tions that we made on statistical models are:

• We may freely differentiate with respect to the pa-

rameters. Assume that  is an open subset of n  and 

x  the function  is C .

• The order of integration and the differentiation

may freely be rearranged. For instance,

( ; ) ( ; ) 1 0.i i ip x dx p x dx

where .i i

• The model S  is a subset of

( ) : | ( ) 0, ( ) 1 .P p p x x and p x dx

Some Examples of Statistical Models

• Normal Distribution

, 2, , , , | ,n

2

2

1 ( )( , ) exp
22

xp x

• Multivariate Normal Distribution

( 1), , ,
2

k k kn k

, | , :  }k k k positive definite

2 1 2 1( ; ) (2 ) (det ) exp ( ) ( )n tp x x x
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The dual affine coordinate  is

,j i          (3.6)

and so also

.ij i jg (3.7)

The corresponding local potential function can be cal-

culated by a Legendre transform

( ) max( ( )), ( ) ( ) . 0,i
ix

x x x x   (3.8)

and

( ), ( ).
j

j j ij i j

i

xx g (3.9)

Therefore, a Kahler affine metric together with the flat 

affine connection yields a dual structure. Such structures 

constitutes the foundations of the information geometry. 

Conversely, from such a dually flat structure, the local po-

tential functions or the Kahler affine structure can be obta-

ined. Let (1)D  and * ( 1)D  be dually flat connections 

and let 1,..., nx x  be the affine coordinates that is obtained

from the flat connection D.

Hence, the vector fields i ix
 are parallel. We define 

j

1
( , )

0
j j

i i

i j
g

i j

and for every vector field X
*

,( ) ( , ) ( , ).j j j
i X i i XXg g D g D

i  is parallel for D so is j  for *D . Since *D  is torsion 

free, , 0j k  for all j,k. Hence, the affine coordinates j

where j

j
 is obtained.

Note that, when passing from x-coordinates to -co-

ordinates i  transforms contravariantly, whereas j  trans-

forms covariantly. The transformation rule between x and   

 coordinates is given by ( )j j i
ix  and ( ) .ji i j  In 

the following sequel the metric tensor g in x and -coordi-

nates will be calculated. Since : ( , ),ij i jg g  ( , )ij i jg g  

and ( , )j j
i ig

j
ij ig

x

.
i

ij

j

xg

for  all  vector  fields  X,Y on M, *( , ) ( , ) ( , ).X XXg Y Z g Y Z g Y Z  

If *  the geometry reduces to the Riemannian one. One 

may refer to the works of Lauritzen, Kurose and Noguchi  

[19, 17, 22]  for a detailed study of statistical manifolds. There 

is a close relationship between the statistical manifolds and 

Kahler affine manifolds. It can be seen from definitions that 

every Kahler affine manifold is a statistical manifold. Howe-

ver, not all statistical manifolds are Kahler affine. Consider    
n with is standard affine coordinate system 1,..., nx x  and 

let D be the canonical flat affine connection, i.e., 0.
i

j
x

D
x

Let n  be a domain and let  be a strictly convex func-

tion on . .With the Kahler affine metric 
2

,i j
i jg dx dx

x x
the triple ( , , )D g  is a Kahler affine manifold. This triple is 

a flat statistical manifold. Conversely a flat statistical mani-

fold is locally isometric to the Kahler affine manifold 

( , , ).D g  

The -Connection

Let M be a Kahler affine manifold for 1 1  the 

-Connection is defined by

( ) (0)

2ijk ijk i j k (3.1)

where the Levi-Civita connection of g is denoted by  
(0)
ijk  and

(0) (0) , .
i

ijk j k
x x x

(3.2)

From (3.1) and (3.2)

(0) 1 ,
2ijk i j k     (3.3)

and

( ) 1 (1 ) .
2ijk i j k               (3.4)

Since 3.4 is symmetric with respect to i and j, ( )  is 

torsion free. Moreover,

( ) ( ) (0) ( )2 ,ijk ijk ijk  and ( ) ) is dual to each othei 

with respect to g. In other words, for all vector fields X,Y,Z 
( ) ( )( , ) ( , ) ( , ).Z ZZg X Y g X Y g X Y                      (3.5)

Since (1) (1)0,ijk  defines a flat structure and 

x-coordinates are an affine coordinate system for (1).  The-

refore, the connection ( 1)  is dual to the connection (1)

and its Christoffel symbols in x-coordinates is of the form

( 1) .ijk i j k
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We would like to find the local potential functions 

( )x  and ( )  that satisfy ( ),i i x  ( ).i ix  The first 

equation can be solved locally if i j j i  using the fact 

that the metric tensor g is symmetric. Hence, ij i jg  

and  strictly convex function. : i
ix  is defined from 

the duality to get

.
j j

i i i
j j

i i

x xx x
x

 Since  and  are 

strictly convex functions, they relate to each other by a Le-

gendre transform

( ) max ( )i
ix

x x                                           (3.10)

( ) max ( ) .i
ix x                                         (3.11)

Moreover, Christoffel symbols of the metric ijg  in 

x-coordinates are

1 ,
2ijk i

i
j

jk
k (3.12)

( ) ( ).
2

ijk ijk

i j k ijk (3.13)

Consequently, (1) ( 1). Hence, ( 1) 0 in -co-

ordinates.

GEOMETRY OF STATISTICAL MODELS

In particular, why differential geometry is useful for sta-

tistics? A statistical model is a set of probability distri-

butions to which we believe that the true distribution 

belongs. It is a subset of all possible probability distri-

butions. One often uses a statistical model to carry out 

statistical inference, assuming that the true distribution 

is in the model. However, the true distribution may not 

be in the model but only close to it. Therefore, in order to 

evaluate statistical inference procedures, it is important 

to know what part the statistical model occupies in the 

entire set of probability distributions and what shape the 

statistical model has in the entire set of models. Hence, 

it is expected that a fundamental role is played in statis-

tics by the geometric quantities such as the distance or 

divergence of two probability distributions, the flatness 

or the curvature of the statistical model. Statistical in-

ference may be carried out more and more precisely as 

the number of observations increases so that one could 

construct a universal asymptotic theory of the statistical 

inference in the regular case. Since the estimated proba-

bility distribution lies very close to the true distribution 

in this case, it is sufficient when evaluating statistical 

procedures to take account of only local structure of the 

model in a small neighborhood of the true or estimated 

distribution. Thus, one can locally linearize the model 

at the true or estimated distribution even if the model is 

curved in the entire set.

Let |S p  be an n-dimensional statistical mo-

del. Given a point , the The Fisher Information Matrix of   

at  is an nxn   matrix ( )ijg  is defined by

( )ij i j i jg E l l l l p dx (4.1)

where ( ; ) log ( ; )l l x p x  and is called log likeliho-

od in statistics. Although there are some models in which 

the above integral diverges, we assume that ijg  is finite for 

all i,j and that :ijg  is C . Note that one can write ijg  

as:

( ) .ij i jg E l        (4.2)

Another important representation is

( ) 4 ( ; ) ( ; ) .ijg p x p x dx       (4.3)

In finite case, it becomes

1
1 .n k k

k i j
k

p p
p

  (4.4)

which is the Shashahani metric in mathematical bio-

logy, [13, 14]. This is simply the metric obtained on the simp-

lex 1n  when identifying it with the spherical sector 1nS  

via the map 2p q , 1nq S . If the second derivatives vanish, 

i.e., if ( ; )p x  is linear in   then

2

1 1
1 log

i
n nk
k k k k ki j i j

k

p p p p
p

where 1 logn
k k kp p  is the entropy. As will be discussed 

later, negative of the entropy is a potential for the metric. 

The Fisher metric then induces a metric on any smooth fa-

mily of probability measures on . Families of the form

1( ; ) exp( ( ) ( ) ( ))n i
i ip x x f x

where 1( ,..., )n  is an n-dimensional parameter 

and ( )x  and 1( ),..., ( )nf x f x  are functions on  are called 

exponential families. Of course the family is defined only for 

those  for which exp( ( ) ( ) ) .i
ix f x dx

Fisher Metric Calculations For Some 
Distributions

Example 1 The normal distribution

The normal distribution 
2

2
1 ( )exp( )

22
x

 on  with 

parameters  and  can easily be written in this form 

by putting,

2 1 2
1 2 2 2

1( ) 0, ( ) , ( ) , ,
2

x f x x f x x

2 1 2

2 2 2

( ) 1( ) log 2 log( ).
2 4 2
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For an exponential family, we have

2 2

log ( ; ) ( ) ( )

log ( ; ) ( )

ii i

i j i j

p x f x

p x

This expression no longer depends on x, but only on the 

parameter . Therefore, the Fisher metric on such a family 

is given by

2

2 2

( ) ( log ( ; ))

( ; ) ( )

ij p i j

i j i j

g p E p x

p x dx

For the normal distribution, we compute the metric in 

terms of 1  and 2 , using 
2

( )i j  and transform the 

result to the variables  and  to obtain

2 2

1 2( , ) ( , ) 0 ( , ) .g g g

As the Fisher metric invariant under diffeomorphism 

of ,  and since x x  is such a diffeomorphism, it 

suffices to perform the computation at  = 0. The metric 

computed there, however, up to a simple scaling is the 

hyperbolic metric of the half plane

: ( , ); , 0 .H

Therefore, the Fisher metric on the family of normal 

distributions is the hyperbolic metric. To summarize, the 

Fisher metric is constructed as the natural Riemannian 

metric on a projective space over a linear space. In the finite 

case, this projective space is simply a spherical sector. In par-

ticular, this metric is the standard metric on the sphere, and 

it therefore has sectional curvature 1 . This fact is valid 

for the general case, as well. As a consequence, the Fisher 

metric is not Euclidean.

These type of calculations can be carried out faster and 

with less pain without a coordinate change by using the pro-

perties of the ex-pected value function. The expected value 

function for the discrete and continuous models are defined 

as follows:

• [ ] ( ),
x X

E x xf x  discrete model.

• [ ] ( )E x xf x dx  , continuous model, where 

( )f x  represents the related probability density function.

Let 1 2, , ,..., nX X X X  be real valued random variables 

with a common mean  and 1 2, ,..., ,na a a  c be arbitrary 

constants.In this case, some useful properties of the expec-

ted value function is listed below:

1. [ ] ,E c c

2. 1 1 [ ],n n
i i i i i iE a X a E X  Linearity.

3. [ ]iE X  for all 1,...,i n  and 1
n
i iY X  then

 
E Y[ ] n .

4. [ ] [ ] [ ]i j i jE X X E X E X  if Xi and Xj 

5. [ ] [ ] 0E X E X  since [ ] .E X

Moreover, the nth moment E(Xn) and nth central mo-

ment [( ) ]nE X  provides simplicity to the calculations. 

Since [ ] 0E x  and the 3rd central moment 3[( ) ] 0E x

2

11 1 1 2 2

1 1 1 ( )( ) [ ] exp( )
22

xg E l dx

let 
x t  and use the Gaussian integral 

2exp( )x dx  to get 11 2
1( ) .g

Similarly,

3

12 1 2 3 5

3
3 5

( ) ( )( ) [ ] [ ]

1 1[( )] [( ) ] 0.

x xg E l l E

E x E x

As a Riemannian metric Fisher information metric is 

symmetric hence 21( ) 0.g

One may compute 22 ( )g  from the definition of varian-

ce 2 2[( ) ]E x

2
22 2 2 2( ) [ ] [ ]g E l l E l

2
2

2 4 4 2

2 2 2

1 3( ) 3 1[ ] [( ) ]

3 1 2

xE E x

Example 2 Multivariate normal distribution

In the following sequel the sample space will be n  in its 

standard vector coordinates 1
{ } .i

i
x n

x  Let  be a 

mean vector and [ ]ij  be an nxn symmetric, positive 

definite covariance matrix. Hence, the multivariate Ga-

ussian distribution in mean and covariance parameters 

can be written as

1 2 11( ; ; ) (2 ) exp ( ) ( )
2

Tp x x x

For the multivariate Gaussian distribution, compo-
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nents of the Fisher information matrix is as follows:

1 1 1
( , )

1( ) ( ) ( ( ) ( ))
2

T
i j i iI Tr

Since the parameter space of multivariate Gaussian 

Distribution is 
( 1)

2
n nn  dimensional with the Fisher met-

ric it becomes a 
( 1)

2
n nn  dimensional Riemannian mani-

fold. On the other hand, we can express the same distributi-

on in its natural or in other words exponential parameters. 

In this case the probability density function and the Fisher 

metric can be expressed in terms of a potential function . 

One can rewrite the distribution in exponential or in other 

words natural coordinates defining

1

11
2

Representing  as ( ; )  we may write our proba-

bility density function in  coordinates as

( ; ) exp( ( ))T Tp x x x x

where 11 1( ) log 2 log( 2) | |
2 2

T nn

The detailed computations for the components of the 

Fisher metric in different coordinates can be found in [28] 

and [20].

Example 3 Poisson distribution

{0,1,2,...}, 1, { | 0}n

( , ) exp( )
!

x

p x
x

Since 1n  coefficients of the Fisher metric is represen-

ted by 1x1 matrix.

log ( ; ) log( ) log( !)p x x x

log ( ; ) 1p x x

2
2

2

2 2

( ) [( log ( ; )) ] [ log ( ; )]

1[ ] [ ]

G E p x E p x

xE E x

where

0 1
1

1

[ ] exp( ) exp( )
! !

exp( )
( 1)!

x x

x x
x

x

E x x x
x x

x

Since 
1

1
exp( ),

( 1)!

x

x x
 [ ] .E x  Therefore, the coef-

ficients of the Fisher metric is 
1( )G .

Example 4 ( )P  for finite 

0 1{ , ,..., }nx x x

1

1
{[ ,..., ] | 0, ), 1}

n
n i i

i
i

Then,

1

1
( ; )

1 0

i

i n i
i

i n
p x

i

By using similar computations, on can shoe that the co-

efficients of the Fisher metric for finite discrete distribution 

is the nxn matrix

1
1 1

2
1

1 1

1 1 1. .
1 1

1 1. . .
1

. . . .
1 1 1. .

1 1

n i n i
i i

n i
i

n i n i n
i i

Connections

( ; )p x  be a n-dimensional smooth family of probability 

density functions depending on the parameter . The 

components of the Fisher metric is of the following form:

( ) [( log (.; ) log (.; ))]ij i jg E p p               (4.5)

log ( ; ) log ( ; ) ( ; )i jp x p x p x                     (4.6)

The Levi-Civita connection of the Fisher metric can be 

computed from the following formula:

, , ,
1 ( )
2

k kl
ij il j jl i ij lg g g g                                            (4.7)

and note that l
ijk il jkg  where

2
(0) 1( log log

2
1 log log log )
2

ijk i j k

i j k

E p p

p p p
                      (4.8)

yields the Levi-Civita connection (0)  for the Fisher 

metric. More generally, a family of connections depending 

on a parameter  can be defined as follows

2
( ) 1[( log log

2
1 log log log )]
2

ijk i j k

i j k

E p p

p p p
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( ) (0) [ log log log ]
2ijk ijk p i j kE p p p   (4.9)

In particular, since this expression is symmetric in in-

dices i and j, all the connections ( )  are torsion-free and

( ) ( ) (0)
ijk ijk ijk

Therefore, the connections ( )  and ( )  are dual to 

each other.

Example 5 The exponential family

( ; ) exp( ( ) ( ) ( ))i
ip x x f x

(1) 0ijk  is obtained by substituting 1  in equation 

4.9. Thus,  yields an affine coordinate system for the con-

nection (1) . This flat affine connection is called the expo-

nential connection and abbreviated as e-connection.

Example 6 The mixture family

1( ; ) ( ) ( )d i
i ip x c x g x

is an affine family of probability density functions. A 

simple computation yields ( 1) 0ijk . In other words,  is an 

affine coordinate system for the connection ( 1)  so called 

the mixture or m-connection. One can find local potential 

functions of the Fisher metric in x and n-coordinates as in 

section 3.1. It is important to note that ( 1)  is not flat in   

n-coordinates. Therefore, two flat affine connections (1)

and   ( 1) that are dual to each other with respect to the

Fisher metric is obtained. To summarize, the space of proba-

bility measures can be viewed as a linear space in two diffe-

rent manners:

As it is discussed throughout the sections 3 and 4, these 

two structures are dual to each other, in the sense that each 

of them is the underlying affine structure for some connec-

tion, and the two corresponding connections are dual with 

respect to the Fisher metric. Of course, neither of these 

connections can be the Levi-Civita connection of the Fisher 

metric as the latter does not have vanishing curvature, [14]. 

Note that these results are valid locally for the global beha-

vior one may refer to [5].

CURVATURE COMPUTATIONS AND 
SECOND ORDER ESTIMATION

As it is mentioned in sections 3 and 4, dually flat structu-

res are defined through the affine structure by mutually 

dual flat affine connections, namely the exponential and 

the mixture connections. Since these connections are 

not Levi-Civita connection of the Fisher metric unless 

the underlying statistical manifold or distribution is flat 

Riemannian. The dually flat structure allows to define 

dual parallel transports, dual potential functions and 

geodesics by means of which alternative Taylor approxi-

mations of a function can be defined. On the other hand, 

probability distributions can be considered as Riemanni-

an manifolds equipped with the Fisher information met-

ric. Thus, curvatures of the induced geometry may be 

computed and used for the purposes of inference. Both 

perspective has advantages and disadvantages.

On an Kahler affine manifold, the differential D  of 

the difference tensor ,D  where  is the Levi-Civita 

connection of the Kahler affine metric, is called the 

affine(Hessian) curvature tensor and denoted by Q . Unlike 

the Riemannian curvature tensor on a Kahler affine mani-

fold, affine curvature reflects the affine structure since its 

defined through the flat affine connection. Affine curvature 

tensor is of type (1, 3) and in local affine coordinates its com-

ponents are of the form

,
i
jli

ijk kQ
x

(5.1)

[26, 27]. One can easily observe that for the Kahler af-

fine metric
2

ij i jg
x x

4 3 31 1
2 2

rs
ijkl i j k i k r j l sQ g

x x x x x x x x x
        (5.2)

and its relation between Riemannian curvature tensor 

is given by

2 ijkl ijkl ijklR Q Q                                                              (5.3)

where the components of the Riemannnian curvature 

tensor is given by

3 3 3 31
4

ijkl

mn
m l i n k m m n j n k i

R

g
x x x x x x x x x x x x

  (5.4)

It is remarkable that the Riemannian curvature of a 

Kahler affine metric depends only on the derivatives of the 

potential function to order at most three, whereas one wo-
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uld expect fourth derivatives of it to appear. Duistermaat 

gives some explanation for this phenomenon [9]. This pro-

perty of the Fisher information metric allows us to avoid 

prolix Riemannian curvature computations in case of mul-

tivariate Gaussian distributions. On contrary to Riemanni-

an curvature, affine curvature does not have this property 

which make its computation lengthy. Similary, one may de-

fine affine scalar curvature in local coordinates taking met-

ric trace of the affine Ricci curvature tensor k
ij ikjQ Q  as fol-

lows:

ij
scal ijQ g Q                                                                      (5.5)

The concept of sectional curvature can also be carried 

to Kahler affine manifolds, [8, 26]. In this case, constant af-

fine (Hessian) sectional Kahler affine manifolds can be 

constructed. There is a relationship between constant affine 

sectional Kahler affine manifolds and Riemannian mani-

folds of constant sectional curvature. If a Kahlerian mani-

fold (M,g) is of constant affine sectional curvature c then 

(M,g) as a Riemannian manifold has constant sectional cur-

vature .
4
c

Example 7 Curvature computations for normal 

(univariate Gaussian) distribution

Consider the normal distribution 
2

2
1 ( )( ; , ) exp{ }

22
xp x  with mean  and varien-

ce . In this case, Ricci tensor is of the form

2

2

1 0
2

10
ijR                                                      (5.6)

Being the metric trace of Ricci curvature scalar curva-

ture of the normal distribution is equal to -1. On the other 

hand, normal distribution in its natural coordinates is an 

exponential family with the coordinates 1
2

1
2

 and   
2

2  where 1 2[ , ].  For 

1 2 1 2{[ , ] | , }  normal distribution in its 

natural coordinates is of the form

1 2 1 2
1 2( ; , ) exp( ( ) ( ) ( ))p x x x

where 
2 2

2
1 2 1 1

( ) 1( ) , ( ) , ( ) log( ).
4 2

x x x x
Then, the components of the Fisher metric and that of 

its inverse are as follows:

2 2 2

1 3 1 2 1 2

2

1 2 1

( ) 1
2( ) 2( ) 2( )

[ ( )]
1

2( ) 2

ijg ,                          (5.7)

1 2 1 2
1

1 2 1 2 2

2( ) 2
[ ( )] .

2 2 2( )
g                                (5.8)

Therefore,

1 2 2 1 1 2 2 2

1 3 1 3

1 1 2 2 2

1 3 1

( ) ( )
4( ) 4( )

( )
( ) 1

4( ) 4

ijR     (5.9)

is the Ricci tensor of the normal distribution in its na-

tural coordinates and hence the scalar curvature is

1 2 1 2 2 2 3

1 2

( ) ( )
( )

R                                             (5.10)

The Riemannian curvature can be extended to -con-

nections. In section 3.1, -connections are defined by 3.1 as   

( ) (0)

2ijk ijk i j k .

Then, -curvature tensor can be calculated from

( ) ( ) ( ) ( ) ( ) ( ) ( )
, , .i i i i n i n

jkm jm k jk m nk jm nm jkR (5.11)

Note that original Riemannian curvature tensor is ob-

tained for 0 . Dual affine connections corresponds to 

the cases 1  and 1 , respectively.

For the normal distribution, only independent non-

zero component of the -curvature tensor is given by

2
( )
1212 4

1R                                                                   (5.12)

Furthermore, only non-zere component of the -Ricci 

tensor is
2

( )
11 2

1
2

Ric                                                              (5.13)

Note that more computations on different families of 

probability distributions one may refer to [1] and [24].
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Azo dyes which are characterized by the presence 

of the azo chromophore [-N=N-] have attracted 

much attention not only for their easy preparation 

and lower cost but also for their wide application in 

industry as textile dyeing [1-3], coloring of plastic 

and polimers [1,4], colorimetric indicators [5-6], 

high-technology applications [3,7], cosmetics [8] and 

photostorage units [4,9]. In addition azo dyes and 

its derivatives exhibit photoactive properties with 

potential application as lasers [9], organic solar cells 

[10], organic NLO materials [6] and liquid crystals [9].

Azomethines, generally known as Schiff bases, are 

one of the most widely used organic compounds in 

various areas including photoluminescence materials 

[11], organic light emitting diodes [11],polymer 

stabilisers [12] and dyes and pigments [12]. Schiff bases 

also show a variety of the biological activities containing 

anti-fungal [12, 13], anti-bacterial [14], anti-malarial [14], 

anti-proliferative [12,14] and anti-viral [14] properties.
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With the advancement in technology, one of the 

most important scientific problems is how to correlate 

between chemical and physical properties of the 

compound [2,15]. The density functional theory (DFT) 

method is widely used for structural determination 

of organic compounds, determining the mechanisms 

of chemical reactions, calculation of the ground 

state geometries and prediction of spectroscopic 

data such as UV-Vis, IR and NMR peaks [2,16].

In this study we have synthesized new azo-

azomethine dyes containing acryloyl groups and the 

compounds were characterized by Uv-Vis, IR and 

NMR spectroscopy. Also in this research we report 

the results of DFT calculations to investigate UV-Vis 

absorption spectrum and FT-IR regions as well as 

HOMO-LUMO orbital energies, electostatic potential 

(ESP) maps, chemical hardness and electronegativity of 

the compounds. Theoretical UV-Vis calculations were 

carried out in EtOH (polar protic), CH
2
Cl

2
 (apolar aprotic) 

and DMF (polar aprotic) phases in accordance with the 

A B S T R A C T

In this study six new azo-azomethine dyes containing acryloyl group, 4-[[[4-[4 -methyl           
phenyl azo) phenyl] imino] methyl] phenyl-2-propenoat, 4-[[[4-[4 - hydroxy phenyl- 

azo) phenyl] imino] methyl] phenyl-2-propenoat, 4-[[[4-(phenyl azo) phenyl] imino] 
methyl]- phenyl-2-propenoat, 4-[[[4-[4 -chloro phenyl azo) phenyl] imino] methyl] 
phenyl-2-propenoat, 4-[[[4-[4 - nitro phenyl azo) phenyl] imino] methyl] phenyl-2-
propenoat were synthesized. The acryloyl derivatives of the azo-azomethine dyes were 
prepared with metallic sodium and acryloyl chloride in 1:1 Molar ratio and characterized 
using elemental analysis, IR, UV-Vis, 1H-NMR and 13C-NMR spectroscopy. The 
molecular geometry was also optimized using density functional theory (DFT/B3LYP) 
method with the 6-311G(2d,2p) and cc-pvtz basis sets in ground state. From the 
optimized geometry of the compounds, vibrational frequencies, UV-Vis, molecular 
electrostatic potential distribution and frontier molecular orbitals were performed using 
same method and basis stets, and the results were compared with the experimental data.

Keywords: 
Azo-Azomethine, Schiff bases, Imine group, DFT, Acryloyl chloride
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experiments and the solvent effect was also investigated.

Experimental Process
All reagents were analytical grade and purchased from 

commercial suppliers (Merck and Aldrich). All melting 

points were determined using Melting point apparatus 

(Stuart Melting Point 30) without any corrections. Ultra-

Visible (UV-Vis) spectra were taken in CH
2
Cl

2 
(apolar 

aprotic), EtOH (polar protic) and DMF (polar aprotic) in 

the range of 600-190 nm using a quartz glass cell with 

a path length of 10 mm at room temperature. Infrared 

spectra’s were obtained using ATR in the range of 4000-

650 cm-1 Class 1 Laser product FTIR (Thermo Scientific, 

US)  FT-IR spectrophotometer. NMR spectrums were 

recorded on a Bruker 1H-NMR 400 MHz/13C-NMR 100 

MHz spectrometer in a d
6
-DMSO solvent with a internal 

standart TMS. 

Theoretical Processes
Kohn-Sham density functional theory (DFT) [17-18] was 

used in the quantum-chemical calculations. Geometric 

restrictions were not placed on the optimization 

processes. Molecular structures of the compounds 

were optimized by using Becke3-Lee-Yang-Parr hybrid 

functional (B3LYP) with 6-311++g(2d,2p) and cc-pvtz 

basis set. Furthermore, mentioned methods were used to 

obtain ground state energies, molecular conformations, 

UV-Vis and IR spectra of the compounds. Time-

dependent DFT (TDDFT) were employed to calculate 

vertical excitation energies. The Self-Consistent 

Reaction Field (SCRF) method and the Conductor-

Polarizable Continuum Model (CPCM) were used for 

the geometry optimizations of compounds in different 

solvent environments such as EtOH, CH
2
Cl

2
 and DMF 

phases. IR calculations were also carried out in gas phase. 

The highest occupied molecular orbital (HOMO) and 

lowest unoccupied molecular orbital (LUMO) energies 

were calculated with the titled methods and basis sets. 

Furthermore, molecular electrostatic potential (MEP) 

surfaces were also obtained. FMO energy eigenvalues 

were used to calculate the chemical hardness (η) and 

electronegativity (χ) of the compounds. All calculations 

were performed using the GAUSSIAN 09 software 

package program [19].

Initial conformations to be used for optimization 

calculations of the compounds were obtained by dihedral-

scanning of unsubstituted compound 4 with a step size of 18° 

for a total of 400 steps (Figure 1), by using M06/3-21g method 

in order to predict the minimum energy conformations of 

the compounds. 

6-311++g(2d,2p) and cc-pvtz basis sets used in the 

calculations gave very consistent results. As seen from Table 

1, the functional groups CH
3
, OH, Cl and NO

2
 have a great 

influence in determining the minimum molecular energy 

of the optimized compounds. The molecular energies of 

the compounds decreased as the electronegativity of the 

substituents increases. The minimum molecular energy of 

compound 4, which does not contain any substituent, was 

calculated to be around -1163 au, and of NO
2
 substituted 

compound 6 was -1368 au with the lowest molecular energy. 

The dipole moments of the compounds 5 and 6 bearing 

higher electronegative substituent were calculated to be 

significantly higher than those of the other compounds 

because the higher electronegative substitue groups, 

attracting electron density on themselves, made the 

molecule more polarized. Substituent NO
2
 greatly affected 

the HOMO and LUMO energies (Table 1 and Figure 2), and 

also increased the electronegativity of the compound while 

decreased the chemical hardness. The chemical hardness 

Figure 1. Dihedral scanning of unsubtituted compound 4. 

2



of unsubstituted compound 4 was also calculated to be the 

highest (1.725 eV by 6-311++g(2d,2p) and 1.733 eV by cc-

pvtz basis sets). 

General procedure for the synthesis of azo-

azomethine dyes

Azo-Azomethine compounds containing acryloyl group 

were synthesized by a two step procedure as shown 

in Figure 3. In the first step sodium salts of the azo-

azomethine were synthesized by using metallic sodium 

in 1:1 molar ratio at room temperature for 24 h [9-11]. 

In the second step novel acryloyl derivatives of azo-

azomethine compounds were synthesized using acryloyl 

chloride under an inert atmosphere by our previous 

methods [20-24]. 

Synthesis of Azo-Azomethine Compounds, 1

Azo-azomethine derivatives (1) were synthesized by the 

coupling reaction with E-4-((phenylimino)methyl)phenol 

[25,26] and diazonium salts as described in the literature 

method [8,9,22,26]. 

Synthesized of 4-[[[4-[4 -methyl)phenylazo)phenyl]

imino]methyl]phenyl-2-propenoat, 2

A solution of 4-[[[4-[(4-methylphenyl)azo]phenyl]imino]

methyl]-Phenol (1.0 g; 3.04 mmol) and metallic sodium 

Table 1. Theoretical calculations: Electronic and chemical parameters

2

5

2

5

E: Energy, : , : Chemical Hardness, Electronegativity, m: Dipole moment

Figure 2. HOMO-LUMO energy gab and ESP maps of compound 4 and 6.

2



(69 mg; 3.04 mmol)  in dry THF (40 mL) was stirred at 

room temperature under N
2
 atmosphere for 24 h. Then 

acryloyl chloride (0.245 mL; 3.04 mmol) was added to this 

solution at room temperature and stirred for 4 h under 

N
2
 atmosphere. Dark red product was evaporated and 

purified with THF/water.  Yield: %43 mp: Oily product IR 

(cm-1): =3053 (C-H arom.), 2972, 2883 (aliph. C-H), 1749 

(>C=O), 1671 (-C=C-), 1594 (-CH=N-), 1540, 1411 (-N=N-

), 1249, 1045 (-C-O). 1H-NMR (d
6
-DMSO, ppm): = 1.23 

(s, H1), 7.98 (m, H4), 7.95 (s, H6), 7.88 (m, H3), 7.78 (m, H7), 

7.40 (m, H5), 7.05 (m, H2), 6.68 (m, H8), 6.33 (d, J=17.3 Hz,  

H11), 5.80 (d, J=10.9 Hz, H9), 5.72 (m, H10) 13C NMR (101 

MHz, d
6-

DMSO, ppm) δ 21.3 (C1), 141.7 (C2), 130.4 (C3), 

123.9 (C4), 148.0 (C5), 150.5 (C6), 124.1 (C7), 122.8 (C8), 

150.8 (C9), 162.8 (C10), 129.8 (C11), 129.06 (C12), 120.1 

(C13), 162.8 (C14), 164.1 (C15), 129.4 (C16), 132.3 (C17). 

Elemental Analysis calc. (%) for C
23

H
19

N
3
O

2
: C 74.78, H 

5.18, N 11.37; found: C 74.23, H 5.09, N 10.87

1.4 Synthesis of 4-[[[4-[4 -hydroxyphenyl-azo)

phenyl]imino]methyl]phenyl-2-propenoat, 3

This compound was prepared with a method similar to 

that described in Section 1.3.  Yield:  %52 mp: oily product, 

IR (cm-1): =3584-3180 (br, O-H),  3046 (C-H arom.), 2921, 

2875 (Aliph. C-H), 1749 (>C=O), 1662 (-C=C-), 1572 

(-CH=N-), 1513, 1442 (-N=N-),  1284, 1163 cm-1 (-C-O). 
1H-NMR (d

6
-DMSO, ppm): = 9.71 (s, H1), 8.13 (s, H6), 

7.89 (s, H4), 7.89 (m, H3), 7.69 (m, H7), 7.69 (m, H5), 6.94 

(m, H2), 6.94 (m, H8), 6.51 (m, H11), 5.97 (m, H9), 5.44 

(m, H10) 13C NMR (101 MHz, d
6-

DMSO, ppm) δ 163.1 

(C2), 112.3 (C3), 128.3 (C4), 148.5 (C5), 149.0 (C6), 128.3 

(C7), 116.3 (C8), 152.0 (C9), 164.4 (C10), 130.0 (C11), 132.3 

(C12), 128.5 (C13), 160.4 (C14), 164.4 (C15), 129.1 (C16), 

132.1 (C17). Elemental Analysis calc. (%) for C
22

H
17

N
3
O

3
: 

C 71.15, H 4.61, N 11.31; found: C 70.96, H 4.35, N 10.54

Synthesis of 4-[[[4-(phenylazo)phenyl]imino]

methyl]-phenyl-2-propenoat, 4

This compound was prepared with a method similar to 

that described in Section 1.3. Yield: %56 mp: oily product, 

IR (cm-1): =3134 (C-H arom.), 2924 cm-1, 2850 (Aliph. 

C-H), 1740 (>C=O), 1668 (-C=C-), 1598 (-CH=N-), 1541, 

1411 (-N=N-),  1248 (-C-O). 1H-NMR (d
6
-DMSO, ppm): 

= 7.92 (s, H6), 7.92 (s, H4), 7.92 (s, H3), 7.86 (d, J=7.87 

Hz, H7), 7.59 (m, H1), 7.59 (m, H5), 7.59 (m, H2), 7.59 (m, 

H8), 6.48 (dd, J=6.50 Hz, H11), 6.35 (d, J=6.33 Hz, H9), 

5.84 (d, J=5.83 Hz, H10) 13C NMR (101 MHz, d
6-

DMSO, 

ppm) δ 131.6 (C2), 129.9 (C3), 122.8 (C4), 152.5 (C5), 142.6 

(C6), 124.2 (C7), 119.7 (C8), 149.0 (C9)163.9 (C10), 128.1 

(C11), 132.1 (C12), 119.7 (C13), 163.9 (C14), 163.9 (C15), 

127.5 (C16), 131.5 (C17). Elemental Analysis calc. (%) for 

C
22

H
17

N
3
O

2
: C 74.35, H 4.82, N 11.82; found: C 73.67, H 

4.54, N 10.96

Synthesis of 4-[[[4-[4 -chlorophenylazo)phenyl]

imino]methyl]phenyl-2-propenoat, 5

This compound was prepared with a method similar to 

that described in Section 1.3. Yield: %47 mp: oily product 

IR (cm-1): = 3132 (C-H arom.), 2965, 2933 (Aliph. C-H), 

1705 (>C=O), 1672 (-C=C-), 1594 (-CH=N-), 1537, 1407 

(-N=N-),  1250, 1088 (-C-O), 830 (-C-Cl). 1H-NMR (d
6
-

DMSO, ppm): = 7.95 (s, H6), 7.87 (m, H4), 7.87 (m, H3), 

7.60 (m, H7), 7.60 (m, H5), 7.32 (m, H2), 7.32 (m, H8), 6.55 

(m, H11), 6.32 (m, H9), 5.83 (m, H10). 13C NMR (101 MHz, 

d
6-

DMSO, ppm) δ 138.4 (C2), 129.3 (C3), 124.5 (C4), 150.8 

(C5), 142.8 (C6), 124.3 (C7), 119.6 (C8), 148.1 (C9), 162.7 

(C10), 132.0 (C11), 129.9 (C12), 122.8 (C13), 152.4 (C14), 

164.0 (C15), 128.1 (C16), 135.9 (C17). Elemental Analysis 

calc. (%) for C
22

H
16

ClN
3
O

2
: C 67.78, H 4.14, N 10.78; found: 

C 67.42, H 4.01, N 10.23

Synthesis of 4-[[[4-[4 -nitrophenylazo)phenyl]

imino]methyl]phenyl-2-propenoat, 6

This compound was prepared with a method similar to 

that described in Section 1.3. Yield: %62 mp: oily product 

IR (cm-1): ν=3071 (C-H arom.), 2968, 2921 (Aliph. C-H), 

1702 (>C=O), 1595 (-C=C-), 1504 (-CH=N-), 1548, 1407 

(-N=N-),  1173, 1016 (-C-O), 1504, 1323 (-NO2). 1H-NMR 

(d6-DMSO, ppm): δ= 8.31 (s, H6), ), 8.22 (m, H2), 7.84 (m, 

H4), 7.84 (m, H3), 7.52 (m, H7), 7.48 (m, H5), 7.28 (m, H8), 

6.71 (m, H11), 6.71 (m, H9), 6.60 (m, H10). 13C NMR (101 

MHz, d6-DMSO, ppm) δ 154.8 (C2), 122.1 (C3), 125.5 

(C4), 156.4 (C5), 143.5 (C6), 126.8 (C7), 119.1 (C8), 149.1 

(C9), 162.8 (C10), 129.26 (C11), 129.9 (C12), 112.8 (C13), 

156.9 (C14), 170.4 (C15), 129.3 (C16), 136.2 (C17) Elemen-

tal Analysis calc. (%) for C22H16N4O4: C 66.00, H 4.03, 

N 13.99; found: C 65.86, H 3.94, N 13.38

RESULTS AND DISCUSSION
The UV-Vis spectrum of the compounds were recorded 

Figure 3. Synthetic route of azo-azomethine compounds bearing an 

acryloyl group. 
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in EtOH, CH
2
Cl

2
, DMF, pH=2 and pH=12 (in DMF) at 

the range of 190-600 nm. The UV-Vis spectra of the 

compounds 2-6 in all solvents, two bands were dedected at 

297-342 nm and 355-510 nm which are attributed to π π* 

and n π* transitions respectively as seen in the Table 2. 

The UV-Vis spectra of the compound 4 are given in Figure 

4. In EtOH the introduction of electron-withdrawing

substituents (-NO
2
, -Cl) into the phenyl ring (compound

5 and 6) has caused a bathochromic shift compared with

the compound 2 and 3 having electron-donating groups

(-CH
3
 and -OH). In addition, bathochromic shift in λ

max

of all compounds in DMF (polar aprotic) and pH=12 (in

DMF) were observed compared with EtOH (polar protic)

and CH
2
Cl

2
 (apolar aprotic) due to the increasing of the

polarity of the solvent.

In EtOH and CH
2
Cl

2
 the UV-Vis spectrum of the 

compounds 2-6 display two peaks at 355-396 nm and 380-

431 nm as a shoulder peak and 343-380 nm and 442 nm 

as a shoulder peak which were attributed to π π* and 

n π* transitions, respectively. Furthermore, the calculated 

value of maximum wavelenghts in EtOH are 350- 469 nm 

(according to 6-311++g(2d,2p) basis set) and 343-457 nm 

(according to cc-pvtz basis set) and in CH
2
Cl

2
 349-469 nm 

(according to 6-311++g(2d,2p) basis set) and 343-458 nm 

(according to cc-pvtz basis set). In DMF π π* and n π* 

transitions were observed at 327-383 nm and 359-467 nm 

experimentally whereas the theoretical value is calculated 

as 351-472 nm (according to 6-311++g(2d,2p) basis set) and 

343-459 nm (according to cc-pvtz basis set). The theoretical 

λ
max.

 of all compounds are given in Table 3.

The theoretical and experimental IR spectral data are 

given in Table 4. The aromatic =C-H strecthing peaks appear 

in the range of 3000-3100 cm-1 [2,26,27]. The aromatic =C-H 

strecthing peaks were observed at 3046- 3134 cm-1 which 

are in good agreement with the calculated frequencies 

such as 3148-3201 cm-1 (according to cc-pvtz basis set) and 

3154-3199 cm-1 (according to 6-311++g(2d,2p basis set). The 

>C=O strecthing peaks of the compounds were assigned

at 1702-1749 cm-1 and the corresponding theoretical value

is 1799-1802 cm-1 (according to cc-pvtz basis set) and 1788-

1790 cm-1 (according to 6-311++g(2d,2p) basis set). This

peak indicated the presence of acrylyol group. The –OH

strecthing peak of the compounds 3 were observed at 3584-

3180 cm-1 as a broad peak in agreement with the literature

[6,22,26] and the theoretical value which appeared in the

range of 3812 cm-1 (according to cc-pvtz basis set) and

3832 cm-1 (according to 6-311++g(2d,2p) basis set). The

characteristic strecthing peaks of the azo group –N=N-are

observed in the range of 1400-1550 cm-1 as a medium band

in the literature [2,4,26,27]. In our study –N=N- strecthing

peaks of the compounds (2-6) are observed at 1407-1442

cm-1 and 1513 -1548 cm-1 experimentally and calculated

as 1496-1547cm-1 (according to cc-pvtz basis set) and 1478-

1543 cm-1 (according to 6-311++g(2d,2p) basis set.

Figure 4. UV-Vis spectrum of the compound 4
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Experimentally the imine >C=N- strecthing peak was 

observed at 1504-1598 cm-1. The calculated values for the 

same peak were 1687-1688 cm-1 (according to cc-pvtz basis 

set) and 1680-1681 cm-1 (according to 6-311++g(2d,2p) 

basis set). The bands at 2968-2850 cm-1 corresponds to the 

asymmetric and symmetric C-H strecthing bands due to the 

imine and acryloyl group whereas theoretical calculations 

predicts these peaks at 3005-3009 cm-1 (according to cc-pvtz 

basis set) and 3014-3017 cm-1 (according to 6-311++g(2d,2p) 

basis set). The bands observed at 1672-1595 cm-1 are 

assigned to the >C=C< strecthing peaks which are in good 

agreement with the calculated peaks such as 1543-1651 

cm-1 (according to cc-pvtz basis set) and 1542-1645 cm-1

(according to 6-311++g(2d,2p) basis set).  NO
2
 strecthing 

peaks in the compound 6 are observed at 1504 cm-1 and 

1323 cm-1  (Figure 6) as a strong band and calculated at 1582 

cm-1 and 1367 cm-1 (according to cc-pvtz basis set) and 1561 

cm-1 and 1360 cm-1 (according to 6-311++g(2d,2p) basis 

set). The correlation coefficient between experimental and 

theoretical values was calculated around R = 0.99 (Table 4), 

and the linear regression curve was given at Figure 5.

The 1H-NMR and 13C-NMR spectra of compounds are 

obtained in d
6
-DMSO and TMS was used as an internal 

standard. The obtained data are given in Table 5 and Table 6, 

respectively. Theoretical data are in good aggreement whit 

the data given in Table 5. The imine protons were observed 

in the range of 7.92-8.31 ppm as a singlet peak. The aromatic 

protons of all compounds (2-6) were observed at 8.22-6.68 

ppm as multiplet peaks. In the 1H-NMR spectra of the 

compound 6 H2 protons are most deshielded due to the nitro 

group compared with compound 2 and 3. The 1H-NMR 

spectra of compound 4 (Figure 7) consist of aromatic and 

viniyl protons which appear in the range of multiplet peaks 

7.59-7.92 ppm and dublet peaks in the range of 5.84-6.35 

ppm and double-doublet at 6.48 ppm. Compared with the 

other compounds (2,3,5,6) these peaks are shifted to high 

and low fields due to the substituted groups. These results 

are in agreement with the calculated values. 

13C-NMR spectra of the compounds consist of 

seventeen carbon atoms which is given in Table 6. Aromatic 

and viniyl carbon atoms are appear in the same region. 

Carbonyl carbon atoms of the acryloyl group are obseved 

in the range of 163.9 -170.4 ppm in accordance with the 

literature [13,22]. The 13C-NMR spectra of compound 4 

(Figure 8) aromatic and viniyl carbon atoms were dedected 

at 119.7-163.9 ppm in accordance with the literature. [13,22] 

Table 2. UV-Vis data of the compounds

EtOH 2 2

2 510

5

Table 3. Theoretical UV-Vis data of the compounds 2-6 (nm)

2 2 2 2

2

5

Figure 5.  Linear regression analysis of experimental and theoretical 

IR data.

2



Table 4. Experimental and theoretical IR spectral data of compounds

2

1572

5 1705 1250

1702 2

2

5

2

2

5

2

R

Figure 6. IR spectrum of the compound 6

2



C5, C6, C9 and C14 carbon atoms were deshielded to low-

field compared with the other aromatic carbon atoms due 

to the electronegativity effect of nitrogen and oxygen atoms. 

CONCLUSION
In this study novel azo-azomethine dyes bearing an 

acryloyl moiety have been successfully synthesized 

through a reaction between azo-azomethine dyes and 

acryloyl chloride in 1:1 M ratio at room temperature. 

The characterisation of these compounds were made 

by IR, UV-Vis, 1H-NMR and 13C-NMR spectroscopic 

techniques. 

After esterification of azo-azomethine dyes in IR 

spectrum of acryloyl derivatives the –OH stretching 

peaks were disappeared. Also in 1H-NMR spectrums 

of compounds (2-6) evidence of viniyl protons at 5.44-

7.24 ppm and in 13C-NMR spectrums the evidence of  

Table 5. 1H-NMR data of the compounds

2

H1 H2 H5 H7 H10 H11

2

5

2 2,71

5

Figure 7.  1H-NMR spectrum of the compound 4
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>C=O peaks at 163.9-170.4 ppm demonstrated that of

the acrylyol group are bonded to azo-azomethine dyes.

Good agreement was observed between theoretical

calculations and experimental results. The results of UV-

Vis calculations using the cc-PVTz basis set were observed 

at lower wavelengths than those of 6-311++g(2d,2p) basis 

Figure 8.  13C-NMR spectrum of the compound 4

Table 6. 13C-NMR data of the compounds

2

R 

2

5
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set. In the IR calculations, 6-311++g(2d,2p) basis set 

calculated the aromatic and aliphatic -C-H vibrations 

at higher frequencies while >C=O, -C=C-, >C=N-, 

-N=N- and Ar-O peaks at lower frequencies. The cc-pvtz

basis set calculated the oscillation frequencies of the

-NO
2
 and -Cl substitute groups higher, while the -O-H

vibration was lower. It can be said that the cc-pvtz basis

set, in general, gave higher frequency in the calculation

of the vibration frequencies of the double bounded

structures. Furthermore, in calculations performed with

6-311++g(2d,2p), the E was found to be lower, but the

molecular energy, electronegativity and dipole moment

were calculated to be larger. The correlation between the

experimental data and theoretical calculations showed

that the cc-pvtz basis set was more compatible with the

experimental results.

To best of our knowledge, this report is the first example 

to compare theoretical and experimental spectroscopic 

results of new azo-azomethine dyes bearing acryloyl group.  

These compounds also have potential applications in textile 

industry and also may show anti-microbial properties.
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In humans  the paraoxonase (PON) gene family 

has three members, PON1, PON2 and PON3 are 

aligned side-by-side in the long arm. chromosome 

7q21.3-22.1. Although PON3 identified as a lactonase 

in rabbit HDL, PON2 has not yet been found in serum, 

though expresses in many biological tissues. PON1, 

considered as a component of HDL in mammalian, 

metabolizes lipid peroxides and prevents against 

accumulation on LDL 

PON1 is a glycoprotein consist of 354 amino 

acids that approximate molecular mass of 43 kDa 

and its active site involves two calcium ions, one 

essential for stability and the other one essential 

for activity. Paraoxon substrate is widely used to 

measure paraoxonase enzyme activity. Furthermore, it 

has aryl esterase, organophosphates and lactonase 

activities, but the physiological substrate is still unknown 

. PON1 is linked to HDL in circulation which has a 

protection against atherosclerosis, especially by 

protecting the oxidation of LDL lipids. The 

paraoxonase enzyme has an N-terminal 

hydrophobic region on it . For this 

reason, generally hydrophobic interaction 

chromatography (HEK) was chosen for the purification 

of the enzyme.

PON1 is not only nerve agent and toxic 
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pesticide hydrolyzer but also associated with several 

many diseases (aging, coronary artery diseases, cancer, 

diabetes mellitus Type 2, obesity, neurological disorders, 

connective tissue disorders, gynecology, liver disorders. 

adrenal diseases) .

With the recent developments in biotechnology, the 

purification of the enzyme has gained importance by 

increasing the usage areas and new application fields 

of enzymes.

A purification technique is to achieve the target 

protein at the lowest cost, high purity and efficiency. 

The purified protein has a certain purpose. For this 

purpose method and protein should be chosen before 

the separation. The protein obtained in pure form is not 

a finish, but a beginning for academic or industrial usage. 

While the degree of purity of the enzyme is important 

for academic research, yield is important for industrial 

use. These studies suggest that protein activity, structure 

or function relationships  With the purification, we 

can examine the amino acid sequences, biochemical and 

physiological functions properties and interaction with 

other metabolites, which of proteins. The target enzyme 

or receptor can be purified by chromatography method, 

which is a chromatographic purification technique by 

directing it on a substrate, ligand or a substrate analog. 

A B S T R A C T

Human serum paraoxonase1 (hPON1) is a calcium dependent enzyme  which has an 
important physiological role in organism with detoxification, antioxidant and also 

antiatherogenic properties. PON1 is mostly synthesized from the liver than secreted in 
serum with located on HDL. 

In order to better understand the molecular mechanism of paraoxonase 1, research-
ers have been increasingly interested in the development of various methods for obtaining 
the enzyme in pure form over the last decades. 

Key ords: 
Paraoxonase1, Chromatography Methods, Enzyme Purification and Characterization



Purification of Paraoxonase Enzyme

The purification procedures of paraoxonase 1 have been 

described mostly at the beginning of the 90’s.

Besides ApoA-I, the primary established apoprotein 

constituent, a number of proteins can bind paraoxonase-

bearing HDL as well. To get rid of plate contamination 

HDL-related proteins such as apoproteins B, C, D, E, and 

ghrelin have been identified as susceptible to 

contamination of paraoxonase1 samples 13 . In 

literature there are different protocols and different 

sources have been used for purification and 

characterization of paraoxonase enzyme 14-27 . 

Furlong and colleagues have shown that PON enzyme 

purified 62.1 fold of human serum by four step purification 

protocols consisting of Agarose Blue, Sephadex 

G-200, DEAE-Tris acryl M and Sephadex G-75 14 .  Gan 

et al. have founded that the enzyme isoelectric point is 

5.1 and the molecular weight of the enzyme is 43 kDa 

by purifying the enzyme paraoxonase 15 .

Rodrigo et al. purified paraoxonase for the first time 

from rat liver 415-fold and specific activity of 1370 units/

mg with five steps protocols 16 . The enzyme was 

purified from sheep liver microcosm by three step 

procedures including % 20- % 70 ammonium sulfate 

precipitation, DEAE-Sephadex A50 anion EC and 

Sephadex G-100 gel FC with nearly 141-fold but very 

low yield % 3,5 17  Beydemir et al. showed that PON1 

was purified 225 times by ion exchange then gel filtration 

chromatography 18 .

On account of reducing the number of 

purification steps and increase yield of the 

paraoxonase enzyme researchers have focused to 

develop novel purification method, especially HIC by 

taking advantage of the hydrophobic character of the 

enzyme.

Purification of Paraoxonase Enzyme by HIC

Hydrophobic interaction chromatography separates 

proteins by their hydrophobicity differences. The 

separation method is based on a protein between a 

reversible interaction with the hydrophobic surface of 

a chromatographic medium. Hydrophobic interactions 

are one of the greatest forces that provide the stability 

of three-dimensional structures of protein molecules 

and most biomolecules exhibit a certain degree of 

hydrophobic character. Hydrophobic interactions play 

a role in antigen-antibody, enzyme-substrate reactions, 

formation of the lipid bilayer and binding of the protein 

molecules to the membrane. For the purification of 

protein molecules according to HIC; the tertiary and 

quaternary structure of proteins which are the source 

of surface hydrophobicity are utilized. It is necessary 

to distinguish this from the hydrophobicity difference 

arising from the primer structure of the protein. In HIC, the 

separation by which the hydrophobic regions on the surface 

of the protein molecules are utilized is carried out under 

conditions in which the integrity of the protein molecules is 

preserved

Sinan et al. purified human paraoxonase 

including two-step procedures, first ammonium sulfate 

precipitation and then novel synthesized hydrophobic 

interaction chromatography called Sepharose-4B-L-

 tyrosine-1-naphthylamine. Overall purification rate was 

found 227-fold and 72,54 % yield. Before loading in the 

column; the precipitate was saturated with 1 M (NH
4
)

2
SO

4
 to 

enhance the coupling efficiency of the hydrophobic 

interaction chromatography column. Above-mentioned 

 hydrophobic gel was synthesized by diazotization of 1-

naphthylamine and its binding to Sepharose-4B and L-

tyrosine respectively 19 .

This straightforward hydrophobic interaction 

chromatographic protocol including two step procedure has 

been used by many investigators for the purification and 

characterizing of the paraoxonase enzyme from different 

sources shown in  20-22 . 

Sayın et al  purified Paraoxonase firstly was shark 

127%. This

not found in fish. 20 .  It was reported that 

paraoxonase 1 was purified and characterization of Swiss 

Black, Holstein, and Montofon Bovine’s serums via 

first (%60-80) ammonium sulfate precipitation then 

Sepharose-4B-L-tyrosine-1-naphthylamine with 262.47-, 

2,476.90-, and 538.06-fold for Swiss Black, Holstein, and 

Montofon bovines, respectively 21 . In different study as

enzyme sources were choosed from Kivircik and

Merinosheep’s serums for purification characterization of PON 

enzyme with Sinan’s method . Km values were found

0.482 mM and 0.153 mM, Vmax values were found 

41.348 U/mL.min and 70.289 U/mL.min for MerinoPON,

and KivircikPON respectively 22 .

Various modified hydrophobic interaction

chromatography methods are available in the literature, using 

different extension arms and different pre-purification 

processes shown in able 1 23-24 . Ekinci et al. applied three-



ast decades, researchers have focused on the 

effects of new ligands posses different hydrophobic 

characteristics on the purification of paraoxonase 1 enzyme 

shown in   For this purpose  alternative 

novel HIC gels were synthesized.  Amino anthracene and 

amino phenanthrene have three cyclic aromatic ring 

and more hydrophobic from naphthylamine. Gencer 

et al.  were used various ligands where 

amine was attached to different numbered carbons 

on . In one study as ligand 9-

aminophenanthrene was conducted. Since this ligand 

has more hydrophobic character than 2-

naphthylamine, PON1 enzyme was attached 

HIC column tightly. According to this method 

purification fold was obtain 526 times, but yield 39,8 % 

, and the yield value is lower than the of Sinan et 

al.’s method. The large hydrophobic character for 

ligand selection in HIC can be disadvantageous. 

Because the hydrophobic interactions will be 

stronger, the elution of the enzyme may be difficult. Demir et 

al, conducted an alternative hydrophobic interaction 

chromatography gel namely, Sepharose-4B-L-tyrosine-3-

aminophenantrene. In this study researchers show 

that hPON1 was purified 219-fold and very low yield with 

of 10%. Also the effects of some anabolic steroid 

compounds on pure enzyme were investigated as a drug 

target study .  Gençer et al  developed a novel 

HIC method include ammonium sulfate precipitation 

Sepharose-4B-L-tyrosine-1-aminoanthracene.

urity was controlled by SDS-electrophoresis 

an be absorbed very 

efficiently; the elution is usually a distressing condition due 

to the strong bonding in hydrophobic interaction 

chromatography. Even though a like difficulty could be 

experienced in affinity chromatography, hydrophobic 

interaction chromatography should be take into account 

in any general optimization procedure. 

In the last few decades, studies have been increasingly 

focused on the physiological and biological properties 

of the paraoxonase enzyme. Paraoxonase act 

an ideal drug target molecule for many diseases 

that both being connected to the HDL and 

possessing strong antioxidant properties. But studies in 

which the enzyme paraoxonase is used as a 

drug target are still very limited. Structural 

and functional researches require high purity 

enzyme, but for PON1, purity is a challenge work. 

The particular HDL environment of multiple 

interacting lipids and proteins may explain 

why study of paraoxonase in solution is so 

hard. The three-dimensional (3D) structure of 

human PON1, the catalytic mechanism and 

the physiological substrate of PON1 are still 

uncertain. In addition the drawbacks of this 

multifunctional enzyme are both not 

commercially available and still not an 

affinity chromatography method. These are 

reasons why purification method of paraoxonase must 

be well carried out. Here, the purification procedures of 

multifunctional  molecule paraoxonase enzyme are 

thoroughly reviewed from the past to the present. 

Table 1: Isolation of paraoxonase (E.C. 4.2.1.1) enzyme by using hydrophobic gels.

Spacer arms rate

Human Serum

serum
ASP

ASP

ASP

Human Serum ASP
IEC

Human Serum ASP
IEC

aniline

Human Serum ASP

Human Serum ASP

Human Serum ASP
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In mathematics, a series expansion is a method for 

calculating a function that cannot be expressed by 

only elementary operations such as addition, subt-

raction, multiplication and division. The resulting so 

called series often can be limited to a finite number of 

terms, thus yielding an approximation of the function. 

The fewer terms of the sequence are used, the simpler 

this approximation will be. Actually, there are some 

kinds of series such as divergent series, Taylor series 

and power series. A Taylor series is a representation 

of a function as an infinite sum of terms that are cal-

culated from the values of the function’s derivatives at 

a single point. If the Taylor series is centered at zero, 

then that series is also called a Maclaurin series [1]. 

The general idea behind Taylor series is that if a func-

tion satisfies certain criteria, then the function can 

be expressed as an infinite series of polynomials. In 

its most general terms, the value of a function, f(x), in 

the vicinity of the point x0, is given by:
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where x
0
 is the initial point of the series, ra  are the 

coefficient of the series.

A polynomial function is a function such as qu-

adratic, cubic, and so on, involving only non-negative 

integer powers of x. The degree of a polynomial is the 

highest power of x in its expression. Actually polynomi-

al is the special condition of a Maclaurin series when n 

is finite. In its most general terms, the value of a polyno-

mial, p(x) is given by:

 

0

       
n

r
r

r

p x a x                                                        (2)

where ra  are the coefficient of the polynomial, n is 

the degree of the polynomial. A central problem of 

mathematical analysis is the approximation to more 

general functions by polynomials and the estimation 

of how small the discrepancy can be made.

Growth models have generally had sigmoidal sha-

pe.  These models have one inflection point. For these 

growth models, growth rate increased continually until 

A B S T R A C T

In this study, firstly the series expansions of monomolecular growth model from first de-
gree polynomial to (n-1)th degree polynomial, were given with respect to (t-r)  where t is 

time, n is the number of data,  r is integer number: 0 1nt r t , t0 and tn-1 are initial and fi-
nal values of time, respectively. Secondly, monomolecular growth model's series expansions 
having m-th degree polynomials, studied on the data taken for Eucalyptus camaldulensis 
Dehn. from Eastern Mediterranean Forest Research Manager were given with R2 with 
respect to (t-k), respectively where t is time; n is the number of data points; m, k are integer 
numbers 1 1m n , 0 9k . Finally, for each data set, polynomial approximations 
having m-th degree were given with R. For each purpose, the tables and the graphs were 
used for analyzing the differences.

Keywords: 
Series expansions; polynomial approximation; monomolecular growth model; growth 
models; Eucalyptus camaldulensis Dehn.

INTRODUCTION 



pansions. For that reason, series expansions of Monomole-

cular growth model w.r.t. (t-r)  were given below where t is 

time, r is integer number 0 1nt r t , t
0
 and t

n-1
 is initial and 

final values of time, respectively and n is the number of data 

points.

Monomolecular Growth Model (M.G.M.):

Series expansions of Monomolecular growth model, 

(1 exp( ))y a b ct , with respect to (w.r.t.)  (t-0), (t-1) and 

(t-2) are given in Tables 1-3, respectively. 

the inflection point and the highest growth rate occurs at 

inflection point. After that point the growth rate decreased 

continually (Table 1).

The monomolecular or Brody function [2] is of deca-

ying exponential type with no inflection point. Fabens [3] 

described a similar function based on the work of Berta-

lanffy. For these functions the highest growth rate occurs at 

birth and decreased continually (Table 2) [4].

In this study the series expansions of only one of the 

growth models were presented to investigate the series ex-

Figure 1. Sigmoidal function Figure 2. Increasing function by decreasing rate

Table 1. Series expansions of Monomolecular growth model w.r.t. (t-0)  

Degrees of series 
expansion of M.G.M. 

w.r.t.(t-0)
(1 exp( ))y a b ct

1 (1 b) abcta

2
2 2

(1 b) abct
2

abc ta

3
2 2 3 3

(1 b) abct
2 6

abc t abc ta

4
2 2 3 3 4 4

(1 b) abct
2 6 24

abc t abc t abc ta

5
2 2 3 3 4 4 5 5

(1 b) abct
2 6 24 120

abc t abc t abc t abc ta

6
2 2 3 3 4 4 5 5 6 6

(1 b) abct
2 6 24 120 720

abc t abc t abc t abc t abc ta

7
2 2 3 3 4 4 5 5 6 6 7 7

(1 b) abct
2 6 24 120 720 5040

abc t abc t abc t abc t abc t abc ta

8
2 2 3 3 4 4 5 5 6 6 7 7 8 8

(1 b) abct
2 6 24 120 720 5040 40320

abc t abc t abc t abc t abc t abc t abc ta

9
-

2 2 3 3 4 4 5 5 6 6 7 7 8 8 9 9

(1 b) abct
2 6 24 120 720 5040 40320 362880

abc t abc t abc t abc t abc t abc t abc t abc ta

Table 2. Series expansions of Monomolecular growth model w.r.t. (t-1) 

Degrees of series 
expansion of M.G.M. 

w.r.t.(t-1)
(1 exp( ))y a b ct

1 ( c) ( c)(1 be ) abe c(t 1)a



Table 2. Series expansions of Monomolecular growth model w.r.t. (t-1)(continued) 

Degrees of series 
expansion of M.G.M. 

w.r.t.(t-1)
(1 exp( ))y a b ct

2 ( c) ( c) ( c) 2 21(1 be ) abe c(t 1) abe c (t 1)
2

a

3 ( c) ( c) ( c) 2 2 ( c) 3 31 1(1 be ) abe c(t 1) abe c (t 1) abe c (t 1)
2 6

a

4 ( c) ( c) ( c) 2 2 ( c) 3 3 ( c) 4 41 1 1(1 be ) abe c(t 1) abe c (t 1) abe c (t 1) abe c (t 1)
2 6 24

a

5 ( c) ( c) ( c) 2 2 ( c) 3 3 ( c) 4 4 ( c) 5 51 1 1 1(1 be ) abe c(t 1) abe c (t 1) abe c (t 1) abe c (t 1) abe c (t 1)
2 6 24 120

a

6

( c) ( c) ( c) 2 2 ( c) 3 3 ( c) 4 4 ( c) 5 5

( c) 6 6

1 1 1 1(1 be ) abe c(t 1) abe c (t 1) abe c (t 1) abe c (t 1) abe c (t 1)
2 6 24 120

1 abe c (t 1)
720

a

7

( c) ( c) ( c) 2 2 ( c) 3 3 ( c) 4 4 ( c) 5 5

( c) 6 6 ( c) 7 7

1 1 1 1(1 be ) abe c(t 1) abe c (t 1) abe c (t 1) abe c (t 1) abe c (t 1)
2 6 24 120

1 1abe c (t 1) abe c (t 1)
720 5040

a

8

( c) ( c) ( c) 2 2 ( c) 3 3 ( c) 4 4 ( c) 5 5

( c) 6 6 ( c) 7 7 ( c) 8 8

1 1 1 1(1 be ) abe c(t 1) abe c (t 1) abe c (t 1) abe c (t 1) abe c (t 1)
2 6 24 120

1 1 1abe c (t 1) abe c (t 1) abe c (t 1)
720 5040 40320

a

9

( c) ( c) ( c) 2 2 ( c) 3 3 ( c) 4 4 ( c) 5 5

( c) 6 6 ( c) 7 7 ( c) 8 8 ( c) 9 9

1 1 1 1(1 be ) abe c(t 1) abe c (t 1) abe c (t 1) abe c (t 1) abe c (t 1)
2 6 24 120

1 1 1 1abe c (t 1) abe c (t 1) abe c (t 1) abe c (t 1)
720 5040 40320 362880

a

Table 3. Series expansions of Monomolecular growth model w.r.t. (t-2)

Degrees of series 
expansion of M.G.M. (1 exp( ))y a b ct

1 ( 2c) ( 2c)(1 be ) abe c(t 2)a

2 ( 2c) ( 2c) ( 2c) 2 21(1 be ) abe c(t 2) abe c (t 2)
2

a

3 ( 2c) ( 2c) ( 2c) 2 2 ( 2c) 3 31 1(1 be ) abe c(t 2) abe c (t 2) abe c (t 2)
2 6

a

( 2c) ( 2c) ( 2c) 2 2 ( 2c) 3 3 ( 2c) 4 41 1 1(1 be ) abe c(t 2) abe c (t 2) abe c (t 2) abe c (t 2)
2 6 24

a

( 2c) ( 2c) ( 2c) 2 2 ( 2c) 3 3 ( 2c) 4 4 ( 2c) 5 51 1 1 1(1 be ) abe c(t 2) abe c (t 2) abe c (t 2) abe c (t 2) abe c (t 2)
2 6 24 120

a

( 2c) ( 2c) ( 2c) 2 2 ( 2c) 3 3 ( 2c) 4 4 ( 2c) 5 5

( 2c) 6 6

1 1 1 1(1 be ) abe c(t 2) abe c (t 2) abe c (t 2) abe c (t 2) abe c (t 2)
2 6 24 120

1 abe c (t 2)
720

a

( 2c) ( 2c) ( 2c) 2 2 ( 2c) 3 3 ( 2c) 4 4 ( 2c) 5 5

( 2c) 6 6 ( 2c) 7 7

1 1 1 1(1 be ) abe c(t 2) abe c (t 2) abe c (t 2) abe c (t 2) abe c (t 2)
2 6 24 120

1 1abe c (t 2) abe c (t 2)
720 5040

a

8

( 2c) ( 2c) ( 2c) 2 2 ( 2c) 3 3 ( 2c) 4 4 ( 2c) 5 5

( 2c) 6 6 ( 2c) 7 7 ( 2c) 8 8

1 1 1 1(1 be ) abe c(t 2) abe c (t 2) abe c (t 2) abe c (t 2) abe c (t 2)
2 6 24 120

1 1 1abe c (t 2) abe c (t 2) abe c (t 2)
720 5040 40320

a



Similarly, the remainder series expansions of Monomo-

lecular growth model w.r.t. (t-r) could easily be shown in a si-

milar manner where t is time, r is integer number 13 nr t
, and n is the number of data points.

MATERIAL AND METHODS

In this study, monomolecular growth model was studied 

on the data taken for Eucalyptus camaldulensis Dehn. in 

Table 3.1. [5]. For the presentation of the models, the me-

asurements of the mean tree lengths (m) in the age-struc-

tured of Eucalyptus camaldulensis Dehn. from Eastern 

Mediterranean Forest Research Manager were used [6] in 

this study in Table 4.

While the degrees of Taylor series expansions in the 

neighborhood of (t-k) were increasing, these expansions did 

not show uniform convergence and also continuous decre-

ase of Sum of Squared Errors (SSE) and continuous increase 

of coefficient of determination (R2) were not found. Howe-

ver, R2 of the series expansion having m-th degree polyno-

mial  with respect to (t-k)  generally increased uniformly  or 

kept on the same value while k is increasing where  t is time , 

m and k  are integer numbers 1 1m n , 0 9k .

RESULTS AND DISCUSSIONS

By using Table 4, the series expansions of Monomolecu-

lar growth model were given in the following tables. Since 

this monomolecular growth model is a nonlinear model, 

we have started to fit the monomolecular growth model 

by using second degree polynomial and then for fitting 

the model we have found third, fourth, fifth, sixth se-

venth, eighth and ninth degree polynomials respectively.

For each degree polynomial, we got the series expan-

sions w.r.t. (t-k) where k is an integer, 0 9k , respectively. 

While k was increasing, R2 of the series expansions generally 

increased uniformly or kept on the same value (Table 5-12).

Since we got the same Sum of Squared Errors (SSE) and 

R2 of all series expansions for 10 and higher degrees, we did 

not make a table for them.

Table 3. Series expansions of Monomolecular growth model w.r.t. (t-2)(continued)

Degrees of series 
expansion of M.G.M. (1 exp( ))y a b ct

9

( 2c) ( 2c) ( 2c) 2 2 ( 2c) 3 3 ( 2c) 4 4 ( 2c) 5 5

( 2c) 6 6 ( 2c) 7 7 ( 2c) 8 8 ( 2c) 9 9

1 1 1 1(1 be ) abe c(t 2) abe c (t 2) abe c (t 2) abe c (t 2) abe c (t 2)
2 6 24 120

1 1 1 1abe c (t 2) abe c (t 2) abe c (t 2) abe c (t 2)
720 5040 40320 362880

a

Table 4. Average heights of samples of trees, Eucalyptus camaldulensis Dehn. according to each age class 

Ages (year) Planting Age (0) 1 2 3 4 5 6 7 8 9

Average heights of 
the trees (m) 0.41 3.23 7.45 11.41 14.83 18.11 18.95 19.69 21.50 23.40

Table 5. Second degree series expansions of Monomolecular growth model with respect to (t-k) where t is time and k is integer number: 0 9k
and their the values of R2 

Series expansion of 
M.G.M. w.r.t.(t-k)

(1 exp( ))y a b ct R2

t-0 -0.229272729041378 + 4.52265151414627 t - 0.218409090681348 t2 0.992

t-1 -0.0108636352328890 + 4.08583332987219 t - 0.218409090163881 (t-1)2 0.992

t-2 0.644363620911388 + 3.64901516282561 t - 0.218409093453883 (t-2)2 0.992

t-3 1.73640908901081 + 3.21219697132384 t - 0.218409089883235 (t-3)2 0.992

t-4 3.26527273991154 + 2.77537878811066 t - 0.218409092757985 (t-4)2 0.992

t-5 5.23095453353882 + 2.33856060811264 t - 0.218409090505056 (t-5)2 0.992

t-6 7.63345457478377 + 1.90174242086438 t - 0.218409092246574 (t-6)2 0.992

t-7 10.4727727007942 + 1.46492424543531 t - 0.218409090291847 (t-7)2 0.992

t-8 13.7489090224325 + 1.02810607045345 t - 0.218409089669624 (t-8)2 0.992

t-9 17.4618636837107 + 0.591287872286244 t - 0.218409091611633 (t-9)2 0.992



Table 6. Third degree series expansions of Monomolecular growth model with respect to (t-k) where t is time and k is integer number: 0 9k
and their the values of R2 

Series expansion of 
M.G.M. w.r.t.(t-k)

(1 exp( ))y a b ct R2

t-0 0.680675653955140 + 4.03930304476615 t - 0.243612355615930 t2 + 0.00979492074928451 t3 0.981

t-1 0.584963946591832 + 3.84007601577501 t - 0.278675898534364 (t-1)2 + 0.0134824165120530 (t-1)3 0.985

t-2 1.16594322063417 + 3.49770679765588 t - 0.297738072649563 (t-2)2 + 0.0168963962263288 (t-2)3 0.988

t-3 2.44639528844028 + 3.03058995617843 t - 0.220092625499482 (t-3)2 + 0.0160474863319337 (t-3)3 0.990

t-4 4.05447741988629 + 2.58111809971917 t - 0.228191132177259 (t-4)2 + 0.0134492600474202 (t-4)3 0.991

t-5 5.85739358168628 + 2.18639715508841 t - 0.194574411773702 (t-5)2 + 0.0115438623548554 (t-5)3 0.991

t-6 7.81113723933999 + 1.83610476659678 t - 0.167778046315177 (t-6)2 + 0.0102207213653038 (t-6)3 0.991

t-7 9.87660717922102 + 1.52160347167066 t - 0.145386300126691 (t-7)2 + 0.00926092185340971 (t-7)3 0.992

t-8 12.0145428710101 + 1.23768798475280 t - 0.125887808125803 (t-8)2 + 0.00853620644833953 (t-8)3 0.992

t-9 14.1839446628479 + 0.981364682263551 t- 0.108335472603878 (t-9)2 + 0.00797296175854134 (t-9)3 0.992

Table 7. Fourth degree series expansions of Monomolecular growth model with respect to (t-k) where t is time and k is integer number: 0 9k
and their the values of R2 

Series expansion of 
M.G.M. w.r.t.(t-k)

(1 exp( ))y a b ct R2

t-0 -0.360744304989450 + 4.87762730457168 t - 0.360902568792858 t2 + 0.0178024622804074 t3 - 0.000658614728703753 t4 0.991

t-1 -0.0438660693301349 + 4.23718011942472 t - 0.329511408421765 (t-1)2 + 0.0170833376946988 (t-1)3 
- 0.000664257183512074 (t-1)4 0.991

t-2 0.890733909398483 + 3.62671056678083 t - 0.291729601195510 (t-2)2 + 0.0156443253735637 (t-2)3 
- 0.000629208302973788 (t-2)4 0.991

t-3 2.26927816549750 + 3.07908820492831 t - 0.252588727915214 (t-3)2 + 0.0138138438445744 (t-3)3 
- 0.000566599754878032 (t-3)4 0.991

t-4 3.92458563383874 + 2.60640074179350 t - 0.216329159127621 (t-4)2 + 0.0119700971377770 (t-4)3 
- 0.000496754203405687 (t-4)4 0.991

t-5 5.73867075761085 + 2.20328073831089 t - 0.184587731331811 (t-5)2 + 0.0103096653294535 (t-5)3 
- 0.000431864560167892 (t-5)4 0.991

t-6 7.63416937574968 + 1.85894948599934 t - 0.157378864957577 (t-6)2 + 0.00888247450934917 (t-6)3 
- 0.000375995627321871 (t-6)4 0.991

t-7 9.55867222085055 + 1.56310018181112 t - 0.134151138918962 (t-7)2 + 0.00767557033245839 (t-7)3 
- 0.000329373163004440 (t-7)4 0.991

t-8 11.4745852571453 + 1.30732060953373 t - 0.114255413382824 (t-8)2 + 0.00665702526326516 (t-8)3 
- 0.000290900781264948 (t-8)4 0.991

t-9 13.3530729890336 + 1.08508386831010 t - 0.0971025039789758 (t-9)2 + 0.00579303686677019 (t-9)3 
- 0.000259205026373660 (t-9)4 0.991

Table 8. Fifth degree series expansions of Monomolecular growth model with respect to (t-k) where t is time and k is integer number: 0 9k  and 

their the values of R2 

Series expansion of 
M.G.M. w.r.t.(t-k)

(1 exp( ))y a b ct R2

t-0 -0.398733365062543 + 5.06605109275128 t - 0.431023810813641 t2 + 0.0244479078591920 t3 
- 0.00104002409558871 t4  + 0.0000353944435862534 t5 0.990

t-1 -0.0519088215751733 + 4.29129401652697 t - 0.362192522099715 (t-1)2 + 0.0203797770648711 (t-1)3 
- 0.000860043943217098 (t-1)4 + 0.0000290356693072724 (t-1)5 0.991

t-2 0.924442518467425 + 3.62833242423506 t - 0.303655112677479 (t-2)2 + 0.0169419293629748 (t-2)3 
- 0.000708934969040578 (t-2)4 + 0.0000237323048425372 (t-2)5 0.991

t-3 2.30476251761820 + 3.07162584755017 t - 0.256007762241889 (t-3)2 + 0.0142248172099415 (t-3)3 
- 0.000592790887132543 (t-3)4 + 0.0000197627023634046 (t-3)5 0.991



Table 8. Fifth degree series expansions of Monomolecular growth model with respect to (t-k) where t is time and k is integer number: 0 9k  and 

their the values of R2(continued) 

Series expansion of 
M.G.M. w.r.t.(t-k)

(1 exp( ))y a b ct R2

t-4 3.94333421828184 + 2.60142194209407 t - 0.216525639783785 (t-4)2 + 0.0120148015783598 (t-4)3 
- 0.000500017424419706 (t-4)4 + 0.0000166472944620995 (t-4)5 0.991

t-5 5.73254173978960 + 2.20283829673356 t - 0.183425184277512 (t-5)2 + 0.0101822569173987 (t-5)3 
- 0.000423926339533021 (t-5)4 + 0.0000141197412564034 (t-5)5 0.991

t-6 7.59228787448331 + 1.86419135505680 t - 0.155514792387977 (t-6)2 + 0.00864891564050795 (t-6)3 
- 0.000360755433332042 (t-6)4 + 0.0000120379930236846 (t-6)5 0.991

t-7 9.46427391817074 + 1.57581977438594 t - 0.131901861644774 (t-7)2 + 0.00736044455004877 (t-7)3 
- 0.000308048025055050 (t-7)4 + 0.0000103138972212963 (t-7)5 0.991

t-8 11.3069711424540 + 1.32963294973438 t - 0.111868341452826 (t-8)2 + 0.00627467694344072 (t-8)3 
- 0.000263959201280032 (t-8)4 + 0.888325701143577 10-5 (t-8)5 0.991

t-9 13.0912078624012 + 1.11889304425699 t - 0.0948209241970095 (t-9)2 + 0.00535708496996129 (t-9)3 
- 0.000226993880452155 (t-9)4 + 0.769466559543478 10-5 (t-9)5 0.991

Table 9. Sixth degree series expansions of Monomolecular growth model with respect to (t-k) where t is time and k is integer number: 0 9k  and 

their the values of R2 

Series expansion of 
M.G.M. w.r.t.(t-k)

(1 exp( ))y a b ct R2

t-0 -0.429522115482260 + 5.04575821101274 t - 0.415950307240173 t2 + 0.0228594198476887 t3 
- 0.000942215452201562t4 + 0.0000310688535153583 t5 - 0.853726940852854 10-6 t6 0.991

t-1 -0.0564049542016347 + 4.28180099690690 t - 0.354716647774369 (t-1)2 + 0.0195904947940020 (t-1)3 
- 0.000811466325337110 (t-1)4 + 0.0000268896770226637 (t-1)5 - 0.742539264833108 10-6 (t-1)6 0.991

t-2 0.917252604051328 + 3.62802249505953 t - 0.301198922338968 (t-2)2 + 0.0166703837405814 (t-2)3 
- 0.000691988765246638 (t-2)4 + 0.0000229796006863249 (t-2)5 - 0.635923194332095 10-6 (t-2)6 0.991

t-3 2.29893582306801 + 3.07263401789004 t - 0.255309485257502 (t-3)2 + 0.0141426829842476 (t-3)3 
- 0.000587567717444554 (t-3)4 + 0.0000195287314559782 (t-3)5 - 0.540889927743661 10-6 (t-3)6 0.991

t-4 3.94000249171290 + 2.60198312158441 t - 0.216276386757099 (t-4)2 + 0.0119845705584294 (t-4)3 
- 0.000498077715364870 (t-4)4 + 0.0000165600534006362 (t-4)5 - 0.458822924238559 10-6 (t-4)6 0.991

t-5 5.72855228163803 + 2.20335108905297 t - 0.183185744072797 (t-5)2 + 0.0101533272048586 (t-5)3 
- 0.000422071817804583 (t-5)4 + 0.0000140363540573868 (t-5)5 - 0.388992320961550 10-6 (t-5)6 0.991

t-6 7.58181706814705 + 1.86560662707831 t - 0.155166918568407 (t-6)2 + 0.00860373323741911 (t-6)3 
- 0.000357796428051299 (t-6)4 + 0.0000119035102919737 (t-6)5 - 0.330014374474623 10-6 (t-6)6 0.991

t-7 9.43970404519211 + 1.57921656112010 t - 0.131446193031418 (t-7)2 + 0.00729395494273774 (t-7)3 
- 0.000303556406692425 (t-7)4 + 0.0000101066148905417 (t-7)5 - 0.280408248938763 10-6 (t-7)6 0.991

t-8 11.2595567001189 + 1.33609057445753 t - 0.111354547940796 (t-8)2 + 0.00618712313079704 (t-8)3 
- 0.000257828440846414 (t-8)4 + 0.859533628201506 10-5 (t-8)5 - 0.238788648110308 10-6 (t-8)6 0.991

t-9 13.0119301184415 + 1.12940133849068 t - 0.0943207770723575 (t-9)2 + 0.00525140100590662 (t-9)3 
- 0.000219282644138534 (t-9)4 + 0.732526470041843 10-5 (t-9)5 - 0.203920618607707 10-6 (t-9)6 0.991

Table 10. Seventh degree series expansions of Monomolecular growth model with respect to (t-k) where t is time and k is integer number: 0 9k
and their the values of R2 

Series expansion of 
M.G.M. w.r.t.(t-k)

(1 exp( ))y a b ct R2

t-0 -0.434828123120450 + 5.06217611621347 t - 0.421486259768881 t2 + 0.0233958233370519 t3 
- 0.000973990023871748 t4 + 0.0000324384930740797 t5  - 0.900296552605892 10-6 t6  + 10-7 t7 0.991

t-1
-0.0573655320578679 + 4.28498718704676 t - 0.356403272656266 (t-1)2 + 0.0197625317129037 (t-1)3 
- 0.000821873050139327 (t-1)4 + 0.0000273436752075354 (t-1)5  - 0.758102253675752 10-6 (t-1)6 

+ 0.180157314312161 10-7 (t-1)7 
0.991

t-2
0.918211722789252 + 3.62827592183363 t - 0.301656184232409 (t-2)2 + 0.0167198701616699 (t-2)3 - 
0.000695048053468011 (t-2)4 + 0.0000231146195255585 (t-2)5  - 0.640585967576221 10-6 (t-2)6 

+ 0.152167288907535 10-7 (t-2)7 
0.991



Table 10. Seventh degree series expansions of Monomolecular growth model with respect to (t-k) where t is time and k is integer number: 0 9k
and their the values of R2(continued) 

Series expansion of 
M.G.M. w.r.t.(t-k)

(1 exp( ))y a b ct R2

t-3
2.29978449123599 + 3.07250276125247 t - 0.255412094951390 (t-3)2 + 0.0141546579051981 (t-3)3 

- 0.000588326701358795 (t-3)4 + 0.0000195626519467975 (t-3)5  - 0.542070347291260 10-6 (t-3)6 

+ 0.128746900929205 10-7 (t-3)7
0.991

t-4
3.94030372900206 + 2.60191113903930 t - 0.216284326063926 (t-4)2 + 0.0119857820402478 (t-4)3 

- 0.000498160131610271 (t-4)4 + 0.0000165638598060696 (t-4)5  - 0.458957930502304 10-6 (t-4)6 

+ 0.109002741650714 10-7 (t-4)7 
0.991

t-5
5.72815540513387 + 2.20338912024644 t - 0.183158896998366 (t-5)2 + 0.0101501761510335 (t-5)3 

- 0.000421871709150150 (t-5)4 + 0.0000140274010092443 (t-5)5  - 0.388680521444407 10-6 (t-5)6 

+ 0.923127207450638 10-8 (t-5)7 
0.991

t-6
7.57989286794269 + 1.86587022056233 t - 0.155111243519455 (t-6)2 + 0.00859634559110287 (t-6)3 

- 0.000357310449479465 (t-6)4 + 0.0000118813982945828 (t-6)5  - 0.329236628913246 10-6 (t-6)6 

+ 0.781991348136531 10-8 (t-6)7 
0.991

t-7
9.43437496048621 + 1.57996492941454 t - 0.131362230938031 (t-7)2 + 0.00728118934615032 (t-7)3 

- 0.000302688135219226 (t-7)4 + 0.0000100664990673188 (t-7)5  - 0.278984626093062 10-6 (t-7)6 

+ 0.662727963110582 10-8 (t-7)7 
0.991

t-8
11.2479524265758 + 1.33769725429912 t - 0.111251118362609 (t-8)2 + 0.00616821745834955 (t-8)3 

- 0.000256493421190692 (t-8)4 + 0.853262720497008 10-5 (t-8)5  - 0.236541892189077 10-6 (t-8)6 

+ 0.562065038281674 10-8 (t-8)7
0.991

t-9
12.9905117588151 + 1.13229795488828 t - 0.0942165079072939 (t-9)2 + 0.00522639253147285 (t-9)3 

- 0.000217439434179989 (t-9)4 + 0.723710012239584 10-5 (t-9)5  - 0.200728762237868 10-6 (t-9)6 

+ 0.477208139504774 10-8 (t-9)7
0.991

Table 11. Eighth degree series expansions of Monomolecular growth model with respect to (t-k) where t is time and k is integer number: 0 9k
and their the values of R2

Series expansion of 
M.G.M. w.r.t.(t-k)

(1 exp( ))y a b ct R2

t-0 -0.433608228852283 + 5.05878273346574 t - 0.420376461012291 t2 + 0.0232883914680598 t3 - 0.000967613367070306 t4 
+ 0.0000321628268544778 t5  - 0.890892535589199 10-6 t6  + 0.211519123408160 10-7 t7  - 0.439422214886404 10-9 t8 0.991

t-1
-0.0570835327271100 + 4.28434713167022 t - 0.356095349204152 (t-1)2 + 0.0197313451077891 (t-1)3 
- 0.000819989605240820 (t-1)4 + 0.0000272615150778572 (t-1)5  - 0.755284172293431 10-6 (t-1)6 

+ 0.179359336817422 10-7 (t-1)7  - 0.372688204959517 10-9 (t-1)8
0.991

t-2
0.918092664360992 +3.62821699634121 t - 0.301582499855520 (t-2)2 + 0.0167119743776485 (t-2)3 

- 0.000694561407905749 (t-2)4 + 0.0000230931684527820 (t-2)5  - 0.639845547514368 10-6 (t-2)6 

+ 0.151956748165362 10-7 (t-2)7  - 0.315771465900738 10-9 (t-2)8
0.991

t-3
2.29967652480385 +3.07251590966884 t - 0.255397423275344 (t-3)2 + 0.0141529712095596 (t-3)3 

- 0.000588220286709800 (t-3)4 + 0.0000195579062840601 (t-3)5  - 0.541905397884822 10-6 (t-3)6 

+ 0.128699779731700 10-7 (t-3)7  - 0.267448510324584 10-9 (t-3)8
0.991

t-4
3.94025714066446 + 2.60191851167342 t - 0.216281109727798 (t-4)2 + 0.0119853916037267 (t-4)3 

- 0.000498135084735814 (t-4)4 + 0.0000165627337578257 (t-4)5  - 0.458918604508833 10-6 (t-4)6 

+ 0.108991472048245 10-7 (t-4)7  - 0.226494377319102 10-9 (t-4)8
0.991

t-5
5.72808264413668 +2.20339840980785 t - 0.183155223840188 (t-5)2 + 0.0101497262503318 (t-5)3 

- 0.000421842771380205 (t-5)4 + 0.0000140260983893956 (t-5)5  - 0.388634995026958 10-6 (t-5)6 

+ 0.922996678863383 10-8 (t-5)7  - 0.191807871159936 10-9 (t-5)8
0.991

t-6
7.57958865400335 + 1.86591267002906 t - 0.155103330790887 (t-6)2 + 0.00859527301173300 (t-6)3 

- 0.000357239514632815 (t-6)4 + 0.0000118781633245046 (t-6)5  - 0.329122708492054 10-6 (t-6)6 

+ 0.781663106991428 10-8 (t-6)7  - 0.162438673307304 10-9 (t-6)8
0.991

t-7
9.43340041614564+ 1.58010329740721 t - 0.131348514134999 (t-7)2 + 0.00727903135353300 (t-7)3 

- 0.000302540332077490 (t-7)4 + 0.0000100596519606013 (t-7)5  - 0.278741341343180 10-6 (t-7)6 

+ 0.662022920969791 10-8 (t-7)7  - 0.137579180955098 10-9 (t-7)8
0.991

t-8
11.2455245506238 + 1.33803742398329 t - 0.111232356224621 (t-8)2 + 0.00616456951527712 (t-8)3 

- 0.000256233338471745 (t-8)4 + 0.852037094647629 10-5 (t-8)5  - 0.236102249283624 10-6 (t-8)6 

+ 0.560783151011653 10-8 (t-8)7  - 0.116546125878152 10-9 (t-8)8
0.991

t-9
12.9854825929341 + 1.13298835527921 t - 0.0941966567280208 (t-9)2 + 0.00522100696351228 (t-9)3 

- 0.000217037270694356 (t-9)4 + 0.721779184738210 10-5 (t-9)5  - 0.200029081738918 10-6 (t-9)6 

+ 0.475154820445459 10-8 (t-9)7  - 0.987609345356764 10-10 (t-9)8
0.991



The highest value of R2 (0.992) was found at the second 

degree expansions of monomolecular growth model. The 

values of R2 of third, fourth, ... and ninth degree expansions 

of monomolecular growth model were generally found as 

0.991. Furthermore,  the values of R2 of  tenth and  higher 

degree expansions in the neighborhood of (t-k), where t is 

time and k is integer number, 0 9k  are the same with 

those of  third, fourth,... and ninth degree expansions of mo-

nomolecular growth model: R2=0.991.

For all degree series expansions, the values of R2 are ge-

nerally increasing or keeping the same level w.r.t. (t-k) while 

k is increasing where t is time and k is the value of age.  Even 

so the best approaches according to R2 were found at the se-

cond degree expansions of Monomolecular growth model.

The research for the second degree series expansions of  

monomolecular growth model in the neighborhood of (t-k), 

where t is time and k is integer number, 0 9k  was done 

and for each one the same R2 was found (0.992). Moreover, 

the research for the third, fourth, ... and ninth degree series 

expansions of monomolecular growth model in the neigh-

borhood of (t-k) was done and for each one the same R2 was 

generally found (0.991).

Since the number of data points is 10 and the only 

ninth degree polynomial for monomolecular model is uni-

que, for all series expansions of ninth degree polynomial are 

actually the same function. For that reason, R2 is the same 

for all series expansions of ninth degree polynomial.

Here the following question comes to mind. I wonder 

if it can be directly fitted (n-1)th  degree polynomial instead 

of using the series expansions of Monomolecular growth 

model. I wonder how it results. After this, this investigation 

will be done.

For each degree of polynomial approximations, we got 

the approach equations. While the degree of polynomial 

was increasing, R2 of the polynomial approximations gene-

rally increased uniformly (Table 13).

For ninth degree polynomial, SSE was found as zero, 

but actually since the degree of freedom is zero, values for 

the items of ninth degree polynomial are not available. We 

can see that in the plot in Fig. 3.

Table 12. Ninth degree series expansions of Monomolecular growth model with respect to (t-k) where t is time and k is integer number: 0 9k
and their the values of R2

Series expansion of 
M.G.M. w.r.t.(t-k)

(1 exp( ))y a b ct R2

t-0
-0.433914558778196 + 5.05945588447531 t - 0.420582327983030 t2 + 0.0233081051468270 t3 
- 0.000968777804111872 t4 + 0.0000322130152692428 t5  - 0.892600921432618 10-6 t6 

+ 0.212000308823644 10-7 t7  - 0.440578915273099 10-9 t8  + 0.813876301136041 10-11 t9
0.991

t-1
-0.0571499574470016 + 4.28446268530283 t - 0.356145918363578 (t-1)2 + 0.0197364172956297 (t-1)3 
- 0.000820294746301659 (t-1)4 + 0.0000272747970710612 (t-1)5  - 0.755739078972881 10-6 (t-1)6 

+ 0.179488009911674 10-7 (t-1)7  - 0.372998476241402 10-9 (t-1)8  + 0.689010992232219 10-11 (t-1)9
0.991

t-2
0.918105241106358 + 3.62822766715208 t - 0.301593044792331 (t-2)2 + 0.0167130939238083 (t-2)3 

- 0.000694630181288771 (t-2)4 + 0.0000230961946821788 (t-2)5  - 0.639949888883564 10-6 (t-2)6 

+ 0.151986395254758 10-7 (t-2)7  - 0.315843187893670 10-9 (t-2)8  + 0.583426016792124 10-11 (t-2)9
0.991

t-3
2.29968888992291 + 3.07251464656294 t - 0.255399178727401 (t-3)2 + 0.0141531715870146 (t-3)3 

- 0.000588232899679598 (t-3)4 + 0.0000195584681292460 (t-3)5  - 0.541924912976777 10-6 (t-3)6 

+ 0.128705352016109 10-7 (t-3)7  - 0.267462038297415 10-9 (t-3)8  + 0.494054854300104 10-11 (t-3)9
0.991

t-4
3.94026043483711 + 2.60191783595405 t - 0.216281244612934 (t-4)2 + 0.0119854096658842 (t-4)3 

- 0.000498136275464446 (t-4)4 + 0.0000165627879797823 (t-4)5  - 0.458920512275896 10-6 (t-4)6 

+ 0.108992021414677 10-7 (t-4)7  - 0.226495719029905 10-9 (t-4)8  + 0.418381782633787 10-11 (t-4)9
0.991

t-5
5.72807619305896 + 2.20339915670248 t - 0.183154886929434 (t - 5 )2 + 0.0101496854694080 (t - 5)3 

- 0.000421840157482132 (t - 5 )4 + 0.0000140259809233224 (t - 5 )5 - 0.388630893661299 10-6 (t- 5)6

+ 0.922984927554837 10-8 (t - 5 )7 - 0.191805011281830 10-9 (t - 5 )8 + 0.354301318154633 10-11 (t - 5 )9
0.991

t-6
7.57954821613993 + 1.86591836038502 t - 0.155102348424211 (t - 6)2 + 0.00859513792151890 (t - 6)3 

- 0.000357230547959905 (t - 6)4 + 0.0000118777537310939 (t - 6)5 - 0.329108271260228 10-6 (t - 6)6

+ 0.781621484504528 10-8 (t - 6)7 - 0.162428499551898 10-9 (t - 6)8 + 0.300037441989715 10-11 (t- 6)9
0.991

t-7
9.43324763988232 + 1.58012515736214 t - 0.131346529575979 (t-7)2 + 0.00727871069844188 (t-7)3 

- 0.000302518248498711 (t-7)4 + 0.0000100586265305825 (t-7)5  - 0.278704861012072 10-6 (t-7)6 

+ 0.661917120015674 10-8 (t-7)7  - 0.137553212440026 10-9 (t-7)8  + 0.254088692515500 10-11 (t-7)9
0.991

t-8
11.2450867730620+ 1.33809928927531 t - 0.111229311596016 (t- 8)2 + 0.00616394705399585 (t- 8)3 

- 0.000256188607611311 (t - 8)4 + 0.851825651257341 10-5 (t - 8)5 - 0.236026283820578 10-6 (t - 8)6

+ 0.560561457335014 10-8 (t - 8)7 - 0.116491476952360 10-9 (t - 8)8 + 0.215185273819447 10-11 (t - 8)9
0.991

t-9
12.9844573832616 + 1.13313065903825 t- 0.0941932390184142 (t- 9)2 + 0.00521997247537813 (t - 9)3

- 0.000216959143732002 (t- 9)4 + 0.721402578591395 10-5 (t - 9)5 - 0.199892351253455 10-6 (t - 9)6

+ 0.474753169633848 10-8 (t - 9)7 - 0.986614792067005 10-10 (t- 9 )8 + 0.182253068693670 10-11 (t - 9 )9
0.991



As it was seen in Table 13, as the degree of the polyno-

mial approximation increases, a better approach is provided. 

Even significantly better results than series expansions of 

monomolecular growth model were found.

Since degree of freedom of SSE is n-2 where n is the 

number of data points, (n-2)th degree polynomial has bet-

ter approximation especially when n is large. It shows that 

it can be directly used (n-2)th degree polynomial approxi-

mation instead of using series expansions of any model. For 

example, in the following figure (Fig. 4), it can be seen that 

how ninth degree polynomial deviates from the data points 

while eighth degree polynomial is perfect fitting the data set.

Fig. 5 showing Monomolecular growth model and its 

ninth degree series expansion w.r.t. (t-0) with eighth and 

ninth degree polynomial approximations is presented below. 

In this Fig. 5, the graphics of monomolecular growth model 

and its ninth degree series expansion overlap. It also seems 

that eighth degree polynomial shows better approach.

But as the number of data points increases, it can be 

met with some approach problems. For example, if we add 

the points (10,25) and (11,27), it can be seen that the grap-

hics of tenth and eleventh degree polynomial approximati-

ons exclusively deviate from the data endpoints. This situa-

tion is presented in the following figure (Fig. 6).

In addition to the points (10,25) and (11,27) if we also 

add the points (12,28), (13,31), (14,34), (15,36), (16,39), (17,42), 

Table 13. Polynomial approximations and their values of R2

Polynomial Degree Polynomial Approximations R2

1 2.39163636363637 + 2.55696969696970 t 0.9

2 - 0.229272727272729 + 4.52265151515151 t - 0.218409090909091 t2 0.991

3 - 0.269902097902094 + 4.59697746697747 t - 0.240174825174825 t2 + 0.00161227661227660 t3 0.991

4 0.404405594405547 + 1.78736208236217 t + 1.33633158508155 t2 - 0.279349261849256 t3 + 0.0156089743589741 t4 0.99

5 0.427328671328617 + 1.55532960372979 t + 1.55123543123531 t2 - 0.346844988344958 t3 + 0.0242051282051249 t4 
- 0.000382051282051152 t5 0.99

6
0.379328671328654 +2.97852960372992 t -0.399697902098311 t2 +0.586155011655198 t3 - 0.176128205128243 t4

+ 0.0194179487179522 t5 - 0.000733333333333456 t6
0.99

7
0.410025915261181 - 0.709987883685088 t + 6.36290493624040 t2 -3.86973469708383 t3 + 1.22379402337848 t4

- 0.207414787581678 t5 +0.0175571078431354 t6 - 0.000580648926237101 t7
0.99

8 0.411627313865612 - 1.98339717437018 t+ 9.21625186286223 t2 - 6.26102315856714 t3 + 2.22612775732909 t4 
- 0.439277287576093 t5 + 0.0476133578424037 t6 - 0.00262529178332981 t7 + 0.0000567956349192339 t8 0.99

9
0.409999999958488 + 16.8924801581856 t - 39.2281795615017 t2 +42.2230666864486 t3 -23.0818489570843 t4 
+ 7.22164814776001 t5 -1.34619791659509 t6 + 0.147586970891698 t7 - 0.00877356150747743 t8 
+ 0.000218033509688805 t9

Figure 3. Ninth degree polynomial approximation

Figure 4. Eighth degree (red) and ninth degree (black) polynomial app-

roximation



can be much more problematic. However, high degree 

series expansions of Monomolecular growth model have 

not any problem. For that reason, polynomial approxima-

tion should be used especially when the number of data 

points is 10 or fewer. Nevertheless, if researcher decides 

to do polynomial approximation of any model, he can 

do (n-1)th degree polynomial approximation where n is 

the number of data points. Although R2 of (n-1)th deg-

ree polynomial is closer or equal to one, in order to see 

whether there is any deviation particularly at endpoints 

or not he must draw the graph of the polynomial functi-

on. If there is any deviation for (n-1)th degree polynomial 

approximation, (n-2)th degree series expansion and its R2  

should be used.
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Figure 5. Monomolecular growth model (blue) and its ninth degree 

series expansion w.r.t. (t-0) (green) with eighth degree (red) and ninth 

degree (black) polynomial approximations 

(18,46) and (19,52), it can be seen that although the graphic 

of tenth degree polynomial approximation exclusively devi-

ates from the data endpoints, the graphics of eighteenth and 

nineteenth degree polynomial approximations have huge 

irreparable deviations from the data points. This situation is 

also presented in the following figure (Fig. 7).

CONCLUSION

It can be said that if there are too many data points es-

pecially much more than 10, polynomial approximation 

Figure 6. Monomolecular growth model (blue) and its eleventh degree 

series expansion w.r.t.(t-0) (green) with ninth degree (yellow), tenth deg-

ree (red) and eleventh degree (black) polynomial approximations

Figure 7. Monomolecular growth model (blue) and its nineteenth deg-

ree series expansion w.r.t. (t-0) (green) with ninth degree (yellow), tenth 

degree (red), eighteenth degree (light blue) and nineteenth degree (black) 

polynomial approximations 



Sinonasal polyposis (SP) is a cronic inflammation 

of the sinonasal mucosa. Chronic sinusitis, odor 

loss headache and nasal obstruction are among the 

clinical symptoms of SP with low life quality among 

the patients. Sinonasal polyposis is often accompani-

ed by allergic rhinitis, allergy, aspirin susceptibility 

and asthma [1]. SP has been implicated in many im-

munological pathways and is a localized manifesta-

tion of systemic disorders [2,3]. SP cases frequently 

accompanied by T helper (Th) type 1-, Th2-, or Th17- 

biased inflammatory processes regulated by increa-

sed expression levels of a number of cytokines with 

pro- and anti-inflammatory activities [4]. However, 

the underlying etiology of SP is multifactorial. Also 

the pathogenesis of SP is still unexplained.

nterleukin (IL)-10 is a crucial Th2 group anti-inf-
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lammatory cytokine. IL-10 plays an important role in 

defense against host pathogens, protection against ex-

cessive tissue damage, and development of immune res-

ponse [5,6]. Since the increased IL-10 gene expression 

triggers local inflammatory response that result in inc-

reased tissue damage, it has been associated with many 

chronic inflammatory diseases. Various studies have 

demonstrated that the levels of IL-10 in serum [7], blood 

[8], nasal secretion [9] and tissue samples significantly 

increased [10]. In addition, Xu et al [11] had shown an 

increase in IL-10 mRNA level and had claimed that it 

could have played a role in SP pathogenesis.

The IL-10 gene has single nucleotide polymorp-

hisms (SNPs), and the vast majority of these are found 

in the promoter region. The SNPs at sites -1082, -819 

and -592 in the IL-10 gene show strong linkage disequ-

A B S T R A C T

S inonasal polyposis (SP) is an inf lammatory disease involving multiple etiologies and 
pathogenesis. The disarray of Interleukin (IL)-10 is associated with a raised immuno-

pathological response during the progression of many autoimmune diseases as well as the 
response to infection. We studied the possible role of the single nucleotide polymorphisms 
(SNPs) in IL-10 gene and their genotypic combinations in the SP pathogenesis. The IL-10’s 
promoter was genotyped in 200 participants (100 patients and 100 controls). The sites that 
were encompassed -1082, -819, and -592 SNP regions of extracted DNAs were analyzed 
by sequencing for polymorphisms. The IL-10 gene promoter polymorphisms with -1082A, 

-819T, -592A minor alleles, their heterozygotes and homozygotes mutant genotypes had
significantly higher risks for SP (P<0.05). Also, haplotype analysis demonstrated that the
GTC, ACC, and GCA haplotypes in IL-10 were high-risk of SP but ATA was only in
controls (P= 0.007). Also, the multifactor dimensionality reduction (MDR) analysis in-
dicated that the IL-10-1082_-819 and -1082_-819_-592 were the best predictive models
for SP with 66.6% and 69% accuracy, respectively. IL-10 genotypic variations and their
combinations are linked with a high-risk for the SP development in the Turkish population. 
The IL-10 genetic polymorphisms may lend to SP by altering the arrangement of the gene
expression, affecting the severity of the inflammatory response.

INTRODUCTION 
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to the Lidtholdt scale [15]. The presence of asthma and as-

pirin susceptibility were assessed in the clinical history and 

the allergy presence was assessed by prick skin test. 

A 100 (mean age 44.62 ± 11.615; range 18-63 years) he-

althy volunteer subjects with no history of sinonasal disor-

der, inflammatory-related disorder or any other disease was 

included in the control group. In addition, absence of rhino-

sinusitis and SP were confirmed with the nasal endoscopic 

examination. The study has ethics committee approval.

Genotyping

The genomic DNA was extracted from blood sample 

with kit (Qiagen Inc.). The polymerase chain reaction 

(PCR) for direct sequencing was used to amplify specific 

regions of the IL-10 gene’s promotor and primer’s designs 

were summarized in Table 1.

The PCR reaction mixture (25 μL) constituted of 0.5 μL 

dNTP (10 μM concentration), 1 μL forward and revers pri-

mer (5 μM), 0.2 μL SuperHot Taq DNA polymerase (Bioron 

Inc.), 5 μL 10x PCR buffer (Bioron Inc.) and 2.5 μL template 

DNA (20-50 ng/μL). Thermal conditions of the PCR was fol-

lowed by initial-denaturation at 950C for 10 min, denaturati-

on at 950C for 45 sec, annealing at 600C for 45 sec, extension 

at 720C for 45 sec. Also the final extension was at 720C for 10 

min. The amplified products were verified by 2% agorose gel 

ilibrium leading to variations in expression level and are as-

sociated with various disease pathogenesis [12,13].

We studied the IL-10 -1082, -819, and -592 SNPs and 

their genotypic combinations in SP patients and controls 

to investigate the role of IL-10 in pathogenesis of SP in this 

study.

METHODS

Subjects

The samples used in this study were obtained from the 

individuals who were admitted to otorhinolaryngology 

clinic. One hundred (mean age 45.5945 ± 10.031; range: 

22-64 years) patients with SP were included. Patients

were received to the clinic with complaints of nasal obs-

truction/congestion, loss or reduction of smell, facial

pressure and poor quality of life. The patients were di-

agnosed with nasal endoscopic examination as SP [3]. In

the last four weeks, The patients that had an acute upper

respiratory tract infection, cystic fibrosis, inverted papil-

lomas, fungal sinusitis, and antrochoanal polyps were not 

included in the study.

According to the Lund-Mackay system, computed to-

mography scanning of paranasal sinus were acquired and 

evaluated [14]. The size of the polyp was classified according 

Table 1. The primer’s designs

SNP positon Direction Primers Fragment size

Forward
Reverse 277 bp

Forward
Reverse 215 bp

Forward
Reverse 270 bp

Table 2. Clinical characteristics of subjects

Patients with SP (n: 100)

49/51

34 (34) 0 (0)

19 (19) 0 (0)

35 (35) 0 (0)

1 40 (40) 0 (0)

2 33 (33) 0 (0)

3 27 (27) 0 (0)

SP: Sinonasal polyposis



electrophoresis ethidium bromide was used to stain DNA 

fragments in the gel for visualization. 

PCR products were purified and sequenced. The sequ-

encing reaction mixture (20 μL) constituted of 2 μL purified 

PCR product, 1.2 μL forward and revers primer (5 μM), 2 μL 

BigDye 3.1 reaxtion mix (Applied Biosystems Inc.), 4 μL of 

5x reaction buffer (Applied Biosystems Inc.). PCR product 

thermal conditions comprised of an at 950C for 20 seconds 

(50 cycles/minute), followed by 25 seconds at 500C (50 

cycles/minute), and 2 minutes at 720C. 

Capillary electrophoresis was performed using ABI 

3130 (Applied Biosystems Inc.) capillary electrophoresis 

device and in accordance with the manufacturer's protocol. 

Electroforegrams were analyzed by using SeqScape 2.5.0 

(Applied Biosystems Inc.) software and sequence variations 

were determined.

Figure 1. The best predictive models in application of MDR

A. The graphic shows the character of the interactions between the three SNPs in the IL-10. The strongest interacting pair is the IL-10-1082_-819 SNPs. 

B. The IL-10-1082_-819 genotypic combinations which are able to accurately predict SP presence. The IL-10 AA+TT, GG+CT, GA+CC, and GA+TT 

diplotypes had a ∞-, 5-, 3-, and 3-fold elevated risk for developing SP. However but only patients with SP but also controls had the AA+CC diplotype 

(TBA 0.66, CVC 10/10, OR 5.18, 95% CI 2.60-10.20, P= 0.001)
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Statistical analysis

SPSS version 16.0 was used for statistical analysis. The 

genotypic distributions were checked consistency with 

Hardy-Weinberg-Equilibrium (HWE) [16]. The genoty-

pic and haplotypic frequencies were evaluated using a 

software (http://bioinfo.iconcologia.net/SNPstats) [17]. 

P-value<0.05 was considered significant. The Multifactor 

Dimensionality Reduction (MDR) package software was 

performed all potential recognition of SNP-SNP interac-

tions and that are fine identified as playing a significant 

role in insight complicated properties. MDR has the tes-

ting balance accuracy (TBA) and cross-validation consis-

tency (CVC) [18].

RESULTS

SP and control groups were similar in age distribution 

and gender (P> 0.05). The demographic data of the sub-

jects shown in Table 2.

The genotypic distributions in the controls found con-

sistent with the HWE (for -1082 P= 0.47; for -819 P= 0.07; for 

-592 P= 1). In patients with SP, DNA sequence analysis of the 

IL-10 gene revealed that in all genetic models carrying the A 

allele for -1082 (G>A), the dominant and log-addictive gene-

tic model carrying the T allele for -819 (C>T), the genotype

frequencies in all other genetic models except the overdo-

minant model bearing the A allele for -592 (C>A) were sta-

tistically significant (P < 0.05 for all). We also found that the 

minor allele frequencies for three SNPs were significantly

elevated in patients with SP, and summarized in Table 3.

The IL-10 ACC, GTC, GCA haplotype frequencies 

were higher in patients with SP. Morever the ATA haplotype 

was only in patients, but the GTA only in the controls (-1082, 

-819, -592, respectively) (P< 0.05) (Table 4).

MDR analysis was evaluated all potantial combinati-

ons, and two models for SP’s prediction were found. Binary 

SNP interplay between the best two-locus predictive model 

IL-10-1082_-819 was detected with a CVC 10/10 and a TBA 

66.6% (Fig. 1A). According to this model, individuals with 

GG+CT and GA+CC, GA+TT diplotypes have 5-, 3- and 

3-fold higher SP risks when compared to control group, res-

pectively. On the contrary, GG+CC and GA+CT diplotypes 

were 1.5 and 2.5-fold higher in controls, respectively [Odds 

ratio (OR)= 5.18, 95% Confidence interval (CI)= 2.60-10.20, 

P= 0.001). In Fig. 1, high-risk diplotypes for SP are shown 

as dark, and protective diplotypes are shown as light gray 

boxes (Fig. 1B).

The triple SNP interaction between the best tree-lo-

cus predictive model IL-10-1082_-819_-592 was detected 

with a CVC 10/10 and a TBA 69%. Individuals carrying 

triplotypes of GG+CT+CA, GG+CT+CC, GA+CC+CC, 

and GA+CT+CA according to this model have 4-, 6-, 2.3- 

and 1.5-fold higher SP risks when compared to control 

group, respectively. In contrast, triplotypes GG+TT+AA, 

GA+TT+CA and AA+CT+CA were observed only in the 

controls (OR= 5.9, 95% CI = 3.10-11.40, P= 0.001).

DISCUSSION

SP is a complex mucosal inflammatory disorder invol-

ving pathogenesis and multiple etiologies. Despite many 

efforts, the sinonasal polyposis’s pathogenesis is still 

unexplained. Most of the studies indicate cytokine ba-

lance leading to inflammation [5]. IL-10, which was pre-

viously reported to be up-regulated in inflammatory di-

seases, has recently been demonstrated to have increased 

expression levels in nasal fluid and SP mucosa compared 

to control groups [9-10]. The up-regulated activity of the 

immune response regulatory IL-10 gene in the inflamma-

tory sinus mucosa has been considered as one of the key 

mechanisms in polypogenesis. However, there might be 

a relationship between the polymorphisms that may lead 

to regulatory defects in the level of IL-10 gene expression 

and polyp formation that may affect SP susceptibility.

The IL-10 has remarkable genetic polymorphisms, en-

vironmental factors together with variations in the promo-

ter region may cause the emergence of a variety of disease 

phenotypes [12]. IL-10 gene promoter SNPs affect the affi-

nity of a nuclear protein to binding site on promoter, and ca-

use change in the level of gene expression. IL-10 gene -1082, 

-819, and -592 positions of the proximal promoter are the

most studied polymorphisms. The presence of common al-

lelic combinations in these three SNPs, their linkage disequ-

ilibrium and varying IL-10 serum levels that depend on their 

combinations has been confirmed in several studies [12,13].

Malagutti and colleagues found that the IL-10 serum 

levels in sinonasal polyposis patients were significantly hig-

her, and examined the exonic and intronic regions of the 

IL-10 by DNA sequencing. In that study, it was reported 

that some intronic genotypes of the IL-10 were found to be 

highly frequent in the patients (30%) and that these genoty-

pes might cause high serum levels of IL-10. In advanced stu-

dies, it has been reported that the genetic polymorphisms of 

promoter and regulatory region in the IL-10 may be critical 

in the polyp genesis of sinonasal polyposis patients [19,20]. 

However, far as we know, there is no study investigating the 

relationship between the IL-10 gene SNPs -1082, -819, -592 

and SNP-SNP interactions SP pathogenesis in the literatu-

re. In this study, the IL-10 gene SNPs -1082, -819, -592 and 

their genotypic combinations in 100 SP patients and 100 

volunteer-healthy controls in the Turkish population were 



investigated.

In this study, DNA sequence analysis of the IL-10 gene’s 

promoter in patients with SP revealed 32% of position -1082 

guanine into adenine (c.-1082 G>A), 27% of position -819 

cytosine into thymine (c.-819 C>T) and 19% of position -592 

cytosine into adenine conversions (c.-592 C> A). The alle-

le frequencies of -1082A, -819T, -592A in patients with SP 

Table 3. The genotyping distributions for promotor SNPs in IL-10 gene

SNPs Allele

Patients with 
SP (n: 100) (n: 100) 

83 (83)

30 (30)

AA 2 (2) 1 (1)

83 (83)
Dominant

32 (32) 17 (17)

98 (98) 99 (99)
Recessive

AA 2 (2) 1 (1)

70 (70) 85 (85)
Overdominant

30 (30) 15 (15)

A

73 (73)

21 (21) 11 (11)

TT 3 (3)

73 (73)
Dominant

27 (27) 14 (14)

94 (94) 97 (97)
Recessive

TT 3 (3)

98 (98) 88 (88)
Overdominant

21 (21) 12 (12)

T

81 (81) 92 (92)

14 (14) 8 (8)

AA 5 (5) 0 (0)

81 (81) 92 (92)
Dominant

19 (19) 8 (8)

95 (95) 100 (100)
Recessive

AA 5 (5) 0 (0)

92 (92)
Overdominant

14 (14) 8 (8)

A
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were 0.17, 0.16, 0.12, while the allele frequencies in control

were 0.09, 0.08 and 0.04, respectively. Minor allele frequ-

encies are high and significant in the patients according to

databases (www.ncbi.nlm.nih.govsnp; www.hapmap.org).

Wide variation has been also recorded in the frequencies

of IL-10 gene’s promoter SNPs among distinct populations.

Despite the fact that the global prevalence notified of the

allele frequencies of -1082, -819, and -592 SNPs in IL-10 gene 

in control groups vary, and they are same to last studies in

Turkish society [13, 21, 22].

In addition, the current study, the effect of IL-10 gene 

promoter SNPs on clinical heterogeneity of the disease was 

investigated by separating the patient group into subgroups 

according to clinical characteristics such as CT score, ast-

hma presence, aspirin susceptibility, allergy presence and 

polyp phase, and no connection was observed.

The frequencies of IL10-1082GA, AA, GA-AA and AA 

genotypes containing the minor allele were found to be hig-

her and statistically significant compared to IL-10-1082GG, 

GG-GA and GG-AA genotypes in SP patients. Furthermo-

re, the frequency of IL10-819CT, TT genotypes containing 

the minor allele was found to be higher and statistically 

significant compared to IL-10-819CC, CC-CT and CC-

TT genotypes in patients with SP. The IL-10-592CA, AA, 

CA-AA genotypes’s frequency containing the minor allele 

were higher and statistically significant compared to IL-10-

592CC, CC-CA genotypes in SP patients. MDR showed that 

the individual with the IL-10-1082_-819 GG+CT, GA+CC, 

GA+TT diplotypes had 5-, 3- and 3-fold risk of developing 

SP, respectively.

The estimated frequency of haplotypes formed by the 

investigated SNPs was calculated in the control and patient 

groups. The haplotypes GCC, ACC and GCA were com-

monly observed whereas ATA and GTA haplotypes were 

less frequent (< 0.01). The distribution of haplotypes was 

significantly different between patients and controls. Based 

on the most common haplotype (GCC) in the control group, 

the probability rate of other haplotypes was assessed. When 

compared, a significant difference was observed between 

the patient and the control group for ACC, GTC and GCA 

haplotypes. This data show that those carrying the ACC, 

GTC and GCA haplotypes are at a greater risk of developing 

SP than those carrying the GCC haplotype. The disease is 

not associated with a single mutation or allelic variation, 

but may occur with the common effect of multiple SNPs 

or mutations. When rare alleles come together, they can 

prepare the ground for disease. These rare alleles with the 

contribution of environmental factors may also be critical in 

the pathogenesis of the disorder [23]. However, considering 

these haplotypes and their frequencies, further research 

is needed to reach a definite conclusion. According to the 

tree-locus model MDR analysis, GG+CT+CC, GG+CT+CA, 

GA+CC+CC and GA+CT+CA triplotype had 6-, 4-, 2.3- 

and 1.5-fold risk of developing SP.

The haplotypes of the IL-10 gene SNPs also show eth-

nic differences. These polymorphisms may constitute a 

variety of haplotypes, but generally only three haplotypes 

(ATA, ACC, GCC) with GCC (50-52%) as the most com-

mon have been identified [24,25]. In the previous studies, 

haplotypes were shown to be the combinations carrying 

GCC, ACC, or ATA alleles at IL-10-1082, -592 junctions [7, 

8, 12]. The haplotypes and their frequencies found in our 

study are consistent with the literature.

We have analyzed the best dual IL-10-(-1082_-819) 

and triple IL-10-(-1082_-819_-592) locus models in MDR 

analysis and p value was found to be 0.001 in both. Among 

the dual locus models, the IL-10-1082_-819 model showed 

a high (66%) predictive value in SP diagnosis compared to 

other SNP-SNP interactions. In addition, in dual and trip-

le locus models, for individuals carrying diplotypes and/or 

triplotypes involving the minor allele of SNPs, the SP risk 

was found to be significantly higher than control group. 

MDR data is consistent with genotype and haplotype analy-

sis results. However, the observation of higher frequency 

GG+CC and GA+CT diplotypes in SP in the dual locus 

Table 4. The haplotypes distributions for promotor SNPs in IL-10 gene

Haplotipler

Patients with SP

0

ATA 0



model, and the presence of GG+TT+AA triplotype only in 

the control group in the triple locus model emphasize the 

protective effect of the -1082G allele. Previous studies have 

reported a significant decrease in the amount of serum IL-

10 in individuals carrying the IL-10-1082A allele compared 

to those carrying IL-10-1082G alleles and that the -1082 

allele has a predictive value in determining IL-10 secretion 

levels [7, 8, 12].

In studies related to SP pathogenesis it was reported 

that there was an unbalance between Th1 and 2 cytokines 

including IL-10 (Th1/Th2) ratio, and IL-10’s levels in serum 

were especially high in eosinophilic sinonasal polyposis and 

allergic or asthmatic sinonasal polyposis [7,19]. In our study, 

although the level of IL-10 serum was not investigated, 34% 

of patients with SP were asthmatic, 19% were aspirin sensiti-

ve and 35% were allergic.

Understanding the clinical characteristics of SP pati-

ents with IL-10 gene promoter SNPs may provide important 

clinical data for follow-up of the patient's disease progressi-

on and treatment. Although the literature on the IL-10 gene 

is quite extensive, there has been no published study inves-

tigating the sinonasal polyp-linkage of promoter genotypic 

variations and their interactions with each other yet. Altho-

ugh our study was the first community-based study of the 

IL-10 gene promoter SP patients, our results were limited 

due to the low sample number and financial problems. The 

number of samples in community-based studies is an im-

portant constraint, and further studies involving more sub-

jects may increase the reliability of the data or the results 

may change. For this reason, our results carry preliminary 

meaning for future studies.

CONCLUSION

In conclusion, the IL-10’s genotypic variations in SP pa-

tients were examined. The genotypes and haplotypes 

including the -1082A, -819T and -592A minor alleles that 

were associated with SP susceptibility, affecting the level 

of genetic expression, altering the severity of inflamma-

tion and contributing to SP development were identified 

in our study. Further work including functional studies 

evaluating the effect of hereby reported IL-10 gene pro-

moter nucleotide variations on the amount of protein and 

including higher number of subjects to investigate the re-

lationship between this variation and the pathogenesis of 

inflammatory diseases are required.
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A B S T R A C T

The bismuth telluride (Bi2Te3) nanostructure powders and pellet was successfully devel-
oped for thermoelectric applications by using a simple chemical process. Several char-

acterization tools such as X-ray diffraction (XRD), scanning electron microscopy (SEM), 
energy dispersive X-ray (EDX), atomic force microscopy (AFM) and Fourier transform 
infrared (FT-IR) spectrometry were carried out. The XRD, SEM, EDX, and FTIR analy-
ses showed that the chemical structure of pellet is Bi2Te3. The average crystalline size of 
the Bi2Te3 pellet is found to be 3.93 nm, as determined by the SEM. The AFM studies 
confirmed that the pellet is of nanostructure form and average surface roughness value 
is 68.06 nm. This is within the roughness range which can lead to an enhancement in 
thermoelectric properties of Bi2Te3 nanostructure. This could be evidenced by thermal 
conductivity which should be higher than the electrical conductivity.

INTRODUCTION 
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Bismuth telluride (Bi2Te3); Nanostructure pellet; Chemical process; Microstructural properties; Thermoelectric



Experimental techniques

RESULTS AND DISCUSSION

EXPERIMENTAL METHODS

Developed Bi2Te3 nanostructure pellet
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Table 1.

Element Series Atom.[at.%]

Carbon K series 3.73

Oxygen K series 10.13

Bismuth M series 34.62

Tellerium L series 51.52

Total:   100.00 %





of material was enhanced the thermoelectric power due to 

quantum confinement. Size effect was led to carrier con-

finement. Selective scattering and interface scattering was 

reduced. The thermal conductivity was improved more 

than the electrical conductivity; thus the figure of merit was 

increased.

CONCLUSION AND FUTURE RESEARCH

Current research activities on Bi
2
Te

3
 nanostructure are 

developed by using the several processes such as the 

thermal evaporation, sputtering, lithographic, pulsed la-

ser ablation, simple chemical, electrochemical, grinding, 

solvothermal and hydrothermal. In this paper, the simple 

chemical process was employed in terms of financial as-

pect and potential for very large quantity of productions. 

The pellet was excited by some oxidization and impurity. 

In order to minimize the oxidization, a computer cont-

rolled pure H
2
 or N

2
 gas was passed throughout the pellet. 

It was concluded that by using this method, pure pellets 

would be produced. Further research recommended that 

the pellet to measure the electrical and thermal conduc-

tivity, Seebeck coefficient and figure of merit for proper 

utilization in thermoelectric applications.
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Dual phase (DP) steels have been continuously 

used in automotive industry for decades. Due to 

the necessity of light-weighting, DP steels have been 

served as a good solution for the automotive industry 

and more specifically for the body design engineering. 

The production of A-pillar, B-pillar, and bumper like 

automotive components are generally made up of 

DP steels. DP steels typically have high ultimate ten-

sile strength (590-1400 MPa) due to the presence of 

martensite; combined with low initial yield strength 

(enabled by ferritic matrix), high early-stage strain 

hardening, and macroscopically homogeneous plas-

tic flow (due to the absence of Luder’s bands). These 

features render DP steels ideal alloy systems for auto-

motive-related sheet forming operations [1, 2]. 

DP steels are basically composed of a ferritic-mar-

tensitic microstructure as seen in Fig. 1, usually in-

volving some alloying elements as well. Although 

the term dual phase refers to the predominance of 
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two phases, ferrite and martensite, small amounts 

of other phases, such as bainite, pearlite, or retained 

austenite, may also be present [3]. Thus, the parame-

ters such as the fraction of two basic phases, alloying 

design, average grain size, distribution of the phases 

and etc. directly influence the overall mechanical be-

havior. In other words, different grades of DP steels 

can be obtained by altering these parameters with a 

high precision control. The mechanical properties of 

DP steels can be enhanced by changing the amount 

of martensite in the structure, by carrying out inter-

critical annealing followed by water quenching. The 

amount of martensite in DP-steel depends on the in-

ter-critical annealing temperature in the ferrite plus 

austenite region. Different amounts of martensite 

in a dual phase steel, which determines the mecha-

nical properties, can be produced by inter-critically 

annealing in the range of 760⁰C - 840⁰C for different 

holding times of 2 to 6 minutes, followed by water qu-

enching [4].

A B S T R A C T

The requirements for higher passenger safety, improved fuel economy and weight reduction 
in automobile industry necessitates the usage of advanced high strength steel (AHSS) 

grades. Dual phase (DP) steels are the most widely used one among AHSS. DP steels become 
increasingly popular, since they provide a combination of sufficient formability at room tem-
perature and tensile strength over 1000 MPa. The current standards for DP steels only speci-
fies yield and tensile strength. Steels from various producers have considerably different com-
position and microstructure; however they still have the same grade name. Combined with 
the inherited heterogeneous microstructure, those steels exhibit different strain hardening 
behavior. The aim of this study is to evaluate the strain hardening behavior of DP800 steels, 
obtained from different vendors and thus having different compositions and microstructures. 
The strain hardening behavior was characterized with tensile tests performed along roll-
ing and transverse directions. The microstructure has been characterized with optical and 
scanning electron microscopes. The martensite fraction, grain size of ferrite and chemical 
composition has been correlated to the strain hardening behavior. The results show that 
the steel with more micro-alloying addition has finer ferritic grain size, which cause higher 
initial strain hardening rate. The steel with higher Mn and Cr has higher martensite fraction, 
which cause strain hardening rate to be higher at higher strain levels. 

Keywords: 
Dual phase steels, hardening behavior, alloying design

 

INTRODUCTION



K
. D

av
ut

 e
t a

l. 
/ H

it
ti

te
 J 

Sc
i E

ng
, 2

01
8,

 5
 (4

) 3
01

–3
06

302

es of DP800 and DP980 steels by 2D and 3D micro-mecha-

nical modeling. The micro-mechanical models resulted in 

successful predictions of the flow curve and even the initial 

yielding of the ferrite phase compared to experimental stu-

dies [7].  Huang et al, also studied on the RVE modeling of 

DP 800 steel by means of point interpolation method. The 

proposed model is capable of predicting the effects of gra-

in sizes of ferrite and martensite phases on the hardening 

behavior [8]. As aforementioned, the authors would like to 

discuss the fundamental correlations between the harde-

ning and the microstructural properties in this study. The 

detailed RVE modeling of DP steels with mesoscopic micro-

mechanical modeling approach is intended to be treated as 

a future work.

EXPERIMENTAL STUDIES

Within the scope of this project two commercially ava-

ilable hot rolled DP steels of 2 mm thickness (DP-800) 

were compared regarding their strain hardening behavi-

or. It should be noted that those DP steels have inden-

tical strength levels. The efforts focused on mechanical 

comparison performed by means of tensile testing which 

is being assisted by the detailed microstructural analysis. 

In order to determine the representative volume element 

(phase composition, average grain size and etc.) SEM and 

quantitative metallographic techniques were employed. 

As an another comparison criteria the chemical compo-

sitions of two different DP800 steels were determined by 

optical emission spectroscopy. Since the alloying soluti-

ons for DP steels may alter among steelmakers, the strain 

hardening behavior may also be influenced by the weight 

fraction of the specific alloying elements.

CHEMICAL COMPOSITION

Chemical compositions of the samples were determined 

via Bruker Tasman Q4 optical emission spectrometer 

(OES). The RD-TD surfaces of the samples were carefully 

ground with 120 grit (ANSI) emery papers using a belt 

grinder, before the OES measurements. The chemical 

compositions of the samples are given in Tables 1 and 2.

The chemical composition of the Sample-2 is relati-

vely richer in C, Mn, Cr compared to Sample-1. Those ele-

Figure 1. A representative microstructure of a DP steel, obtained by 

scanning electron microscope (SEM)

As a result of this remarkably sophisticated thermo-

metallurgical process including specific rolling constraints, 

steelmakers have various individual solutions. Furthermo-

re, steelmaker could employ different production strategies 

and methods to obtain dual phase microstructure either. In 

general, there exists three commercial production methods 

of dual-phase steels. These are (a) the hot-rolled approach, 

where the dual phase microstructure is developed during 

the conventional hot-rolling cycle by careful control of che-

mistry and processing conditions., (b) the continuous an-

nealing approach, where hot or cold rolled strip is uncoiled 

and annealed intercritically to produce the desired microst-

ructure and (c) the batch annealing where the hot or cold 

rolled material is annealed in the coiled condition [5]. It is 

the fact that this variety of production methods in general 

combined with the lack of a detailed standard for DP steels. 

The consequence is the existence of different microstruc-

ture and strain hardening behavior under the same grade 

name. Even some steelmakers have some DP grades with 

“Low Yield Strength” and “High Yield Strength” options 

[6].  Therefore, in this contribution the different hardening 

behaviors of two specific DP steel is investigated aiming to 

correlate this behavior with both specific micro-structures. 

Such correlations between macro-mechanical properties 

with microstructural characteristics like phase composi-

tion, texture and etc. would definitely contribute to define 

a reference volume element (RVE) for any finite element 

modeling. For instance, Darabi et al showed the effects of 

martensite phase distributions on the mechanical properti-

Table 1. Chemical composition of sample-1 (in weight percent)

C Si Mn  Al Nb V P S Ca

0.12 0.194 1.549 0.035 0.0091 0.032 0.016 0.015 0.013 0.0073 0.0026 0.0034

Table 2. Chemical Composition of Sample-2 (in weight percent)

C Si Mn  Al Nb V P S Ca

0.145 0.208 1.986 0.258 0.015 <0.001 0.006 0.0051 0.0052 0.018 <0.0003 0.00013
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ments retard diffusional transformations, and hence make 

martensite transformation easier. On the other hand, the 

amounts of Nb and V (i.e. micro-alloying), as well as Co are 

higher in Sample-1.

TENSILE TESTS

Tensile tests were performed on Zwick/Roell Z300 Mac-

hine (load cell capacity 300 kN) using standard tensile 

test specimens conformed to ISO 6892-1. The elongati-

ons were recorded by extensometer which was attached 

to the Zwick machine. The extensometer used was class 

0.5 type. By means of the extensometer the elongations 

of the specimens could have been recorded with a 100 

Hz frequency. After performing the tensile tests, data 

processing studies have been completed, for this purpo-

se specific MatLab scripts were created. The flow curves 

were obtained by plotting true plastic strain versus true 

stress curves, as seen in Figs. 2 and 3. Furthermore, in or-

der to observe the strain hardening behavior, (which can 

be totally linear or not) logarithm of true stress versus 

logarithm of true strain values were also plotted, as seen 

in Figs. 4 and 5. Due to the fact that martensite and ferrite 

have to yield at different stress states, normally there sho-

uld exist a non-linearity in the strain hardening exponent 

“n”. The data observed within this study correspond with 

the data in the literature. A small amount of non-linearity 

could be more easily seen in Figs. 4 and 5.

As it could be observed in Figs. 4 and 5, the here inves-

tigated two DP800 steels have different strain hardening 

behavior.  Sample 1 shows non-linearity at higher strain le-

vels, whereas sample 2 at lower strain levels. This trend is 

same among the tests performed among the transverse di-

rection. The non-linearity in Figs.  4 and 5 indicate that the 

flow curve is deviating from the Hollomon Law (power law). 

Discontinuous yielding, changes in stress and strain partiti-

oning can cause this non-linearity. In other words, “n” (stra-

in hardening exponent) exhibits specific variation with inc-

reasing strains for two DP steels. For further investigation of 

the strain hardening behavior, Kocks-Mecking plots are 

created. Kocks and Mecking presented a novel way of depic-

ting the stress-strain curves namely, by plotting the work 
hardening rate ( ) against stress ( ); where the work har-

dening coefficient is given as

,T
                                                                        (A1)

This plot is very commonly referred to as the “Kocks-

Mecking” plot [9].

In order to plot Kocks-Mecking curves, differentiation 

on the flow curve is necessary. This task is accomplished 

by taking the numerical derivative via “diff” command of 

MatLab software. As it is a well-known fact that numeri-

cal derivative approach is fairly sensitive to the noise level 

in experimental data. To overcome this problem before ta-

king numerical derivative, data filtering is engaged. The pos-

sible data filtering algorithms were all performed to make 

a meaningful comparison among them. By means of this 

comparison, “moving average filtering” is found to be the 

most proper one as can be seen in Fig. 6. After applying the 

moving average filtering of the raw data, the Kocks-Mecking 

curves of the present DP800 steels were determined for tests 

Figure 4. Logarithm of flow curves in rolling direction

Figure 5. Logarithm of flow curves in transverse direction

Figure 2. Flow curves in rolling directions

Figure 3. Flow curves in transverse directions
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among rolling and transverse directions, and shown in Figs. 

7 and 8.  The Kocks-Mecking curves of both directions ex-

hibit the same trend; sample 1 shows higher initial strain 

hardening but it decays faster. It should also be noted that 

the strain hardening rates along rolling and transverse di-

rections are almost the same, the differences in those values 

are less than 10%. 

MICROSTRUCTURAL ANALYSIS

The microstructural analysis of the samples were perfor-

med along the RD-ND section, using optical and scan-

ning electron microscopes. In order to obtain relief-free, 

artifact-free surfaces samples were ground mechanically 

by 320 and 500 grit (ANSI) SiC grinding papers and then 

polished mechanically by conventional 9 μm, 3 μm, 1 μm 

diamond pastes and finally with 0.05 μm-diameter collo-

idal silica particles. Afterwards, the samples were etched 

with 2% Nital solution as well as with the method of LaPe-

ra [10]. The optical micrographs of Sample-1 and 2, taken 

under bright field illumination, are shown in Figs. 9 and 

10, respectively. In both samples the martensite islands 

decorate the grain boundaries of ferrite; moreover, mar-

tensite is present in the form of bands, elongated along 

the rolling direction (RD). This second morphological 

form is more predominant in Sample-2. Using the optical 

micrographs, the volume fraction of martensite as well 

as the average grain size of ferrite were determined, and 

shown in Fig. 11. For each sample, the quantitative metal-

lographic analysis were performed on randomly selected 

3 different fields. For grain size determination, at each fi-

eld 5 horizontal (RD) and 5 vertical (ND) lines were used 

to determine the grain size values. In both samples, since 

ferrite grains are elongated along rolling direction (RD), 

Figure 6. Comparison for different filtering algorithms

Figure 7. Kocks Mecking curves for tests along rolling direction

Figure 8. Kocks Mecking curves for tests along transverse direction

Figure 9. Optical micrograph of Sample-1

Figure 10. Optical micrograph of Sample-2

Figure 11. Results of quantitative metallographic analysis showing (a) average grain size of ferrite, and (b) volume fraction of martensite 
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their intercept lengths are higher along this direction. 

The standard deviations in both phase fraction and ave-

rage grain size values are quite low, indicating the selecti-

on of correct magnification and representative field-size 

for the quantitative metallographic analysis.

RESULTS AND DISCUSSION

Conducted tests clearly reveal that DP-800 steels from 

different manufacturers have significant differences in 

microstructure and mechanical properties; as well as in 

alloying concepts. This clearly indicates the importance 

of processing route in production of DP steels. 

The most obvious observations that can be made from 

the flow curves is that those steels have significantly diffe-

rent yield stresses and ductility, especially in the transverse 

direction. Because of that, significant differences are also 

expected in planar and normal anisotropy values.

Control of strain hardening is probably the key for de-

velopment of high strength steels for metal forming applica-

tion. Large strain hardening rates have an impeding effect 

on localization and associated damage processes. Most of 

the metals have a decaying hardening rate which limits the 

failure strain due to saturation of hardening. A strong and 

formable steel must have a high strain hardening toget-

her with a large saturation strain. Although both samples 

have approximately the same saturation strain according 

to Kocks-Mecking plot, the evolution of strain hardening is 

quite different. Sample-1 has a larger initial hardening rate 

which decays exponentially in a shorter strain range.  In 

contrast, Sample-2 has a relatively smaller initial hardening 

rate with a smaller decay rate. Significantly higher uniform 

elongation in Sample-2 is probably associated with this 

contrast.

Aside from investigation of strain hardening behavior, 

Kocks-Mecking plots are also useful for selection of most 

appropriate hardening law for the simulation of metal for-

ming processes. In this study, they indicate a power law har-

dening for Sample-1, while an exponential-saturation type 

hardening law seems to be more appropriate for Sample-2.

The microstructural differences of the samples correla-

te well with the mechanical properties. Both the martensi-

te content and the UTS of Sample-2 is higher. This sample 

contains more C, Mn, Cr and Mo all of which retards ba-

inite transformation and hence making the formation of 

martensite easier. On the other hand, the ferritic matrix 

of Sample-1 contains smaller grains. Moreover, this samp-

le contains more micro-alloying elements than Sample-2. 

Due to those characteristics, the initial hardening rate of 

Sample-1 is higher; since the strain is predominantly par-

titioned into ferrite at earlier stages of deformation [11]. At 

later stages, localized strain fields in ferrite appear, and the 

fraction and strength of martensite, which is directly related 

to carbon content, influence the strain hardening behavior. 

Therefore, at second stage of deformation Sample-2 shows 

higher strain hardening. 

CONCLUSION

The following conclusions can be derived from the pre-

sented results:

• DP-800 steels from different steel producers 

have significantly different mechanical and microstruc-

tural properties based on chemical composition. Additi-

onally, it is thought that possibly different manufacturing 

routes have an effect on the aforementioned properties.

• Kocks-Mecking plots indicate the differences in 

the strain hardening behavior of the DP steel. The sample 

with a smaller hardening decay rate has a significantly 

large uniform elongation as suggested by the theory.

• The fraction of martensite, grain size of ferrite 

as well as the micro-alloying elements correlate well to 

the differences in the strain hardening behavior of the DP 

steels investigated. 

• The sample with high initial-strain hardening 

has smaller ferrite grains as well as more micro-alloying 

elements. Moreover, this sample has slightly less marten-

site fraction, which may cause more strain to be partitio-

ned into ferrite.

The here presented results agree well with the previous 

studies on identical steel grades. Further investigations are 

necessarily to clarify underlying microscopic mechanisms. 

More detailed mechanical characterization including de-

termination of damage parameters, yield surface and its 

evolution is ongoing together with detailed microstructural 

characterization. This information will be coupled with me-

soscopic computer simulations in the future.
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The increase in population brings contamination 

of water with time. Textile dyes are great environ-

mental problem for the environemnt since they chan-

ge the quality of water as well as color of water. Their 

complicated structure with multiple aromatic com-

pounds makes these contaminats resistance for deg-

radation in water and under sunlight, their photoly-

tic conversion to more toxic compounds is possible. 

Dyes have been widely used in different industries. 

As a result of dyeing process in textile industry, high 

amount of pollutant formed in liquid form [1]. Due to 

their highly brilliant colors, azo dyes the most impor-

tant groups of dyes used in the textile dyeing proces-

ses [2]. Azo dyes, contains one or more azo (–N=N–) 

bonds in their structure [3].  Azo dyes are widely used 

in various industries such as textile, cosmetics, food, 

paper printing etc.. Because of complex structure of 

azo dyes, they are resistant to ozone, light, biodeg-

radation and other environmental conditions. Thus 

treated of these dyes with conventional treatment 

methods remains ineffective [4].

Untreated dye contained effluents cause several 

adverse effects such as decrease photosynthetic activity 

by means of reduce penetration of light, reduce dissol-

ved oxygen, reduce water quality, dyes and breakdown 

products have toxic effects on aquatic flora and fauna 

[1].  Azo dyes are large group of carcinogenic and mu-

tagenic pollutants [5]. Various kind of physico-chemical 
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methods have been used for treat dye contained waste 

water, including activated carbon adsorption, memb-

rane filtration, oxidation, ozonation, and coagulation/

flocculation. These physico-chemical methods have di-

sadvantages, they have high operation costs and  appli-

cability are limited [1,6]. The use of biomass as a sorbent  

for treatment of wastewater is an effective alternative 

processes [7]. 

Chitin, poly (b-(1-4)-N-acetyl-D-glucosamine) is 

the most abundant biopolymer after cellulose. Chitin is 

found in the exoskeleton of arthropods and cell wall of 

fungi [8].   Chitin is a good biosorbent for environmental 

pollutants. Cadmium ions were removed from aqueous 

solution by chitin particles [9]. Another study showed 

that chitin adsorb zinc and arsenate ions effectively [10]. 

Chitin can adsorb reactive black 5 and reactive yellow 2 

dyes [11].  Previous study reported that chitin adsorbed 

anionic dyes  orange G, orange IV and xylenol orange 

[12].

The main objective of this study is to investigate bi-

osorption of the dye reactive red 120 by the biopolymer 

chitin. The effect of initial pH, dye concentration, salt 

concentration, chitin dosage, and temperature and con-

tact time was evaluated. Kinetic and thermodynamic 

parameters will be detected as well as with adsorption 

isotherms.

A B S T R A C T

Chitin is a natural compound that can be extracted from various organisms that is used 
in various applications from medicine to environmental applications. In this study, ef-

fect of chitin is followed for adsorption of reactive red 120 textile dye from water at different 
conditions such as pH, initial concentration of dye, ionic strength, initial concentration 
of chitin, effect of temperature, effect of contact time. Characterization of the adsorption 
were recorded by Fourier Transform Infrared (FT-IR) spectroscopy.

Keywords: 
Chitin; Textile Dye Removal; Adsorption.

INTRODUCTION 



lutions (1-5 % m/v) were used. Unless otherwise stated, 

all experiments were carried out same conditions, (0,1 g 

chitin, pH 3, 50 mg l-1 dye conc., 30°C, 150 rpm, 24 h).

Spectroscopic Analyses

Characterization of the adsorption were recorded Fourier 

Transform Infrared (FT-IR) spectroscopy in ATR mode 

by Thermo instruments.

RESULTS AND DISCUSSION

Effect of Chitin Amount

The effect of adsorbent amount was followed in 50 ppm 

dye solution at pH 3 and 300C. The amounts of chitin 

ranges from 0.025 g to 0.2 g (Fig. 1). It is clear that 0.1 g 

chitin is enough to remove nearly 99% of the dye from 

solution which is used for further experiments.

Effect of pH

The effect of initial pH on adsorption capacity at equi-

librium is shown in Fig. 2. There is no strong effect on 

adsorption capacity of chitin since its change is narrow 

with wide pH change at 300C for 50 ppm dye, 0.g chitin 

and 24 hours contact time. This is attributed to the rigid 

structure of chitin. 

Effect of Salt

The adsorption of reactive red 120 by chitin is followed 

for 50 ppm dye solution at pH 3 and 300C for different 

concenrations of salt from 1% to 5% by mass. Sodium 

chloride was used to observe the effect of ionic strength. 

The change in the ionic strength is not effective for the 

equilibrium adsorption capacity since the change ad-

sorption capacity is minor (Fig. 3).

MATERIALS AND METHODS

Dye and Chitin

Reactive red 120 (CAS Number 61951-82-4) and  chitin 

(CAS Number 1398-61-4) were  obtained from Sigma-

Aldrich.

Removal of Dye

The removal of dye was determined spectrophotomet-

rically at 553 nm wave length with shimadzu Shimadzu 

UV-1700  spectrophotometer. The adsorption of dye ca-

pacity was calculated by following equation:

i e
Vq C C
m

(1)

in which q is adsorption capacity, Cf and Ci are initial dye 

concentrations, respectively. V is the volume of dye solu-

tion and m is the mass of the adsorbent that is chitin here.

Biosorption Experiments

Biosorption of dye reactive red 120 experiments were 

carried out in 250 ml Erlenmeyer flasks containing 100 

ml dye solution. In order to reveal effect of initial pH on 

dye biosorption by chitin, 50 mg L-1 dye contained me-

diums were adjusted to pH 2-9 range using 1M HCl and 

1M NaOH. Then 0.1 g chitin added into flasks and flasks 

were shaken on an orbital shaker at 150 rpm and 30°C 

for 24 h. The effect of initial dye concentration was also 

evaluated, different dye concentration was studied in the 

concentration range of 10-150 mg L-1 dye. The influence 

of chitin dosage was studied in the range of 0.025-0.2 g. 

In order to determine effect of contact time on removal of 

dye, samples were taken different time intervals (0-1440 

min). The influence of temperature on dye removal was 

studied in different temperatures (20-60° C). To deter-

mine effect of salt on removal of dye, different NaCl so-

Figure 1. Effect of chitin amount on percent removal of reactive red 120.

Figure 2. Effect of pH on adsorption capacity of chitin at equlibrium.



it seems to be constant above this value. The active sites 

of the chitin may be filled with textile dyes upto 100 ppm 

initial textile dye for 0.1 g chitin sample.

Equilibrium Isotherms

There are several isotherm equations that are used to 

analyze the experimental adsorption paramerers in 

which well known are Langmuir and Freundlich models. 

Langmuir isotherm model depends on the homogeneous 

finite number of active sites on the adsorbent that corres-

ponds monolayer adsorption with no interaction betwe-

en adsorbed species [13].

The linear form of the Langmuir equation follows the 

expressed equation:

/ / 1 /e e e m m aC q C q q K (2)

q
e
 is the amount of dye adsorbed per gram of adsorbent 

(mg/g), C
e
 is the equilibrium concentration of dye (mg/L), 

q
m

 is the maximum adsorption capacity (mg/g) and K
a
 

is adsorption equilibrium constant (L/mg). Langmuir 

isotherm that is fitted linear is given in Fig. 7 with some 

analytical parameters and from the isotherm q
m

 is 5.92 

Effect of Contact Time

The change in the adsoption capacity with different con-

tact times for 50 ppm dye solution at pH 3 and 300C is 

shown in Fig. 4. Dye adsorption is high up to 180 minutes 

and reaches equilibrium for further contact times finally 

all dye is adsorbed.

Effect of Temperature

The effect of temperature on adsorption of dye is given in 

Fig. 5 at pH 3 for 50 ppm dye and various temperatures 

at 20°C, 30°C, 40°C and 60°C. The adsorption capacity 

increased only 5% with temperature since the polymeric 

chains in chitin becomes more flexible with temperatu-

re and the diffusion of dye is more possible through the 

chains.

Effect of Initial Dye Concentration

Fig. 6 shows the effect of initial dye concentration on ad-

sorption capacity on 0.1 gram of chitin. There is an inc-

rease in adsorption capacity with increase in chitin con-

centration upto 100 ppm initial chitin concentration and 

Figure 3. Effect of ionic strength on adsoption capacity of chitin at equ-
librium.

Figure 4. Effect of contact time on adsoption capacity of chitin at equ-
librium.

Figure 5. Effect of temperature on adsorption capacity of chitin at equ-
librium.

Figure 6. Effect of initial dye concentration on adsorption capacity of 
chitin at equlibrium.



mg/g as well as K
a
 is 9.12 L/mg. Dimensionless sepera-

tion factor (K
R
) is one of the essential parameter of the 

Langmuir isotherm that indicates the characteristic of 

isotherm [14].

 1 / 1R a oK K C (3)

where C
o
 is the initial concentration of the dye. K

R
 values 

are between 0 and 1 (0<K
R
<1) that indicates favorable ad-

sorption (Table 1) at pH 3 and 30°C.

The Freundlich isotherm is one of the widely used mo-

del for adsorption studies. It generally applies on heteroge-

neous surfaces that is in contact with adsorbed molecules. 

Freundlich isotherm differs from Langmuir isotherm that 

is not restricted with monolayer coverage The widely used 

expression for Freundlich isotherm model is [15].

  1 /e f elog q logK n logC (4)

where K
f
 is Freundlich constant, n is relates the deviati-

on of the adsorption from linearity. The Freundlich isot-

herm was also evaluated for adsorption of reactive red 

120 on chitin but this model fails for our data especially 

for higher concentrations as in literature. The data for di-

lute dye was used to evaluate the parameters of Freund-

lich isotherm (Fig. 8) which are 4.12 and 2.29 for K
f
 and 

n, respectively at pH 3 and 30°C. Adsorption is favorable 

if Freundlich isotherm is assumed since n value is greater 

than one [16], same was assumed as in the case of Lang-

muir. Correlation coefficient, r2 is higher for Freundlich 

isotherm that means in dilute solutions, the adsorption 

of reactive red 120 on chitin is expressed as Freundlich 

model rather than Langmuir model.

Kinetic Studies

The kinetics of adsorption of reactive red 120 on chitin 

was also followed at pH 3 and 30°C for 50 ppm dye and 

0.1 gram of chitin. The pseudo-first order and pseudo-

second order diffusion models were applied for linear re-

gion of the plots. The first order rate equation is followed 

for pseudo-first order formula derived by Lagergren [17].

   e t eln q q lnq kt (5)

where q
t
 is the amount of dye adsorbed at any time t 

(mg/g) and k is the rate constant for pseudo-first order 

assumption. The adsorption data of reactive red on chitin 

is not a linear line for pseudo-first order assumption. A 

pseudo-second order model for adsorption of solute on 

adsorbent is proposed by Ho [18] (Fig. 9) and adsorption 

of dye on chitin in this study follows this model.

Figure 7. Langmuir isotherms for the adsorption of Reactive Red 120 
on chitin.

Table 1. Kr values of the Langmuir isotherm at different initial concent-
rations. 

Initial concentration (Co) Dimensionless seperation factor (KR)

10 0.0108

20 0.00545

30 0.00364

40 0.00273

50 0.00218

100 0.00109

Figure 8. Freundlich isotherms for the adsorption of Reactive Red 120 
on chitin.

Figure 9. Pseudo-second order kinetic evaluation of adsorption of reac-
tive red 120 on chitin.



2/  1 /   /t e et q kq t q   (6)

where t is time elapsed for adsorption (min.), q
t
 is the 

amount of dye adsorbed at any time t (mg/g) and k is the 

adsorption rate constant. From expressed graph, equilib-

rium amount of adsorbed dye (q
e
) was found as 47.6 mg/g 

where this value is found as 46.1 experimentally. The clo-

se value of experimental q
e
 and its value expressed from 

the graph proves that the adsorption of reactive red 120 

on chitin obeys the pseudo-second order model sugges-

ted by Ho. The adsorption rate constant (k) was found as 

0.0013 g/(mg.min.).

SPECTROSCOPIC CHARACTERIZATION 

(FTIR-ATR)

The FTIR-ATR spectrum of the chitin after absorption of 

reactive red 120 is given in Fig. 10. The characteristic pe-

aks of chitin are O-H stretching at 3433 cm-1, N-H stretc-

hing at 3255 cm-1 and 3099 cm-1, C=O amide stretching 

at at 1650 cm-1 and 1620 cm-1, C-O-C stretching for brid-

ge oxygen at 1152 cm-1 and N-acetylglucosamine in ring 

stretching mode at 1115 cm-1 were observed in the spect-

ra. The peaks from reactive red 120 are N-H stretching of 

seconder aromatic amine that overlaps with chitin O-H 

stretching at 3436 cm-1, C=O stretching frequency of 

hydrazone at 1735 cm-1, 1020 cm-1 and 1045 cm-1 is O-H 

from phenol, the peaks at 1205 cm-1 is due to aromatic 

C-O and 1670 cm-1 is from N=N.

CONCLUSION

Chitin is one of the most produced natural polymer with 

variety of applications. In this study, chitin from crab 

shells was used to remove reactive red 120 dye from wa-

ter that is more than 95%. There is no significant chan-

ge in adsorption of reactive red 120 by chitin when pH, 

ionic strength and temperature changes since the rigid 

Figure 10. FTIR-ATR spectrum of the chitin after absorption of reactive 
red 120.

structure of chitin. The increase in chitin amount incre-

ases the adsorption as well as the same is for contact time 

up to a special time that equilibrium is established. The 

adsorption models were evaluated for Langmuir and Fre-

undlich models, although adsorption process obeys both 

of the models, the linearity was observed for Freundlich 

model rather well. The adsorption kinetics were obser-

ved as pseudo-second order diffusion. FTIR-ATR spectra 

were evaluated for spectroscopic characterization.
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The wastes of the factories, which manufacture 

olive oil, one of the important product materials 

of our country, pollute the environment. Recycling 

of the wastes, which pollute the environment, is re-

cently the goal of the environment friendly techno-

logies. The pollutions consisting of various industrial 

wastes have increased nowadays and caused pretty 

important environmental problems. The wastes oc-

curred in the olive oil factories generally in Mediter-

ranean countries are one of the important pollutants 

of the agricultural industry. The olive oil factory was-

te includes organic substances such as nitrogenous 

compounds, toxic substances, sugars, organic acids 

and waste oil, which have commercial importance [1]. 

Olive pomace is a product consisting of the remai-

ning seed, rind and pomace after the oil is extracted 

from the olive. The oil and moisture content of the 

obtained olive pomace changes depending on the 

applied procedure after the oil extraction process [2].

Olive pomace oil output obtained after getting the 

olive oil is directly linked to the olive oil production sin-

ce it is a secondary oil. Even though the olive pomace 

and olive pomace oil depends on the olive growing tech-

nique, climate, soil, variety features and the technology 
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used for the olive handling, the olive pomace obtained 

weigh around one and a half or two times more than the 

output of the olive oil produced at the olive oil factori-

es. The olive pomace production in Turkey depends on 

the olive production and it is known that this value is 

200000-250000 ton per year [3]. Even though the hand-

ling style of the olive oil factories changes the content of 

the olive pomace, oily olive pomace contains approxi-

mately 6-8% oil and 20-30% moisture [4].

The olive pomace can be used as fertilizer, as the 

feed for the bovine animals and even as the admixture 

material for the road construction when mixed with bi-

tumen and it is used most commonly as the fuel due to 

its high-energy content [5]. 

There are many scientific studies on the use of pri-

na. In these investigations, feeding of Lambs [6], obtai-

ning Biosurfactant [1], drying [7], cement production [8] 

were studied.

In this study, the application of the olive pomace 

ash to the plastic material is intended. The olive pomace 

particles which were converted to the ash is mixed with 

Polypropylene (PP) polymer over the range of 0%, 1% 

A B S T R A C T

The purpose of this study is to apply olive pomace ash (Prina ash), which is the remaining 
pulp after the pressing of olives, to a plastic material. Prina particles transformed into 

the ash were mixed in Polypropylene (PP) polymer with a weight ratio of 0%, 1% and 3% 
and then molded in the injection machine. Tensile-Stress Test, impact test, SEM images 
and color change measurements were carried out with produced samples. The effects of 
prina ash ratio on the color change and mechanical properties were investigated for the 
availability of Prina. As a result, it was determined that an increase in prina ash ratio caused 
an increase in both color change and mechanical properties of the material.

Keywords: 
Polypropylene Polymer; Prina Ash; Impact Test; Color Change; SEM.
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med by applying the tensile tests by using the jaws of the 

equipment at a constant speed. Accepted plastic standard 

was given in [9] for the tests which the equipment force me-

asurement range is between 500 N and 10 kN. Izod-Charpy 

testing setup was used for impact tests of the composite ma-

terials formed by using the ash additives. The plastic stan-

dard impact tests were performed according to [10]. The 

images of the prepared plastic samples were taken by using 

FEI brand Quanta FEG 256 model scanning electron mic-

roscope. In order to define the color changes of the samples, 

ASTM 6290-05e1 [10] standard is used.

Color Measurement

In this study, D25LT Hunter Lab (USA) model color mea-

suring instrument is used. L*, a*, b* color scale numerical 

values are given at each reading of the colorimeter. The 

measurements are repeated for 10 times and the arithme-

tic mean of the results is taken. L* value represents the 

blackness and the whiteness which show the brightness. 

0 value represents the blackness and 100 value represents 

the whiteness. A* color scale is known as the redness va-

lue. While the positiveness of the a* values represents the 

redness, the negativeness of the a* values represents the 

green color. B* color scale is known as the yellowness/

blueness value. While the positiveness of the b* values 

represent the yellowness, the negativeness of the b* valu-

es represents the blueness. C value defines the color den-

sity (Eq.1) and H defines hue angle (Eq.2) [12]:

2 2* *C a b                                                                      (1)

*arctan
*

bH
a

                                                                    (2)

RESULTS AND DISCUSSION

The test specimens with mass of 1% and 3% ash as addi-

tive were produced in the temperature range of 220-235 ° 

C by means of plastic injection machine. The composite 

materials produced using pomace ash were removed by 

ejector pin and allowed to cool to room temperature and 

then made suitable for the tests. Test samples produced 

by means of plastic injection are listed according to their 

contribution rates and are given in Fig. 2.

and 3% and Tensile-Strain Test, Hit-Test, SEM images and 

Color Change measurements are applied. The effects of the 

olive pomace rate change on the change at the resulting co-

lor values and the mechanical features are examined.

MATERIAL AND METHOD

The olive pomace used for the tests is obtained from a 

factory in Balıkesir city. The olive pomace material is 

shown in Fig. 1. The first moisture of the procured Olive 

Pomace material according to the wet base is determined 

as 50%.

The olive pomace is converted to the ash according 

to ASTM E1755-01 standards by using Nüve MF 106 (max. 

1100 oC temperature, max.2 kW power and 6.3 l internal vo-

lume, Turkey) model ash furnace.  The olive pomace, which 

is an olive waste, reached up to 250 °C with 10 °C/min in the 

ash furnace and it was kept here for 30 minutes. After this 

process, it is kept at 575°C by 10°C/min step for 3 hours. As a 

result, the ash process is carried out by cooling to 100°C. Pe-

toplen MH 418 product belonging to PETKIM A.Ş. is used 

as the homopolymer material. The features of the product 

are as shown in the Table 1.

Olive pomace and PP materials were mixed at 40 rpm 

for 60 minutes by means of a mixer bunker before they are 

formed in the injection machine. Mixed test materials were 

produced by the help of the injection machine in the mold 

with 220-235 °C screw temperatures and in 38 sec.

Tensile features of the prepared samples were perfor-

Figure 1. Olive pomace example

Table 1. Petoplen MH 418 tensile values

Method

2 350 ASTM – 638

Point
2 430 ASTM – 638

- Figure 2. With and without ash added plastic material samples
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The results obtained by the additive-free produced 

plastic sample (0%) and the results obtained by 1% and 3% 

added samples are compared. The color parameters of the 

resultant plastic samples are given in Table 2. It shows that 

the micro mixture in the material has an important effect 

by the increase in the ash rate. It is observed that the brigh-

tness value (L*) decreases and the sample turns to black co-

lor by the increase in the ash rate. It shows how good the 

brightness value (L*) is distributed as the micro dispersion 

for painting the polymer material with olive pomace.

Interface band images of the polymer materials are 

shown in Fig. 3-5, which are taken by using Scanning Elect-

ron Microscope (SEM) at 100000x magnification rate. The 

color change results and SEM images give the effects of the 

distribution of the ash rate in the material and the interface 

connection. When SEM images taken from the experimen-

tal samples were examined, it was seen that the interfacial 

bonds formed high interaction with the additive material 

and produced a homogeneous distribution throughout the 

material. As the additive ratio increased, it was determined 

that the distribution and clusters within the matrix were 

more frequent and the surface area within the unit was lar-

ger. This situation caused the color intensity of the material 

to increase.

The tensile tests for three different samples with 50 

mm/min tensile speed are carried out according to ISO 527-

1 standard. The obtained results are given in Table 3 and 

tensile-force graphic is given in Fig. 6.

As a result of the tensile test on the material, it is seen in 

Table 3 that there is an increase in E-module and the brea-

king elongation along with the increase in the olive pomace 

ash. It is thought that the reason for this increase is functi-

oning of the olive pomace in the composite material as the 

reinforcement element. However, when the received results 

are examined, it is determined that the differences of the 

results of the tensile tests between the samples are at mini-

mum level. The increase in the breaking elongation shows 

Table 2. The color values of the plastic material sample

rate, % C H

0
1
3

Figure 3. SEM images of the additive-free produced plastic material, 

100000x

Figure 4. SEM images of the plastic material produced by adding 1% 

ash, 100000x

Figure 5. SEM images of the plastic material produced by adding 3% 

ash, 100000x

Table 3. Tensile test results

0
1
3

Figure 6. Tensile-Force Diagram applied on three different sample
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that the interface connection between the polymer, which 

functions as the matrix material and the ash olive pomace 

is strong.

The results of the experiments obtained from the ten-

sile specimens, the density of the additive material in the 

composite and the effect of the interfacial bond formed by 

the additive on the modulus of elasticity of the material inc-

reased.

The results of the impact tests performed at different 

temperatures are given in Table 4. It is determined that the 

breaking difference between the test temperatures decrea-

ses as the content rate increases. This situation shows that 

the olive pomace additive partially ensures the interface 

connection between the plastic material and the heating 

insulation. Besides, it is obvious that the used olive pomace 

additive decreases the toughness of the plastic material.

It is an original study since it has not been worked befo-

re. Therefore, no comparison was made with other studies.

CONCLUSION

The following results are obtained at the study:

(1) It has seen that the E module and the breaking 

elongation increase as the olive pomace ash increases. The 

reason for this is the increase of the distribution density of 

the additive material in the matrix and the increase of the 

surface area of the interfacial bond with the plastic matrix.

(2) The energy value increases as the temperature inc-

reases. This situation shows that the heat insulation can be 

obtained by using the olive pomace ash.

(3) When the color changes of the composite materials 

and the findings obtained from the SEM images are compa-

red, it is observed that the olive pomace waste increases in 

PP content along with the color rate of the interface connec-

tion formations. In return for this, it is determined that the 

breaking surfaces of the material increase.

(4) The existence of the olive pomace particles, which 

increase the color change rate and the smooth distribution 

of the material, are found out from the image of the materi-

al and the results of the received color measurements. As a 

result of this, it has seen that the usage as the colorant in the 

material can be achieved easily.

(5) It has been determined that the dye properties of 

olive pomach reinforced materials can be reduced by dec-

reasing the used masterbach ratio and reducing the ratio of 

waste material transferred to nature. The composite ma-

terial produced can be used in the construction of simple 

household appliances.
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The Internet of things (IoT) is commonly used to 

name a set of objects that are directly connected 

to the Internet. One prediction is that the number 

of connected things in the world will have a thirty-

fold increase between 2009 and 2020, thus by 2020, 

there will be 26 billion things that are connected to 

the Internet [1, 2]. Typical application areas for the 

IoT are home automation [3], personal health moni-

toring [4, 5], building automation [6], industrial auto-

mation [7] and smart cities [8]. The purpose of this 

paper is to implement a design of low-cost IoT con-

cept, which is a food and water control system for pet 

owners. There are previous studies on the context of 

pet feeding: Some of them state an automated system 

without the remote control [9], while some of them 

require additional components to be bonded to pets 

[10]. These studies introduce remote scheduled or au-

tomated systems. However, most of these studies do 

not provide instant access to food or water amounts, 

which may be important for some pet owners. The-

re are also commercial products aiming to provide 

automated [11] or remote-controlled [12] pet feeding 

systems with higher costs. Our proposal is easy to 

use, low-cost and does not require precise calibration 

and installation work. Our project consists of three 

subsystems; performing unit, server, and mobile app-

lication. The subsystems and the communication 

between them have detailed in Section Design and 

Implementation.
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DESIGN AND IMPLEMENTATION

Our IoT system is designed to provide food and water 

control for pets and it is controlled by a mobile app-

lication interface. The user can observe and monitor 

the amounts of food and water remotely by using the 

interface. The user can also refill the food or water if 

needed. Our system is composed of three main com-

ponents: Performing unit, server and mobile appli-

cation respectively. The server has a connecting role 

between other components as it manages the requ-

ests and responses between the performing unit and 

mobile applications. It also provides authentication 

to use the system. The information coming from the 

sensors is stored in the database component, which 

only accessed by the server. The performing unit has 

sensors to measure the amounts and motors to re-

fill and the mobile application provides a Graphical 

User Interface (GUI) for the user to access the server 

functions. Thus, the system does not allow the mobi-

le application to contact with neither the performing 

unit nor the database directly. The overview of the 

system components can be seen in Fig. 1.

Performing Unit

Performing Unit is the major part of our IoT system. 

It is responsible for core processes such as measuring 

current food and water amounts and performing 

refill operation separately for both food and water. 

The main component of the unit is a single-board 

computer (SBC) whose role is to control the sensors 

and motors using some specific drivers. This SBC is 

A B S T R A C T

The Internet of things (IoT) concept basically aims to connect any device, vehicle or other 
items to transfer data between these subsystems. IoT applications make people’s lives 

easier and more efficient in many ways. One of the areas where IoT can be useful is that 
monitoring food and water supply for pets that are left unattended for either a short or a long 
time. The main purpose of this paper is to state and detail an instance of low-cost IoT by 
designing a remote food and water control system for pet owners. The whole system consists 
of three subsystems; the performing unit, server, and mobile application. Each subsystem has 
developed by using different open-source programming languages and frameworks. 

Keywords: 
Internet of things, remote monitoring, open-source development
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rent components as illustrated in Fig. 4.

The DC motor is used for designing a water pump to 

refill water container from the water tank. This motor is 

controlled by an H-bridge driver named ‘l293b’. The stepper 

motor is responsible for refilling the food container from 

the food tank. The working principle of the motor is based 

on a vector-based position declaration. This allows defining 

the rotation with a specific angle. Two load sensors provide 

weight data and the data is read by SBC using ‘hx711’ driver. 

The range of the sensor is from 1gr. to 5kg.  The sensor does 

not require an external power supply to work.

Performing Unit Software

The software side of the performing unit accomplishes 

two main tasks: The first task is to control electronic 

components and the second one is to make the per-

forming unit accessible over the internet to handle the 

remote requests. Python programming language is pre-

ferred for the first task as there are many sources avai-

lable and there are also included libraries to control the 

pins on the SBC.  For a second task, open-source web 

framework Django is used to develop a web server. The 

performing unit includes a database to store some basic 

configurations, which makes the development easier and 

adjustable to different implementations. This database 

stores API paths, GPIO pin numbers, server IP address, 

the current amount of food and water in the containers, 

tare and threshold values for scaling, and the step size of 

the stepper motor.

The SBC has the operating system called ‘raspbi-

an’, which is an optimized version of Debian for low-

performance architecture. The performing unit sends the 

current amount of data to the server hourly, ‘cron’ is prefer-

red to use on this task, which is a time-based job scheduling 

software utility in Unix-like operating systems. Cron is used 

by defining a cronjob, which could be any task on command 

line interface. On the other hand, Django has an external 

package to manage cronjobs in the project, which is cal-

led Django-cron [18]. The package works on the operating 

connected to the internet so that it can receive requests 

remotely and transmit sensor data to the server at a pre-

defined time interval (i.e., hourly). The overview of the 

unit is given in Fig. 2.

The unit has a food dispenser and a water tank as sto-

rage. There is a motor to refill the food container and water 

pump to refill water container. Both containers are attac-

hed to suitable sensors to measure the amounts. The design 

sketch of the performing unit is illustrated in Fig. 3.

The technical details of the performing unit are detai-

led in two parts, hardware and software respectively. Each 

of them will be detailed separately.

Performing Unit Hardware

Performing unit hardware is composed of an SBC, a DC 

and a Stepper motor, and two load sensors. We used Rasp-

berry Pi B+ model as an SBC and it has General Purpose 

Input / Output (GPIO) pins, which allow the computer to 

send and receive signals. There are forty pins available on 

the SBC and seventeen of them are used by three diffe-

Figure 1. Component relation diagram of the designed IoT.

Figure 2. Performing Unit components and flow diagram of the 

designed IoT.

Figure 3. Design sketch of the Performing Unit.

Figure 4. SBC Pins usage diagram
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system’s conjob utility and allows defining classes in Python 

language, which is suitable for our project. The cronjob 

checks the defined classes every five minutes and the classes 

send the data of current amounts to the server, if necessary.

A current control class in the GPIO library is used to 

control the DC motor. This class allows running the motor 

for five seconds, which pumps approximately 50ml. of water 

from the tank to the container. The motor starts running 

when the appropriate pin set as high current and stops when 

the pin set as low current. 

The stepper motor is also controlled by a class in GPIO 

library. Besides the pin numbers, the number of steps is ob-

tained from the internal database of the performing unit 

and provided for the class.

The load sensors require an additional library with the 

same name as the driver chip ‘hx711’. Load sensors used are 

prone to return inconsistent sensor readings sometimes. 

These outliers should be filtered out. To do this, several 

readings from the sensor are made and extreme readings 

(as minimum and maximum) are removed. The arithmetic 

mean of the remaining readings is computed and returned 

as data.  The library called the same name with the driver 

chip, hx711 is used.

Server

The server is running on a Virtual Private Server (VPS) 

that has an Ubuntu Server operating system. Laravel web 

framework is preferred to develop the software on the 

server as it provides easy configuration and management. 

The server has an API role between the performing unit 

and the mobile application. There are two main tasks 

handled by the server; tracking the amount of food and 

water and the authentication of the mobile application. 

The amount track is composed of communicating with 

the performing unit and receiving/requesting the current 

amount of food and water in the containers. The server 

maintains a web server software that keeps track of the 

requests coming from the mobile application and authen-

tication related data between performing unit and the 

mobile application.

Mobile Application

The main purpose of the mobile application is to provide 

a GUI for the IoT. The mobile application is developed for 

the Android platform. The main functions are showing 

the amount of food and water for the last ten hours and 

refilling the food and water. There are two line graphs 

showing the food and water amounts on the y-axis and 

time on the x-axis. The previously specified minimum 

amount of food and water are also shown in these graphs 

as flat lines. The function of refilling food and water is 

accessed through two buttons. Once the user wishes to 

perform refill operation, the application asks for the con-

firmation. The user needs to swipe down the screen whi-

le running the application to obtain the current amounts. 

The screens of the mobile applications are given in Fig. 

5. The demonstration video of our IoT prototype can be 

seen at https://goo.gl/4z59Aq

CONCLUSION

The Internet has been continuously changing our daily 

life over two decades. Recently, not only computers but 

also mobile platforms (e.g., phones, tablets etc.) make in-

ternet access possible. Lately, the concept of the Internet 

of Things (IoT) has been developing rapidly. It aims to 

create smart tools by connecting everything to the in-

ternet. As they make life easier for humans, the need for 

them has been increasing and the new application areas 

have been expanding day and day. One of these emerging 

areas is home automation and/or monitoring in the con-

text of smart homes.

Pets are usually left unattended during a day-time of 

working days. They are also left unattended when their 

owners are in travel. Therefore, it would be useful to have a 

system to feed them remotely. In this study, from top to toe, 

a low-cost IoT system is presented for pet owners to moni-

tor food and water supply and feed their pets remotely. The 

system is composed of performing unit, server, and mobile 

application. The performing unit is mainly for controlling 

the amounts of food and water and refilling. The server 

plays a bridge role between performing unit and mobile 

application with suitably arranged security measures. The 

mobile application is a GUI of the whole system. It provi-

des the current amounts of food and water and allows the 

user to perform a refill operation. All software parts of the 

subsystems are developed by using open-source program-

ming environments with relevant security measures and its 

sensor suite was designed in a minimalistic way.

Figure 5. Mobile Application main screens. The graphs are for 

monitoring the current amounts of food and water over a pre-defined 

time period 
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As the world faces unprecedented energy chal-

lenges, many countries are looking to include 

smart solutions to energy consuming processes as an 

effort to reach a sustainable future. Drying is a ma-

jor energy-intensive process used in a wide variety 

of industrial applications. The main reason for the 

wide use of drying as a popular industrial application 

is drying reduces overall product weight and size for 

easier transportation which also decreases the spa-

ce requirements and fuel consumption. Drying also 

increases the storage time of foods and industrial 

products. However, drying is the main reason of high 

energy consumption of many industries, for instance, 

the energy consumption during the drying process is 

equal to almost 50% and 70% of the overall energy 

consumption in the textile and forestry industries, 
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respectively [1]. The most commonly utilized pri-

mary energy resources in air conductive industrial 

dryers are fossil fuels, electricity, and biomass. Re-

ducing the high energy consumption of drying pro-

cesses can be done by increasing system efficiencies 

which essentially decreases the harmful greenhouse 

gas emissions during drying. In heat pump integrated 

drying processes, significant amounts of energy can 

be recovered, energy loss and harmful wastes can be 

minimized, and, as a result, up to 50% of the primary 

energy sources can be saved [2, 3].

The core aim of a drying system is to provide its 

output at a preferred moisture content and quality at a 

lowest possible cost and environmental impact and hig-

hest possible efficiency by optimizing the system para-

A B S T R A C T

The main aim of this study is to conduct energetic and exergetic investigations of a dual 
stage heat pump for drying applications in order to evaluate the performance of the 

overall system. The integrated system consists of two processes, namely a drying unit and 
a dual stage heat pump. In the heat pump process, R-134A is used as the thermodynamic 
f luid and the drying unit is used to reduce the moisture content of the air. There are 
two evaporators used in the dual stage heat pump process: the first evaporator works at 
high pressures and the second evaporator works at lower pressures. The second evapora-
tor provides supplementary cooling and drying effect for the air used in the drying unit. 
In the integrated system, there are two sub-coolers which provide additional heating to 
R-134A after the condenser. In this study, the energy and exergy efficiencies and exergy 
destruction rates of the overall integrated system, and each component and subprocess are 
calculated and discussed in detail. Exergetic performance of each component and subproc-
ess are further investigated to identify where the highest exergy destructions occur in order 
to minimize irreversibilities within the integrated system and hence enhance the overall 
exergetic efficiency of the integrated system. The impact of environmental conditions on 
exergetic efficiency and exergy destruction is investigated via parametric studies. In addi-
tion, the coefficient of performance (COP) of the whole system and the effect of operating 
conditions are examined. The highest energy and exergy efficiencies occur when the drying 
unit’s inlet air mass f low rate is 0.5 kg/s and the environmental pressure and temperature 
are at 101 kPa and 298K which are 62% and 35%, respectively. The overall integrated 
system has a COP of around 3.8.

Keywords: 
Energy; exergy; efficiency; heat pump, drying, sustainability.

INTRODUCTION 



ment [8, 9]. Table 1 summarizes some of the technical cha-

racteristics of three drying options: (i) freeze drying, (ii) hot 

air drying, (iii) vacuum drying, and (iv) heat pump drying. 

Table 1 shows some of the most important benefits of using 

heat pump driers, which are namely enhanced SMER (Spe-

cific Moisture Extraction Ratio), better drying quality and 

rate at lower operating temperatures, applicability in a wide 

range of drying operating conditions, enhanced operation 

control when delivering high quality and critical end-use 

products, and less energy consumption and waste. Potential 

benefits of heat pump dying systems are illustrated in Fig. 1.

The idea of heat pump integrated drying systems is 

becoming more popular in the literature. First, Perry [10] 

have suggested an integrated system which utilizes a heat 

pump with two evaporators. In their system, the first eva-

porator has operated at higher pressures and the second one 

has operated at lower pressures. This dual stage heat pump 

has been integrated with a drying unit. In Perry’s design, the 

high-pressure evaporator has delivered cooling via sensible 

heat transfer and the second evaporator has been utilized 

to deliver cooling via latent heat transfer. In the beginning, 

Perry’s proposal has not been acknowledged widely because 

meters. Drying has very high energy demand. For example, 

15% of the entire industrial energy use is caused by drying 

applications. What is more important is the fact that a signi-

ficant amount of energy is wasted in industrial dryers. More 

specifically, here are some examples of the contribution of 

drying in different industrial operations:

• 70% of the energy use in forestry

• 50% of the energy use in the textile industry

• More than 60% of the energy use in farms

In developed countries, 9-25% of the energy demand is 

caused by the drying processes. As a consequence, to dec-

rease the energy demand of the drying processes, it is es-

sential to inspect alternative and innovative technologies to 

enhance the performance of dryers. For example, compared 

to traditional dryers, heat pump drying processes can redu-

ce energy consumption significantly. In addition, heat pump 

dryers can lower CO
2
, NO

x
, and other GHG emissions con-

siderably. In addition, the literature shows that heat pump 

dryers enhance the quality of the final product.

Heat pump assisted drying processes to have signifi-

cant advantages such as reduced greenhouse gas emissions, 

less energy loss, and better control of drying gas temperatu-

re and moisture content [4, 5]. In some industrial applicati-

ons, the moisture content and temperature of the product 

and the overall product quality are especially important, 

therefore, this critical requirement makes heat pump assis-

ted drying processes very promising options when it comes 

to better control and monitoring of all key drying process 

parameters [6, 7]. Furthermore, regardless of their primary 

energy source requirement, any conventional dryer can be 

integrated into any type of heat pump, and this is another 

major advantage. In heat pump integrated drying processes, 

latent heat can be converted to sensible heat, and therefore 

these systems are considered as outstanding alternatives 

when recovering heat in a drying unit is a critical require-

Table 1. Technical comparison of heat pump dryers with selected drying technologies 

Parameter Freeze drying Hot air drying Vacuum drying Heat pump drying

< 0.4 0.1–1.3 0.7–1.2 1.0–4.0

Operating temperature range, °C -35-50 40–90 30–60 -10–80

Operating relative humidity range, % Variable 10–80

35–40 < 70 <95

Drying rate Average Faster

Capital cost Very high High Moderate

Running cost High Very high 

Control Good Moderate Good Very good

Source: Erbay and Hepbasli [8].

Figure 1. Potential benefits of heat pump drying systems as a smart 

energy solution.



controlling a system with one evaporator had been consi-

dered a lot easier. Therefore, Perry’s proposed integrated 

system has been assumed to be a complex idea. Following 

Perry’s work, Chua and Chou have designed, constructed, 

and verified Perry’s proposed system, primarily for agricul-

tural product drying purposes [2, 11, 12]. Then, a refrigera-

tion process with two evaporators has shown higher effici-

encies compared to the ones with one evaporator only [13]. 

These aforementioned previous studies on double evapora-

tor processes show that from the thermodynamic perspec-

tive, a dual evaporator process can offer enhanced surface 

areas for better heat transfer rates, as a result, these systems 

can minimize the compressor load of the entire system.

Heat pump drying systems have the potential to beco-

me a part of a clean, reliable, affordable, safe, and sustainable 

portfolio of smart energy solutions. Heat pump dryers can 

be used to provide high-quality products cleanly and effi-

ciently in a wide range of operating conditions and for dif-

ferent applications. Widespread deployment of heat pump 

drying systems offers a broad range of benefits for the envi-

ronment, for our energy security, for our domestic economy, 

and for end-users. Heat pump dryers are smart solutions for 

the sustainability of future energy systems. They offer many 

sustainable end use options for small scale, large scale, and 

mobile and stationary applications. Many different indust-

ries such as pharmaceutical, forestry, textile, agriculture, 

food, etc. highly benefit from heat pump dryers. Globally, 

heat pump drying systems have been getting more popular 

among end users. Heat pump dryers work with a wide range 

of locally available, abundant, clean, and efficient resources. 

They can smartly link these resources to end users via a di-

verse set of industrial and residential applications.

We live in an era where everything we use and every-

thing we interact with in our daily lives has to be smart. 

Therefore, it is safe to say that future energy solutions, inclu-

ding heat pump dryers, have to be smart as well. In regards 

to future heat pump drying systems, we need to make it 

in line with these under smart energy solutions. With the 

developed cutting-edge technologies and artificial intelli-

gence applications, we need to change the course of action 

in dealing with energy matters, covering the entire energy 

spectrum under five categories, as energy fundamentals and 

concepts, energy materials, energy production, energy con-

version, and energy management. 

With the global energy crisis and climate change con-

cerns, it is becoming more and more obvious that we need 

to change the course of action and switch from conventional 

methods, approaches, systems, solutions to a smart energy 

portfolio where the smart solutions are targeted. Switching 

to smart energy solutions does not mean that we can ignore 

the concepts and fundamentals which should be treated like 

a building cannot stand without pillars. Energy solutions 

cannot survive without concepts and fundamentals. 

The primary aim of the present research is to perform 

a complete investigation of the energetic and exergetic 

performance of a dual-step integrated heat pump drying 

system formerly designed by Chua and Chou [2]. In this 

study, R134A is selected instead of R22 used by [2] due to 

the environmental benefits of R134A. In addition, the lite-

rature including [2] lacks the comprehensive exergetic in-

vestigation of the proposed heat pump-drying system, and a 

better understanding of any energy system can be accomp-

lished only with a thorough exergy analysis [14], which is 

the main motivation behind this study. The performance 

investigation of the overall integrated system is conducted 

according to comprehensive energy and exergy assessments 

of each and every constituent, unit, and subprocess of the 

entire integrated system. Overall system performance and 

the component based efficiency analysis are conducted by 

changing a variety of key parameters such as environmental 

temperature via parametric studies. In the last part of this 

study, suggestions for enhanced system performance are 

presented for less environmental impact and better susta-

inability in the future directions section.

HEAT PUMP DRYING PERFORMANCE 

CHARACTERISTICS

The performance characteristics of a heat pump drying 

system can be classified in four groups as follows: (i) ther-

modynamic performance, (ii) economic performance, 

(iii) environmental impact, and (iii) final product qua-

lity. Compared to other drying alternatives, heat pump

drying systems are environmentally benign since they

do not emit harmful gases and at the drying site [15]. In

heat pump dryers, the condensate can be recovered and

disposed of properly and the valuable volatiles can be re-

covered from the condensate [16]. In this section, the qu-

ality aspects of heat pump dried products are discussed

in detail.

Quality of the Final Product

The key expectations from effective heat pump drying 

systems with high-quality final products are the ability 

to [17]:

• operate at an absolute humidity less than that of

the environment

• select the operating temperature to be less than or 

above the environmental temperature

• provide drying in a non-vented chamber using a



modified drying atmosphere

The quality of dried products as enhanced by heat 

pump drying is comprised of a number of physical, chemi-

cal and sensory characteristics are discussed in this section.

Microbial safety

Quality deterioration caused by microorganisms is un-

desirable commercially because they limit the shelf life 

and lower the quality of the final product. Drying helps 

in reducing or overcoming potential microbial damages. 

With heat pump drying, microbial safety is minimized 

by ensuring that all raw materials conform to recognized 

standards of preparation [18]. Heat pump dryers are able 

to enhance microbial safety in the final product by ma-

intaining the relative humidity at reasonably low levels. 

Also, the operating temperature of heat pump dryers is 

not limited by the environmental humidity.

Color

Color degradation is a major cause of loss in the quality of 

the final product. Especially in the food industry, the co-

lor of food is an important indicator of the final product 

quality. Although sulfating agents prevent the browning 

reactions in the final product, their use is restricted due 

to several health and safety concerns. On the other hand, 

enzymatic browning in food drying can be reduced wit-

hout the use of sulfates by increasing the air velocity at 

low relative humidity (<20%) and high moisture content 

(~2kg/kg dry matter) [19]. This strategy is applicable in 

heat pump dryers because the humidity can be control-

led independently by the environmental conditions. Also, 

drying under nitrogen has been found to be effective in 

inhibiting browning during the critical initial drying pe-

riod when the moisture content is high [20]. This shows 

that there is the possibility of using heat pump drying 

processes to produce high-quality final products. Anot-

her way constrain browning in dried products is utilizing 

heat pump dryers to produce specific temperature-humi-

dity conditions [21].

Ascorbic acid (AA) and volatile compound content and 

preservation of active ingredients

The impact of constant temperature drying on product 

quality is well recorded in the literature [22]. As the 

drying temperature increases, the browning of the fi-

nal product accelerates and the AA content of the final 

product decreases. With proper selection of the drying 

temperature, the AA content of the final product can be 

kept at desired levels without significant enhancement in 

drying time. In addition, using reduced air temperatures 

at the onset of drying as in the case of heat pump drying 

followed by temperature elevation as drying proceeds 

yield a better quality product [23]. The volatile compo-

nent concentration usually increases, especially in low-

temperature heat pump drying systems. Therefore, heat 

pump dryers are seen as the best systems for the preser-

vation of volatile compounds in the final product. Also, 

the preservation of total chlorophyll and ascorbic acid 

content in fried fruits can be accomplished in heat pump 

dryers with higher rehydration ratios and sensory scores 

than hot air dryers [24].

Aroma and flavor loss 

Drying methods that employ lower temperatures pro-

vide a higher concentration of key aroma compounds 

[25]. Therefore, heat pump dryers can effectively retain 

the aroma content of the final products and minimize 

the degradation of the aromatic compounds by keeping 

the drying operation at low temperatures. Furthermore, 

since heat pump drying occurs in a closed chamber, any 

compound that volatilizes remain inside the drying unit. 

As the partial pressure of the volatile compound gradu-

ally builds up within the chamber, further volatilization 

from the product slows down [26]. Therefore, it can be 

said that the color and aroma of the final products can be 

better preserved with heat pump dryers. 

Viability 

When drying oxygen-sensitive materials such as flavor 

compounds and fatty acids, the product can undergo oxi-

dation, causing poor flavor, color, and rehydration pro-

perties of the final product. Heat pump dryers have the 

advantage of drying without unacceptable deterioration 

of viability and activity. This could be accomplished by 

freeze-drying too, however, heat pump dryers are chea-

per, which makes them more favorable [27].

Rehydration 

During drying, important changes in structural proper-

ties can be observed as water is removed from the moist 

material. Rehydration is a process of moistening the dried 

product. For example, in most cases, dried foods are so-

aked in water before cooking or consumption, therefore 

rehydration is a very important quality criterion. Factors 

affecting the rehydration process include: 

• porosity, capillarity, and a cavity near the product

surface

• temperature, trapped air bubbles, amorphous

crystalline state, soluble solids, and pH of soaking water



Using heat pump dryers can accelerate the rehydration 

times and enhance the rehydration ratios of the final pro-

duct [28].

Shrinkage

Heating produces major changes in the structure of 

the dried products. Shrinkage occurs because the dried 

product’s structure cannot support their weight and, the-

refore, collapse under gravitational force in the absence 

of moisture. Shrinkage occurs first at the surface and gra-

dually moves to the bottom with increasing drying times. 

When the drying process occurs at higher temperatures, 

cracks are formed in the final product. With their lower 

drying times and temperatures, heat pump dryers mini-

mize shrinkage problems and offer products which have 

less structural damage and deformation [29].

Drying Efficiency

The performance of a drying system is characterized by 

various indices, including energy efficiency, thermal ef-

ficiency, volumetric evaporation rate, specific heat con-

sumption, surface heat losses, unit steam consumption, 

and others which have been defined to reflect the requ-

irements of various drying technologies [30]. Energy ef-

ficiency is critical because energy consumption strongly 

affects the drying costs [31]. Efficiency calculations are 

useful when assessing the system performance, identif-

ying potential improvements, and selecting the optimum 

drying system and conditions [32]. Energy efficiencies 

are meant for providing an objective comparison betwe-

en different dryers and drying processes. There are three 

groups of factors affecting drying efficiency [33]: 

• Environmental conditions

• Current and desired moisture content of the pro-

duct

• Operating conditions

For heat pump drying systems, drying efficiency is a 

measure of the quantity of energy used to remove one unit 

mass of water from the product, normally measured in kJ/

kg water or kWh/kg water. In general, drying efficiency, η 

can be defined by: 

1 0

   in outT T
T T

(1)

where T
in

 is the inlet temperature of the dryer, T
out

 is the 

outlet temperature of the dryer, and T
0
 is the environ-

mental temperature. The numerator of Equation 1 is a 

major factor in determining the efficiency of a dryer [34]. 

Energy efficiency is also the ratio of the latent heat of eva-

poration of the moisture removed to the drying air heat 

input.

Coefficient of Performance (COP)

COP can be used to evaluate the amount of work con-

verted into heat for two different system operations: for 

cooling and for heating. For a heat pump, the heat trans-

fer Q
out

 from the system to the hot body is desired, and 

the coefficient of performance is expressed in Equation 

2, where W
comp

 is the electrical power input of the comp-

ressor.

  
  

out

comp

Desired output Heat added QCOP
Required input Work required W

    (2)

Specific Moisture Extraction Ratio (SMER)

An alternative indicator of the energy efficiency for heat 

pump dryers is the specific moisture extraction ratio 

which is calculated as

    
  

Amount of water evaporated kg
SMER

Energyuse kWh
                (3)

The SMER can be calculated either as an instantane-

ous value or as an average value during drying [35]. During 

the drying process, the SMER value decreases as the remo-

val of moisture become more difficult due to smaller water 

vapor deficits at the surface of the product. For heat pump 

dryers, the SMER value can be above the theoretical maxi-

mum value. The energy efficiency of heat pump dryers can 

be reflected by their higher SMER values and drying effici-

ency when compared to other drying systems as shown in 

Table 1. Consequently, higher SMER would then be transla-

ted to lower operating cost, making the payback period for 

initial capital considerably shorter. The following are some 

suggestions for maximizing the capacity and efficiency of a 

heat pump dryer:

• use of continuous operation instead of batch

drying so that the system can be operated at stable optimal 

conditions

• air flow should be counter current instead of

cross-flow or co-current relative to the product movement 

to maximize the relative humidity at the dryer outlet and to 

match the drying characteristics of the product

• the inlet temperature of the dryer should be maxi-

mized in accordance with the product requirement,

• the refrigeration capacity should not be oversized

so as not to reduce the relative humidity and a consequent 



reduced SMER

• if possible, evaporating and condensing tempera-

tures should be selected to optimize the COP and the ther-

mal efficiency

Exergy

Exergy analysis is a useful tool that can be successfully 

used in the design of an energy system and provides the 

information necessary to choose the appropriate compo-

nent design and operating procedure [36]. Exergy effici-

ency has been used rather than the energy efficiency in 

the performance analysis of heat pump dryers, particu-

larly to indicate the possibilities for thermodynamic imp-

rovement [37]. It is defined as the maximum amount of 

work that can be produced by a stream of matter, heat, 

or work as it comes to equilibrium with its reference 

environment [38]. Information on exergy is effective in 

determining the processing plant and operating cost as 

well as energy conservation, fuel versatility, and pollution 

associated with the process [39]. Using an exergy analysis 

method, the magnitudes and locations of exergy dest-

ructions (i.e., irreversibilities) in the whole system can be 

identified [40].

Due to the definition of the first law of thermodyna-

mics, energy is already conserved, therefore, instead of 

energy conservation, exergy conservation must be accomp-

lished via exergization. Exergization should be applied to 

every component of heat pump drying systems from source, 

to the system, to service. With this approach, both energy 

and exergy losses in each step of a heat pump drying process 

such as conversion transportation, end use, and discharge 

losses as shown in Fig. 2 can be identified and addressed. 

Exergization is a useful smart energy solution to properly 

evaluate and point out which step in a process requires the 

highest attention to modifying for the better management 

of the “quality of energy”.

DETAILED INFORMATION ON THE 

SYSTEM

The integrated heat pump drying process examined in 

Figure 2. 3S (system-source-service) approach from energy and exergy 

perspectives, including losses.

the present research is given in Fig. 3. The system is deve-

loped according to Chua and Chou’s proposal [2]. Overall, 

the integrated system is different than most of the heat 

pumps since it has two evaporators instead of one. Other 

components are schematically presented in Fig. 3.

The review of every stream, together with their matc-

hing stream numbers, constituents, stream flow rates (kg/s), 

temperatures (°C), pressures (kPa), and states are shown in 

detail in Table 2. The comprehensive energetic and exerge-

tic performance investigation of the integrated dual stage 

heat pump drying system is carried out by using the data 

presented in Table 2. In this study, R–134A is carefully cho-

sen for the heat pump and the air is used in the drying unit. 

More detailed information on mass, energy, entropy, and 

exergy balance equations, in addition to energy and exergy 

efficiency, COP, relative irreversibility, and sustainability in-

dex equations, are presented in the following segment entit-

led “System Analysis”. And the thermodynamic evaluation 

results are presented in the upcoming section, along with 

detailed discussion and suggestions for better system per-

formance.

SYSTEM ANALYSIS

Quantitative and comprehensive approach to the first 

and second laws of thermodynamics is conducted in 

this research in order to comprehensively investigate the 

thermodynamic performance of the integrated dual stage 

heat pump integrated dryer. The thermodynamic evalua-

tion criteria used in this study are energetic and exergetic 

efficiencies, exergy destruction rates, relative irreversi-

bilities, and sustainability indexes. For the performance 

analysis part, the EES software is utilized in order to find 

the thermodynamic properties of each stream and solve 

the mass, energy, entropy, and exergy balance equations.

The integrated dual stage heat pump drying system 

Figure 3. Graphic illustration of the dual stage integrated heat pump 

drying process (modified from [2]).



operates at steady state steady flow and the changes in ki-

netic and potential energy in all streams and components 

are neglected. There are no chemical reactions in any com-

ponents and streams within the entire system, therefore, 

chemical exergies are not taken into account. All auxiliary 

components such as tubing, pipes, valves, etc. are assumed 

to be very well insulated and there are no heat losses or 

pressure drops within these components. The compressor’s 

isentropic efficiency is presumed to be 95%. The energy ef-

ficiency of the condenser and expansion valve are taken as 

100%. Specific heat capacity and density of air, water, and 

R-134A are assumed to be constant within the selected ope-

rating temperature interval. All equipment is assumed to 

be adiabatic except the evaporators, sub-coolers, condenser, 

and drying unit. The general mass balance equation within 

a given control volume (cv) can be written as in the follo-

wing form:

cv
in out

dm m m
dt

(4)

Here, m and m  specify the mass and mass flow rate, 

and the subscripts “cv”, “in” and “out” mean the control vo-

lume and the inlet and outlet streams to/from the control 

volume, respectively. When a system operates in steady sta-

te steady flow conditions, the general mass balance equation 

(Equation 1) becomes:

in outm m   (5)

The steady state steady flow energy, entropy, and exergy 

balance equations are developed in a similar fashion to Equ-

ation 2 such as

Energy Balance Equation (EBE):

in outE E (6)

Entropy Balance Equation (EnBE):

in gen outS S S (7)

Exergy Balance Equation (ExBE):

in out destEx Ex Ex (8)

where iE  shows the energy input/output rate and “in” and 

“out” point out the inlet and outlet streams to/from the selec-

ted control volume, respectively. The energy flow rate ( E ) 

is either in heat form ( Q ), or work form (W ), as the inlet or 

outlet stream. The energy flow rate is calculated by using 

the following equation:

i i iE m h (9)

The subscript i signifies the “stream i” and h
i
 denotes 

the specific enthalpy (kJ/kg) of that stream. In the same 

way, S  in Equation 4 implies the entropy input rate ( inS ), 

entropy output rate ( outS ), or entropy generation rate ( genS ). 

The entropy flow rate within a stream is calculated by using 

Table 2. Thermodynamic properties of each stream of the selected system.

Stream Number Component State Temperature (°C) m

1 R-134A Gas 7.45 500 0.0429

2 R-134A Gas 7.45 500 0.0429

3 R-134A Gas 7.45 500 0.066

4 R-134A Liquid 83.48 2500 0.066

5 R-134A Liquid 61.35 2500 0.066

6 R-134A Liquid 56.35 2500 0.066

7 R-134A Liquid 51.35 2500 0.066

8 R-134A VLE* 0.1148 500 0.0429

9 R-134A VLE* 23.4 1000 0.0231

10 R-134A Gas 23.4 1000 0.0231

11 R-134A Gas 7.45 500 0.0231

a1 air Gas 28.05 101.3 0.5

a2 air Gas 25.27 101.3 0.5

a3 air Gas 23.6 101.3 0.5

a4 air Gas 44.21 101.3 0.5

a5 air Gas 45.17 101.3 0.5

a6 air Gas 46.08 101.3 0.5

 * VLE: Vapor-liquid equilibrium



its specific entropy content s
i
 according to:

i i iS m s (10)

The term ( Ex ) in Equation 5 represents the exergy 

flow rate and the subscript dest denotes the exergy destruc-

tion rate. The exergy destruction rate is an important indi-

cator of potential system irreversibilities. The main goal is to 

enhance exergetic system performance by lowering exergy 

destruction rates. The mode specific steady state exergy ba-

lance equation is given in the following equation as

inin

outout

in in WQ

out out destWQ

m ex Ex Ex

m ex Ex Ex Ex
  (11)

The exergy content of work ( WEx ) is equal to its energy 

content (W ). For the energy content of heat input or output 

( Q ), the maximum amount of useful work which could be 

obtained from the heat source is called thermal exergy flow. 

And the thermal exergy flow rate ( QEx ) can be calculated by 

using the following equation

01Q
TEx Q
T

(12)

In equation (9), (1-T0⁄T) is the Carnot efficiency, which 

is also called as the dimensionless exergetic temperature. 

The Carnot efficiency of a system is calculated based on 

its operating temperature (T) and the environmental tem-

perature (T
0
).Exergy content of an energy or matter flow is 

the maximum amount of useful work which could be ob-

tained from that particular energy or matter flow. When 

a matter or system is in complete equilibrium with its en-

vironment, its exergy content reaches zero. Therefore, the 

environment’s state is also referred to as “dead state”. When 

calculating the specific exergy content of matter, the physi-

cal ( phex ), chemical ( chex ), kinetic ( keex ) and potential ( peex ) 

exergy components are all taken into account.  Here, the 

chemical, kinetic, and potential exergies are not taken into 

account because the kinetic and potential energy changes 

are neglected and no chemical reactions occur within the 

system. Hence, the exergy amount stored in the matter can 

be calculated based on its specific enthalpy and entropy 

at the environmental temperature (T
0
) and pressure (P

0
), 

which is given in the following equation as

0 0 0ex h h T s s (13)

Here, h and h
0
 are specific enthalpies at system tempe-

rature and pressure (T, P) and environmental (T
0
, P

0
), res-

pectively. Similarly, s and s
0
 are specific enthalpies at system 

temperature and pressure (T, P) and environmental (T
0
, P

0
), 

respectively.

The total exergy output rate of a process is always less 

than the total exergy input rate due to exergy destruction. 

The exergy destruction rate is shown as destEx  in this study 

and it can be calculated from the entropy generation rate by 

using the following equation:

0Tdest genEx S (14)

Energy analysis alone is not enough to understand 

system irreversibilities and identify points for improvement. 

Energy conservation is misleading because due to the first 

law of thermodynamics, energy is conserved. However, 

the second law of energy states that the quality of energy 

(exergy) decreases. Therefore, our aim must be conserving 

exergy as much as possible by eliminating or minimizing 

exergy destructions (i.e., irreversibilities) [14]. The energy 

and exergy efficiency equations of each component are pre-

sented in detail in Table 3.

The following equations are used to calculate the rela-

tive irreversibility (RI) and sustainability index (SI) of each 

system component:

, dest i
i

dest

Ex
RI

Ex
  (15)

1
1i

i

SI   (16)

The COP and energy and exergy efficiency equations 

of the overall system are estimated via the subsequent equ-

Table 3. Efficiency equations of the main components of the integrated 

design.

Units Energetic 

1 Compressor 4 3
1

1

E E
W

4 3
1

1

Ex Ex
W

2 Condenser 4
2

54

3aaE E
E E

34
2

4 5

aaEx Ex
Ex Ex

3 Sub-cooler 1 5
3

5 6

4aaE E
E E

65
3

5 6

aaEx Ex
Ex Ex

4 Sub-cooler 2 6
4

6 7

5aaE E
E E

56
4

6 7

aaEx Ex
Ex Ex

5 Expansion Valve 1 9
5

7a

E
E

9
5

7

Ex
Ex

6 Expansion Valve 2 8
6

7 (1 )
E

E
8

6
7 (1 )
Ex

Ex

7 Evaporator
1 8

7
1 2a a

E E
E E

1 8
7

1 2a a

Ex Ex
Ex Ex

8 High-Pressure 
Evaporator

10 9
8

2 3a a

E E
E E

91

2 3
8

0

a a

Ex Ex
Ex Ex

9 Regulated Valve 
11

9
10

E
E

11
9

10

Ex
Ex

10 Accumulator 2
10

1

E
E

2
10

1

Ex
Ex

11 Mixing Chamber 3
11

2 11

E
E E 2

11
3

11

Ex
Ex Ex



ations:

3 4

1

 

 

Condenser Load E E
COP

Compressor W
(17)

2

1

Q
W

(18)

0
2

1

1 TQ
T

W
(19)

RESULTS AND DISCUSSION

When conducting the comprehensive energetic and exer-

getic investigations of the integrated dual stage heat pump 

drying system, the very first step is to define each and 

every stream along with their state, composition, tempe-

rature, and pressure. In the next step, after all, streams 

are clearly identified, the specific enthalpy, entropy, and 

exergy flow rates and the total energy and exergy flow 

Table 4. Input data of the integrated dual stage heat pump drying system.

rm 0.066

am 0.5

Mass ratio of the refrigerant used in the HP 
evaporator 0.35

3T Compressor inlet stream’s refrigerant temperature 
(K) 280.6

3P Compressor inlet stream’s refrigerant pressure 500

SC1T Sub-cooling degree in Sub-cooler 1 (K) 5

SC2T Sub-cooling degree in Sub-cooler 2 (K) 5

0T Environmental temperature (K) 278.15

0P 101.33

rates of all streams are computed. This calculation is con-

ducted by using the input data listed in Table 4 together 

with balance equations (shown in the equations provided 

in Section 4) and the Engineering Equation Solver (EES) 

software package.

The inlet conditions of the system are selected by ta-

king the model previously introduced by [2] into account. 

The environmental temperature and pressure are conside-

red to be 20°C and 101.3 kPa, respectively. The thermodyna-

mic properties of each stream are obtained via the EES soft-

ware package. In this section, the results of the exergetic and 

exergetic performance analyses, including RI, and SI, COP, 

and efficiencies of all components and the entire system are 

given and these results are discussed in detail.

Table 5 sums up the major findings of this study such 

as the energy inputs and outputs, exergy efficiencies, exergy 

destruction rates, RI and SI of all components of the integra-

ted dual stage heat pump system. 

From Table 5, it can be understood that the high-

pressure evaporator has the lowest exergy efficiency within 

the entire system (37%), followed by the low-pressure evapo-

rator (41%), and the condenser (59%). By the same token, the 

largest rate of exergy destruction occurs in the low-pressure 

evaporator (0.9 kW), followed by the condenser (0.8 kW), 

and the high-pressure evaporator (0.7 kW). The electrical 

energy input to the compressor is around 2.8 kW. Taken as a 

whole, the overall energy and the exergy efficiencies are 62% 

and 35%, respectively. The overall exergy destruction rate in 

the entire system is almost 4 kW and the overall sustainabi-

lity index is around 1.5.

In Fig. 4, the relative irreversibilities of the process 

components (compressor, condenser, sub-coolers, expan-

Table 5. Thermodynamic performance results of the main system units.

Unit Exergy Exergy destruction Relative 
irreversibility

Sustainability 
index

1 Compressor 84% 2.808 0.37 10% 6.2

2 Condenser 59% 10.73* 0.83 22% 2.42

3 Sub-cooler 1 79% 0.5* 0.02 0% 4.78

4 Sub-cooler 2 87% 0.48* 0.01 0% 7.49

5 Expansion Valve 1 94% 0.06 2% 17.51

6 Expansion Valve 2 85% 0.07 2% 6.61

7 41% 6.24** 0.9 24% 1.68

8 High-Pressure Evaporator 37% 3.42** 0.7 19% 1.58

9 72% 0.17 5% 3.51

10 Dryer (D) 66% 8.52** 0.42 11% 2.9

* Heat rejected ** Heat input



sion valves, evaporators, regulation valve, and the dryer) 

are shown. The low-pressure evaporator (Unit 7) has the 

greatest irreversibility (24%) because of the elevated exergy 

destruction rate within this unit, which is mentioned ear-

lier in this section. Following the low-pressure evaporator, 

the condenser (Unit 2) has the second highest irreversibi-

lity (22%). Third highest irreversibility occurs in the high-

pressure evaporator (Unit 8) which is also quite high (19%). 

Combined together, the low-pressure evaporator, condenser, 

and the high-pressure evaporator account for more than 

half of the irreversibilities within the entire system, which 

is 64%.

The primary reasons of the in the evaporator and the 

condenser irreversibilities can be listed as the (i) temperatu-

re difference between the two heat exchanging fluids within 

these components; (ii) changes in stream pressures; (iii) flow 

imbalances; and (iv) heat transfer between the system and 

the environment. In view of the fact that compressor energy 

requirements depend firmly on the pressures of inlet and 

outlet streams, any improvements in heat exchanger ope-

ration which could lower the temperature difference can 

potentially significantly lower the compressor energy re-

quirements by bringing the condensation and evaporation 

temperatures closer to each other.

From an innovative system development point of view, 

compressor irreversibilities could potentially be lowered in-

dependently from the other system components. For instan-

ce, modern improvements in the heat pump system design 

have pointed out the importance of scroll compressors in 

such systems. The overall system cooling efficiencies can 

be significantly enhanced by substituting the reciprocating 

compressor with novel scroll compressors. There is only one 

technique to minimize or completely get rid of the thrott-

ling losses which is to substitute the expansion devices with 

isentropic expanders. This way, some of the shaft work can 

be recovered from the pressure drop within the tubes and 

expanders. Another possible reason for compressor irrever-

sibilities is because of the significant amounts of superheat 

emissions as a result of the compression process. This excess 

superheat leads to big temperature differences between the 

inlet and outlet streams of the compressors, causing high 

exergy destruction rates and irreversibilities. The main rea-

sons for mechanical and electrical losses within this process 

can be the imperfect electrical and mechanical conditions 

and low isentropic efficiencies. Therefore, there is a signifi-

cant need for careful material selection for this equipment, 

since components with low-quality materials could potenti-

ally lower overall system efficiencies significantly.

In Fig. 5, the sustainability indexes of the key compo-

nents of the integrated dual stage heat pump drying system 

(compressor, condenser, sub-coolers, expansion valves, eva-

porators, regulation valve, and the dryer) are presented. The 

average sustainability index values of the sub-coolers (Units 

3 and 4) and expansion valves (Units 5 and 6) are considered 

as the base values while preparing the data shown in Fig. 5 

Here, it is important to note that the accumulator (Unit 10) 

and the mixing chamber (Unit 11) are considered to have 

hundred percent energy efficiencies. For that reason, these 

components’ sustainability indexes are not calculated and 

presented here. Because the auxiliary system components 

(such as the regulators, tubing, etc.) are presumed to be 

completely reversible and all the exergetic losses within the-

se components are ignored, that is why the expansion valves 

have very high sustainability indexes (which means these 

components have high exergetic efficiencies) with respect 

to other system components. The high exergy destruction 

and losses within the condenser (Unit 2), the low-pressure 

evaporator (Unit 7) and high-pressure evaporator (Unit 8) 

cause their poor sustainability indexes. Sustainability index 

of the overall integrated dual stage heat pump system is 1.54.

The exergetic performance of the integrated dual sta-

ge heat pump system is evaluated when the environmental 

temperature is 5°C first. In the next step, in order to inves-

tigate the impact of the environmental temperature on the 

exergetic performance of the integrated system, several 

parametric investigations are performed. In this part, the 

impact of the environmental temperature on the exergy 

destruction rates and exergy efficiencies of the individual 

system components and the overall system is studied and 

the results are presented in Fig. 4–6.

Figure 4. RI of the selected components of the system Figure 5. SI of the selected components of the system



Fig. 6 shows that when the environmental temperature 

is varied between 0°C and 25°C, the exergy destruction rate 

of the compressor (Unit 1) decreases by around 0.05 kW as 

the environmental temperature increases. Within the same 

environmental temperature interval, the rate of exergy dest-

ruction within low-pressure evaporator (Unit 7) and high-

pressure evaporator (Unit 8) decrease by about 0.06 kW as 

the environmental temperature is increased. As a result, it 

can be said that the environmental temperature has a simi-

lar impact on the exergy destruction rates of the compressor 

and the evaporators. Contrariwise, when the environmental 

temperature is raised from 0°C to 25°C, the condenser (Unit 

2)’s exergy destruction rate increases by about 0.07 kW, the 

exergy destruction rate of the drying unit (Unit 12) increa-

ses by around 0.03 kW. This reason behind this tendency 

could be rationalized by the change in temperatures and 

pressures within the corresponding components. When the 

stream’s exergy flow rate decreases, it means the stream is 

getting closer to the environmental conditions. Therefore, 

higher environmental temperatures affect each stream in 

different ways; several streams’ exergy flow rates increase 

with increasing environmental temperatures and in cont-

rast, other streams’ exergy content could decrease by incre-

asing environmental temperatures.

Fig. 7 shows the change in exergy efficiencies of the 

major components of the integrated dual stage heat pump 

drying system with respect to increasing environmental 

temperatures from 0 to 25°C. The effect of environmental 

temperature on exergy efficiencies of the components is 

similar to the effect of the environmental temperature on 

exergy destruction rates. When the environmental tempe-

rature is raised within the selected environmental tempera-

ture interval from 0°C to 25°C, the exergetic effectiveness of 

the compressor (Unit 1) increases by around 1.6%, and the 

exergetic effectiveness of the low-pressure evaporator (Unit 

7) and the high-pressure evaporator (Unit 8) increase by

about 1.7%. Oppositely, within the when the environmen-

tal temperature is raised within the same selected interval,

the exergetic effectiveness of the condenser (Unit 2) and the 

drying unit (Unit 12) decrease by around 10%. As discus-

sed before, higher environmental temperatures affect each 

stream in a different way; several streams’ exergy flow rates 

increase with increasing environmental temperatures and 

in contrast, other streams’ exergy content could decrease by 

increasing environmental temperatures.

Fig. 8 represents the impact of the environmental tem-

perature on the exergetic effectiveness of the overall system. 

As the environmental temperature increases within the se-

lected interval from 0°C to 25°C, the overall system’s exergy 

destruction rate increases from about 3.7 kW to around 6.8 

kW. In contrast, the exergetic effectiveness of the system 

decreases from about 35% to around 10%. The change in 

the exergetic effectiveness based on the variation in the 

environmental temperature is parallel to the change in the 

exergetic performance of the condenser and the drying unit.

This study is the comprehensive energy and exergy per-

formance analysis of the system proposed in [2]. The study is 

strengthened with parametric studies to have a comprehen-

sive understanding of the impact of some key parameters on 

the system performance. The mass flow rate, temperature, 

and pressure of each stream within the integrated dual stage 

heat pump system are given in Table 2. Here, the reason for 

selecting 0.5 kg/s as the dryer’s inlet air mass flow rate is be-

cause this amount is selected in [2]. The COP of the system 

and all initial energy and exergy investigations are conduc-

ted based on the input values provided in Table 4. Under 

Figure 6. Impact of the environmental temperature on the exergy dest-

ruction rates of the main components

Figure 7. Impact of the environmental temperature on exergy efficien-

cies of the selected system components

Figure 8. Impact of the environmental temperature on the overall 

system’s exergy efficiency and destruction rate



these conditions, the COP of the integrated dual stage heat 

pump drying system is estimated to be about 3.82. In the 

next step, the impact of the dryer’s inlet air mass flow rate 

on the overall COP of the system is examined and the para-

metric study findings are given in comparison with the data 

published in the literature [2] in Fig. 9. From Fig. 9, it can be 

seen that the results of this study show significant similariti-

es to the originally published work, in terms of COP calcula-

tions. The small differences can be justified by the assumpti-

ons taken into account when conducting the comprehensive 

energetic and exergetic investigations of the integrated dual 

stage heat pump drying system. One major reason is igno-

ring the heat losses within the system components which 

increase the overall system’s energy efficiency quite signifi-

cantly. Furthermore, the supplementary units are assumed 

to perfectly insulated with zero mechanical and heat energy 

losses. As a result, any losses within these components are 

ignored and most of the auxiliary components are assumed 

to be isenthalpic. In addition, all heat losses and pressure 

drops within the pipes, tubes, connecting components, and 

valves are ignored. When these assumptions are taken into 

consideration, and when these assumptions are eliminated, 

the COP and energetic and exergetic efficiencies of the ove-

rall system could further decrease.

In this study, an existing model of an integrated dual 

stage heat pump based drying process is modified and tho-

roughly investigated from energy and exergy perspectives, 

which has not been done before. Below, there is a list of re-

sults presented in this study which makes it unique and dif-

ferent than the previously published studies in the literature, 

including [2] based on which the design parameters of the 

integrated heat pump-drying system is selected:

• Technical comparison of heat pump dryers with

other drying technologies

• Potential benefits of heat pump drying systems as 

a smart energy solution

• 3S (system-source-service) approach from energy

and exergy perspectives, including losses

• Energy and exergy efficiency equations of each

component of the heat pump-drying system

• Results are presented for each component of the

heat pump-drying system including:

o Exergy destruction rates 

o Relative irreversibilities

o Energy and exergy efficiencies

o Sustainability indexes

• Parametric studies are conducted to understand

the effect of environmental temperature on:

o Exergy destruction rates of each com-

ponent and the overall system

o Exergy efficiencies of each component

and the overall system

The comprehensive energy and exergy analyses perfor-

med in this study have not been conducted and presented in 

the literature before, including the basis study [2]. By taking 

exergy into account and by conducting parametric studies 

on key factors, a better insight into system performance is 

obtained and solid future directions are provided for enhan-

ced performance of heat pump-drying systems. The results 

Figure 9. Overall COP with respect to the air mass flow rate (left) and the results from the literature [2] (right)



of this study could further be utilized to design optimum 

operating parameters for integrated dual stage heat pump 

drying systems.

FUTURE DIRECTIONS

Heat pump dryers are recognized as smart solutions 

for sustainable drying since they have many advantages as 

presented in Table 1. However, in order to be considered as 

100% sustainable, the smart energy solutions criteria should 

be followed when developing heat pump dryers [41]. And 

a crucial challenge is to use renewable resources in a cost 

competitive, emission-free, and efficient manner in heat 

pump dryers. This section aims to present the future direc-

tions of heat pump drying processes to guide students, rese-

archers, policy makers, and industry members.

To reduce overall system cost, research is focused on 

improving the efficiency of heat pump drying technologies 

as well as reducing the cost of capital equipment, operations, 

and maintenance while minimizing the overall environ-

mental impact of the process.

In the literature, there are many conventional and 

novel heat pump dryer process designs. Each one of these 

processes is at different stages of research and develop-

ment. Among these alternatives, the ones that are already 

commercially available such as fossil fuel powered systems 

can be used as near-term solutions as the renewable based 

and sustainable technologies are being developed and com-

mercialized. Another research focus is on minimizing and/

or eliminating the emissions of these technologies. Future 

directions of heat pump drying systems in light of smart 

energy solutions is shown in Fig. 10.

The first step in Fig. 10 is “exergization”, meaning 

including the concept of exergy and exergy analysis when 

evaluating the performance of heat pump dryers. Efficient 

use of exergy, or minimization of exergy losses, is the key 

smart energy solution for a sustainable future [42]. The se-

cond step is “greenization” which means using green energy 

and material resources in heat pump drying systems which 

include carbon capture and storage technologies, taking 

advantage of waste and loss of energy, etc. From the source, 

system, and service approach; all components of heat pump 

drying systems must be greenized [43]. One example of 

greenization is the growing interest in green electricity as 

a means of utilizing renewable electrical energy based heat 

pump drying systems. This relationship is illustrated in Fig. 

11. The third step is “renewabilization”, which goes one step 

beyond “greenization” and suggests all steps in heat pump

drying systems must use renewable energy and material re-

sources. Since sustainability is widely defined as “providing

for today without harming tomorrow”, using renewable re-

sources certainly is a smart solution for a sustainable future. 

The fourth step is “integration”, which includes a variety of

future directions from the integration of different methods

for a more efficient and comprehensive energy system. “In-

tegration” also means integrating heat pump drying systems 

with different sustainable energy systems such as hydrogen

production, desalination, heating, cooling, water purificati-

on, etc. The fifth step is “multigeneration” which is essential 

in smart energy systems. Heat pump drying systems must

operate in a multigeneration mode in order to minimize

system losses and enhance desirable process outputs, which 

increases system efficiencies and as a result, costs and ne-

gative environmental impacts decrease. This is certainly a

key step toward sustainability. The sixth step is “storagizati-

on” as effective heat storage is still one of the most challen-

ging aspects of energy systems. And lastly, the seventh step

is “intelligization” which means making every step of heat

pump drying systems intelligent, with smart control devices, 

better forecasting, and effective information, material, and

energy flow.

Reducing the cost of heat pump drying systems is the 

key challenge of the emerging technologies. Cost reduction 

especially becomes more challenging when renewable re-

sources and novel technologies come into the picture. The Figure 10. Future directions of heat pump drying systems in light of 

smart energy solutions

Figure 11. Green and renewable energy integration options with heat 

pump drying systems



challenges, strategies, and research and development sug-

gestions for future heat pump drying systems are shown in 

Fig. 12.

Another important future direction for understanding 

and therefore enhancing heat pump drying systems’ per-

formance is proper and comprehensive life cycle analysis 

(LCA). With the cradle-to-grave type of LCA approach, the 

cost, emissions, and efficiency of a heat pump dryer can be 

calculated in the most accurate manner. This also allows 

consumers, policymakers, scientists, industry, academia, 

and governments choose the smart energy option among 

different alternatives. As a result, heat pump drying systems 

can get truly exergized, greenized, renewabilized, integra-

ted, and intelligent with multigeneration options. And heat 

pump dryers could become the most sustainable drying op-

tion for end users of all types.

CONCLUSION

Heat pumps are very well known technologies in terms 

of delivering efficient heating and cooling with the lowest 

possible electrical energy consumption. Here, it is shown 

that heat pump dryers have significant advantages com-

pared to other available drying technologies. Heat pump 

drying systems can become more sustainable when green, 

clean, and eventually 100% renewable energy and mate-

rial resources are used instead of fossil fuels. Enhancing 

the COP of heat pump dryers is essential. However, in the 

next steps. SMER must also be taken into account. When 

developing a sustainable energy system; capital, opera-

ting, and maintenance cost and other financial factors, 

energetic and exergetic performance, and environmental 

impact must all be taken into account together simulta-

neously. Hybrid technologies could potentially enhance 

energetic and exergetic efficiencies. On the other, further 

research is required to lower their capital, operating, and 

maintenance cost and environmental impact.

The main aim of this study is to conduct energetic and 

exergetic investigations of an integrated heat pump drying 

process in order to evaluate the performance of the ove-

rall system. For that reason, exergy efficiencies and exergy 

destruction rates of each system component along with the 

overall system are carefully calculated. Here, this analy-

sis is done in order to take all process irreversibilities into 

account to tackle the end results the loss of the quality of 

energy. By calculating the overall exergetic performance of 

the entire process along with all of its components, it is ai-

med to identify where there is a loss in the quality of energy. 

In addition, the location of these quality losses within ma-

jor components is investigated at different environmental 

temperatures. In order to provide a straight advantage to 

the society and industry, it is essential to take advantage of 

the possible profits of exergy. Also, it should be noted that, 

unlike the assumptions in this study, it is not possible in re-

ality to perfectly insulate the components of the heat pump 

system, not with the current material science and enginee-

ring technologies. On the other hand, appropriate insulating 

materials and technologies for the overall system including 

all components, auxiliary units, and monitoring devices co-

uld potentially enhance the system COP and energetic and 

exergetic efficiencies significantly. Imperfections because of 

the component and material inefficiencies can be increased 

to further increase system COP and energy and exergy ef-

ficiencies. The careful material, equipment, and technology 

selection could further enhance the system COP and energy 

and exergy efficiencies. The following items are the sum-

mary of some of the major particular results of this study:

• At the selected environmental temperature and

pressure, the integrated heat pump drying system has ove-

rall energetic and exergetic efficiencies around 62% and 35%, 

respectively. 

• At the selected environmental temperature and

pressure, the integrated heat pump drying system’s exergy 

Figure 12. Challenges, strategies, and R&D focus of heat pump drying systems for a sustainable future



destruction rate is 3.96 kW. 

• The components where the highest exergy dest-

ruction occurs are the low-pressure evaporator (0.9 kW), the 

condenser (0.83 kW), and the high-pressure evaporator (0.7 

kW). 

• As the environmental temperature increases, the

overall exergy destruction rate increases and the exergy effi-

ciency decreases.

In this study, the primary aim is to improve the exergy 

efficiency of the proposed integrated dual stage heat pump 

based drying process by identification of where the irrever-

sibilities occur and developing strategies to minimize these 

irreversibilities. There are several reasons behind high irre-

versibilities (exergy destruction) in a process, some of these 

reasons can be listed as: (i) temperature difference betwe-

en the inlet and outlet streams of a system component, (ii) 

pressure difference between the inlet and outlet streams of a 

system component, (iii) any other flow imbalances between 

the inlet and outlet streams of a system component, and (iv) 

not being able to recover the latent heat in heat exchangers 

which is caused by high temperature differences. Lowering 

the inlet and outlet streams’ temperature variance also lo-

wers the difference between the condensing and evapora-

ting temperatures. And as a result, enhances the amount of 

heat recovery per unit of energy input to a system or com-

ponent.
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E Energy (kJ)

E Energy flow rate (kW)

ex Specific exergy (kJ/kg)

Ex Exergy (kJ)

Ex Exergy (kJ)

h Specific enthalpy (kJ/kg)

m Mass (kg)

m Mass flow rate (kg/s)

P Pressure (kPa)

Q Heat (kJ)

Q Heat transfer rate (kW)

s Specific entropy (kJ/kg-K)

S Entropy (kJ/K)

S Entropy flow rate (kW/K)

t Time (s)

T Temperature (K)

W Work (kJ)

W Work transfer rate (kW)

Greek Letters

α Mass ratio of the refrigerant sent to 

HPE

Δ  Change

η Energy efficiency

ψ Exergy efficiency

Subscript and Superscripts

a  Air

ch  Chemical

comp Compressor

cond  Condenser

cv Control volume

dest  Destruction

en  Energy

ex  Exergy 

gen Generation

in Inlet stream

ke Kinetic energy

out Outlet stream

pe Potential energy

ph  Physical



r  Refrigerant

° Standard state

0 Environmental state

Abbreviations

AA Ascorbic Acid

BPRV Back Pressure Regulated Valve

COP  Coefficient of Performance

D  Dryer

EES Engineering Equation Solver

EV Expansion Valve

GHG Greenhouse Gas

HPE High-Pressure Evaporator

LCA  Life Cycle Analysis

LPE Low-Pressure Evaporator

RH Relative Humidity

RI Relative Irreversibility

SC  Sub-cooler

SI Sustainability Index

SMER Specific Moisture Extraction Ratio

VLE Vapor-liquid Equilibrium

R e f e r e n c e s

1. Mujumdar, A. S. (Ed.). (2014). Handbook of Industrial Drying. CRC 

press.
2. Chua, K. J., Chou, S. K. (2005). A modular approach to study the

performance of a two-stage heat pump system for drying. Applied 
Thermal Engineering, 25(8), 1363-1379.

3. Liu, X., Lee, D. J. (2015). Some recent research and development
in drying technologies: Product perspective. Drying Technology,
33(11), 1339-1349.

4. Sivasakthivel, T., Murugesan, K., Thomas, H. R. (2014).
Optimization of operating parameters of ground source heat pump 
system for space heating and cooling by Taguchi method and utility 
concept. Applied Energy, 116, 76-85.

5. Zamfirescu, C., Dincer, I., Naterer, G. (2009). Performance
evaluation of organic and titanium based working f luids for high-

temperature heat pumps. Thermochimica Acta, 496(1), 18-25.
6. Tian, Y., Zhao, Y., Huang, J., Zeng, H., Zheng, B. (2016). Effects

of different drying methods on the product quality and volatile
compounds of whole shiitake mushrooms. Food Chemistry, 197,
714-722.

7. Kucuk, H., Midilli, A., Kilic, A., Dincer, I. (2014). A review on thin-
layer drying-curve equations. Drying Technology, 32(7), 757-773.

8. Erbay, Z., Hepbasli, A. (2014). Application of conventional and
advanced exergy analyses to evaluate the performance of a ground-
source heat pump (GSHP) dryer used in food drying. Energy
Conversion and Management, 78, 499-507.

9. Barzegaravval, H., Dincer, I. (2014). Investigation of Organic
Rankine Cycle Performance with Variable Mixture Composition.
In Progress in Sustainable Energy Technologies: Generating
Renewable Energy (pp. 47-64). Springer International Publishing.

10. Perry, E. J. (1981). Drying by cascade heat pumps. Institute of
Refrigeration Management, 18, 1–8.

11. Chua, E. K. J. (2001). Dynamic modelling, experimentation, and
optimization of heat pump drying for agricultural products.
Drying Technology, 19(3-4), 717-721.

12. Chua, K. J., Chou, S. K., Ho, J. C., Hawlader, M. N. A. (2002). Heat 
pump drying: Recent developments and future trends. Drying
Technology, 20(8), 1579-1610.

13. Li, C. J., Su, C. C. (2003). Experimental study of a series-connected 
two-evaporator refrigerating system with propane (R-290) as the
refrigerant. Applied Thermal Engineering, 23(12), 1503-1514.

14. Dincer, I., Rosen, M. A. (2013). Exergy: Energy, Environment and
Sustainable Development. Newnes. Oxford: Elsevier.

15. Gungor, A., Tsatsaronis, G., Gunerhan, H., Hepbasli, A. (2015).
Advanced exergoeconomic analysis of a gas engine heat pump
(GEHP) for food drying processes. Energy Conversion and
Management, 91, 132-139.

16. Erbay, Z., Hepbasli, A. (2014). Application of conventional and
advanced exergy analyses to evaluate the performance of a ground-
source heat pump (GSHP) dryer used in food drying. Energy
Conversion and Management, 78, 499-507.

17. Aktaş, M., Şevik, S., Özdemir, M. B., Gönen, E. (2015). Performance 
analysis and modeling of a closed-loop heat pump dryer for
bay leaves using artificial neural network. Applied Thermal
Engineering, 87, 714-723.

18. Chong, C. H., Figiel, A., Law, C. L., Wojdyło, A. (2014). Combined 
drying of apple cubes by using of heat pump, vacuum-microwave,
and intermittent techniques. Food and Bioprocess Technology, 7(4), 
975-989.

19. Aktaş, M., Şevik, S., Aktekeli, B. (2016). Development of heat pump 
and infrared-convective dryer and performance analysis for stale
bread drying. Energy Conversion and Management, 113, 82-94.

20. Yang, Z., Zhu, Z., Zhao, F. (2016). Simultaneous control of drying
temperature and superheat for a closed-loop heat pump dryer.
Applied Thermal Engineering, 93, 571-579.

21. Şevik, S. (2014). Experimental investigation of a new design solar-
heat pump dryer under the different climatic conditions and drying 
behavior of selected products. Solar Energy, 105, 190-205.

22. Gao, R., Yuan, L., Yu, M., Liu, W. (2016). Effects of Heat Pump
Drying Parameters on the Volatile Flavor Compounds in Silver
Carp. Journal of Aquatic Food Product Technology, 25(5), 735-744.

23. Chapchaimoh, K., Poomsa-ad, N., Wiset, L., Morris, J. (2016).
Thermal characteristics of heat pump dryer for ginger drying.
Applied Thermal Engineering, 95, 491-498.

24. Zhang, R., Gao, Y., Feng, J., Xie, H., Deng, H., Zhuang, G., Dou, Z. 
(2016). Technologic parameter optimization in pilot-scale process
of heat pump drying of Areca catechu L. Transactions of the



Chinese Society of Agricultural Engineering, 32(9), 241-247.
25. Ceylan, İ., & Gürel, A. E. (2016). Solar-assisted f luidized bed dryer 

integrated with a heat pump for mint leaves. Applied Thermal
Engineering, 106, 899-905.

26. Buker, M. S., Riffat, S. B. (2016). Solar assisted heat pump systems 
for low temperature water heating applications: A systematic review. 
Renewable and Sustainable Energy Reviews, 55, 399-413.

27. Erbay, Z., Hepbasli, A. (2014). Advanced exergoeconomic evaluation 
of a heat pump food dryer. Biosystems Engineering, 124, 29-39.

28. Mohanraj, M. (2014). Performance of a solar-ambient hybrid
source heat pump drier for copra drying under hot-humid weather 
conditions. Energy for Sustainable Development, 23, 165-169.

29. Minea, V. (2015). Overview of heat-pump–assisted drying systems, 
part I: Integration, control complexity, and applicability of new
innovative concepts. Drying Technology, 33(5), 515-526.

30. Bansal, P., Mohabir, A., Miller, W. (2016). A novel method to
determine air leakage in heat pump clothes dryers. Energy, 96, 1-7.

31. Mehrpooya, M., Hemmatabady, H., Ahmadi, M. H. (2015).
Optimization of performance of combined solar collector-
geothermal heat pump systems to supply thermal load needed for
heating greenhouses. Energy Conversion and Management, 97,
382-392.

32. Ahn, J. H., Kang, H., Lee, H. S., Kim, Y. (2015). Performance
characteristics of a dual-evaporator heat pump system for effective 
dehumidifying and heating of a cabin in electric vehicles. Applied 
Energy, 146, 29-37.

33. Yahya, M. (2016). Design and performance evaluation of a solar
assisted heat pump dryer integrated with biomass furnace for red

chilli. International Journal of Photoenergy, 2016.
34. Minea, V. (2015). Overview of Heat-Pump–Assisted Drying

Systems, Part II: Data Provided vs. Results Reported. Drying
Technology, 33(5), 527-540.

35. Trirattanapikul, W., Phoungchandang, S. (2014). Microwave
blanching and drying characteristics of Centella asiatica (L.) urban 
leaves using tray and heat pump-assisted dehumidified drying.
Journal of Food Science and Technology, 51(12), 3623-3634.

36. Syahrul, S., Hamdullahpur, F., Dincer, I. (2002). Exergy analysis of 
f luidized bed drying of moist particles. Exergy, an International
Journal, 2(2), 87-98.

37. Dincer, I. (2002). On energetic, exergetic and environmental aspects 
of drying systems. International Journal of Energy Research, 26(8), 
717-727.

38. Dincer, I., Sahin, A. Z. (2004). A new model for thermodynamic
analysis of a drying process. International Journal of Heat and Mass 
Transfer, 47(4), 645-652.

39. Rosen, M. A., Dincer, I. (1997). On exergy and environmental
impact. International Journal of Energy Research, 21(7), 643-654.

40. Dincer, I. (2011). Exergy as a potential tool for sustainable drying
systems. Sustainable Cities and Society, 1(2), 91-96.

41. Dincer, I. (2016). Smart energy solutions. International Journal of
Energy Research, 40(13), 1741-1742.

42. Dincer, I. (2016). Exergization. International Journal of Energy
Research, 40(14), 1887-1889.

43. Dincer, I. (2016). Greenization. International Journal of Energy
Research, 40(15), 2035-2037.





Ali Kilicarslan1, Mehmet Kiris2 
1Hitit University,Department of Mechanical Engineering, 19030 Corum-TURKEY 

2Republic of Turkey-Revenue Administration, Ankara-TURKEY

Hittite Journal of Science and Engineering, 2018, 5 (4) 339-346 

ISSN NUMBER: 2148-4171 

DOI: 10.17350/HJSE19030000112

Nowadays, the importance of electricity genera-

ting systems by means of renewable energy such 

as wind and sun has been increasing because of dec-

reasing the life of fossil fuels, but a large part of the 

need for electricity from fossil-based fuels is provi-

ded by power plants. In power generating plants, the 

emissions of power plants are considered as impor-

tant parameters that must be taken into considerati-

on. Interest in gas-fired gas turbine power plants has 

been increasing day by day because of low investment 

cost, efficient operation and minimal environmen-

tal impacts. It is not enough to analyse the thermal 

systems only in terms of the conservation of energy. 

Because the conservation of energy analyses systems 

only quantitatively in terms of energy balance. Ho-

wever, the second law of thermodynamics performs 
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analysis of the thermal systems in terms of quality 

and enables the irreversibilities in the systems and 

elements of the systems to be found.

In a study , energy and exergy analyses of natural 

gas fired gas turbine power plants were carried and the 

losses in the natural gas fired gas turbine power plants 

were determined (Rahim and Gündüz, 2013). Sürer 

(2003) examined the thermodynamic and economic 

analysis of a cogeneration system consisting of combi-

ned gas and steam turbines and the efficiencies of this 

are compared. Sevilgen (2004) investigated cogenera-

tion systems using exergy-economic analysis methods.

In the other studies carried out in the literatu-

re, gas turbine cycles have been investigated in terms 

A B S T R A C T

According to the data released by “Republic of Turkey-the Ministry of Energy and Nat-
ural Resources”, by the end of July 2017, 34% of the electricity of Turkey was produced 

from natural gas. As it is compared to the other resources such as coal (31%), hydraulic 
power (24%), wind (6%), geothermal energy (2%) and from other sources (3%), natural gas 
still occupies the highest place in electricity production. 

The efficiency of the natural gas-fired power plants should be raised while the harm-
ful effects of the exhaust gas emissions should be decreased.  In this study, a natural gas-
fired gas turbine power plant that produces electricity in a private factory in the city of 
Çorum-Turkey was analysed at increasing environment temperatures of -2.7 °C to 7.5 °C 
based on the exergy destruction.

The gas turbine data related to the operating conditions was provided by the private 
company. A computer code was improved with  EES (Engineering Equation Solver) soft-
ware to perform the exergy destruction analyses of the elements of the gas turbine cycle 
such as compressor, combustion chamber, turbine, boiler and economizer. At increasing 
environment temperatures of between -2.7 ° C and 7.5 ° C, it was found that the exergy 
destructions of the compressor, turbine, combustion chamber, boiler and economizer de-
creased. The maximum exergy destruction happened in the boiler and the minimum one 
happened in the combustion chamber.

Keywords: 
Gas turbine; Second law; Exergy destruction; Exergetic efficiency

INTRODUCTION 

This paper was presented orally in 17th International Conference on Sustainable Energy Technologies – SET 2018, 
21st - 23rd of August 2018, Wuhan, China and its abstract was published in Conference Abstract Book.
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turbine and combustion chamber are 94.9%, 92% and 67.5%, 

respectively.

As the studies mentioned above in the literature are 

examined, it has been found that there is no a detailed case 

study focusing to observe the effect of the environment air 

temperature on the exergy destruction of the main and au-

xiliary elements of a gas turbine cycle. In this study, the ef-

fect of the environment air temperature on the exergy dest-

ructions and exergetic efficiencies of the elements of the gas 

turbine cycle such as the compressor, combustion chamber, 

turbine, boiler and economizer were carried out with res-

pect to the actual data obtained from the gas turbine power 

plant operating in the city of Corum, Turkey. A computer 

program was improved with of EES (Klein, 2017) software 

and the actual table values are used for specific values of ent-

halpy, entropy and exergy. 

GAS TURBINE MODEL

The gas turbine model to be used in this study is based on 

the natural gas-fired gas turbine power plant operating 

in the city of Çorum, Turkey and producing electricity 

and heat. The schematic of this cycle is depicted in Fig. 1.

The environment air that is separated from foreign ma-

terials is sucked and compressed by the compressor from 

state 1 to state 2 and brought to the desired temperature and 

pressure conditions required for the combustion chamber. 

Natural gas is reacted with the environment air compressed 

by the compressor, and combustion products at high tem-

perature flows to the gas turbine at state 3. The mechanical 

energy produced in the turbine is used to drive to the gene-

rator to produce electricity at state 12 and the exhaust gases 

simultaneously exhausted from the turbine at state 4. The 

exhaust gases enter the boiler at state 5 and leaves state 6, 

during this process, the steam is produced by the heat trans-

fer between the exhaust gases and the feed water flowing 

throughout states 9 and 10. In the economizer, the heat is 

recovered from the exhaust gases flowing from state 6 to 

state 7 and the temperature of the feed water passing thro-

ughout state 8 and 9. At state 7, the exhaust gases exhausted 

of the first and second laws of thermodynamics. Arpacı 

(2002) examined exergy analysis of natural gas cogenerati-

on systems with different data. Gürer (1997), has prepared a 

master of science thesis that is based on the first and second 

laws of analyses of the gas turbine systems used in the in-

dustrial sector in Turkey.

Sue and Chuang (2004), carried out the engineering 

design and exergy analysis of gas turbine systems for power 

generation. They found that the raise in the gas temperature 

in the preheated gas turbine from 22.5 °C to 118 °C caused 

the exergetic efficiency by 0.06%. They also resulted that the 

efficiency decreased by 1 % as the inlet air temperature of 

the compressor was reduced from 10 ° C to 5 ° C.

Ozcan et al. (2014) performed the exergy and energy 

analysis of the elements of the chemical cycle-based trigene-

ration system and derived the equations for the exergy and 

energy efficiencies for these elements. The highest energy 

consuming devices are the air separation unit and the 

compression air unit while the gas turbine and fuel cell are 

the most power producing elements. 

Turan and Aydın (2014) conducted an exergy analysis 

of the elements of the LM6000 gas turbine engine (high and 

low pressure compressors and turbines, combustion unit) 

and analysed these elements from an exergy-economic pers-

pective. Exergy destruction, exergetic efficiency and exergy-

economic equations are written for each component. As a 

result of exergy analysis, it was determined that the largest 

exergy destruction occurred in the combustion unit (25,91 

MW) and the highest exergetic efficiency (97,4%) was ob-

tained in the high pressure turbine. As a result of the study, 

the total exergetic efficiency and the exergy destruction of 

the system were 39 and 39.3 MW respectively. In addition, 

they determined that the gas turbine cycle element with the 

highest exergy-economic factor is the high-pressure turbine. 

The effect of different gas turbine cycle operating parame-

ters such as on the energy performance of two different gas 

turbine cycles including “basic gas turbine cycle” and “inter-

cooled gas turbine cycle” was investigated by (Kumari and 

Sanjay, 2015). It was resulted that the total exergy destruc-

tion of “intercooled gas turbine cycle” was less than that of 

basic gas turbine cycle by 4.42%.

Ersayin and Ozgener (2015) performed a case study 

in order to investigate the energy and exergy analyses of a 

combined cycle power plant operated by a private company 

in Turkey and determined the energy and exergetic efficien-

cies of the power plant as 56 % and 50.04 %, respectively. In 

a similar study performed by (Ibrahim et al., 2017), it was 

observed that the largest exergy destruction occurred in 

the combustion chamber, followed by the turbine and air 

compressor. The exergetic efficiencies of the compressor, 

Figure 1. Gas turbine power plant
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Compressor

In the compressor, air is adiabatically compressed and 

SSSF model is valid. In this case, the energy and exergy 

destruction equation for the compressor become

1 2c cW m h h                                                                 (3)

, 1 2D c c x x cE m e e W                                                   (4)

where cm  is the mass flow rate of air flowing througho-

ut the compressor, cW  is the power delivered to the comp-

ressor and ,D cE  is the compressor exergy destruction.
 

The exergetic efficiency of the compressor is expressed 

as

1 2 1 21 2 c ox x
c

c c

m h h T s sE E
W W

                (5)

where c  is the exergetic efficiency of the compressor.

Combustion Chamber

In the real case, the natural gas coming from the na-

tural gas pipe line in the combustion chamber and the 

compressed air in the compressor chemically react and 

the gases which are formed as a result of the combus-

tion leave the combustion chamber. In the gas turbine 

model, combustion chamber will be regarded as a heat 

exchanger through which air flows. The basic equations 

are written as,

3 2cc ccQ m h h                                                              (6)

, 2 3 1 o
D cc cc x x cc

s

TE m e e Q
T

                               (7)

where ccm  is the mass flow rate of air flowing throug-

hout the combustion chamber, ccQ  is the heat transfer rate 

to the combustion chamber and ,D ccE  is the exergy destruc-

tion in the combustion chamber. 

The exergetic efficiency of the combustion chamber, 

cc  can be expressed as

3 2 3 2 3 2

1 1o o
cc cc

s s
cc

cc x x cc o

T TQ Q
T T

m e e m h h T s s
    (8)

Turbine

The mass flow of the fluid circulating in the turbine con-

sists of the mass flow of the gases burning in the combus-

tion chamber. It is assumed that the air expands instead 

of combustion gases in the expansion process in the tur-

to the atmosphere.

Energy equation can be written as (Van Wylen and 

Sonntag, 1985),

2

2

2

2

i
cv i i i

cv e
e e e cv

VQ m h gZ

dE Vm h gZ W
dt

                              (1)

The variation of the exergy with time for a control volu-

me is expressed as (Moran and Shapiro, 2006),

0

1xcv o
i xi e xe cv

s

cv
cv D

dE Tm e m e Q
dt T

dVW P E
dt

                 (2)

Where xE  is the exergy rate, xcvdE
dt

 is the variation rate 

for a control volume, cvdE
dt

 is the variation of volume of a 

control volume with time, cvW  is the power, DE  is the exergy 

destruction,

1 o
cv

s

T Q
T

 is exergy transfer related to the heat trans-

fer, sT  is the boundary temperature, xie , and xoe  are specific 

exergies at the inlet and outlet, respectively.

The assumptions regarding to the gas turbine power 

plant are given below,

• Air standard assumptions are valid in the com-

bustion chamber, that is, combustion process is replaced by 

the heat transfer from any source.

• It is assumed that the flow through the elements 

of gas turbine power plant such as compressor, combustion 

chamber, turbine, boiler and economizer is in accordance 

with the "Steady-State Steady Flow (SSSF)" model.

• Pressure losses in ducts and piping connecting 

combustion chamber, boiler, economizer and elements are 

neglected.

• Adiabatic compression of the air in the compres-

sor and adiabatic expansion of the air in the turbine are as-

sumed.

• It is also assumed that there was no heat loss from 

the pipes and ducts.

• The combustion chamber, boiler and economizer 

are considered to be insulated from the environment.

• It is assumed that the flow through the elements 

of the elements only includes the air.

• The variations in kinetic and potential energies 

are neglected in the gas turbine elements.
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bine and the flow is in accordance with the SSSF model. 

The energy and exergy destruction equation for the tur-

bine are expressed as follows,

3 4t ccW m h h                                                               (9)

, 3 4D t cc x x tE m e e W                                                  (10)

where tW  is the turbine power and ,D tE   is the turbine 

exergy destruction. 

The exergetic efficiency of the turbine is expressed as

3 4 3 4 3 4

t t
t

x x cc o

W W
E E m h h T s s

             (11)

where t  is the exergetic efficiency of the turbine.

Boiler

As can be seen in Fig. 2.1, the boiler is a heat exchanger in 

which the exhaust gases from the turbine cause the water 

that is preheated in the economizer to become vapor. It 

is assumed that the boiler is completely insulated against 

the environment. The energy balance and exergy dest-

ruction equations for the boiler are expressed as follows.

5 6 10 9cc wm h h m h h                                             (12)

, 5 6 9 10D b cc x x w x xE m e e m e e                          (13)

where wm  is the mass flow rate of water flowing thro-

ughout the boiler and ,D bE  is the exergy destruction in the 

boiler. As the irreversibilities that are caused by the entropy 

flow and friction are taken into consideration, the exergetic 

efficiency of the boiler b  is expressed as

10 9 10 910 9

5 6 5 6 5 6

w ow x x
b

cc x x cc o

m h h T s sm e e
m e e m h h T s s

(14)

Economizer

The economizer is a heat exvariationr in which exhaust 

gases from the turbine preheat the water before the water 

is passed to the boiler. It is assumed that the economizer 

is completely insulated from the environment like the 

boiler. The equation of energy balance and exergy for the 

economizer can be written as,

6 7 9 8t wm h h m h h                                               (15)

, 6 7 8 9D e cc x x w x xE m e e m e e                           (16)

where ,D eE  is the exergy destruction in the boiler. Same 
types of irreversibilities exist in the economizer. The exerge-

tic efficiency of the economizer e  is expressed as

9 8 9 89 8

6 7 6 7 6 7

w ow x x
e

cc x x cc o

m h h T s sm e e
m e e m h h T s s

  (17)

Auxiliary Equations

The isentropic efficiencies of the compressor and turbine, 

the back work ratio and the net power can be expressed 

as,
2 1

2 1

s
c

h h
h h

                                                                     (18)

3 4

3 4
t

s

h h
h h

                                                                       (19)

k

t

WBWR
W

                                                                        (20)

net t cW W W                                                                   (21)

where , ,c t netW  and BWR  are the isentropic efficienci-

es of the compressor and turbine, net power produced by 

the gas turbine power plant and the back work ratio, respec-

tively.

In terms of giving an idea about the type of data used in 

the analysis, the data that was obtained at an environment 

temperature of -1 °C in the actual operating conditions are 

depicted in Table 1. Table 2 shows the constant parameters 

used in the developed computer code.

UNCERTAINTY ANALYSIS OF THE GAS 
TURBINE POWER PLANT
The uncertainties of the measurements that are obtai-

ned from (Kilicarslan, 2004) and (Tore, 2016) are ±0.5 for 

temperature, ±3% for pressure, ±3% for mass flow rate, 

and ±2% for power. EES software was used to create the 

uncertainty progation table of the exergy destructions 

and exergetic efficiencies of the main and auxiliary ele-

ments as a function environment air temperatures ran-

ging from -2.7 °C and 7.5 °C.  The maximum and mini-

mum uncertainties related to the exergy destructions and 

exergetic efficiencies of the main and auxiliary elements 

are depicted in Table 3.

Table 1. Operating conditions of the gas turbine power plant at -1 °C

T1(°C) T3(°C) T4(°C) T5(°C) T6(°C) T7(°C) T8(°C)

-1 759.5 483.1 460 213 148 95

T9(°C) T10(°C) ( )netW kW P1(Bar) P2(Bar) P1(Bar) ( / )wm kg s

184 192 7240 0.922 17.1 12 3.30

Table 2. Constant parameters in the computer code

c t
BWR P10(kPa) T0(°C)

0,8 0,8 0,45 1200 25

Table 3. Uncertainties of exergy destructions and exergetic efficiencies

, (%)D cE , (%)D ccE , (%)D tE , (%)D bE , (%)D eE

±2.27 ±9.92 ±2.00 ±4.42 ±3.30

ec ecc et eb ee

±0,0009783 ±0,001672 ±0,00009653 ±0,005504 ±0,01702
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RESULTS AND DISCUSSIONS

The analysis of the gas turbine power plant is based on 

the actual data collected from the gas turbine power 

plant located in the city of Çorum, Turkey. The exergy 

destructions and exergetic efficiencies of the main ele-

ments such as compressor, turbine, combustion chamber 

and those of auxiliary elements such as boiler, economi-

zer are investigated by means of computer program deve-

loped using EES software. In order to show the validation 

of the model developed in this study, the present study is 

compared to the similar studies in the literature and Tab-

le 4 depicts the exergetic efficiencies of the compressor, 

combustion chamber and turbine of the present study 

and those obtained from (Ibrahim et al., 2017) and (Ersa-

yin and Ozgener, 2015).

Fig. 2 shows the compressor exergy destruction. As 

seen in Fig. 2, as the environment air temperature raises, 

the compressor exergy destruction decreases. The reason 

for the exergy destruction in the compressor is the entropy 

generation that occurs during compression of the fluid in 

the compressor. As mentioned earlier, at increasing envi-

ronment air temperatures, entropy in the compressor dec-

reases. As a result, the decrease in the entropy production 

causes the compressor exergy destruction to decrease. At 

increasing environment air temperatures of -2.7 ° C to 7.5 ° 

C, the compressor exergy destruction decreased from 545.6 

kW to 499.6 kW

The variation of the exergy destruction of the combus-

tion chamber with the environment air temperature is de-

picted in Fig. 3. As the environment air temperature raises, 

the exergy destruction of the combustion chamber decrea-

ses as seen in Fig. 3. When the environment air temperature 

raises, the temperature difference between the combustion 

chamber and the environment air decreases. This causes 

the amount of heat given to the combustion chamber to 

decrease and thereby decreasing the amount of exergy dest-

ruction in the combustion chamber as seen in Fig. 3. Fig. 3 

also depicts that the exergy destruction of the combustion 

chamber varies between 51 kW and 38 kW. It is reduced 

by 11%. In the actual operating conditions of a gas turbine 

power plant, the combustion chamber exergy destruction 

occupies the largest part of exergy destruction as it is com-

pared to the other elements such as compressor, turbine, 

boiler and economizer because of higher values of chemical 

exergy. But, the chemical exergy is not taken into conside-

ration in this study because the air standard assumptions 

are assumed.

The variation in exergy destruction of the turbine as a 

function of the environment air temperature is depicted in 

Fig. 4. As the environment air temperature raises, the exergy 

destruction of the turbine decreases. It was mentioned ear-

lier that the main reasons of the entropy generation in the 

turbine are the sudden expansion of the fluid and friction. 

The production of entropy in the turbine decreases at inc-

Figure 2. Compressor exergy destruction vs environment air 

temperature

Table 4. Exergetic efficiency comparison of the main elements 
Ibrahim et al., 

2017
Ersayin and  

Ozgener, 2015 Present Study

ec
94.89 94.9 91 - 4.27

ecc
67.49 64 66.5 -1.48 / 3.75

et
91.96 81.7 89.5 -2.74 / 8.71

Figure 3. Combustion chamber exergy destruction vs environment air 

temperature

Figure 4. Turbine exergy destruction vs environment air temperature
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reasing environment temperatures. This causes the exergy 

destruction in the turbine to decrease as depicted in Fig. 4.  

The maximum exergy destruction is 1552 kW at -2.7 ° C 

while the minimum is 1450 kW at 7.5 ° C

Fig. 5 shows the variation in exergy destruction of the 

boiler according to the environment air temperature. As 

can be seen from Fig. 5, the exergy destruction in the boiler 

averagely decreases as the environment air temperature rai-

ses. The main reason for the exergy destruction in the boiler 

is the entropy flows of water and air. At -2.7 °C, the maxi-

mum exergy destruction occurs as 3632 kW, and then the 

exergy destruction suddenly decreased to around 3254 kW 

at the environment temperatures between -1° C and 2.5° C. 

Finally, the average exergy destruction of the boiler is 3059 

kW as minimum between the environment temperature of 

5.8 ° C and 7.5 ° C is. At increasing environment air tempe-

ratures between -2.7 ° C and 7.5 ° C, the exergy destruction 

in the boiler decreases averagely % 15.7.

The variation in the exergy destruction of the econo-

mizer as a function of the environment air temperature is 

depicted in Fig. 6. As the environment air temperature rai-

ses, the irreversibility of the economizer decreases. Entropy 

flows of water and air only cause the exergy destruction in 

the economizer because the economizer is insulated from 

the environment like the boiler. The exergy destruction 

values in the economizer are lower than those in the boiler 

because the average temperatures the fluids during flow in 

the economizer are lower than those in the boiler. so the 

irreversibilities that occur are also smaller. As the environ-

ment air temperature raises from -2.7 °C to 7.5 °C, the exergy 

destruction of the economizer decreases between 750.9 kW 

and 478.9 kW. At the above-mentioned environment tem-

peratures, the irreversibility of the economizer averagely 

decreased % 36.

The variation in the exergetic efficiency of the main 

elements of the gas turbine power plant such as compressor, 

turbine and combustion chamber as a function of the envi-

ronment air temperature is depicted in Fig. 7. The highest 

exergetic efficiency occurred in the compressor with 91%, 

followed by the turbine with 89% and the lowest exergetic 

efficiency occurred with 66% in the combustion chamber. 

The variation in the exergetic efficiencies of the compressor, 

turbine and combustion chamber are almost neglected at 

increasing environment temperatures of between -2.7 ° C 

and 7.5 ° C.

Fig. 8 depicts the variation of the exergetic efficiency of 

the boiler as a function of the environment air temperatu-

re.  As the environment air temperature raises, the exergetic 

efficiency of the boiler raises. At increasing environment air 

Figure 5. Boiler exergy destruction vs environment air temperature

Figure 6. Economizer exergy destruction vs environment air 

temperature

Figure 7. Exergetic efficiencies of the main elements vs environment 

air temperature

Figure 8. Boiler exergetic efficiency vs environment air temperature
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temperatures between -2.7 °C and 7.5 °C, the decrease in the 

exergy destruction of the boiler causes the exergetic effici-

ency of the boiler to raise. The exergetic efficiency of the 

boiler is 11.5 % at -2.7 °C and it is 15.2% at 7.5 ° C.

Fig. 9 shows the variation in the exergetic efficiency of 

the economizer as a function of the environment air tempe-

rature. As the environment air temperature raises, the exer-

getic efficiency of the economizer averagely raises. At inc-

reasing environment air temperatures between -2.7 °C and 

7.5 °C, the exergetic efficiency of the economizer variations 

between 26.7% and 43.61%. A decrease in the exergy dest-

ruction of the economizer causes the exergetic efficiency of 

the economizer to raise by 36 %. As depicted in Figure 9. 

The exergetic efficiency of the economizer, which tends to 

raise smoothly at the environment air temperatures betwe-

en -2.7 °C and 1.2 °C, decreases between 1.2 ° C and 5.8 °C 

and then raises to its maximum at a temperature of 7.5 °C.

CONCLUSIONS

A real time data including temperature, pressure, flow 

rate and net power at the environment air temperatures 

between -2.7 °C and 7.5 °C was collected from the gas 

turbine power plant generating electricity and waste heat, 

located in Çorum-Turkey.  According to the real data, the 

exergy destructions and exergetic efficiencies of the main 

and auxiliary elements were carried out with respect to 

the environment air temperatures.

At increasing environment air temperatures between 

-2.7 °C and 7.5 °C, the exergy destruction values in the comp-

ressor, turbine and combustion chamber decreased. The 

exergy destruction decreased from 545.6 kW to 499.6 kW 

for the compressor, from 51 kW and 38 kW for the com-

bustion chamber, from 1552 kW to 1450 kW for the turbi-

ne, from 3632 kW to 3254 kW for the boiler and from 750.9 

kW to 478.9 kW for the economizer at the environment air 

temperatures studied in this experimental work. Maximum 

exergy destruction occurred at -2.7 °C and minimum one 

occurred at 7.5 °C occurred in each of the main elements 

of the gas turbine power plant. At increasing environment 

air temperatures between -2.7 °C and 7.5 °C, the maximum 

exergy destruction occurred in the boiler as 3652 kW while 

the minimum one occurred in the combustion chamber as 

37.9 kW. As it was mentioned before, the maximum exergy 

destruction occurs in the combustion chamber in an actual 

gas turbine power plant where the chemical exergies of the 

reactants and exhaust products are taken into consideration, 

but the air standard assumptions are presumed in this work.

At increasing environment temperatures between -2.7 

°C and 7.5 °C, the exergetic efficiencies of the main and au-

xiliary elements mainly raised because of decreasing the 

exergy destructions. The variation in the exergetic effici-

ency of the main elements such as the compressor, turbine 

and combustion chamber can be neglected. The maximum 

exergetic efficiency was observed as 91% in the compressor, 

followed by as 89% in the turbine and 66% in the combusti-

on chamber. Exergetic efficiency of the economizer ranged 

from 26% to 43% while that of the boiler ranged from 11.5% 

and 15%.
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NOMENCLATURE

BWR : Back work ratio

xe   : specific exergy (kj/kg)

xE   : Exergy rate (kW)

DE   : Exergy destruction rate (kW)

m   : Mass flow rate (kg/s)

  : Exergetic efficiency

c   : Compressor isentropic efficiency

t   : Turbine isentropic efficiency

0P   : Atmospheric pressure (kPa)

Q   : Heat transfer (kW)

Ts  : Boundary temperature (K)

W   : Power (kW)

Figure 9. Economizer exergetic efficiency vs environment air 

temperature
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Subscript

b    : Boiler

c  : Compressor

cc   : Combustion chamber

cv   : Control volume

e   : Economizer

i  : Inlet

o  : Outlet

t  : Turbine

w  : Water
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