






In this study, influence of hydrolic pressure or gas pressure on the powder injection molding of 
316L stainless steel was investigated. Variations in the microstructure, hardness and density 

of the porduced samples were discussed in the frame of presure type.
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from waste. The ECS’s separation efficiency depends on magnetic drum speed.
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2,10,16,24-tetrakis(2-isopropyl-5-methylphenoxy group was chosen for its interaction with calf 
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In this study, the values obtained by heat and humidity sensors which are placed in different 
locations of agricultural field are transmitted to a database by using a central operation unit. 

The water requirement based on the product is determined according to that database. 
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The potential of an arid-land plant, Euphorbia rigida (E. rigida), for the removal 
of heavy metals [Pb(II), Zn(II), Cu(II), Cd(II), Ni(II)] from aqueous solutions 

was studied in the current work.
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TRIP parameter (K) is determined experimentally for both martensitic and 
bainitic transformations by using the stressed dilatometry technique. A new 

method for extraction of for an incomplete transformation is suggested for the 
martensitic transformation
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In this study chitosan (CS)-based poly-ε-caprolactone (PCL) hydrogels were prepared using 
poly vinyl alcohol (PVA), poly ethylene glycol (PEG) and poly vinyl pyrrolidone (PVP). PVA-

CS-PCL hydrogels only could remain stable at room temperature after synthesis.
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With the rise of velocity and momentum in machines as a result of technological 
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and pitting formation, and scoring formation has showed up.
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In this study, in order to investigate the effect of outdoor air temperatures on the performance 
of an air source heat pump, operated in cooling mode, using R404A refrigerant, the heat 

pump was tested at the outdoor air temperatures ranging from 25 °C to 30 °C.
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It is very important to design and operate the energy conversion systems fired by natural gas 
in optimal conditions. If the efficiency can be increased, it can be said that the energetic, 

economic, and environmental aspects  can also be improved.
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introduce a new concept called geometric soft sets to present and analyze the 
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Powder injection molding (PIM) used  in the 
production of small-sized complex machine 

parts, prostheses and medical device parts is a 
method of filling metal or ceramic powders into 
molds with the aid of a binder or carrier[1-4]. Powder 
and binder mixtures prepared for powder injection 
molding are called “feedstock”. In order to obtain the 
feedstock, metal and ceramic powders are mixed with 
thermoplastic binders and other additives. Nowadays 
water and many inorganic materials are successfully 
used as the other additives. The amount of binder varies 
from 15% to 50% in volume [2]. In practice, feedstocks 
containing numerous binders and similar additives are 
multifunctional systems. Figure 1 shows flow chart 
steps of the PIM process. Firstly, the appropriate 
selected powder/binder is mixed and then granulated.
The granular mixture is placed into the injection 
machine. 

The mixture coming to the toothpaste 
consistency is delivered to the cavity of the mold which 
is connected to the injection machine with a suitable 
pressure at given temperature.Thereby the green part 
is obtained by taking the shape of the mold. In the next 
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step of the process the binder is removed from the 
green part. The removing process can be carried out 
in essentially two different ways. The decomposition 
of the binder is carried out with firstly the solvent and 
then thermally.  After removing the binder from the 
green part sintering is performed.Sintering should be 
carried out in a suitable atmosphere to prevent losses 
of critical elements, such as carbon in the steel, from 
being degraded by nitrogen or oxygen. At the end of 
the sintering process, a part is found which is almost 
completely dense and has a relatively low porosity level. 
By appropriate separation and sintering it is possible to 
obtain 90-99% of the theoretical density of the material.
Mechanical properties of the fully dense parts are 
similar to that of the as-cast and/or forged parts[3].

 Therefore, the PIM method has important 
advantages over other methods for the production 
of advanced parts with complex shapes. The main 
advantages of PIM are related to lower costs and shorter 
debinding time. The PIM enables to mold metal/ceramic 
parts with soft and low cost molds. For the fabrication of 
samples without cracks and distortion, the rheological 
behaviour of feedstock is very important [5–7]and it is 
clearly influenced by powder characteristics and binder 

A B S T R A C T

In this study, inf luence of hydrolic pressure or gas pressure on the powder injection 
molding of 316L stainless steel was investigated. Variations in the microstructure, 

hardness and density of the porduced samples were discussed in the frame of presure type. 
In the injection molding applied molding pressure, ratio of powder/binder, binder leacing 
time, sintering temperature also were examined. Experimental works showed that the 
gas pressure system was observed to be more effective than hydrolic pressure system for 
each parameters. Experimental results also showed that the powder ratio in the feedstock 
and sintering temperature had dominant effect on hardness and microstructure of the 
samples. The leaching time of Polyethylene Glycol (PEG) 600 binder has been decreased 
with increasing molding pressure. Increasing hardness and density of samples were 
achieved by increasing metal powder ratio. The increasing in hardness and density were 
also observed by increasing sintering temperature. 
 

Keywords: 
Powder injection molding; Hydrolic pressure system; Gas pressure system; Debinding 
times; Sintering temperature; Powder/binder ratio.
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properties. The knowledge of characteristics of powder and 
binder is essential for successful PIM manufacturing [8]. 
PIM of stainless steels has been widely investigated[9-11]. 
In spite of various studies [7-11] on the PIM, a systematic 
investigation on the effect of processing parameters with gas 
and/or hydraulic piston pressure have not been reported. 
Thus, the present work was performed to investigate the 
effect of applied molding pressure, ratio of powder/binder, 
binder leacing time, sintering temperature on the density, 
hardness and microstructureof samples in two different 
(gas or hydrolic) pressurized molding system

EXPERIMENTAL
In experimental studies 316L stainless steel powder sized 
with 45 µm produced by water atomization method were 
used. A water-soluble mixture of 80% PEG 600 and 20% 
PMMA was used as the binder.The binder and powder 
mixtures (50%, 52% and %54 of solid volume ratio) were 
first dried and then mixed in semi-solid state on the 
heating plate. The prepared binding powder mixtures 
were injected into the mold of the PIM.In order to 
injection of the powder materials, two types of molding 
systems were used as given in Figure 2.During the filling 

feedstock into the mold in the molding process, the 
feedstock and the mold temperature were held constant 
at 160 oC and 60 oC, respectively.Molten feedstock was 
injected into the mold cavity by means of the hydraulic  
and/or gas pressureunder 20, 30 and 40 bar.After that 
the binder (PEG 600) was dissolved in a ceramic pot 
filled with distilled water at 60 oC for different times 
(2-6h). Termal removing of binder(PMMA) was carried 
outin an argon atmosphere controlled furnace at 360 

°C for 1.5 hours and then sintering was performed at 
different temperatures (1250, 1300, 1350 oC).Density 
measurement was taken before and after sintering in 
the device with AD-1653 density kit.Microstructural 
characterization of the investigated samples was carried 
out by Nicon Epiphot 200 model optical microscopy.  
In the microscopic examination studies, the samples 
ground and polished with standard metallographic 
methods were electrolytically etched in the oxalic acid 
solution under 1.5 volts for 15 seconds.The hardness 
measurements were determined using Schimatzu HMV-
2 microhardness machine having Vickers indenter under 
10 g.load.

RESULTS AND DISCUSSION
Changes in the binder (PEG 600) loss are given in Figure 
3 with  respect to the water dissolving times and the 
molding pressure. As seen Figure 3, the loss of the binder 
in each molding pressure appears to be insoluble after 
6 hours.Also it has been determined in Figures 3 that 
applied  the molding pressure is an important factor for 
PEG 600 weight loss. The PEG 600 loss decreased with 
increasing the molding pressure in accordance with Ref. 
[12].

Figure 4  shows SEM images of samples before 
and after the binder dissolution. It is seen that the 316L 
stainless steel powders are coated with the binder mixtures 

Figure1. Manufacturing process of powder injection moulding [2].

Figure 2. Moulding systems of powder injection moulding machine.
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(PEG + PMMA) before the dissolution.Figure 4b shows 
the formation of voids and channels between powders 
by dissolution of PEG 600 obtained after 6 hours at 60 ºC. 
During the dissolution, the PMMA remains in the structure 
and provides the connection of the powder particles with 
each other.The smilar results were reported by Omar et al. 
[13,14]. The presence of void and channels between powders 
helped burning out of the PMMA during thermal dissolution 
and prevented distortions owing to gas expansion.

It is shown in Figure 5 that the density increases with 
sintering temperature and decreases with solid volume ratio 
in two different systems. Figure 5 shows that the density of 
the samples with 50 % solid volume ratio sintered at 1350 

ºC is 83% for the hydraulic system (Fig 5b) and 92% for the 
gas system (Fig. 5a). This can be attributed to the closed of 
the gaps and insufficient binder for packaging  by hydrolic 
pressure. It has also been reported in the literature [14] that 
when the amount of binder increased from 10% to 25%, the 
sintering density rised from 92 % to 95%.It is reported that 
[12] addition of fewer binders caused powder to lock between 
each other due to insufficient sliding during the flow.

It has been observed in Figure 6 that the hardness 
increases with sintering temperature and decreases with 
increasing solid volume ratio in both molding systems. As 
seen in Figure 6, the hardness of samples produced by gas 
press is higher at 1350 ºC.Omar et al. [14] also indicated that 
the hardness of the samples would increase due to the better 
condensation with increasing binder ratio and sintering 
temperature.

Figure3. PEG loss as a function of leaching time and pressure (solid 
volume fraction: 50%)

Figure4. 316L stainless steel samples (a) before and (b) after dissolution 
process (500X).

(a) Method: Gas pressure

(b) Method: Hydraulic pressure

Figure 5. Density change as a function of sintering temperature.
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In this study in contrast to the gas pressure 
system,hydrolic system led to  the heterogenus powder 
distrubution(Figure 7). This can be explained with pushing 
the binders towards the edge zone of the mold by the effect 
of the hydraulic pressure and forming too many gaps at the 
edges after the binders dissolution during sintering.

The sintering applied at 1250 ºC led to the very porous 
microstructure (Figure 8a). As the sintering temperature 

increased, the pores disappeared and the powder grains 
bonded to each other better (Figure 8b). When the sintering 
temperature reached to 1350 ºC grain growth was be more 
significient (Figure 8c). Relaeted to increased sintering 
temperature the pores decreased and became more 
spherical. This is supported by the literature [15,16].

Figure 6.Hardness change as a function of sintering temperature.

(a) Method: Gas pressure (b) Method: Hydraulic pressure
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Figure 7. Optical microstructures of the samples with a volume fraction of 50% produced by hydraulic and gas pressure methods.
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CONCLUSION
The results of the experimental studies can be 
summarized as follows

1. Experiment results showed that the 6 hours leaching 
time for both molding systems is sufficient to
dissolve the PEG 600 binder.

2. Hydrolic pressure system has pushed the binders
towards the edge zone of the mold and formed
excessive gaps at the edges after the binders
dissolution during sintering.

3. In both molding systems, the hardness and density
of the samples increased with sintering temperature
and decreased with solid volume ratio.

4. It has been shown that the samples produced by the
gas pressure system in the experiments exhibited
a homogeneous distribution of the powder in the
microstructure compared to the hydraulic pressure
system.
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Phthalocyanine compounds show important 
features such as chemical stability, eminent 

thermal, dense luminescence, and electron 
transfering impact [1, 2]. Feasibilities of 
phthalocyanine compounds have been studied in 
terms of varied fields, in photodynamic therapy, 
therapeutical drug and antioxidant properties [3]. 
Metallophthalocyanine compounds indicate unique 
electrochemical, physical properties due to their 
large correlated π regulations that are kept in close 
affinity with metallic ions [4-6].  The derivatives of 
phthalocyanine compounds are very suitable tool 
for photodynamic cancer therapy [7]. For this reason, 
nowadays, the biological studies of phthalocyanine 
metal compounds for anticancer treatment have 
been increased because of their effects in medical 
treatment [8]. 

For treatment of genetic diseases such as cancer, 
DNA molecule is a signifacant target in cancer therapy.  
Nowadays, transition metal complexes have gained 
great attatention as anticancer medicine due to their 
significant effect in medical treatment.  Some cancer 
medicines give an important beginning information 
about the mechanism of DNA interaction.  Transition 
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metal compounds have multiple electrochemical and 
spectral characteristics which increase their DNA 
cleavage properties and DNA interaction [9, 10]. DNA 
molecule has been a substantial target for treatment of 
genetic disorders such as cancer disease. The interaction 
probe of phthalocyanine metal compounds with 
DNA not only ensures an opportunity to find out the 
intercation methods of some antitumor but also permits 
to design new DNA targeted phthalocyanine metal 
compounds [9, 10]. The many studies conducted so far 
targeting the DNA molecule is a significant intracellular 
targets of medications interaction of tiny chemical 
compounds with DNA results in DNA harm, disrupting 
the division of cell and cell death. As a consequence, 
the interreactivity of chemical compounds by DNA 
molecule is an important study area for the developing 
of novel curing drugs [11].

In this study, we studied the interaction of previously 
synthesized Ni (II) phthalocyanine compound (PcNi) 
bearing 2-isopropyl-5-methylphenoxy group which is 
synthesized and characterized according to literature 
procedure [2],  substituents on the peripherial positions 
by calf thymus-DNA using absorption spectra, 
fluorescence spectroscopies, cyclic voltammetry, gel 

A B S T R A C T

In this study, previously synthesized Ni (II) phthalocyanine compound bearing 
2,10,16,24-tetrakis(2-isopropyl-5-methylphenoxy group was chosen for its interaction 

with calf thymus-DNA. Calf thymus-DNA was used to determine DNA binding 
properties of Ni (II) phthalocyanine compound. The DNA binding activities of Ni 
(II) phthalocyanine compound bearing 2-isopropyl-5-methylphenoxy substituent was 
investigated by using absorption titration, f luorescence emission, cyclic voltammetry, gel 
elctrophoresis  in Tris-HCl buffer at pH 7.0. In addition to above methods, melting 
point and viscosity experiment were performed to determine the DNA intercation of  the 
compound in Tris-HCl buffer solution. The results showed that Ni (II) phthalocyanine 
compound binds strongly to calf thymus-DNA via intercalation binding.

Keywords: 
Uv-Vis spectroscopy; DNA binding; phthalocyanines; cyclic voltametry; electrophoresis.
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electrophoresis, thermal denaturation profile and viscosity 
measurement in a Tris-HCI buffer solution (pH 7.0).   

METHODS
Chemicals and equipments
In this work, Ni (II) phthalocyanine compound bearing 
2-isopropyl-5-methylphenoxy substituent was used. Calf 
Thymus-DNA (CT-DNA), and Tris-HCl were provided 
from Sigma Aldrich company. Sodium chloride (NaCl) 
was purchased from Merck. All chemical compounds 
were analytical grade and used without further 
purification. All CT-DNA solutions were prepared by 
using Milli-Q water. The experiments were carried out 
in an the medium of Tris-HCl buffer solution at pH 7.0.

UV-Vis spectroscopy studies of binding activities of Ni 
(II) phthalocyanine compound (PcNi) with the DNA were 
performed in aquartz cuvette using Agilent Technologies 
Cary 60 UV/Vis spectroscopy (Karabuk, MARGEM, 
Turkey), fluorescence spectroscopy was conducted using 
Perkin Elmer LS Fluorescence Spectrometer and Cyclic 
voltametry (CV) experiments was carried using Ivisumstat 
Electrochemical Interface electrochemical analyzer. 
Agarose gel electrophoresis studies were performed with 
Thermo Owl electrophoresis system. Thermal denaturation 
profile was performed at 260 nm wavelenght using 
Agilent Technologies Cary 60 UV-vis spectrocopy and 
viscosity experiments were carried out using Ubbelohde 
viscositymeter.

Synthesis of compounds
The synthesis of 4-(2-isopropyl-5-methylphenoxy)
phthalonitrile compound and the synthesis of 
2 ,10,16,24-tetrakis(2-isopropyl-5-methylphenoxy 
phthalocyaninato) nickel(II) (PcNi) is synthesized and 
characterized according to literature procedure [2].

UV/Vis absorption spectra and fluorescence titration 
studies
Absorption tittration spectra for DNA binding properties 
were performed at room temperature at pH 7.0 in a 
20 mM Tris-HCl buffer solution containing 20 mM 
NaCl. The concentration of CT-DNA was calculated by 
absorbance at 260 nm using a DNA molar extinction 
coefficient (ε) of 6600 M-1cm-1 indicating that the DNA 
solution was free of proteins [12].  Absorption titration 
experiments were carried out in the region of 300-800 
nm. Absorption titrations of the compound at constant 
concentration of PcNi in Tris-HCl buffer were conducted 
by adding between 0 to 3.5 µM of CT-DNA. In order 
to determine the dilution impacts were carried out by 
control titrations with Tris-HCl buffer solution instead 
of DNA [13].

Following excitation fluorescence spectroscopy 
experiments were conducted in the region of 400-750 nm. 
Fluorescence titration of the compound with the DNA were 
carried out by increasing concentration of the DNA solution 
to the compound solution at fixed concentration. In this 
study, the solutions were allowed to reach to equilibrium 
for a certain time before measurements were performed [14]. 

Cyclic Voltammetry studies
Cyclic voltametry experiments at the glass carbon elctrode 
were carried out by using Ivisumstat Electrochemical 
Interface electrochemical analyzer at the following 
setting. Beginning potential was -1.5 V and ultimate 
potential was 1.5 V and the rate of scan was 10 mV/s.  
Carbon working electrode, Ag/AgCl reference electrode 
and plantinnum wire counter electrode were used in this 
work. A standard single chamber three electrode cell 
system of 10 mL capacity were used to conducted the all 
measurements [15, 16]. Cyclic voltametry experiments 
were performed at ambient temperature in a Tris-HCl 
buffer. 

Melting point Temperature studies
Melting point studies were conducted for the DNA and 
PcNi.  The compound and the DNA in Tris-HCl buffer 
comprising NaCl solution were heated from 20 oC to 
95 oC gradually. UV-Vis absorption spectra values were 
recorded. Thermal denaturation temperature of the 
DNA was determined in the absence and presence of the 
compound. Thermal denaturation temperatures were 
recorded at 260 nm wavelenght [17] by using Agilent 
Technologies Cary 60 UV/Vis spectroscopy.

Viscosity measurements
In this work, the relative viscosity experiments of PcNi 
with CT-DNA were conducted by using Ubblohde 
viscometer which was sunmerged in a bathtub maitaining 
at a fixed temperature (30 oC). The proximate time of 
flow was achieved after each sample was tested three 
times.  The relative viscosity of the DNA was computed 
by using ηi=(ti-t0) /t0, where ηi is the viscosity values of the 
DNA; ti is the time of flow of the solution in the absence 
and presence of the compound; and t0 is the time of flow 
of Tris-HCl buffer solution (pH 7.0). The viscosity values 
were indicated as (η /η0)

1/3 vs [PcNi] / [CT-DNA], where 
η is the relative viscosity of the DNA in the presence of 
compound and η0 is the relative viscosity value of the 
DNA [18].

Agarose gel electrophoresis experiment
For gel electrophoresis study, CT-DNA in 20 mM Tris-
HCl buffer at pH 7.0 containing 20 mM NaCl, was 
allowed to interact with PcNi. 



93

A
. A

rs
la

nt
as

 a
nd

 M
. S

. A
gi

rt
as

 / 
H

it
ti

te
 J 

Sc
i E

ng
, 2

01
7,

 4
 (2

) 9
1–

97

The binding activities of the compound with the DNA 
were investigated by 1% agarose gel in Tris-HCl buffer 
EDTA (ethylenediaminetetraacetic acid) (TBE) solution. 
20 µL of samples of DNA + PcNi was loaded with 
loading dye. Agarose gel electrophoresis experiment for 
DNA + PcNi sample was carried out at 80 volt during 
3 hours in Tris -HCl buffer ethelendiaminetetraacetic 
acid (EDTA) (TBE) solution. After gel electrophoresis 
experiment, the DNA bands were visualized by using 
Vilber Lourmat UV lamb. For this experiment, Thermo 
owl gel electrophoresis sytem was used.

RESULTS AND DISCUSSION
Synthesis and characterization
Nickle (II) phthalocyanine compound was obtained by 
using 4-(2-isopropyl-5-methylphenoxy) phthalonitrile 
derivative. Ni (II) phthalocyanine compound bearing 
2,10,16,24-tetrakis (2-isopropyl-5-methylphenoxy 
phthalocyaninato) Ni (II) was previously synthesized 
and characterized according to literature procedure [2].  
The chemical structure of nickle (II) phthalocyanine 
compound bearing 2,10,16,24-tetrakis(2-isopropyl-
5-methylphenoxy) group [2] is given in the following 

Fig. 1. The characterization of previously synthesized 
Ni (II) phthalocyanine compound was carried out by 
using NMR, FTIR and UV/Vis absorption spectroscopy 
analyses and their findings are in reference to literature 
[2]. 

The study of DNA-binding
Absorption spectra and fluorescence titration studies 
Phthalocyanine metal compounds indicate two types 
of absorption spectra band in the ground state. One of 
the these bands, which is renowned Q band, is sighted 
at about 600-750 nm in the visible area of spectrum 
because of the π→π* transition from HOMO (the 
highest occupied molecular orbital) to LUMO (the 
lowest unoccupied molecular orbital) of phthalocyanine 
ring. The other absorption band, which is known as B 
band, is observed in the ultraviolet region of spectrum at 
approximately 300-450 nm arising from deeper π levels 
to LUMO of the ring of phthalocyanine [9, 19]. Due to 
the intense absorption spectra in the red visible zone and 
high capacity in generating, metallophthalocyanines are 
found out to be considerably encouraging as an important 
photosensitizers.

Fig. 1. Chemical structure of nickle (II) phthalocyanine compound (PcNi).
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Phthalocyanine metal compounds can bind to the 
DNA via intercalation and non-intercalative binding 
modes. In general, intercalation interaction of a tiny 
chemical compound with DNA causes changes in 
absorbance (hyperchromism or hypochromism) and a red 
or blue change in wavelength [19] of compound because 
of π-packing interaction between aromatic groups [20] in 
comperison with DNA non-intercalation binding mode 
causes small changes in absorbances and wavelengths in 
absorption spectra [9, 21]. Generally, an interaction such 
as intercalation binding mode is involved a hypochromism 
and a red shift [19].  

Absorption titrations of PcNi in the absence and 
presence of the DNA were carried out to investigate binding 
activities of nickle (II) phthalocyanine compound with the 
DNA. In order to study the DNA binding properties of 
nickle (II) phthalocyanine compound, UV-Vis absorption 
titration was carried out between the range of 300 and 
800 nm wavelengths. The absorption titration of PcNi in 

DMF was observed at about 678 for Q-band absorption and 
around 390 nm for B-band absorption in the absence of 
the DNA.   Absorption titration of the compound showed 
hypochromism and red shifts in the presence of the DNA as 
shown in Fig. 2. As the amount of CT-DNA was increased 
from 0 to 3.5 µM, a strong hyprochromic change was 
observed with a small wavelength changing. The significant 
hypochromic change suggests that a strong interaction 
occures between nickle (II) phthalocyanine compound and 
the DNA molecule. These findings indicate that PcNi binds 
to the DNA via intercalative binding mode.

Fluorescence spectroscopy technique is also performed 
to determine binding activities between metal compounds 
and DNA [18]. Owing to fluorescence titration method is a 
prevalent and precision technique in the studies of DNA-
binding, this method gives an important information about 
the binding activities between chemical compound and 
DNA molecules. 

As shown in Fig. 3, PcNi gives intense emission in the 
absence of DNA in a Tris-HCl buffer solution at ambient 
temperature with peak displaying at about 563 nm. On 
the addition of CT-DNA, a clear change in intensities of 
emission of the compound was observed comparing to the 
original for PcNi as indicated in Fig. 3. The compound gives 
emission at about 578 nm in the presence of CT-DNA. These 
results indicate that Ni (II) phthalocyanine compound 
interacts with CT-DNA in the buffer solution at 7.0.

Cyclic Voltammetry studies
Cyclic voltametry technique is largely operated to 
investigate binding activities between DNA and chemical 
compounds and it procures a substantial supplementary 
information to preliminary evaluated spectral studies 
[22]. This method is very practical for metal compounds 
because of their oxidation states. If metal compounds 
interact with DNA, peak potential and peak current 
of metal compound change in the presence of DNA 
molecule [23]. 

Cyclic voltametry measurements were performed to 
find out the binding activities between CT-DNA and PcNi 
in the buffer solution at pH 7.0 and the results were shown 
in Fig. 4. In this study, in the absence and presence of the 
DNA cyclic voltametric measurements were conducted. 
The compound has a couple of waves pertains to PcNi 
with the cathodic (EPc) and anodic peak potential (EPa) in 
the absence of CT-DNA. Anodic peak potential (EPa) and 
cathodic (EPc) potential were determined to be - 0.11 V  
(EPc) and - 0.52 V and  0.05 V (EPa) for the compound  as 
shown in Fig. 4a.

Fig. 2. UV/Vis absorption spectra of PcNi in Tris-HCI buffer solution at 
pH 7.0 on increasing amount of the DNA.  The arrows indicate changes 
in absorbance on increasing amount of CT-DNA.

Fig. 3. Fluorescence emission titration of 1.5 µM PcNi (black curve) 
in the absence of CT-DNA in the buffer solution at pH 7.0. Tthe arrow 
indicates the intensity shift on increasing the DNA concentration (1.5 
µM (red curve), 2.5 µM (blue curve) and 3.5 µM (green curve)), where 
I shows intensity.
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On the addition of CT-DNA to the compound, the 
cyclic voltametric peak currents in the presence of the DNA 
decreased substantialy. Cathodic peak potential (EPc) and 
anodic peak potential (EPa) were recorded to be – 0.34 V 
(EPc) and – 0.72 V and 0.18 V (EPa) for PcNi as indicated 
in Fig. 4b.  These results show that the DNA interacts with 
the compound [24, 25]. In the presence of the DNA, the 
dropping of the voltametric peak current is referred to low 
diffusion of PcNi binding to CT-DNA. All these results 
demonstrate that Ni (II) phthalocyanine compound binds 
to CT-DNA.

Melting point temperature studies
Melting point temperature values for   DNA can provide 
substantial information regarding DNA double helix 
stability along temperature at 260 nm. The intercalation 
binding mode of compounds with DNA molecule 
can cause to increase in melting temperature due to 
strength of binding mode. In process of non-intercalative 
interaction of compounds with DNA molecule can 
decrease melting point temperature [26, 27]. In this study, 
melting point experiments were conducted to investigate 
the interaction of compound PcNi with CT-DNA in the 
absence and presence of PcNi were indicated in Table 
1. In the absence of the compound, melting point of the 
DNA was observed 73.58 oC, and in the presence of the 
compound, melting point of the DNA was found to 82.82 
oC. The findings show that PcNi binds strongly to the 
DNA through intercalation binding owing to increase in 
melting point temperature.

Viscosity measurements
In general, binding modes between DNA and molecular 
compounds are determined by increasing and dropping 
of relative viscosity of DNA molecule after adding of 
compounds. An incerase in relative viscosity shows that 

compounds interact with DNA via intercalative binding 
mode and DNA base pairs which induces disintegration 
and elongation of DNA molecule and decreasing in 
the relative viscosity shows that compounds have non-
intercalation interaction between base pairs of DNA. This 
disintergation of DNA molecule arises from the packing 
of the ligands between DNA base pairs. The packing of 
compounds between the base pairs causes a significant 
change in the structure of DNA molecule [13, 28]. In 
this work, viscosity measurements were performed in 
the absence and presence of PcNi to investigate binding 
mode of the compound.  Fig. 6 indicates that there is 
incease in CT-DNA relative viscosity after the inceasing 
in the amount of PcNi because of its successive addition. 
The findings demonstrate that the compound interacts 
with the DNA through intercalation binding mode.

Fig. 4. Cyclic voltammogram of PcNi in the a) absence (red line) and b) presence (blue line) CT-DNA of increasing concentration of the DNA. The 
arrow shows decrease in cathodic peak on increasing amount of the DNA.

Table.1 In the absence and presence of Ni (II) phthalocyanine compound, 
melting point temperatures (Tm) of the DNA.

Sample Melting point temperature (Tm)

CT- DNA 73.58 oC

CT-DNA + PcNi 80.82 oC

Fig. 6. In the absence and presence of Ni (II) phthalocyanine compound, 
relative viscosity of the DNA.
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Gel Electrophoresis Studies
In this study, agarose gel electrophoresis experiments [27, 
29] was conducted to investigate interaction of compound 
PcNi with CT-DNA at room temperature in the absence 
and presence of the previously synthesized the compound. 
The interaction of PcNi with the DNA was conducted 
to investigate the effects of varied concentration of the 
compound on the DNA using gel electrophoresis. The 
results are indicated in Fig. 7. As compared to band of 
control DNA (C), the results show that the intensity 
of the DNA bands were dropped after binding of the 
compound to DNA. The dropped in intensity of the DNA 
bands after interaction PcNi with the DNA is thought to 
be deformation of DNA double stranded [30]. 

The gel electrophoresis experiments clearly showed 
that Ni (II) phthalocyanine compound interacted with the 
DNA as there was shift in lane 1-3 bands as compared to 
CT-DNA control (C) as shown in Fig. 7.  The interaction of 
the compound as compared with that of C is because of its 
efficient the DNA binding ability. As indicated in Fig. 7, it 

was found that DNA control (Lane C) band did not indicate 
any remarkable change of the band of lane C. Lane 1, 2 and 
3 belong to PcNi.  It was clearly seen that the compound 
interacted with the DNA as compared with the control DNA 
(C). In addition to this, the interaction of the compound 
with the DNA caused partial DNA neutralization [31]. The 
exsiting of smearing in gel diagram showed some cleavage as 
seen in Fig.7 and the cleavage effect of PcNi is comparable 
to that of C band is due to its effective interaction ability 
with DNA. As a result, these results indicate that compound 
Ni (II) phthalocyanine compound can strongly interact 
with CT-DNA.

CONCLUSION
The binding activities of Ni (II) phthalocyanine 
compound with the DNA were investigated using UV/
Vis absorption spectra and fluoresence titration and the 
findings showed that the compound interacts strongly 
with the DNA molecule. The big change in melting point 
of DNA after binding of the compound also confirms 
intercalation binding. Cyclic voltametric experiment 
values indicate that the clear negative peak potentials 
were recorded on the addition of the DNA also support 
the intercalation binding of the compound to DNA. 
Gel electrophoresis experiments also showed that the 
compound interacts strongly with DNA. The results 
obtained from viscosity measurements also supports 
intercalation binding mode between the DNA and Ni (II) 
phthalocyanine compound.  As a result, the compound 
indicates intense binding activities with the DNA. These 
results show that nickle (II) phthalocyanine compound 
could be a candidate compound in cancer treatment due 
to its DNA binding activities.
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The insufficiency of the water resources in the world 
has led to the necessity for the watering to be more 
sensitive. Especially for the fields that does not have 
any watering system, the watering is supplied with 
underground water resources by using wells. The 
true use of underground water resources is important 
for the economical reasons as well as for the ecolo-
gical balance. That situation has made interdiscipli-
nary work necessary for both commercial and acade-
mically studies. When the situation is considered in 
Turkey, the technological developments should cont-
ribute more in ecological system and the administ-
ration of agricultural lands. Many new technological 
procedures are being used for the monitoring and 
control of agricultural lands [1-4]. Tablets and smart 
phones are becoming more widespread as the tech-
nology develops [5-15]. 
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The main aim of this study is to develop an overall 
monitoring and control system for the efficient use of 
underground water resources in agricultural lands. An 
information platform is established for the agricultural 
land by temperature and humidity sensors. The valu-
es obtained by the sensors are transferred to a central 
database. That database is also present on a web based 
server as it can be reached by a Wi-Fi structure. The 
only arrangement that the farmer should do is choosing 
the plant for that season. The system performs all the 
operations according to the chosen plant automatically. 
Those operations contain initial, crop development, 
mid season and late season periods. This study also co-
mes forward with the usage of clean energy. The energy 
costs are reduced by using renewable energy with the 
help of solar panels placed on the agricultural land. 

The determination of the water requirement ac-

INTRODUCTION

A B S T R A C T

Monitoring and control system is very important for crop development process in 
agriculture zones. A structure which is carried out based on the type of the prod-

uct with the knowledge of temperature and humidity values of the agricultural land can 
contribute to the efficient use of underground water resources. Additionally, it can also 
contribute to the establishment of the administration of the land besides the economi-
cal contributions to the farmer. In this study, the values obtained by heat and humidity 
sensors which are placed in different locations of agricultural field are transmitted to a 
database by using a central operation unit. The water requirement based on the prod-
uct is determined according to that database. Those values are transferred to the smart 
phones by using a Wi-Fi connection. A real time monitoring system is established on the 
smart phone. The energy supply of the system is obtained by solar cells. The design of-
fers several advantages such as saving of the water, time and energy with the efficient use 
of underground water resources. Thus, by using clean energy, the design constitutes an 
environmental friendly system. 
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cording to the product development periods can contribute 
to the true use of underground water resources. Especially 
in drip irrigation systems, the plant is subjected to a small 
amount of water continuously. In this study, smart use of 
water according to the production stage is used instead of 
that system. The United Nations Food and Agriculture 
Organization (FAO) recommends Penman Monteith met-
hod developed to determine crop water requirement. It is 
aimed to calculate the healthy evapotranspiration with the 
crop coefficient (kc) determined by the specific data of the 
irrigation area. The reference evapotranspiration (ET0) has 
been used and required climate data have been obtained 
from internet site of Turkish State Meteorological Service 
(www.mgm.gov.tr) in order to account using the FAO Pen-
man Monteith method [16].
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Here,
ET0: Reference evapotranspiration (mm day-1), 
Rn: Net radiation (MJ m-2 day-1), 
G: Soil temperature flux density (MJ m-2 day-1), 
T: The average daily air temperature (°C), 
U2: 2 m height wind speed (m s-1), 
es: Saturated vapor pressure (kPa), 
ea: Actual steam pressure (kPa), 
Δ : The slope of the vapor pressure curve (kPa /°C-1), 
γ: Psychometric constant (kPa).

EXPERIMENTAL STUDY
The Agriculture Zone situated in the Çorum/Mecitözü 
in the Middle Black Sea region of Turkey has the latitude 
41o51’N and the longitude 35o29’E. The altitude is 750 m 
above the sea level. Climate data obtained from the me-

teorological station that belong to Çorum/Mecitözü are 
shown in Table 1.

The obtained climate data and the values of crop wa-
ter requirements depending on seasonal development are 
shown in Table 2. According to the table, the total water de-
mand in the process of growing the product has been iden-
tified as 362,1 mm/dec.

The experimental study is carried out in a tomato land 
with 200 m2 in Mecitözü. The plan of the control and moni-
toring system along with the home page screenshot of smart 
phone are given in Figure 1. Ground water that is transfer-

red from the well to the water tank with 500 Lt by the boos-
ter has been connected to irrigation laterals via a filter. The 
required energy for the agriculture zone control and moni-
toring system are obtained by solar panels.

A Programmable Logic Controller (PLC) is used as the 
hardware in the study. The output of the PLC is a pump 
while the inputs are sensors. An IOS/Android server is con-
nected to the PLC and the mobile devices are communica-
ting with the server via a Wi-Fi router. The server provides 
direct communication between the mobile devices and the 
addresses on the PLC. At this point, monitoring and control 
of the system with the IOS/Android devices is possible with 
a developed software. The program called Easy Builder Pro 

Figure 1. Functional diagram of the monitoring and control and home 
page screenshot

Table 1. Çorum/Mecitözü Climate/ETo data 

Month Avg. Temp

oC

Humidity

%

Wind

km/day

Sun

hours

Rad

MJ/m²/day

ETo

mm/day

January 0.2 77 120 2.5 5.7 0.61

February 1.5 75 155 3.6 8.5 0.89

March 5.3 68 164 5 12.6 1.57

April 10.9 64 172 6.1 16.7 2.58

May 15.5 60 172 7.2 19.9 3.63

June 18.9 53 172 8.7 22.7 4.62

July 21.6 45 216 9.9 23.9 5.64

August 21.4 47 207 9.9 22.3 5.22

September 17.4 57 172 8.3 17.4 3.53

October 12.4 65 130 5.6 11.2 1.95

November 7 70 147 3.6 7 1.16

December 2.2 78 130 2.1 4.9 0.66

Average 11.2 63 163 6 14.4 2.67
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that is developed by Weintek Corporation is used as that 
software. The program starts with introducing the PLC to 

the software. After that, the addresses to monitor and cont-
rol the desired parameters should be identified. In this study, 
the data collected from the sensors is transmitted to the 

PLC through the web. Each parameter has a valid address 
that can be accessed from the Easy Builder Pro which is ins-
talled on the mobile device. The closed loop block diagram 
of the designed system is presented in Fig. 2.

The mobile interface initialization screen is presented 
in Fig. 3. The parameters for different crops can be specified 
through the “Data Input” option. Thus, an irrigation chart 
for different crops can be obtained. The manual control of 
the valves can be obtained via the “Valve” option while the 

“Pump” option controls the on/off actions for the pump. The 
“Monitoring” option shows the situations for the pump and 
the valves. The data collected from the sensors can be vie-
wed with the “Moisture” option. Finally, the “Info” option Figure 3. The mobile application screen

Table 2. Crop Water Requirements

Month Stage Kc [coeff] ETc [mm/dec] Eff rain [mm/dec] Irr. Req. [mm/dec]

April

April

Initial 0.57 7.7 10.8 0

Initial 0.57 14.7 19.7 0

April Development 0.57 16.8 19 0

May Development 0.64 21 18.4 2.6

May Development 0.74 27 18.2 8.9

May Mid 0.85 37.2 16.1 21

June Mid 0.89 38.1 14.1 23.9

June Mid 0.89 41 12.4 28.6

June Mid 0.89 44 9.5 34.5

July Mid 0.89 47.6 5.7 41.9

July Mid 0.89 50.9 2.5 48.4

July Mid 0.89 54.3 3.2 51.2

August Late 0.89 48.1 4 44

August

August

Late 0.77 41.1 4.2 36.9

Late 0.6 25.6 4.3 20.3

514.9 162.2 362.1

Figure 2. The block diagram of the designed set

Figure 4. The moisture screen on mobile device
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presents information about the software. 
The Fig. 4 shows the moisture screen that collects data 

from DS200 moisture sensors that are located in the diffe-
rent points of the field. There are 9 moisture sensors used 
in this study. Fig. 5 shows an example data collected from 
Sensor 2. The moisture values collected from sensors are 
displayed as percentages. It is possible for the user to moni-
tor the moisture values in a desired time interval. 

Fig. 6 shows the example execution field that the study 
is applied.

RESULTS AND DISCUSSION
Planting date from April to harvest; average monthly 
temperature results obtained from sensors in agriculture 
zone have been given in Fig. 7. As can be seen in Fig. 7, 
temperature rate is almost constant during the all sta-
ges. The temperature values of the land are measured in 
initial, development, mid-season and late season stages. 
That period covers a total time of 5 months. The highest 
temperature is about 18°C which appears to occur in the 
mid-season. On the other hand, the lowest temperature 
is about 13°C that is around the initial stage. The graph 
contains data which are the average of the daily measured 
values..

Figure 8 shows the processing screen for the moisture 
values collected from the sensors. The data presented in the 
graph is collected in the mid-season and it shows the per-
centage of the moisture. Moisture rate decreases especially 
during the effects of the sun. When this situation is com-
pared with the climatic data, it is seen that these results are 
close to the average values.

The water consumption values for the growth stages 
are presented in Figure 9. The figure contains the irrigation 
values for both the developed system and conventional drip 
irrigation systems. Additionally, the water requirements for 
the growth stages are also presented in the figure. It can be 
seen that the irrigation values for the developed system fits 
very well with the water requirements curve. As a result, the 
developed system contributes %38 more underground water 
savings when compared with the conventional drip irrigati-
on system.

Figure 5. The moisture values obtained from Sensor 2. 

Figure 6. An example of the application

Figure 7. Monthly average temperature 

Figure 8. The average moisture values occurring in the sensors during 
day

Figure 9. Comparison amount of water depending on the stage of plant 
growth and used amount of water 
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CONCLUSION
This study shows that ground water irrigation system 
with moisture and temperature sensors are extremely 
advantageous for growing crops in agricultural systems. 
A very important advantage is obtained by adjusting the 
amount of ground water needed in the plant growth sta-
ges and by consuming the water depending on the soil 
moisture and temperature with classic drip irrigation 
systems. Amount savings has been achieved in energy 
costs by using solar energy. The system can be operated 
integrating with smart phones. Hence, the whole system 
can be controlled and monitored by these devices which 
is an indispensable instrument of modern technology. 
Besides the efficient use of underground water resources, 
this study also constitutes an effective structure for the 
administration of the agricultural lands. 

The designed system constitutes the monitoring and 
control of the amount of water inside the land which is ba-
sed on the stage of the plant growth. A future work may fo-
cus on the optimization techniques to provide more precise 
irrigation for the plant growth. The combination of the data 
gathered from past rainfall values and moisture levels inside 
the land might be the main contributions for the optimiza-
tion. The agricultural systems will benefit from that system 
as more precise information is gathered for the facts such as 
the need of water for the plant growth and the exact time of 
growth stages.
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High release of heavy metals from industries like 
metal processing, refining, paint, battery in-

dustry and mining causes serious wastewater conta-
mination because of the non-degradable nature of me-
tals. Released metal ions become poisonous for both 
plants and living organisms after certain concentra-
tions since they tend to pile up in living organisms 
and cause various disturbances and disorders [1-4]. 
Hence, various physical and/or chemical treatment 
techniques have been applied for many years, such as 
chemical reduction, precipitation, solvent extraction, 
coagulation, flocculation and filtration, membrane 
processes [5-7]. However, feasible applications of the 
mentioned techniques are limited due to high ope-
rational and initial capital costs, low efficiency and 
production of undesirable sludge. Many of the men-
tioned techniques have substantial penalties, such 
as demand for high-priced equipment, high reagent 
consumption, high energy requirement, inadequate 
metal removal, and generation of toxic sludge. On the 
other hand, adsorption systems are rapidly gaining 
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prominence in water treatment processes because of 
advantages such as easy design, control and opera-
tion [8]. The versatility and simplicity of adsorption 
directed researchers to search alternative sorbents to 
the time-honored sorbents. Therefore, the biosorpti-
on study of metal ions on natural adsorbents which 
are abundant in nature and require little processing 
is important for finding low-cost adsorbents [9-11]. 
Biosorption involves metal binding by ionic and co-
valent bonds to the surface matrix of the biomass [12]. 
It is known as an alternative technique to treat dilute 
heavy metal wastewaters because of availability of 
unlimited bio sources, high efficiency and surface po-
rosity of biomass [13]. To this end, agricultural wastes 
and non-edible plants are considered as a viable opti-
on for utilization in biosorption processes.

In the literature, different biomass samples like 
nutshells [14], sawdust [15], algae [16] and their modified 
forms [17] were reported as alternative biosorbents. Ho-
wever, attention should be should be drawn on naturally 

A B S T R A C T

The potential of an arid-land plant, Euphorbia rigida (E. rigida), for the removal of 
heavy metals [Pb(II), Zn(II), Cu(II), Cd(II), Ni(II)] from aqueous solutions was 

studied in the current work. Batch sorption experiments were conducted to investigate the 
effects of pH, particle size, initial metal ion concentration, contact time and temperature. 
Besides, biosorption data was analysed by different isotherm and kinetic models. 
Equilibrium studies showed that the biosorption closely follows the Langmuir and 
Freundlich isotherms. From the kinetic point of view, pseudo-second order model gave 
the best fitting with the experimental results. The evaluated thermodynamic parameters 
showed that biosorption onto E. rigida was a feasible, spontaneous and endothermic 
process. The affinities of metal ions onto E. rigida decreased as Pb(II) > Zn(II) > Cd(II) 
> Cu(II) > Ni(II) in single metal biosorption. Besides, binary and ternary metal sorption 
studies were conducted to investigate the co-ion effect. Experimental results showed that 
E. rigida can be used as an alternative and effective low cost biosorbent for the removal of 
heavy metals from aqueous solutions.
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growing land plants considering both their abundancies and 
biosorption abilities. Among various types of biomass spe-
cies, terpene hydrocarbons could be an effective candidate 
for biosorption processes. A well-known terpenoid biomass 
is the Euphorbiaceae family and Euphorbia rigida, a member 
of Euphorbiaceae, grows on the arid lands of Middle Ana-
tolia in abundant quantities and without requiring special 
labour. About 2000 species of E. rigida is known all along 
the world and it is reported that 80 species of Euphorbia are 
found in Turkey. This biomass drew the attention of several 
researchers interested in converting it to petroleum substi-
tute oil by pyrolysis [18]. Also, in another study, highly po-
rous activated carbons were produced from E. rigida by che-
mical activation [19]. But direct utilization of E. rigida witho-
ut applying any thermal treatment process for the removal 
of hazardous species has not been sufficiently studied. It is 
believed that usage of E. rigida as a biosorbent would lead 
to a new evaluation route for the other non-edible biomass 
species. In biosorption processes, it is also well known that 
interpretation and representation of multi-metallic systems 
is more complex than that of monometallic systems becau-
se of competition phenomena and hence there are limited 
published works on it. Therefore, the scope of this study 
was to determine the sorption characteristics of E. rigida for 
the removal of Pb(II), Zn(II), Cu(II), Cd(II) and Ni(II). Batch 
biosorption experiments were focused on to investigate the 
effects of solution pH, particle size, initial metal ion con-
centration, contact time and temperature. Equilibrium and 
kinetic studies together with the thermodynamic analysis 
were made with the obtained data. In addition, experiments 
were conducted in multi-metal solutions to investigate the 
co-ion effect. 

METHODS
Biomass Preparation and Characterization
Raw E. rigida (leaves and stalks) samples were obtained 
from South-western Anatolia. Before biosorption expe-
riments, E. rigida was washed to remove contaminants 
and dried at room temperature. Proximate, ultimate and 
component analysis of E. rigida were performed to de-
termine characteristics of the biomass and all the results 
were summarized in Table 1.

In order to characterize surface chemistry of E. rigida 
modified Boehm titration was performed and surface aci-
dic and basic groups were quantified. For this purpose, 0.5 
g of biomass samples were placed to a series of flasks which 
include 50 mL of 0.05 N NaHCO3, Na2CO3, NaOH and HCl. 
The flasks were shaken for 24 h and then filtered and titrated 
with 0.05 N NaOH or HCl depending on the nature of sur-
face groups. By observing the end points in the presence of 
phenolphthalein and methyl red indicators, amount of the 
surface groups was determined quantitatively.

The pH point of zero charge (pHpzc) of E. Rigida was 
also determined by pH drift method. For this purpose, 0.15 
g of biomass sample was added 50 mL solution of 0.01 M 
NaCl whose initial pH had been measured and adjusted by 
0.01 M NaOH or HCl. The pH values of the solutions were 
measured after 48 h. The pHpzc of biosorbent is noted as 
the point where pHinitial equals to pHfinal.

The surface microstructure of E. rigida was also cha-
racterized using scanning electron microscope combined 
with Energy Dispersive X-ray Spectroscopy , SEM-EDX (Ze-
iss Supra 50VP).

Biosorption Experiments
The salts used were Pb(NO3)2, N2O6Zn.6H2O, 
Cu(NO3)2.3H2O, Cd(NO3)2.4H2O and Ni(NO3)2.6H2O, for 
Pb(II), Zn(II), Cu(II), Cd(II), Ni(II), respectively. Stock so-
lutions of 1000 mg/L were prepared by analytical grade 
salts in double deionized water which has a conductivity 
of 18.2 MΩ/cm. Then, stock solutions were diluted to ac-
quire desired concentrations. The initial pH values were 
regulated to the required value with 0.1 mol/L and/or 
0.01 mol/L of NaOH and HCl solution. Batch biosorpti-
on experiments were performed by mixing metal soluti-
ons with E. rigida in a temperature programmed shaker 
and by taking samples at different time intervals. Each 
experiment is performed twice and average values were 
considered. The effects of biosorption parameters such 
as, pH (3-9), particle size (0.112-0.850 mm), biosorbent 
dosage (1-10 g/L), initial metal ion concentration (10-50 
mg/L), contact time (up to 24 h) and temperature (20-
40 °C) were investigated in a batch mode. After sorption 
process, biomass separated from the samples by filtering 
and the filtrate was analysed by atomic adsorption spect-
rometer (Varian Spectra A240 FS)

The amount of metal biosorbed per unit mass of the 
biosorbent at equilibrium (qe) and at each time interval (qt) 
were calculated by the following equations,   

     (C -C ) Vq = 
w

i e
e                                            (1)

 
     (C -C ) Vq = 

w
i t

t                                            (2)

where Ci is the initial and Ce is the equilibrium con-
centration of the metal ion (mg/L). In the equations, Ct is 
the concentration of the metal ion at any time (mg/L), V is 
the volume of aqueous solution (L), and w is the mass of bi-
osorbent (g). 

In the last stage of the study, binary and ternary bio-
sorption experiments were conducted to conclude whether 
E. rigida is applicable for the treatment of solutions inclu-
ding the combination of heavy metals.
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Theoretical Approach
Biosorption Isotherms
For convenient design and fundamental knowledge of 
the process, biosorption isotherm, the specific relations-
hip between sorbate and sorbents in equilibrium, is ne-
cessary. In order to gain information about the mutual 
effects of sorbent and sorbate, different isotherm models 
should be applied to experimental data. In this study, 
Langmuir, Freundlich, and Dubinin-Radushkevich (D-R) 
models were used to investigate the biosorption equilibri-
um between the metal ions and the biosorbent.

Langmuir model assumes that sorption occurs by dist-
ribution of sorbate molecules in a single layer throughout 
the sorbent surface and dynamic equilibrium exists betwe-
en sorbed and non-adsorbed free molecules [20-22]. The li-
nearized form of the Langmuir is given as follows:  

     1e e

e m L m

C C
q q K q

= +                                          (3)

where qm is the monolayer adsorption capacity of the 
activated carbon (mg/g), and KL is the constant (L/mg).

Freundlich model accepts multilayer adsorbate uptake 
on the sorbent surface and heterogeneous sorbate surface 
with active sites [23]. The linearized Freundlich equation is 
given by;

     1ln ln lnF eqe K C
n

= +                                    (4)

where KF  ((mg/g)(L/mg)1/n) is a constant related with 
the adsorption capacity and n is an empirical parameter 
indicating the adsorption intensity. 

Dubinin-Radushkevich (D-R) model designates the ad-
sorption on uniform pores and a variable adsorption poten-
tial throughout a heterogeneous surface [24]. The linear D-R 
isotherm equation is as follows:

     2ln lne mq q βε= −                                         (5)

where β is a constant related to the adsorption energy 
(mol2/kJ2), qm is the theoretical saturation capacity, and ε is 
the Polanyi potential.

The last isotherm model used in the study, Temkin [25] 
considers the effects of indirect sorbent/sorbate interactions 
and assumes non-uniformly distributed binding energies 
of sorbate molecules. The linear form of Temkin isotherm 
equation is expressed as:

     ln lne T eq B K B C= +                                     (6)

Biosorption Kinetics
The biosorption processes can be controlled by different 
mechanisms and various kinetic models (pseudo-first 
order, pseudo-second order, intraparticle diffusion and 

Elovich) were used to look into the mechanism and influ-
ential parameters of the sorption.

The pseudo-first order model expresses the rate equ-
ation by assuming the rate of change of solute uptake with 
time is related with the difference in saturation concentra-
tion and instantaneous concentration [26]. The pseudo-first 
order equation is formulized as follows:

     1( )t
e t

dq k q q
dt

= −                                           (7)

where k1 is the rate constant which is belonging to 
pseudo-first order model (1/min). Integration of this equa-
tion is turned out a linearized form as:

     1log( ) log( )
2.303e t e

k tq q q− = −                           (8)

Apart from the first order equation, the rate of change 
of solute uptake with time varies with the square of the dif-
ference in saturation concentration and the quantity of solid 
uptake in pseudo-second order equation as follows:

     2
2 ( )t

e t
dq k q q
dt

= −                                         (9)

where k2 is the rate constant of pseudo-second order 
model (g/mg.min) [27]. Integration of this equation also re-
sulted in a linearized form as:

     2
2

1 1

t e e

t t
q k q q
= +                                         (10)

Although pseudo-first order together with pseudo-se-
cond order are convenient to describe sorption kinetics, they 
don’t take into account the diffusion effect. At this point, 
intraparticle diffusion model [28] is beneficial for in-depth 
investigation of transportation process of sorbate molecu-
les. The intraparticle diffusion equation expresses variation 
of solute uptake proportional with t1/2and is written by the 
following equation:

     1/ 2
t pq k t C= +                                            (11)

where kp is the intraparticle diffusion rate constant 
(mg/g min1/2) and C is the intercept of intraparticle model 
plot which gives an opinion about the thickness of the bo-
undary layer. Accordingly, if intraparticle diffusion is inclu-
ded in the sorption, the model plot should be linear. Either, 
intraparticle diffusion is the rate-controlling step in the case 
of model lines go across the origin then. Otherwise, some 
other mechanisms are accepted to be present which effects 
the boundary layer [29, 30].

On the other hand, Elovich kinetic model [31] may be 
suitable when there is a chemical interaction between sor-
bate ions and surface sites. The linear Elovich equation can 
be represented by:

     1 1ln( ) lntq tαβ
β β

= +                                   (12)



K
ili

c 
et

 a
l/

 H
it

ti
te

 J 
Sc

i E
ng

, 2
01

7,
 4

 (2
) 1

05
-1

15

108

Biosorption Thermodynamics
For detection of the effects of temperature, spontaneity 
and feasibility of sorption process, thermodynamic para-
meters (Change in Gibbs free energy, enthalpy and ent-
ropy) should be interpreted. 

The Gibbs free energy change (ΔG°) of biosorption pro-
cess can be determined from the given equation:

     lno
LG RT K∆ = −                                        (13)

where R is the gas constant (8.314 J/mol.K), KL is equ-
ilibrium Langmuir constant and T is the temperature (K). 
Relationship between ΔG°, enthalpy change (ΔH°) and ent-
ropy change (ΔS°) can be demonstrated by:

o o oG H T S∆ = ∆ − ∆                                                         (14)
and manipulation of  Eq.13 is resulted in a linear equa-

tion for calculating thermodynamic parameters as:

     ln  
o o o

L
G H SK

RT RT R
∆ ∆ ∆

= − = − +                       (15)

RESULTS AND DISCUSSION
Characteristics of E. rigida
Fig 1 presents two electron micrograph examples of the 
E. rigida with a magnification of 500x and 1000x. Accor-
ding to secondary electron images, surface of raw E. rigi-
da seems heterogeneous which includes some intercon-
nected pores and channels. This topographical feature of 
E. rigida shows that it can be useful for sorption of metal 
ions. According to EDX analysis C and O are the main 

atomic constituents with minor amounts of Si, Mg, Ca. 
Ultimate analysis results given in Table 1 also supports 
that the main constituent of E. rigida is C which is 50 
wt.% approximately. 

Surface chemistry of E. rigida (Table 2) was studied 
by determination of pHpzc and surface functional groups 
using Boehm titration. According to the results, quantity 
of acidic surface groups are more than basic surface groups. 
Approximately 90 % of acidic surface groups are determined 
as phenolics.

Biosorption of single-metal solutions
Effect of pH
Since pH affects solubility of metal ions metal binding 
sites by dissociation of active functional groups and sur-
face charges, it is one of the important factors that should 
be considered throughout the biosorption process. The 
effect of pH on heavy metal sorption was determined by 
performing the experiments in a pH range of 3-9 with a 
constant particle size range as 0.112-0.224 mm. The re-
sults are given in Fig. 2 and pHpzc and amount of surface 
functionalities were summarized in Table 2. Accordingly, 
pHpzc, value of E. Rigida can be deduced close to 5.0 be-
cause of acidic surface groups.  It is known that, when pH 
is less than pHpzc the surface of the biosorbent becomes 
positively charged, and metal sorption is hindered, beca-
use of electrostatic repulsion between ions and surface 
functional groups. On the contrary, in the case of higher 
pH values than pHpzc, the quantity of negative charges 
increases and hence metal sorption is frequently favou-

Table 1.  Characteristics of E. rigida

Proximate analysis (%) Ultimate 
analysis (%) 

Component analysis (%)

Moisture   3.00 C 49.56 Extractive 12.55

Ash   6.40 H   5.16 Lignin 37.92

Volatiles 76.80 N   1.20 Hemicellulose 29.50

Fixed C* 13.80 O+inorganics* 44.08 Cellulose inorganics * 19.17
 *Calculated as difference

Figure 1. SEM micrographs of raw E. rigida
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red. The further increase in pH also causes an increase of 
the dissociation degree of functional groups from biosor-
bent surface and electrostatic interactions increases as a 
consequence. The amounts of Zn (II) and Cd(II) biosor-
bed onto E. rigida was found to increase with an increase 
in pH from 3 to 7. But further increasing pH caused to 
decreases in biosorption capacities of these two ions. Ac-
cording to this, optimum pH value for Zn (II) and Cd(II) 
ions was determined as 7. On the other hand, the highest 
Ni (II), Cu (II) and Pb(II) uptake were obtained at a pH 
value of 6. The differences in biosorption capacities of 
heavy metals onto E. rigida at different pH values could 
be due to the differences in the affinities of metal ions 
to the molecules on the biosorbent surface. At a pH va-
lue of 9, the biosorption capacity of all metal ions were at 
their lowest. This may be due to the formation of anionic 
hydroxide complexes. These complexations may decrea-
se the dissolved metal ion quantity and their competition 
with active surface sites. Therefore, all the subsequent 
experiments were followed by adjustment of pH values 
of the solutions.

Effect of particle size of biosorbent
The contact surface of the biomass with metal ions in 
aqueous solution has a significant role in biosorption pro-
cess due to the external mass transfer resistance. The ef-
fect of particle size (Dp) on heavy metal sorption was de-
termined within the range of 0.112 mm to 0.850 mm and 
results are given in Fig. 3 using optimum pH values for 
each metal ion. Decreasing the particle size of the biosor-
bent increased the surface area available for metal ions 
and therefore increases the biosorption capacity. Hence, 
a particle size range between 0.112-0.224 mm were used 
at the rest of the study.

Effect of biosorbent dosage
It is well known that the initial metal concentration and 
the available sorption sites on the sorbent provide the 
driving force to sorption according to the mass transfer 

phenomena. For biosorption to take place, mass transfer 
resistance between the solution and sorbate should be 
overcome. It is obvious that an increase in biomass dose 
generally increases the metal uptake because of the inc-
reases in active sites on the adsorbent surface. Whereas 
overlapping and partial aggregation of sorption sites may 
cause the decline in the amount of metal adsorbed. Such 
aggregation can cause to a decline in surface area of the 
biosorbent and increase in diffusional path. In order to 
investigate the effect of biomass dose for heavy metal re-
moval, variable amounts of biosorbents (1-10 g/L) were 
added to solutions and the results are given in Fig.4. It 
is well understood that increasing the biosorbent dosage 
decreases the uptake amounts.

Effect of concentration, temperature and contact time
Biosorption capacities of all ions increased considerably 
by increasing the concentration from 10 to 50 mg/L. The 
explanation of this phenomenon is the driving force pro-
vided by metal ions that overcomes the mass transfer 

Table 2.  Surface chemistry of E. rigida

PHPZC Carboxylic (meq/g) Lactonic
(meq/g)

Phenolic
(meq/g)

Acidic
(meq/g)

Basic
(meq/g)

4.82 0.2662 0.0888 3.4510 3.8060 0.1443

Figure 2. Effect of solution pH on heavy metal biosorption

Figure 3. Effect of particle size on heavy metal biosorption (Dp, in mm)

Figure 4. Effect of biosorbent dosage on heavy metal biosorption
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resistance between the solution and solid surface. Thus 
quantity of metal ions adsorbed onto E. rigida enhanced 
the uptake amounts with increasing metal ion concentra-

tions. Fig. 5 shows the dependence of the qt values versus 
contact time at different temperatures. Accordingly, qt 

values increased rapidly at the initial stages with an inc-
rease in the contact time, then gradually increased and 
finally equilibrium was established for all metal ions. The 
contact time needed to reach equilibrium for all studied 
metal ions was found about 3 h. The obtained curves also 
confirm that biosorption occurred in two stages which 
were a very fast surface biosorption followed by a slower 
intracellular diffusion. 

In general, there is no certain consensus about the 
temperature dependency of metal biosorption since surface 
interactions of each specific sorbate-sorbent pair effect na-
ture of the process significantly. According to the results, bi-
osorption capacities of E. rigida for all metal ions increased 
with an increase in the solution temperature. This indicates 
the endothermic nature of the biosorption. The affinities 
of metal ions onto E. rigida decreased as Pb(II) > Zn(II) > 
Cd(II) > Cu(II) > Ni(II) in single metal biosorption. In the 
applied experimental conditions, maximum capacities were 
determined as 18.5, 14.2, 12.1, 11.9 and 10.9 for Pb(II), Zn(II), 
Cu(II), Cd(II) and Ni(II) biosorption, respectively. The hig-
hest capacities obtained by using highest initial metal ion 
concentration (50 mg/L), temperature (40 °C) and contact 
time (24 h) as can be seen from Figure 5. Generally, biosorp-
tion behaviour biomass is attributed to the interactions of 
different functional groups found on the biosorbent surface 
with metal ions. And these interactions between biosor-
bent surface and ions and their complexation degrees are 
considered as the influential factors in biosorption process. 
Several authors concluded that soft ions (such as Pb(II)) can 
be adsorbed on biomass preferentially than the borderline 
(such as Ni(II)) and hard ions [32, 33]. This is due to the inte-
ractions of soft ions with the biomass ligands which are ma-
inly by covalent bonding. On the other hand, hard ions in-
teract biomass ligands exclusively by electrostatic attraction 
and borderline ions have intermediate properties between 
these two of them. Therefore, Pb(II) occupied the first posi-
tion in the affinity ranking among the examined ions. Table 
3 was given to make comparison between sorption capacity 

Figure 5. Effect of contact time and temperature (Initial metal ion con-
centration= 50 mg/L)

Table 3.  Comparison of biosorption capacity (mg/g) on various sorbent materials

Biosorbent Pb(II) Zn(II) Cu(II) Cd(II) Ni(II) Reference

Wheat straw - - 11.4 14.5 - [34]

Lichen (C. furcata) 12.3 - - - 7.9 [35]

Black carrot residues - - 8.8 - 5.7 [36]

Dye loaded groundnut shells - 9.6 7.6 - 7.5 [37]

Tobacco dust 39.6 25.1 36.0 29.6 24.5 [38]

Grapefruit peel - - - 42.1 46.1 [39]

Moringa pods - - 6.1 - 5.5 [40]

Corn cobs 8.3 - 7.6 - 13.5 [41]

Coconut dregs residue 9.7 - 2.8 - 5.9 [42]

E. rigida 18.5 14.2 12.1 11.9 10.9 Present work
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of E. rigida and similar biomass samples that were found in 
the literature. It can be said that the capacity of E. rigida was 
found to be compatible with the reported studies.

Equilibrium, kinetic and thermodynamic studies
Isotherm parameters obtained from the Langmuir, Fre-
undlich, D-R and Temkin models and their respective re-
sults are given in Table 4. According to the results, heavy 
metal biosorption onto E. rigida adsorption fitted well to 
the Freundlich model that considers multilayer adsorpti-
on of ions.  Higher values of correlation coefficients (R2) 
obtained by Freundlich model also indicate the accepta-
bility of the model of heterogeneous sorption phenome-
na for the system. The performance of the constructed 
isotherms were also statistically measured by the MAPE 
(Mean absolute percentage error) and RMSE (Root mean 
squared error) and the results were given in Table 4.

Kinetic parameters related to applied models are given 
in Table 5. The statistical coefficients were compared for 
determining the suitable kinetic models for the biosorption 
process. Accordingly, for all metal ions pseudo-second or-
der kinetic model fit better with the experimental data than 

other kinetic models according to the calculated correlation 
coefficients (R2) MAPE (Mean absolute percentage error) 
and RMSE (Root mean squared error) values. The fitted pse-
udo-second order model is useful for predicting behaviour 
over the whole range of biosorption. The best fittings with 
this model indicate that the rate-determining step consists 
of chemical adsorption including valence forces through the 
sharing or exchange of electrons between the surface of E. 
rigida and metal ions. The intraparticle diffusion model also 
was plotted in order to determine the effect of mass transfer 
resistance on the binding of metal ions on E. rigida. During 
kinetic analysis with intraparticle diffusion model, plots of 
the model did not pass through the origin for all metal ions. 
This observations indicate that the intraparticle diffusion 
was not the rate-limiting step of the process due to existence 
of some degree of boundary layers.

In order to get a better insight into the mechanism and 
to ascertain the temperature dependency, spontaneity and 
feasibility of the biosorption process, thermodynamic para-
meters are calculated and the corresponding results are gi-
ven in Table 6. The positive value of enthalpy change (ΔH°) 
revealed that biosorption of metal ions is in endothermic 

Table 4.  Isotherm constants for heavy metal biosorption onto E. rigida at 20 °C

Isotherm Pb(II) Zn(II) Cu(II) Cd(II) Ni(II)

Langmuir

qm (mg/g) 21.5939 14.4927 7.3964 17.8514 16.6389

KL (l/mg) 0.0136 0.0074 0.0662 0.0434 0.0228

R2 0.9788 0.9780 0.9784 0.9123 0.9918

MAPE (%) 1.0937 2.8040 4.4897 5.2486 1.3809

RMSE 0.0327 0.1031 0.2120 0.1189 0.0564

Freundlich

KF ((mg/g) (L/mg)1/n) 0.6282 0.9421 0.8698 1.0394 0.5538

n 1.1806 1.5790 1.9527 1.4355 1.3552

R2 0.9990 0.9950 0.9973 0.9942 0.9975

MAPE (%) 0.9588 1.7732 1.3823 2.1129 1.6477

RMSE 0.0162 0.0303 0.0191 0.0373 0.0231

Dubinin–Radushkevich

qm (mg/g) 8.7758 7.1499 4.4549 7.3294 6.3041

β 7.00×10-6 5.00×10-6 4.00×10-6 3.00×10-6 8.00×10-6

E 2.67×102 3.16×102 3.54×102 4.08×102 2.5×102

R2 0.8816 0.8837 0.8612 0.8609 0.8857

MAPE (%) 9.0071 7.7715 11.1695 12.1275 8.0527

RMSE 0.1783 0.1508 0.1400 0.1912 0.1581

Temkin

B 4.6449 3.0825 1.6546 3.3839 3.0366

KT 0.2971 0.4222 0.6268 0.5990 0.2979

R2 0.9639 0.9777 0.9777 0.9442 0.9788

MAPE (%) 9.9911 5.5342 4.7086 10.4158 6.8005

RMSE 0.5494 0.3136 0.1799 0.5757 0.2798
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nature. Also, positive value of entropy change (ΔS°) showed 
the randomness at the biosorbent–liquid interface because 
of the release of water molecules, ion exchange and binding 
of the metal ions. Moreover, negative values of Gibbs free 
energy change (ΔG°) showed that biosorption was sponta-
neous and confirmed the affinities of the E. rigida towards 
metal ions.

Multi-metal biosorption
Biosorption in multi-component systems is accepted as 
a much more complex process than single component 
systems due to solute-solute competition and the solu-
te-surface interactions. Therefore, binary biosorption 
[Ni(II)-Zn(II), Cu(II)-Pb(II), Pb(II)-Cd(II)] and ternary bi-
osorption of Cd(II)-Pb(II)-Cu(II) experiments were per-
formed to explain co-ion effect in the removal process.

Fig. 6 shows the binary and ternary biosorption results 
of heavy metals. Comparing binary biosorption results with 
the single metal systems showed that, uptake amounts of 
Ni(II) and Zn(II) ions were decreased in binary systems 
(Fig.6.a). In binary solutions uptake amounts were decrea-
sed due to the competition of ions for sticking on the biosor-
bent surface and also due to the co-ion effect. On the other 

hand, the total heavy metal uptake on E. rigida is increased, 
because of the attraction of different metal ions on diffe-
rent surface sites. The obtained curves indicate that contact 
time presents a slightly increasing trend and 90 min con-
tact time was found to be suitable for binary biosorption of 
Ni(II)-Zn(II). Besides, heavy metal removal was found as an 
endothermic process for binary biosorption as it was found 
for single metal systems. Analogue results were obtained for 
Cu(II)-Pb(II) binary system which are given in Fig. 6.b. Figu-
re 6.c exhibits the results for Pb(II)-Cd(II) system. Likewise, 
the Ni(II) -Zn(II) and Cu(II)- Pb(II) binary systems, contact 
time increased the uptake amount to a certain value until 
equilibrium was established and 90 min was found to be the 
required time for the highest uptake amounts. Differently, 
Cd(II) uptake was not affected by adding Pb(II) ions into the 
solution. But, amount of Pb(II) biosorbed onto E. rigida dec-
reased significantly in the presence of Cd(II) ion. 

In order to investigate ternary metal ion biosorpti-
on, effects of initial heavy metal concentration, time and 
temperature were investigated. The biosorption of Cd(II)-
Pb(II)-Cu(II) ions onto E. rigida as a function of metal ion 
concentrations were evaluated and uptake amounts were 
found lower than in the individual system, except Pb(II). 

Table 5.  Kinetic parameters for heavy metal biosorption onto E. rigida 

Kinetic Model Pb(II) Zn(II) Cu(II) Cd(II) Ni(II)

Pseudo-first order

k1 0.0237 0.0672 0.0207 0.0089 0.0115

qe 1.3829 6.7623 3.9591 6.0436 2.3157

R2 0.7661 0.9737 0.9928 0.9676 0.7324

MAPE (%) 70.2501 45.7410 12.2379 3.7638 50.6705

RMSE 0.2266 0.1905 0.0304 0.0282 0.1208

Pseudo-second order

k2 0.0451 0.0151 0.0075 0.0068 0.0284

qe 10.7296 9.0744 5.8548 8.1169 7.0872

R2 0.9998 0.9972 0.9957 0.9917 0.9986

MAPE (%) 1.6060 2.0243 3.2017 2.0617 3.8259

RMSE 0.0584 0.1560 0.3025 0.2700 0.2084

Intraparticle diffusion

kp 0.2030 0.3723 0.3799 0.4786 0.2403

C 8.6032 4.8315 0.988 2.0886 4.4403

R2 0.7031 0.8428 0.9558 0.9552 0.8362

MAPE (%) 3.4446 5.0141 6.7588 5.8711 4.1403

RMSE 0.3618 0.4409 0.2240 0.2841 0.2916

Elovich

α 28282.67 13.5386 0.5830 1.2689 41.4593

β 1.4271 0.8232 0.8137 0.6654 1.2505

R2 0.8255 0.8848 0.9864 0.9837 0.9131

MAPE (%) 2.5268 4.5257 3.4209 3.0967 4.0550

RMSE 0.2774 0.3775 0.1241 0.1713 0.2832
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When the effect of contact time was analysed, the time to 
reach equilibrium for all metals was nearly same for single 
and binary systems as it is seen in Fig 6.d. For ternary metal 
biosorption, temperature showed a slightly increasing effect 
on the uptake amount of ions likewise single metal soluti-
ons. Consequently, competition among heavy metals affec-
ted uptake amounts of metals in binary and ternary metal 
systems significantly.

SEM-EDX Analysis
SEM-EDX is a beneficial method to determine the element 
existence by the help of characteristic X-ray energy. SEM–
EDX analysis was performed on samples before and after 
biosorption to investigate textural properties and, there-
after, to understand binding of metal ions to the sorbent 
surface. Several sites on the E. rigida were analyzed after 
biosoption and their respective X-ray spectra are shown 

Table 6.  Thermodynamic parameters calculated for heavy metal biosorption onto E. rigida

Metal ion T (°C) ∆G°
(kJ/mol)

∆H°
(kJ/mol)

∆S°
(J/mol K)

R2 MAPE
(%)

RMSE

Pb(II)

20 -19.3604

20.17725 134.8863 0.9999 0.0256 0.002130 -20.7203

40 -22.0576

Zn(II)

20 -19.2236

38.7733 197.7568 0.9982 0.2697 0.025030 -21.1083

40 -23.1828

Cu(II)

20 -20.3364

8.3863 97.8252 0.9098 0.3144 0.028330 -21.1669

40 -22.2994

Cd(II)

20 -20.7013

15.9853 124.8357 0.9046 0.6034 0.055530 -21.6591

40 -23.2110

Ni(II)

20 -17.5471

14.6767 110.1605 0.9343 0.5285 0.041730 -18.8666

40 -19.7405

Figure 6.Effect of contact time for single, binary and ternary metal solutions (Initial metal ion concentration= 50 mg/L)
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in Fig.7. From top to bottom, EDX spectra confirm that 
Cd(II), Cu(II), Ni(II), Pb(II) and Zn(II) ions stick on the 
surface and pores of E.rigida which can be understood 
from red dots seen in the micrographs. Furhermore, in-
ternal cavities after heterogeneous distribution of metal 
ions exist on the surface. These features were identical to 
the morphological descriptions of E.rigida regardless of 
the type of the ion.

CONCLUSIONS
This present study demonstrated the results of the  bio-
sorption process for the removal of Pb(II), Zn(II), Cu(II), 
Cd(II) and Ni(II) ions from aqueous solution using an arid 
land plant biomass. According to the uptake amounts, the 
affinities of the metal ions to adsorption sites decreased in 
the order of Pb(II) > Zn(II) > Cd(II) > Cu(II) > Ni(II) in single 
metal containing solutions. For the single metal containing 
systems, Freundlich isotherm gives the best correlation for 
heavy metal biosorption. Kinetic modelling showed that the 
data perfectly complied with pseudo-second order model. 
Thermodynamic analysis showed that process is endother-
mic and spontaneous. In multi-metal systems, the uptake 
amounts for both metals were significantly changed in the 

presence of co-ions. But, presence of co-ions had no effect 
on equilibrium time and temperature dependency of the 
biosorption process. E. rigida proved itself as an alternative 
low cost biosorbent for removing heavy metals.Results sug-
gested that non-edible biomass species can be incorporated 
in decentralized water treatment systems to offer a simple 
option for treating the low concentrations of heavy metals.
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Mercury has neurotoxic, teratogenic, 
nephrotoxic and immunotoxic effects on 

human health [1-3]. Humans are exposed to mercury 
from different sources such as release from dental 
amalgams, gold mining activities, application of 
thiomersal-containing vaccines and industrial 
discharge to the environment [4]. Although 
mercury pollution is rare compared to other types 
of pollutions, it is strictly followed in environmental 
samples such as seawater and drinking water and is 
restricted by national and international regulations 
due to its hazardous effects on the ecosystem and 
human health. According to the Ministry of Health 
of Turkey, the concentration of mercury in drinking 
water must not exceed 1 µg/L (~5 nM) and the 
limit defined by the United States Environmental 
Protection Agency is 2 µg/L (~10 nM). Such a low 
amount of mercury can generally be analyzed only 
by highly sensitive analytical techniques such as 
inductively coupled plasma, mass spectrometry [5-6] 
fluorescence sensing [7-8], high performance liquid 
chromatography, cold vapor atomic fluorescence 
spectroscopy [9], and resonance Rayleigh scattering 
aptasensors [10]. 

Although developing a method for any forms of 
mercury is worthwhile, all Hg forms produce Hg2+ 
and most studies have focused on the development 
of mercury sensors through Hg2+ sensing [4,11-13]. 
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Recently, a considerable number of nanoparticle-based 
sensors for ultra-sensitive analysis have been developed 
due to the lower cost and versatile and modifiable 
features of these materials and the simplicity of their 
synthesis and analysis [12-13]. There are different 
mechanisms for Hg nanosensing and the easiest is 
the aggregation of nanoparticles in the presence of 
Hg2+ [14]. Silver nanoparticles result in the reduction 
of Hg2+ and an Hg-Ag amalgam can be formed on the 
surface of nanoparticles when the size of the silver 
nanoparticles are below 32 nm [15].  When this occurs, 
optical responses such as shifting surface plasmon 
resonance (SPR) bands and fluorescence quenching can 
be observed. Another strategy is based on the affinity 
of thymine to Hg2+ ions [16], in which the thymine-
thymine mismatched base pair is stabilized by Hg2+ 
with a size that perfectly fits the double stranded DNA 
without the steric disturbance of the helical structure. 
Other mechanisms in fluorescence nanosensing 
include energy transfer and electron transfer between 
analytes and sensors.

There are various types of luminescent 
nanomaterials that can be used in optical sensing of 
analytes and they introduce different mechanisms in 
sensing methods. The most employed luminescent 
particles in nanosensing are quantum dots [7,17]. 
Recently, as an alternative to quantum dots, nanoclusters 
of noble metals have been employed in this area [18]. 

A B S T R A C T

In this study, gold and silver nanoclusters were employed for optical sensing of mercury. 
Nanoclusters used in this research had different chemical properties and showed dif-

ferent interactions with mercury producing specific optical responses including UV-Vis 
absorbance and f luorescence. These responses were quantitatively studied in the solu-
tion phase. The sensitive methods developed in this study were tested using mercury 
standards and accurate and precise results were obtained. Optical responses could also 
be monitored by naked eye. Finally, portable and simple glass fiber pads were developed 
for mercury sensing.

Keywords: 
Mercury sensing, optical sensors, gold nanoclusters, silver nanoclusters, f luorescence, colorimetry, portable optical devices

INTRODUCTION
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Gold nanoclusters (AuNC) and silver nanoclusters (AgNC) 
are preferred particularly due to their easy synthesis, 
biocompatibility, and photostability. 

In this study, AgNC and AuNC were used for Hg2+ 
sensing. Their fluorescence and absorbance signals were 
monitored after the addition of Hg2+. Finally, the method 
was transferred to glass fiber pads for a simple and on-site 
analysis of Hg2+.

METHOD
Materials and instrumentation
NaOH, HAuCl4, Hg(NO3)2, NaBH4, KNO3, NaNO3, 
Ca(NO3)2, Fe(NO3)2, Mg(NO3)2, Ba(NO3)2, Pb(NO3)2, 
α-Lipoic acid, L-glutathione, and Whatman No 1 Chr 
chromatography paper were purchased from Sigma-
Aldrich (Mannheim, Germany). Mercury reference 
standard was purchased from Ultra Scientific Analytical 
Solutions (Rhode Island, USA). Glass fibers conjugate pad 
sheets and absorbent pads were obtained from Merck 
Millipore (Darmstadt, Germany). 

Fluorescence spectra were measured with an Agilent 
Cary Eclipse Fluorescence Spectrophotometer and 
absorption spectra were recorded using an Agilent Cary 
60 UV-Vis spectrophotometer (Agilent Technologies, 
California, USA). The temperatures of spectroscopic 
measurements were maintained at 25 ℃ with an Agilent 
Peltier temperature controller accessory. A Desaga Uvis 
lamp was used for the UV light (366 nm) for the photographs 
(Jahnsdorf, Germany).

Synthesis of gold nanoclusters
Gold nanoclusters were synthesized using the method 
proposed by Zhang et al. [19] which utilizes glutathione 
for stabilization. Briefly, 10 mL of 10 mM HAuCl4 and 
10 mL 15 mM glutathione were mixed vigorously for 2 
min. Then, 2 mL of 1 M NaOH was added to the mixture. 
Finally, the solution was stirred at 200 rpm at 37 ℃ for 24 
h. The yellow solution of gold nanoclusters was washed 
to remove the excess glutathione followed by the addition 
of 80 mL of methanol. Then, the mixture was centrifuged 
at 9000 rpm for 20 min. The precipitates were dispersed 
in 20 mL of ultrapure water and kept under dark room 
conditions.

Synthesis of silver nanoclasters
The method described by Patrick et al. [20] was used for 
the synthesis of AgNC. 19 mg α-lipoic acid was added 
to 14 mL of ultrapure water followed by the addition of 
7 mg NaBH4 while stirring. After 30 min of stirring, a 
clear solution was obtained. Then, first 700 µL of 25 mM 
AgNO3, then 2 mL of 0.13 M NaBH4 were added. The flask 
was covered with an aluminum foil to keep it away from 

light. After stirring for 5 h, orange AuNCs were formed 
which were then stored at dark.

Hg2+ sensing in the solution phase
AgNCs were first diluted 1:4 with distilled water and 
AuNCs were directly used since their fluorescence signals 
were not intense. Analytes were prepared in water and 
were directly added to the clusters. All the fluorescence 
measurements were recorded at 25 ℃ by controlling the 
temperature using a Peltier accessory. Preliminary tests 
were performed by adding possible interferences to the 
nanoclusters and photographs were taken. by placing the 
analytes under white light and UV-light for colorimetric 
and fluorimetric responses. All titrations were performed 
using a stock solution of 10 µM Hg(NO3)2. Certified 
mercury standards were used as real samples. 

Hg2+ sensing on glass fiber pads
Glass fiber pads were cut in the dimensions of 2 mm  
8 mm. Time for immersion of pads in AgNC was 
optimized by measuring the fluorescence intensities at 
different times (5 s, 8 s, 10 s, 12 s, and 15 s). The pads were 
immersed in the AgNC solution for 8 s and left to dry at 
room temperature. Once the pads were dry, 12 µL of the 
blank solution and samples (1 nM, 10 nM, 100 nM, and 
1000 nM Hg2+) were pipetted onto pads and left to dry 
again. Then, photographs of the pads were taken under 
white and UV lights (366 nm). 

RESULTS AND DISCUSSION
The reference methods report that AgNC (ɸ= ~5.0%) have 
higher quantum yield than AuNC (ɸ= ~1.5%). [19-20] 
This can clearly be observed in photographs taken under 
UV light (Figures 1a and 2a). Nevertheless, the effect of 
Hg2+ on fluorescence intensity can be easily observed 
for both nanoclusters even by naked eye. However, 
the colorimetric responses and UV-Vis absorption 
titrations reveal that the mechanism of Hg2+ sensing is 
different in these nanoclusters. While Hg2+ produces a 
colorimetric response in AgNC, which is indicated by 
the disappearance of yellow (Figure 1a), no colorimetric 
response is observed when Hg2+ is introduced to AuNC 
(Figure 2a). The colorimetric response obtained by 
AgNC can be quantified using the UV-Vis absorption 
spectra (Figure 1b). Fluorescence signals show similar 
responses to colorimetry in AgNC. When Hg2+ is 
introduced, the aggregation of AgNC can be observed by 
the disappearance of color and fluorescence quenching. 
The mechanism in Hg2+ sensing by AgNC can be the 
reduction of Hg2+ followed by the formation of Ag-Hg 
amalgam formation. In this study, these colorimetric 
and fluorimetric responses were monitored by time in 
the kinetic mode of a fluorescence spectrophotometer 
and it was found that the reaction occurred immediately 
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after the addition of Hg2+. 

Besides, the responses were concentration-dependent; 
thus, can be used in quantitative analysis. On the other 
hand, AuNC responded to the addition of Hg2+ in a different 
way. Although the absorbance spectrum of AuNC was not 
affected by Hg2+, the fluorescence was quenched. In this case, 
the suggested mechanism was not the aggregation of AuNC, 

but it was probably the formation of a complex between 
Hg2+ and the carboxyl group of glutathione on the surface of 
AuNC. Then a photo-induced electron transfer from AuNC 
to Hg2+ complex might occur. This phenomenon can also be 
observed in some quantum dot-based sensing. [21] 

In brief, colorimetric and fluorimetric responses were 
obtained from AgNC while only fluorimetric response was 

Figure 1. a) Naked eye detection of Hg2+ among some other cations using AgNC b) UV-Vis absorption titration spectra of Hg2+ and AgNC, c) Ca-
libration curve for Hg2+ and AgNC UV-Vis titration, d) Fluorescence titration spectra of Hg2+ and AgNC e) Calibration curve for Hg2+ and AgNC 
fluorescence titration.
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observed for AuNC.  This creates a specific response pattern 
(Figure 3) for Hg2+ cation. The obtained response pattern 
increases the selectivity of Hg2+ sensing and is especially 
important in this type of sensor, which does not employ 
any analyte-specific agents. There is usually a contradiction 
between the selectivity and simplicity/cost-effectiveness 
of analytical methods. When an analytical method 
concentrates on high selectivity, its generally complexity 
and cost increase or vice versa. Thus, using two or more 
less selective sensors rather than expensive and highly 
selective analyte-specific agents (antibody, aptamer, etc) 
allows obtaining required information to analyze a sample. 
Here, only two simple nanoclusters were employed for Hg2+ 
sensing and they interacted with the analyte using different 
mechanisms; thus, selective sensing of Hg2+ was achieved 
following a very simple and cost-effective synthesis method. 
The effects of some selected metals were also followed under 
white light and UV-light and no interference was observed 
(Figures 1a and 2a).

Firstly, UV-Vis titrations were performed for both 
nanoclusters (Figures 1b and 2b). The responses from the 
AgNC-Hg2+ UV-Vis titration were used for quantitative 
determination (Figure 1c).  Then, isosbestic points (312 nm 
and 539 nm) were determined from the UV-Vis spectra 
for the determination of the excitation wavelength in the 
fluorescence titration of AgNC and Hg2+. Although the 
highest emission for AgNC was observed when it was 
excited at 432 nm, titrations were realized at an excitation 
wavelength of 539 nm since emission is independent from 
absorbance changes at isosbestic points, thus resulting in 
better correlation factors between Hg2+ and fluorescence 
quenching. Fluorescence of AgNC started to quench at 
around 1 nM Hg2+ and total quenching was achieved upon 
the addition of 330 nM Hg2+ to AgNC (Figure 1d). A linear 
correlation was observed between AgNC and Hg2+ (Figure 
1e). On the other hand, fluorescence titration of AuNC and 
Hg2+ indicated a non-linear relationship in a wide range 
(Figure 2c). For this reason, the range of titration between 
50-470 nM Hg2+ that showed a linear relationship was used 
for the calibration (Figure 2d).  Both titrations were carried 
out in water at 25 ℃. Some of the validation parameters 

Figure 2. a) Naked eye detection of Hg2+ among some other cations 
using AuNC, b) UV-Vis absorption titration spectra of Hg2+ and AuNC, 
c) Fluorescence titration spectra of Hg2+ and AuNC d) Calibration curve 
for Hg2+ and AuNC fluorescence titration.

Table 1. Some method validation parameters for Hg2+ sensing

Silver nanoclusters Gold 
nanoclusters

Fluorescence UV-Vis Fluorescence

Linear range (nM) 3.3-290 5-400 50-470

Detection limit (nM) 1.04 1.65 1.84

Quantitation limit 
(nM) 3.16 5.00 5.59

Slope 0.003586 0.002571 0.001277

Intercept -0.01913 0.03248 0.1520

Coefficient of 
determination 0.9974 0.9928 0.9922
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such as linear range, detection and quantification limits, 
and the coefficient of determination for both nanoclusters 
are given in Table 1. Finally, the certified mercury standard 
solutions were analyzed to test the accuracy and precision 
of the method. The results demonstrate high accuracy and 
precision at low levels of concentration (Table 2).

After analyzing the nanocluster-mercury interaction in 
the solution phase, the method was transferred to glass fiber 
pads which are commonly used in lateral flow immunoassay 
applications as sampling or conjugation pads. Here, the aim 
was to develop simple, user-friendly, cheap and disposable 
devices applicable to the on-site analysis of mercury. For this 
purpose, different types of paper such as chromatography 
paper, nitrocellulose absorbent pads and glass fiber pads 
were tested. As expected, the sensitivity of all materials was 
found to be lower compared to the solution-based method. 
Among these materials, the best performance in terms of 
sensitivity was obtained from glass fibers. This may be 
attributed to their higher sample absorption capacity and 
lower material density.

Small strips of glass fiber pads were immersed in 
AgNC to absorb the nanoclusters. The time taken for the 
pads for complete absorption were determined by studying 
the fluorescence of pads after keeping them in AgNC at 
different time intervals (5 s, 8 s, 10 s, 12 s, and 15 s). The 

results showed that pads were saturated with AgNC in 8 s 
and this condition was used in further experiments. 

After solvent evaporation at room temperature, the 
fluorescence of AgNC in glass fiber pads under UV-light 
could be observed even by naked eye. Then, Hg2+ samples 
were applied to pads at different concentrations and the 
photographs of pads were taken using a mobile phone under 
sunlight and UV-light (Figure 4a). Although naked-eye 
detection of color change was difficult at lower concentrations 
(1 nM and 10 nM), the change was clearly seen at higher 
concentrations (100 nM and 1000 nM). On the other hand, 
it was easier to detect the change in fluorescence even at low 
concentrations. This is mostly because the red fluorescence 
of AgNC was not interfered with other lights. If the 
nanosensors had blue fluorescence, it would be difficult to 
apply this method since strong scattering of paper materials 
can suppress the blue fluorescence of sensor. Thus, another 
advantage of nanoparticles is that their optical properties 
can be easily modified to meet the requirements of sensing. 
For better quantification, the blue channel of the photo 
was removed and fluorescence intensities were measured 
using the Image J software. Considering the simplicity of 
the experimental setup and application, it can be concluded 
that the fluorescence intensity and Hg2+ concentration was 
correlated (Figure 4b) and this method can be used in the 
quantitative determination of Hg2+ in drinking water. 

Figure 3.  Optical response pattern obtained from nanoclusters

Table 2. Accuracy and precision of the Hg2+ sensing

Concentration of certified reference Found Relative standard deviation (%) Relative error (%)

Silver nanoclusters fluorescence measurements

5.0 nM 4.8 nM 2.54% -3.38%

50.0 nM 49.0 nM 3.98% -2.07%

100.0 nM 101.5 nM 1.71% 1.53%

Silver nanoclusters UV-Vis measurements

10.0 nM 10.6 nM 2.72% 6.21%

100.0 nM 101.5 nM 1.63% 1.49%

200.0 nM 202.9 nM 2.72% 1.46%

Gold nanoclusters fluorescence measurements

60.0 nM 61.7 nM 2.87% 2.78%

120.0 nM 122.4 nM 0.12% 2.03%

240.0 nM 236.7 nM 2.05% -1.38%
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CONCLUSION
In this study, sensitive and easy-to-use assays were 
developed for the determination of Hg2+ cation in 
water. Optical responses obtained after interactions 
between nanoclusters and Hg2+ were used in the analysis. 
Colorimetric and fluorimetric responses created a 
response pattern for the Hg2+ cation, which increases the 
selectivity of this simple method. The sensitive method 
was successfully applied to certified mercury standards. 
Finally, the proposed method based on AgNC was 
implemented in glass fiber pads to develop disposable, 
cheap, simple, portable, and sensitive devices. However, 
the fluorescence of AuNC was not sufficient for Hg2+ 
sensing by this simple setup since the quantum yield of 
AuNC was low. Therefore, further studies are needed to 
increase the quantum yield through the modification of 
AuNC.
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Transformation Plasticity (TP) or Transformation 
Induced Plasticity (TRIP) is a significantly inc-

reased plasticity during a phase change [1]. TRIP is 
currently explained by the competition of Greenwo-
od and Johnson [2] and Magee [3] mechanisms de-
pending on thermo-mechanical loading conditions. 
The extensive review of the TRIP effect can be found 
elsewhere [4].

Transformation plasticity is an important phe-
nomenon which usually has a strong impact on the 
predicted distortion and residual stresses by heat tre-
atment simulations. For low quench intensities (small 
components, low heat extraction rates), TRIP is the sole 
mechanism leading to distortion of the components [5]. 
For example, in the work of Acht et al. [6], it is clearly 
demonstrated that TRIP is the major cause of change in 
the angle of conicity of gas-nozzle field quenched coni-
cal bearing rings made from DIN 100Cr6 steel. More-
over, in many cases, TRIP is also reported to be a good 
stress relaxation mechanism [7, 8].

Neglecting the TRIP effect might lead to signifi-
cant errors in heat treatment simulations; in some cases, 
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even the sign of the stress (tension or compression) can-
not be predicted correctly [7]. Moreover, the suggestion 
of Bhadeshia et al. [8] to design and produce low mar-
tensitic transformation temperature steels to reduce 
welding residual stresses; can be regarded as an efficient 
way of exploiting the importance of the stress relaxation 
effect of the TRIP phenomenon. 

Owing to its importance in the prediction of heat 
treatment and welding distortion as well as residual 
stresses, there exist many models for modeling of the 
thermomechanical behavior of steels undergoing phase 
transformations including TRIP effect. Earlier material 
models in the field [9-12] date back to 1980 s̀. Although 
most of these models suggested until now today are 
usually capable of predicting the TRIP strain accurate 
enough, the determination of those TRIP model s̀ pa-
rameters is still a challenge [13]. Experimental deter-
mination of TRIP model parameters requires stressed 
dilatometers or physical simulators, which are not wi-
dely available. Even in the presence of high-quality equ-
ipment, the determination of TRIP model parameters 
is still a challenging task. The inelastic deformation is 
quite small and its accurate measurement requires both 

A B S T R A C T

Transformation induced plasticity (TRIP) of SAE 52100 steel during quenching is in-
vestigated both experimentally and theoretically. TRIP parameter (K) is determined 

experimentally for both martensitic and bainitic transformations by using the stressed 
dilatometry technique. A new method for extraction of for an incomplete transforma-
tion is suggested for the martensitic transformation. Theoretical calculations using well-
established models for the TRIP effect and the results from the literature are used for 
the justification of the results of this work. The results for bainitic transformation is 
found to be in good agreement with both the literature and theoretical calculations using 
Leblond`s model. On the other hand, experimentally determined value is found to be 
significantly different from the literature. Nevertheless, it is still in reasonable agreement 
with the calculations using Leblond`s model.

Keywords: 
Transformation Plasticity, Stress-phase transformation interactions, SAE 52100.
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careful experimentation and high precision equipment.

In this study, the TRIP constant was determined by 
using a deformation dilatometer. The results were justified 
by comparing them with the literature and with the theore-
tical calculations. The difference between the results of this 
experimental study and the here presented theoretical cal-
culation is negligible. On the other hand, the differences are 
considerable when the here presented results are compared 
to the results of Dalgic et. al. [14] which used a different tes-
ting equipment.

THEORY

The Effect of Stress on Phase Transformations
The effect of stress on phase transformation can be sum-
marized in two main parts: first, it changes transformati-
on kinetics and second it causes generation of irreversible 
permanent strain, namely, transformation plasticity. This 
second effect can be active even when the material is ex-
posed to stresses that are smaller than the yield strength 
of the parent phase at a given temperature [15-18].

During thermal treatments, the material is subjected 
to fluctuating thermal and transformation stresses due to 
the temperature gradient and phase transformations. These 
fluctuating stresses can change critical transformation tem-
peratures or phase transformation kinetics. In other words, 
they may accelerate or retard the transformation of austeni-
te into the product phases. 

The effect of stress on transformation kinetics of mar-
tensite has been extensively investigated [8, 18-22]. The cri-
tical temperature for martensitic transformation, Ms, may 
vary with the type of stress applied to the material.

 Stress state applied on the material can be decomposed 
into two parts as deviatoric stress and hydrostatic pressu-
re. It is known that positive hydrostatic pressure may lower 
the Ms, whereas uniaxial stresses increase Ms. Hydrostatic 
pressure confronts to the transformation dilation of mar-
tensite, so Ms is expected to be lowered. On the other hand, 
an increase of Ms by deviatoric stresses can be explained by 
the interaction of shear components of global stress state 
with displacive transformation strains [18, 19, 23, 24].

In the case of diffusional transformations, hydrostatic 
pressure also retards the transformation by confronting the 
associated volumetric expansion. On the contrary, transfor-

mation rate is accelerated by uniaxial stresses, which incre-
ase the number of nucleation sites by increasing the fraction 
of internal defects and the free volume needed for diffusio-
nal transformations [18, 21, 25, 26].

Transformation Induced Plasticity
Transformation (induced) plasticity (TRIP) is a defor-
mation mechanism that is known to cause a permanent 
irreversible deformation during a phase transformation. 
Greenwood and Johnson [2], Magee [3] and later Leblond 
[11] have developed models for TRIP. In uniaxial loading, 
the evolution of TRIP strain (εtp(P)) is often described by 
the Equation (1):

      ( ) ( )tp P K f Pe s= × ×                                            (1)

Where K is the transformation plasticity parameter, σ is 
the applied stress, and f(P) is known as the progress of trans-
formation plasticity or scaling function which expresses the 
dependency of transformation plasticity strain on the frac-
tion transformed (P). Progress of transformation plasticity 
f(P) must satisfy f(0) = 0 and f(1) = 1. The transformation 
plasticity strain at the completion of the transformation (P 
= 1) is referred as the extent of transformation plasticity (εtp).

Experimental determination of K and f(P) requires 
stressed dilatometry tests conducted at different stress le-
vels. Independent of f(P), K parameter can be determined 
by conducting constructing a plot of the extent of TRIP (εtp) 
vs. applied stress (σ). The slope of the regression line with a 
constant intercept of 0 yields the TRIP parameter K.  After 
determination of K, f(P) can be determined from the same 
experiments by calculating the evolution of TRIP strain ac-
cording to Equation 2 and determining a phenomenological 
function that fits all tests reasonably.

( ) ( ) ( ), 0,tp P P Ps se e e- ==                            (2)

Both K and f(P) can also be treated theoretically ac-
cording to the theory of micromechanics and phase trans-
formation kinetics. There are different suggestions for f(p), 
which are reviewed in Fischer et al. [4]. 

There are several models published in the literature 
about the calculation of transformation plasticity parame-
ter (K) which can be generalized in the form of Equation (2) 
[2, 11, 27, 28]:

1
a
y

V
K C

V s

æ öæ ö ÷D ç÷ ÷ç ç÷ ÷ç ç÷ ÷ç ÷ç ç ÷è ø ÷çè ø
=                                                         (3)

Table 1. The chemical composition of SAE 52100 steel used in this study.

C Cr Si Mn Al Cu Mo Ni O P

wt. 
(%)

0.99 1.43 0.24 0.36 0.017 0.1 0.02 0.06 5e-5 0.016
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Where, C is a geometrical constant whereas; ΔV/V and 
σy

a are the dilatation due to phase transformation and the 
yield strength of the parent phase, respectively. Different 
models can be obtained by changing multiplier C between 
0.66 and 0.83, given in Equation (3).

In order to calculate K with these models, volume 
change and yield strength of austenite must be known a pri-
ori as a function of temperature. Equation (4), which was 
determined experimentally in a former study [29], is used for 
the calculation of yield strength of austenite (in MPa). 

( ) o o0.3211 294.44; 25 C T 850 Ca
y T Ts - + £ £=  (4)

The material is assumed to experience isotropic volu-
me changes during phase transformations and the relative 
change in volume (ΔV/V) was calculated from the relative 
length (ΔL/L) change in the dilatometry tests according to 
Equation 5.

3V L
V L

æ ö æ öD D÷ ÷ç ç÷ ÷ç ç÷ ÷ç ç÷ ÷ç çè ø è ø
=                                                            (5)

EXPERIMENTAL PROCEDURE

The material used in this study was SAE 52100 (DIN/EN 
100Cr6, JIS-SUJ2) bearing steel and the chemical compo-
sition of this steel is given in Table 1.

The tests are conducted on a thermo-mechanical tes-
ting unit (DIL-805 A/D/T, Baehr-Thermoanalysis GmbH) 
which was used as a stressed dilatometer. The system emp-
loys inductive heating, He/N2 gas quenching and it is also 
capable of applying simultaneously a uniaxial compressive 
force up to 20 kN. Both thermal and mechanical systems 
are controlled through a closed-loop control system. The 
experiments were performed under a vacuum of 5x10-4 

mbar to prevent oxidation and the specimen is quenched 
with He gas. 

Specimens with lengths of 10 mm and diameters of 5 
mm were extracted from 6000 mm long as-cast and rolled 
100Cr6 steel rods with a diameter of 37 mm. SAE 52100 steel 
rods were sliced down to 10 mm long slices. Then, each sli-

ce was spheroidized in an atmosphere controlled furnace at 
790 °C for 14 hours to obtain a homogenous microstructure. 
After this, specimens are extracted by electrical discharge 
machining (EDM) from the half radius in order to eliminate 
the effect of core segregation.

A representative temperature program for the bainitic 
transformation is presented in Figure 1. First, the specimen 
is austenitized at 850 °C for 30 minutes and subsequently 
cooled down from 850 °C to 350 °C at 100 °C/s. Then, a short 
dwell of 1.5 is imposed for the stabilization of temperature. 
After this, the specimen was loaded immediately with vario-
us compressive stresses (0, 5, 20, 40 and 50 MPa). The stress 
on specimen was held constant until the end of isothermal 
dwell until the completion of transformation. It should be 
noted that the stresses imposed to the specimens were al-
ways below the yield strength of austenite at a temperature 
of 350 °C, which is 178 MPa. Each test is repeated at least 2 
times to ensure the reproducibility of the results.

A representative temperature program for TRIP test 
of martensitic phase transformation is shown in Figure 2. 
The first step in the temperature program is identical to the 
TRIP tests of bainitic phase transformation: First, the speci-
men is austenitized and then cooled down to 350 °C at 100 

°C/s at which various compressive stresses are applied. In the 
next step, the specimen is cooled down to the room tempe-
rature (25 °C) at 10 °C/s, while the load on the specimen is 
held constant during cooling. The stresses imposed on the 
specimens were always below the yield strength of austenite 
at temperature of 350 °C. Various compressive loads applied 
on specimens as 0, 5, 50 and 100 MPa.

In order to investigate the effect of stress on bainitic 
phase transformation, applied stress and temperature were 
held constant during the test until phase transformation 
was completed. Therefore, K can be simply determined in-
dependent of the choice of f(P) as f(P) must be 1 at the end 
of the transformation. On the other hand, the treatment of 
tests for martensite requires a more complicated treatment: 
The stressed-dilatometer used in this study cannot be used 
in subzero temperatures, but the martensitic transformati-
on is not completed at room temperature for this steel as 

Figure 1. Temperature program for the tests for bainitic transformation. Figure 2. Temperature program for the test for martensitic 
transformation.
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its Mf determined as -94 °C in a former study [30]. Hence, 
the extent of TRIP (εtp) cannot be directly determined from 
room temperature tests. Therefore, it is not possible to de-
termine TRIP parameter (K) by from εtp vs. σ plots.

In this study, a new method is developed to calculate 
the extent of plasticity from incomplete transformation cur-
ves of stressed dilatometer experiments. The method invol-
ves the fitting of a kinetic equation for martensitic function 
to available data and extrapolating the thermal strain of 
martensite until the completion of transformation. Extra-
polated thermal strain for martensite is then used to calcu-
late εtp.  The procedure is summarized in Figure 3.

Modified Koistinen-Marburger equation was selected 
as the kinetic function

( )( ) 1 exp n
sP T M Té ù-W -ê ú

ë û
= -                            (6)

Where P(T) is the proportion of martensite transfor-
med at a given temperature, Ms is the martensite start tem-
perature, Ω is transformation rate constant, n is the under-

cooling exponent. The values for transformation rate cons-
tant, Ω, and exponent n are obtained from the former study 
[30], and Ms is determined as a function of stress. In order to 
fit the modified equation onto the dilatometric curve, phase 
fraction of martensite must be known. It can be calculated 
by applying lever rule on the dilatometric curve, which is 
given in Equation 7.

( )
( ) ( )

( )
( ) initial

final initial

L T L T
P T

L T L T

-

-
=                                    (7)

where, l(T), linitial(T)  and lfinal(T) are the thermal strains 
of austenite-martensite mixture, austenite and martensite, 
respectively.

Thermal strain of austenite was calculated by fitting 
line onto austenite region of the dilatation curve. On the ot-
her hand, thermal strain for martensite was formerly deter-
mined in [30] by subzero quenching experiments and XRD 
retained austenite measurements. 

Finally, modified Koistinen-Marburger equation was 
fitted onto the dilatometric curve, which had been conver-
ted into values of fraction of martensite by the lever rule. 

Figure 3. Temperature program for the test for martensitic transformation

Figure 4. Relative length change vs. Time plot for the tests conducted 
at different stress levels for the bainitic transformation. Curves clearly 
indicate the presence of TRIP together with some changes in the 
transformation kinetics.

Figure 5. The extent of plasticity (εtp) vs. applied stress (σ) curve for 
bainitic transformation at 350°C. Kbainite is determined as 6.82∙10-5 
MPa-1 from the slope of the regression line.
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Then, martensitic phase transformations were extrapolated 
up to P(Mf)=1 to calculate thermal strain of martensite at 
the end of transformation, which is the extent of plasticity 
(εtp). Calculated εtp values are used similar to experimentally 
determined ones to construct a plot to determine the TRIP 
parameter. 

RESULTS AND DISCUSSION
The dilatation curves for the tests conducted for baini-
tic transformation at 350°C under different compressive 
stresses are presented in Figure 2. The results show a 
decrease in the axial strain as the imposed stress increa-
ses. As the applied stress is lower than the yield strength 
of the soft phase, this additional plastic deformation is 
related to TRIP. The tests also indicate some changes 
in transformation kinetics but the focus of this study is 
TRIP and those effects are left out of the scope for the 
sake of brevity.

The extent of TRIP for bainitic transformation is stra-
ightforwardly calculated according to Equation 2 at the end 
of transformation and plotted against the applied stress in 
Figure 5. A regression line is fitted to the data and K for ba-
initic transformation is determined from the slope of the 
regression line as 6.82∙10-5 MPa-1. The result is quite close to 
the result [28] in the literature for the same steel at the same 
temperature, which reports K = 7.24∙10-5 MPa-1. Theoretical 
calculation of K according to Leblond model (C=2/3 in Equ-
ation 3) yields K = 5.08∙10-5 MPa-1 which is also reasonably 
close to experimentally determined value. Thus, it can be 
concluded that the result lies in line with both the literature 
and the theory.

The dilatation curves for the tests conducted for mar-
tensitic under different compressive stresses are presented 
in Figure 6. The figure also shows the fitted modified K-M 
fittings to the experimental data and the extrapolated dila-
tation curves to the completion of transformation. Similar 
to results of the bainitic transformation, the presence of 
TRIP is evident as the dilatation curves shift up as the mag-

nitude of the applied stress increases, which result in a net 
difference in length at the end of quenching. Besides TRIP 
effect, the results also show an increase in Ms temperature 
as the stress increases, which is also expected according to 
the theory. Extrapolated curves also indicate the same beha-
vior in Mf again as expected. However, those effects are left 
out of the scope of this article for the sake of brevity.

Figure 7 presents εtp vs. σ plot constructed using the εtp 
value from the extrapolated curves in Figure 6. The TRIP 
parameter is determined as 1.06∙10-5 MPa-1 from the slope, 
which is considerably smaller than K = 5.42∙10-5 MPa-1 re-
ported in the literature [28]. On the other hand, a theoretical 
calculation based on Leblond model yields an average value 
of K = 1.18∙10-5 MPa-1 in the transformation range. Despite 
the large difference with the literature, the experimentally 
determined value is quite close to the value estimated by 
Leblond model.

CONCLUSION
In this study, TRIP constant (K) was calculated for baini-
te and martensite phases of SAE 52100 steel by stressed 
dilatometry experiments. A new method is suggested for 
determination of K for martensitic transformation for 
steel steels having subzero Mf temperature. The results 
are justified with the literature and the theoretical model 
of Leblond.

Both experimental and theoretical calculations for ba-
initic transformation are in good agreement with the litera-
ture. On the other hand, for the martensitic transformation, 
the result is close to the theoretical calculations using the 
Leblond model but interestingly, it is significantly different 
from the results from the literature. This might be due to 
the difference in experimental conditions such as chemical 
composition of steel used in experiments, austenitization 
conditions, loading conditions and instruments used or 
due to the difference in the method used for the numerical 
analysis of experiment results.

Figure 6. Relative length change vs. Temperature plots and fits Modified 
Koistinen-Marburger model for the tests conducted at different stress 
levels for the martensitic transformation. Aside from TRIP, an increase 
in Ms and Mf temperatures is observed with increasing stress.

Figure 7. The extent of plasticity (εtp) vs. applied stress (σ) curve for 
bainitic transformation at 350°C. Kbainite is determined as 6.82∙10-5 
MPa-1 from the slope of the regression line..
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Halogenated refrigerants, which cause the ozo-
ne layer to be depleted and affect the global 

warming, have been used in the vapor compression 
refrigeration systems for many years. Due to these 
harmful effects to the environment, some national 
and international agreements have restricted the use 
of CFC (chlorofluorocarbons) and HFCF (hydroch-
lorofluorocarbons), and the protocol to replace these 
refrigerants with alternative refrigerants is underway.

There are three types of refrigerants that can be 
used as refrigerant instead of CFC and HCFC class ref-
rigerants. These are called azeotropic, near azeotropic 
and zeotropic refrigerants [1]. Azeotropic refrigerants 
act as a single refrigerant at the same temperature and 
pressure, although these refrigerants are formed by 
combining two or more refrigerants. In these refrige-
rants, the compositions of liquid and vapor phases in 
thermodynamic equilibrium are identical. This means 
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that there is no temperature change during the phase 
changes under constant pressure, ie during evaporation 
or condensation phases. Near azeotropic refrigerants 
are formed by the combination of two or more refrige-
rants with different boiling points. These refrigerants, 
which have the same compositions in the liquid and 
vapor phases, evaporate or condense at different tem-
peratures during the process. Despite the fact that the-
se refrigerants have a higher potential to be developed 
than the azeotropic refrigerants, the leaks that may be 
present in the system can cause the composition and 
properties of the refrigerant to change.

Studies on azeotropic and near azeotropic refrige-
rants are generally based on energy analysis. The refri-
gerants are compared in terms of performance in the 
refrigeration cycle. Studies on exergy analysis are also 
found in the literature.

A B S T R A C T

In this study, in order to investigate the effect of outdoor air temperatures on the 
performance of an air source heat pump, operated in cooling mode,  using R404A 

refrigerant, the heat pump was tested at the outdoor air temperatures  ranging from 25  
°C to 30 °C and a computer code was also developed by using Engineering Equation Solver 
(EES). Experimental measurements have been carried out at the outdoor air temperatures 
ranging from 25 °C to 29 °C and they are repeated three times for better accuracy. The 
temperatures, the pressures, and the electric energy consumed by the compressor and the 
fans are measured by means of the K type thermocouple, bourdon type manometer and 
energy analyzer, respectively. Furthermore, an electric heater was installed in the room 
where the indoor unit was located and a humidifier is activated to provide the humidity 
conditions required for the room. The compressor pressure ratio, the power driven by the 
compressor, the heat rejection capacity of the outdoor unit, the cooling capacity of the 
indoor unit, the coefficient of performance of the heat pump (COP) were investigated 
according to different outdoor air temperatures. It was observed that as the outdoor 

air temperature increased, the indoor unit capacity and COP of the heat pump system 
decreased while the energy consumed by the compressor increased. 
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Refrigerants R404A and R507A which are alternative to 
R502 were compared by means a mathematical model de-
veloped for vapor compression refrigeration systems  using 
evaporator and condenser temperatures of -50 ºC / 0 ºC and 
40 ºC /55 ºC, respectively.  It has been shown that R507A 
refrigerant gives better results than R404A refrigerant in 
systems as the the system performance (COP), exergy dest-
ruction and efficiency are taken into consideration[2].

The HFC-161 mixture, similar in physical properties to 
R502 but environmentally friendly, which could be used as 
an alternative to the R502 refrigerant, was used as refrige-
rant in the vapor compression refrigeration system designed 
for R404A, and as a result of its operation, the pressure ratio 
of this new refrigerant is about the same as R404A and R502, 
its COP is higher than R404A at higher evaporator tempe-
ratures [3].

The general characteristics and system performan-
ces of refrigerants R402A, R402B, R403B, R408A, R404A, 
R407A and FX40, which may be used as an alternative to 
R502, have been experimentally investigated and it has been 
stated that the performances of all the refrigerants except 
R403B in the refrigeration cycle are very close to R502 [4]. In 
the another study, the performance of the R22 / R11 mixtu-
re with pure refrigerants and the refrigerant mixtures used 
from the blends of these refrigerants in the vapor compres-
sion refrigeration system has been examined [5].

The system parameters were calculated by applying 
numerical modeling techniques for the ground source heat 
pump. The computer codes of the equations obtained from 
the developed model for city of Bolu, Turkey were develo-
ped in Matlab program. In order to obtain the properties 

of R134A, R404A and R410A, the curve fitting method 
was used. As a result, it was found that the COP value of 
R134A was 3.33 in the Matlab program and 3.28 in the Sol-
vent Refrigerant Software program [6]. R449A and R404A 
were compared to each other in some ways including the 
compressor discharge temperature, cooling capacity and 
GWP (Global Warming Potential). It was observed that the 
refrigeration system using R449A as refrigerant has advan-
tage on the refrigeration system using R404A as GWP and 
energy are taken into consideration [7]. 

The performance of air-source heat pump (ASHP) 
using R404A as refrigerant was investigated both theore-
tically and experimentally in heating mode at the outdoor 
temperatures ranging 0 °C and −26 °C. Furthermore, the ef-
fect of outdoor air temperature on the compressor capacity, 
heating capacity and discharge temperature was also inves-
tigated. It was observed that the performance of the ASHP 
with internal heat exchanger (IHX) was better than that of 
the ASHP without IHX [8].

It is seen from the literature survey that the studies re-
lated to the utilization of R404A in heat pump systems are 
generally based on the investigation of the effect of evapora-
tor or condenser temperature on the performance, pressure 
ratio or GWP.  There is only one study, similar to this study, 
mentioned above aiming to investigate the effect of outdoor 
air temperature on the compressor capacity, COP, heating 
capacity, discharge temperature, but the heat pump is ope-
rated in heating mode, not cooling mode.

In this study, the effect of outdoor air temperatures ran-
ging from 25 °C to 30 °C on the performance of single stage 
vapor compression refrigeration system  using R404A refri-
gerant is investigated both theoretically and experimentally. 
The experimental results obtained are inserted in the com-
puter code developed by using EES software [ 9]. As a result, 
the power consumed by the compressor, the refrigeration 
capacity of the indoor unit, the heat rejection capacity of the 
outdoor unit, the coefficient of performance (COP) of the 
vapor compression refrigeration system are observed with 
respect to the outdoor air temperature. In addition, some 
important parameters including the pressure ratio, indoor 
air temperature in the system are also observed according 
to the outdoor air temperature.

MATERIAL AND METHOD
The vapor compression refrigeration system used in the 
experiments consists of compressor, outdoor unit, capil-
lary tube type expansion element, indoor unit, four-way 
valve, low and high pressure control switch and filter dri-
er. In addition to these, an energy analyzer measuring the 
amount of energy driven by the compressor and fans, four  
pressure gauges measuring capillary tube inlet - outlet Figure 1. Heat pump cycle in cooling mode
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pressures and compressor inlet - outlet pressures, CO-
MET MS6D data recorder to record temperature values 
measured by thermo-couples, electric  heater and humi-
difier, and a humidity meter to measure the humidity in 
the room are used . The experiments were repeated out 
three times on August 15-18, 2014 to investigate the ef-
fect of outdoor air temperatures ranging from 25 °C to 30 

°C on the performance of single stage vapor compression 
refrigeration system  using R404A refrigerant. The heat 
pump cycle operated in the cooling mode is schemati-
cally shown in Fig.1.

The indoor unit, energy analyzer, control panel, humi-
dity meter and data logger are shown in Fig.2.

The semi-hermetic type compressor, outdoor unit, 
four-way valve, low and high pressure control switch (pre-
sostat) used in the heat pump system are shown in Fig.3.

For the open system, the first law of thermodynamics 
is expressed as [10],

. . . .
c.v.

c.v.c.v.
i e

dE mh mh Q W
dt

= − + −∑ ∑                              (1)

In this study, some assumptions were made in ther-
modynamic analysis;

• The pressure losses in the pipeline between the indoor 
unit, the outdoor unit and the elements in the refrigeration 
system have been neglected.

• It is assumed that the heat pump operating in the ref-
rigeration mode and steady-state and steady flow conditions.

• It is also assumed that the electrical power taken by 
the compressor is converted into the mechanical power.

• Changes in kinetic and potential energies in the heat 
pump cycle are neglected.

Taking the above considerations into account; 

Applying the energy equation for steady-state steady 
flow process (SSSF) to the elements of the heat pump, the 
following equations are derived for the elements of the heat 
pump system.

Compressor;

1 2W  m( )h h= −

                                                                     (2)

Outdoor unit; 

4 2Q  m( )ou h h= −

                                                                     (3)

Indoor unit;

5 4Q  m( )iu h h= −

                                                                    (4)

Capillary tube;   

3 4h h=                                                                                   (5)

The coefficient of performance (COP) of the heat pump 
can be expressed as:

iu

comp iu ou

QCOP  
w w w

=
+ +



  

                                               (6)

Wiu
 and Wou

 are measured by means of energy analy-
ser for constant fan speeds as 0.88 kW.

Uncertainty Analysis of the Experimental Results

The uncertainties of the measurements that are used to 
calculate the uncertainties associated with m , Qiu

 , Qou
 , 

Wcomp
 , and COP are ±0.5% for power analyzer, ±1.5 for K 

type thermocuple and ±3% for manometer. The total 
uncertainties related to m , Qiu

 , Qou
 , Wcomp

 , and COP are 
estimated to be 2.03%, 3.03%, 1.74%, 0.45% and 2.99 
respectively.

Figure 2. Indoor unit of the heat pump

Figure 3. Outdoor unit of the heat pump
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RESULTS AND DISCUSSION
The effect of outdoor air temperature on the performan-
ce of vapor compression refrigeration system was experi-
mentally investigated in a heat pump system operated in 
cooling mode. A computer code was developed for this 
purpose. In the following section, the results are presen-
ted in the figures and discussed in detail. 

Figure 4 shows the change of the pressure ratio of the 
compressor with respect to the outdoor air temperature. 
Theoretically, when the outdoor air temperature increases, 
this causes to the indoor air temperature to increase. In this 
case, more heat will be transferred to the indoor unit and 
consequently the compressor inlet pressure corresponding 
to the saturation temperature of the refrigerant in the in-
door unit will increase. In addition, as the outdoor air tem-

perature increases, the temperature difference between the 
outdoor unit and the surroundings decreases, resulting in 
a reduction in the amount of heat rejected to the surroun-
dings and in this case the compressor outlet pressure cor-
responding the saturation temperature of the refrigerant in 
the outdoor unit will increase. As shown in Fig. 4, the pres-
sure ratio increases due to the relative increase in the outlet 
pressure to the inlet pressure. At the outdoor temperatures 
ranging from 24.5 °C to 28.5 °C, the pressure ratio ranges 
from 4.5 to 4.67. One can conclude from Figure 4 that the 
pressure ratio has approximately the same value as 4.67 for 
all the of the outdoor temperatures except the outdoor tem-
perature of 24.75 °C

Figure 5 shows the power consumption of the comp-
ressor with respect to the outdoor air temperature. As the 
outdoor air temperature increases, the pressure ratio of the 
compressor increases. This increase in pressure ratio of the 
compressor results in an increase in the power consumed 
by the compressor. As the outdoor temperatures increases 
from 24.5 °C to 28.5 °C, the power required by the compres-
sor increases 1.56 kW to 1.63 kW. The maximum compres-
sor power of 1.63 kW is reached as the outdoor temperature 
is also maximum, namely  28.5 °C

While the average outdoor air temperature for R404A 
increases by 14.58%, the increase in the pressure ratio is 
3.71% while the energy consumption of the compressor is 
3.85%. 

Figure 6 shows the variation of outdoor unit capacity 
with respect to outdoor air temperature. As can be seen 
from Fig. 6, as the outdoor air temperature increases, the 
heat rejection capacity of the outdoor unit decreases. As the 
outdoor air temperature increases, the temperature diffe-
rence between the outdoor unit and the outdoor air decre-
ases, and this cause to the capacity of outdoor unit to dec-
rease. At the outdoor temperatures ranging from 24.5 °C to 
28.5 °C, the outdoor unit capacity of heat pump decreased 

from 3.80 kW 3.68 kW. It has been found that the outdoor 
air temperature increases by 10.78% for the R404A refrige-
rant while the outdoor unit capacity decreases by 5.77% on 
average.

Figure 7 shows the variation of indoor unit capacity 
with respect to outdoor air temperature. As the outdoor air 
temperature increases, the capacity of the indoor unit dec-
reases for R404A refrigerant as shown in Fig.7. At the mini-
mum outdoor temperature of 24.6°C, the indoor unit capa-
city is 2.14 kW and then it increases sharply to a capacity of  

Figure 4. Variation of pressure ratio as a function of outdoor air tem-
perature

Figure 5. Variation of compressor power consumption as a function of 
outdoor air temperature

Figure 6. Change of outdoor unit capacity as a function of outdoor air 
temperature
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2.18 kW, later it decreases smoothly and finally it reaches 
a minimum capacity of 2.05 kW at a temperature of 28.3 

°C When the outdoor air temperature increases, the indoor 
temperature for R404A increases by 0.26 °C. As a result, the-
re has not been a significant change in indoor unit capacity 
since there is not much increase in indoor temperature.

Figure 8 shows the change in the coefficient of perfor-
mance (COP) of the heat pump with respect to the outdoor 
air temperature. As a measure of performance, the COP is a 
function of the amount of heat absorbed by the indoor unit 
and the power drawn by the compressor. In this experimen-
tal study, the energy consumed by indoor and outdoor unit 
fans was taken into account in the determination of COP. 
The decrease in the indoor unit capacity (Fig.7) and incre-
ase in the power drawn by the compressor (Fig.5) caused 

COP to decrease as the outdoor air temperature increased 
as shown in Figure 8. The COP of the heat pump decreases 
from 1.23 to 1.13 at the outdoor temperatures between 24.5 

°C to 28.5 °C. When Figure 8 is analyzed, the COP of the heat 
pump using R404A as refrigerant decreases by 1.138 at the 
outdoor temperatures ranging from 24.5 °C to 28.5 °C.

Figure 9 shows the change of the indoor air temperature 
with respect to the outdoor air temperature. As the outdoor 
air temperature increases, more heat will be transferred to 
the indoor environment, this cause to the indoor air tem-

perature to increase as shown in Fig.9. As the outdoor air 
temperature increases, the indoor air temperature slightly 
increases in the heat pump system operated in the cooling 
mode for refrigerant R404A. As the outdoor air temperature 
increases by 16.6% on average,  the indoor temperature inc-
reases by 13.4% on average as it is shown in Figure 9.

CONCLUSION
The effect of outdoor air temperatures ranging from 24.5 

°C to 28.5 °C on the performance of heat pump system 
operated in the cooling code using R404A refrigerant was 
experimentally performed by using a computer code de-
veloped .

The important results obtained from this experimental 
work can be summarized as follows,

      • As the outdoor air temperature increases, there is not 
much change in the compressor inlet and outlet pressure, 
but there is a slight increase in the compressor pressu-
re ratio. The pressure ratio of the heat pump system is 
around 4.5. Along with the increase in the outdoor air 
temperature, the increase in the pressure ratio of the 
compressor has been observed to increase. The power 
required by the compressor increases 1.56 kW to 1.63 kW. 
The energy consumption of the compressor is 3.85%.

     • It was determined that the temperature difference 
between the outdoor unit and the surroundings decrea-
ses and the outdoor unit capacity decreases as the outdo-
or air temperature increases. The outdoor unit capacity 
of heat pump decreases from 3.80 kW 3.68 kW and this 
corresponds to 5.77% decrease on average in the outdoor 
unit capacity.

       • As the outdoor air temperature increases, the indoor 
air temperature increases slightly  as 0.26°C, this results 
in a slight increase in the indoor unit capacity. As a result, 
there is no significant increase in indoor air temperature.

     • It was also observed that as the outdoor air tempera-

Figure 7. Change of indoor unit capacity as a function of outdoor air 
temperature

Figure 8. Change of refrigeration coefficient as a function of outdoor 
air temperature

Figure 9.Change of indoor air temperature as a function of outdoor air 
temperature
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ture increases, the indoor unit capacity decreases while 
the energy consumed by the compressor increases, and 
thereby decreasing the COP of the heat pump system. 
The COP of the heat pump decreases from 1.23 to 1.13 
at the outdoor temperatures between 24.5 °C to 28.5 °C.

      • As the outdoor air temperature increases, the increa-
se in the indoor air temperature can be almost neglected.
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A B S T R A C T

The development of the porous, biocompatible and biodegradable hydrogels has been 
gaining much attention for wound dressing applications. The hydrogels prepared using 

freeze-thawing method present important properties of high biocompatibility and non-
toxicity. The hydrogels that are able to release drugs for prolonged time are widely used bio-
materials for wound healing. In this study chitosan (CS)-based poly-ε-caprolactone (PCL) 
hydrogels were prepared using poly vinyl alcohol (PVA), poly ethylene glycol (PEG) and 
poly vinyl pyrrolidone (PVP). PVA-CS-PCL hydrogels only could remain stable at room 
temperature after synthesis. The properties of the hydrogels were determined with SEM, 
FTIR, swelling tests and degradation tests. The drugs of ceftazidime (CZ) as an antibiotic 
and ketoprofen (KP) as an analgesic were loaded onto the hydrogels and the loaded hydro-
gels were used for the drug release studies at pH 5.5 and pH 7.4. All these results suggest 
that the developed PVA-CS-PCL hydrogels offer significant potential as a wound dressing 
material.

INTRODUCTION

The ideal wound dressing material should provide 
a moist healing environment, a physical and che-

mical barrier to infection, a painless and effective he-
aling process and a comfortable appliance [1, 2]. Also 
the wound dressings should prevent dehydration of 
the wound region and be biocompatible and biodeg-
radable [3]. There has been significant increase in the 
development of wound dressing materials that deli-
ver drugs to the wound site in a controlled manner 
[4]. The most important advantage of the sustained 
release of the drugs to the wound is that it prevents 
the toxic effects of the therapeutic agents, which is 
a significant problem of the topical treatment [5, 6]. 
Recently, there has been reported many research ar-
ticles about the development of the wound dressings 
that elute drugs [7-9].

In the last decade, the hydrogels prepared via fre-
eze-thawing method have attracted much interest for 
their use in biomedical applications such as scaffolds 
[10], drug delivery [11] and wound dressing material [12, 
13]. The major advantages of the freeze-thawing met-
hod are the absence of the need of any chemical agent 
for cross-linking and the initiation of the synthesis. 
Therefore the hydrogels prepared via freeze-thawing 
have drawn great attention due to their characteris-

tics of high biocompatibility and non-toxicity [14, 15]. 
Chitosan (CS) is a cationic natural polymer, which is a 
derivative of chitin has been extensively utilized with 
its unique properties since it possesses high biocom-
patibility, biodegradability, non-toxicity and significant 
antimicrobial activity [16]. Poly-ε-caprolactone (PCL) 
has important properties such as non-toxic degradation 
products, good mechanical stability and cost efficiency 
[17]. Poly vinyl alcohol (PVA) is one of the widely used 
polymers due to its excellent biocompatibility, non-
toxicity and high biodegradability [18]. Poly ethylene 
glycol (PEG) and poly vinyl pyrrolidone (PVP) that are 
highly hydrophilic and biocompatible are the impor-
tant polymers commonly utilized in various biomedical 
applications [19, 20]. Polymer blending is an attractive 
approach that is composed of two or more polymers to 
provide the development of the novel materials with the 
desired properties [21, 22]. 

In this study, for the first time to our knowledge, a 
novel, environmentally-friendly, biocompatible and bio-
degradable hydrogel via freeze-thawing was developed 
containing ceftazidime as an antibiotic and ketoprofen 
as an analgesic drug. Ketoprofen is a routinely used 
non-steroidal, anti-inflammatory drug having analge-
sic function and ceftazidime is an antibiotic drug with 

Keywords: 
Chitosan-based hydrogel, Wound dressing, Drug release, Ceftazidime, Ketoprofen.
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broad spectrum. The chitosan-based hydrogels were prepa-
red with/without the presence of PEG, PVP and PVA. The 
prepared PVA-CS-PCL hydrogels were chabroad spectrum. 
The chitosan-based hydrogels were prepared with/without 
the presence of PEG, PVP and PVA. The prepared PVA-CS-
PCL hydrogels were characterized with SEM, FTIR, swel-
ling tests and degradation tests. After drug loading onto the 
hydrogels, they were applied for drug release studies. 

MATERIALS AND METHODS
Materials
Chitosan (CS), poly-ε-caprolactone (PCL), poly vinyl al-
cohol (PVA), poly ethylene glycol (PEG) and poly vinyl 
pyrrolidone (PVP) were purchased from Sigma Aldrich. 
Ceftazidime (CZ) and ketoprofen (KP) were purchased 
from Sigma–Aldrich with 99.99% purity. All chemicals 
and reagents were used as received without any further 
purification. These chemicals and the other reagents 
were chemically pure grade and the water used in all ex-
periments was Millipore Milli-Q grade. Phosphate and 
acetate buffers (pH 7.4, pH 5.5) were prepared according 
to standard methods. 

Preparation of PVA-CS-PCL hydrogels
PVA-CS-PCL hydrogels were prepared by freeze-thawing 
method according to a procedure described elsewhere 
[23]. Firstly, a polymer mixture was prepared, which con-
sisted of CS (2 g, 2% in 0.2 M acetic acid solution), PVA (0.5 
g, 1% aqueous solution), PCL (0.5 g, 1% solution dissolved 
in dichloromethane) and TWEEN-80 (500 μL) was char-
ged in a 250 mL four-neck round-bottom flask equipped 
with a mechanical stirrer for about 45 min. The mixture 
was placed on the petri dish. The blend solution was di-
rectly kept frozen at -16 °C for 16 hours. Afterwards, the 
frozen hydrogels were thawed at room temperature for 8 
hours. This process of freezing/thawing was repeated for 
8 times. The hydrogels were washed with distilled water 
to remove the unreacted component, and then air-dried 
at room temperature. 

Swelling and degradation tests
To determine the swelling properties, the dried samples 

were soaked in pH 5.5 and pH 7.4 buffer solutions at 37°C 
for 24 h. Then, the excess water was removed and dried 
to a constant weight. The swelling degree was calculated 
using the following formula: 

       s d

d

M -MSwelling degree = 
M

                                            (1)

Where Md and Ms are the masses of dry and swelled 
samples, respectively. 

To evaluate the degradation amounts of the hydrogels, 
they were placed at pH 5.5 and pH 7.4 buffer solutions for 2 
days at 37°C. Then the samples having weight as Wd were 
removed from the medium, dried and then weighed (Wf). 
The weight loss was calculated gravimetrically with the fol-
lowing equation:

d f

d

W -WDegradation %= x100
W

                                       (2)

Characterization of the PVA-CS-PCL hydrogels
The synthesized hydrogels were characterized by FTIR 
recorded on Thermo Scientific / Nicolet IS10, within the 
range of 400–4000 cm−1. To study the morphology of 
the hydrogels, the scanning electron micrographs were 
recorded by QUANTA FEG 450 scanning electron mic-
roscope. 

Adsorption studies
CZ and KP were used as antibiotic and analgesic drugs 
for investigation for drug release of PVA-CS-PCL hydro-
gels. Dry hydrogels were loaded with one of drug prepa-
red for 48 hours at 50 rpm with a different dose (250-1000 
ppm). The loading capacity (mg/g) was calculated using 
the following equation:

i eC CLoading capacity  xV
W
−

=                                     (3)

Where V is the solution volume (L), W is the mass of 
sample (g), and Ci and Ce are the initial and equilibrium drug 
concentrations (mg/L) respectively. The drug concentration 
was determined using UV/VIS spectrometer (Genesys 10S, 
ThermoFisher Scientific, USA) at λmax of 258 and 255 nm for 
CZ and KP, respectively. 

In-vitro drug release studies  
The in-vitro drug release studies, which were immersed 
in 10 mL of the drug release medium were performed at 
pH 7.4 and pH 5.5 at 37°C under magnetic stirring at 50 
rpm. At appropriate time intervals, 1 mL of the release 
medium was collected and subsequently same amount of 
fresh buffer solution was replaced. The drug concentrati-
on was determined using UV/VIS spectrometer (Genesys 
10S, ThermoFisher Scientific, USA) at λmax of 258 and 255 
nm for CZ and KP, respectively.

Table 1. The stability of the polymers at room temperature prepared via 
freeze-thawing method 

Polymer name Polymer ratio Result

PVA-CS-PCL 1:3:1 Stable gels

PVA-CS-PCL 2:3:1 Stable gels

PVA-CS-PCL 3:3:1 Stable gels

CS-PCL 3:1 Unstable gels 

PEG-CS-PCL 1:3:1 Unstable gels 

PVP-CS-PCL 1:3:1 Unstable gels 
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In-vitro fibroblast response of the hydrogels
MTT assay was performed using L-929 (mouse fibroblast 
cell line) by direct contact methods as TS-EN 180 10993-
5/September 2010 guideline. Briefly, the cells were cul-
tured on 6-well plate at 37°C, 5% CO2 for 24 h to allow 
for cell attachment. After incubation, the cultured cells 
examined by microscopic. The hydrogels were immersed 
into PBS solution for 48 h according to TS EN ISO 10993-
12/April 2013 and the leaching solution was diluted to 
0.125 mg/mL. Then, the cells were seeded on 96-well pla-
te at 1x104 cells/well and incubated into the leaching so-
lutions for 24 h. Finally, The absorbance was determined 

using UV spectrophotometer at 570 nm. The cell viabi-
lity was calculated as the ratio of the mean absorbance of 
the sample and the mean absorbance of control. 

RESULTS AND DISCUSSION
Characterization studies
As can be seen from Table 1, the hydrogels with different 
compositions were prepared using the same procedure 
that was explained in detail above. It was observed that 
CS-PCL, PEG-CS-PCL and PVP-CS-PCL hydrogels were 
physically unstable gels. However with the incorporation 

Figure 1. SEM photographs of the PVA-CS-PCL hydrogels with different amounts of PVA, and drug loaded hydrogels.



O
zk

ah
ra

m
an

 a
nd

 T
am

ah
ka

r/
 H

it
ti

te
 J 

Sc
i E

ng
, 2

01
7,

 4
 (2

) 1
37

-1
44

140

of PVA into the structure of CS-PCL hydrogel, the fab-
rication of the physically stable gels were achieved. All 
the hydrogels with the composition of PVA-CS-PCL with 
different PVA ratio were determined to remain stable at 
room temperature after synthesis. Therefore the stable 
gels were selected for further characterization studies. 

The physically cross-linked hydrogels prepared with 
freeze/thawing process exhibit highly porous morphologi-
cal structure with large interconnected pores [14]. This uni-
que characteristic presents important potential especially 
for drug delivery applications enabling the diffusion of drug 
molecules through the vehicle material. The morphology of 
the prepared PVA-CS-PCL hydrogels having different amo-
unts of PVA was demonstrated in Figure 1. The polymers 
used in this study of PCL, chitosan and PVA were promo-
ted to form a gel via cross-linking during the subsequent 
freeze/thawing processes. According to SEM micrographs, 
all the hydrogels showed 3-D network structure and the 
pores of the hydrogels were shown with arrows indicating 
high porosity of the hydrogels. Also the dimensions of the 
macropores of the hydrogels were calculated using ImageJ 
Software using at least 20 individual pores and obtained as 
13.5±3 μm on an average for all hydrogels since the dimen-
sions were evaluated for PVA-CS-PCL (1:3:1), PVA-CS-PCL 
(2:3:1), PVA-CS-PCL (3:3:1), PVA-CS-PCL-CZ and PVA-CS-
PCL-KP as 14.8±7 μm, 16.6±4 μm, 10.8±3 μm, 9.5±2 μm 
and 15.5±4 μm respectively.  It was clearly determined that 
PVA-CS-PCL (2:3:1) hydrogel exhibited more regular morp-
hology than that of the other hydrogels. However, PVA-
CS-PCL (1:3:1) and PVA-CS-PCL (3:3:1) hydrogels involve 
spherical particles distributed through matrix resulting a 
heterogeneous nature. The determined amount of PVA in-

corporated into the blend hydrogel improves the dispersion 
of the PCL and CS phases. Also Figure 1 shows the SEM 
image of PVA-CS-PCL hydrogel with the drugs loaded into 
the hydrogel namely PVA-CS-PCL-CZ and PVA-CS-PCL-
KP. It was determined that no drug crystals were observed 
onto the hydrogel structure at the SEM images indicating 
the compatibility of the drug-polymer-solvent system [24].

The FTIR spectrum analysis was obtained to verify the 
drug loading throughout the PVA-CS-PCL hydrogels. The 
FTIR spectra of PVA-CS-PCL hydrogels and drug loaded 
hydrogels namely; PVA-CS-PCL-CZ and PVA-CS-PCL-
KP were demonstrated in Figure 2. It was clearly seen that 
in the spectrum of drug loaded hydrogels, the new peaks 
were existed and some of the bands were overlapped when 
compared with those of the non-medicated hydrogels. The 
significant increase at characteristic band of O-H stretching 
absorption of the hydroxyl group (3278 cm-1) was observed 
indicating the physical interactions between the drug mole-
cules and the hydrogel matrix. PVA-CS-PCL hydrogels bear 
high content of hydroxyl groups that are accessible to form 
hydrogen bonds with ceftazidime and ketoprofen molecules. 
The results confirmed the successful incorporation of the 
drug molecules in the hydrogel structure [25].

The FTIR spectrum analysis was obtained to verify the 
drug loading throughout the PVA-CS-PCL hydrogels. The 
FTIR spectra of PVA-CS-PCL hydrogels and drug loaded 
hydrogels namely; PVA-CS-PCL-CZ and PVA-CS-PCL-
KP were demonstrated in Figure 2. It was clearly seen that 
in the spectrum of drug loaded hydrogels, the new peaks 
were existed and some of the bands were overlapped when 
compared with those of the non-medicated hydrogels. The 
significant increase at characteristic band of O-H stretching 
absorption of the hydroxyl group (3278 cm-1) was observed 
indicating the physical interactions between the drug mole-
cules and the hydrogel matrix. PVA-CS-PCL hydrogels bear 
high content of hydroxyl groups that are accessible to form 
hydrogen bonds with ceftazidime and ketoprofen molecules. 

Figure 2. FTIR spectra of PVA-CS-PCL, PVA-CS-PCL-CZ and PVA-CS-
PCL-KP hydrogels.

Table 3. Hydrolytic degradation of the polymers PVA-CS-PCL, PVA-CS-

PCL-CZ and PVA-CS-PCL-KP at different pH values.

pH 5.5

Initial weight, g Highest weight, g Weight loss, %

PVA-CS-PCL 0.14 0.50 15.36

PVA-CS-PCL-CZ 0.15 0.39 3.07

PVA-CS-PCL-KP 0.15 0.40 4.27

pH 7.4

Initial weight, g Highest weight, g Weight loss, %

PVA-CS-PCL 0.15 0.46 13.77

PVA-CS-PCL-CZ 0.16 0.39 2.11

PVA-CS-PCL-KP 0.17 0.38 2.80

PVA-CS-PCL

 60

 80

 100

%
T

PVA-CS-PCL-CZ

 60

 80

 100

%
T

PVA-CS-PCL-KP

 80

 100

%
T

 1000   1500   2000   2500   3000   3500   4000  
Wavenumbers (cm-1)

Table 2. The swelling degree of the polymers, PVA-CS-PCL, PVA-CS-
PCL-CZ and PVA-CS-PCL-KP 

pH/Polymer PVA-CS-PCL PVA-CS-PCL-CZ PVA-CS-PCL-KP

5.5 7.10 6.05 6.58

7.4 10.04 8.12 8.90 
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The results confirmed the successful incorporation of the 
drug molecules in the hydrogel structure [25]. 

The swelling degree of the blank and drug-loaded 
hydrogels was evaluated at different pH values such as pH 
5.5 and pH 7.4 and the results were listed in Table 2. The 
swelling degree of all the hydrogels at pH 7.4 were obtained 
higher than that of the swelling degree obtained at pH 5.5. It 
was also determined that the swelling capacity of the drug-
loaded hydrogels was lower than that of the blank hydrogel 
at both pH values due to the interaction of the drug mole-
cules with the polymer chains, which limits the swelling of 
the hydrogel matrix [26]. It was also found that the swelling 
capacity of ceftazidime-loaded hydrogels was less than that 
of ketoprofen-loaded hydrogels, which indicates the more 
specific interactions of ceftazidime molecules with the poly-
meric structure could be formed than that of the ketoprofen 

In order to evaluate the swelling behavior of the hydro-
gels better, the swelling degrees were also calculated with 
respect to time. Figure 3 shows the swelling kinetics of the 
hydrogels at pH: 5.5 and at pH: 7.4. It was observed that all 
the hydrogels had similar swelling tendency and swelled ra-
pidly reaching an equilibrium swelling degree within about 
10 h for both pH values. 

The hydrolytic degradation properties of the blank and 
drug-loaded hydrogels at different pH values were exami-
ned and given in Table 3. Due to the values of the weight loss, 
the degradation amount of the blank hydrogels was higher 
than that of the drug-loaded hydrogels at both pH values 
indicating the presence of the incorporation of the drug 
molecules into the polymeric matrix [27]. It was determined 
that the stability of PVA-CS-PCL-CZ hydrogels were higher 
than that of PVA-CS-PCL-KP hydrogels according to the 
presence of stronger bonds between ceftazidime molecules 
and polymer chains than that of ketoprofen molecules and 
polymeric structure. 

Drug loading
Figure 4 demonstrates the loading capacity of the 

drugs, ceftazidime (CZ) and ketoprofen (KP), onto the PVA-
CS-PCL hydrogels. The drug concentration of the loading 
medium was utilized in the range of 250-1000 ppm. It was 
determined that the loading capacity of the hydrogels was 
increased with increasing drug concentration from 250 
ppm to 750 ppm. It was obviously defined that the loading 
capacity was reached a saturation value after 750 ppm. The-
refore, this drug concentration was selected to use for the 
further drug release studies.

Drug release studies
Figure 5 demonstrates the drug release profiles of 

ceftazidime-loaded and ketoprofen-loaded PVA-CS-PCL 
hydrogels at pH 5.5 and pH 7.4 simulating the pH value of 
the dermis and the blood respectively. It was determined 
that the cumulative release amount of ceftazidime from 
PVA-CS-PCL-CZ hydrogels at pH 5.5 (90.9 %) was higher 
than the release amount of the drug at pH 7.4 (67.8 %) since 
the dissolution amount of the ceftazidime-loaded hydrogels 
at pH 5.5 was higher than that of at pH 7.4 (Figure 5.A). Fi-
gure 5.B shows the cumulative release profiles of the ketop-
rofen release from PVA-CS-PCL-KP at pH 5.5 and pH 7.4. 
The cumulative ketoprofen release from PVA-CS-PCL-KP 

Figure 3. The swelling behavior of PVA-CS-PCL, PVA-CS-PCL-CZ and PVA-CS-PCL-KP hydrogels for A.) pH : 5.5 and B.) pH : 7.4.

Figure 4. The loading capacity of the drugs, ceftazidime (CZ) and 
ketoprofen (KP) onto the PVA-CS-PCL hydrogels.
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hyrodgels were determined almost same for pH 5.5 and 
pH 7.4. The in-vitro release of ceftazidime from PVA-CS-
PCL-CZ hydrogels presented burst release after 6 h of 63 
% and 48 % at pH 5.5 and pH 7.4 respectively. The in-vitro 
release of ketoprofen from PVA-CS-PCL-KP hydrogels sho-
wed burst release of after 6 h of 84 % and 72 % at pH 5.5 
and pH 7.4 respectively. The initial burst releases from the 
drug-loaded hydrogels for the first 6 h may be because of 
the fast release of the drug molecules that were bound onto 
the hydrogel matrix by weak interactions [28]. It was also 
defined that the release profiles of ceftazidime and ketop-
rofen from drug-loaded hydrogels reached a plateau value 
after 2 days period. The ceftazidime release properties from 
PVA-CS-PCL-CZ hydrogels compromise with the degra-
dation chracteristics of the hydrogels since the degradation 
percentage of these hydrogels was higher at pH 5.5 than that 
of at pH 7.4. Thus these results indicate that the release of 
ceftazidime from PVA-CS-PCL-CZ hydrogel matrix was 
controlled dominantly by the dissolution of the polymeric 
structure and diffusion of the drug molecules [29, 30].  Sha-
faghi et al. prepared poly(vinyl acetate-co-maleic anhydri-
de) hydrogels modified with melamine as a drug delivery 
system using ceftazidime as a model drug. The in-vitro drug 
release studies showed that after approximately 24 h, the re-
lease profile established an equilibrium at pH 3 and 6 with 
cumulateive release amount of 75% and 80% respectively. It 
was determined that at pH 8, after 10 h 90% of the drug was 
delivered indicating a significant burst release [31]. Shefy-
Peleg et al. developed gelatin-alginate hydrogels for wound 
healing with ceftazidime eluting. The cumulative drug re-
lease percent form the prepared hydrogels was determined 
as 50% after 24 h release period indicating a partial release 
from the matrix [32]. Josef et al. synthesized a novel gelatin 
hydrogel for ketoprofen delivery. The complete delivery of 
the drug was occured within 24 h with a cumulative relea-
se of 80% [33]. Huang et al. prepared pH-sensitive cationic 
guar gum/poly acrylic acid hydrogels with different acrylic 
acid content. The equilibrium release amount of ketoprofen 
was obtained with the hydrogels having the highest release 
amount as 99.8% after 10 h [34]. It was clearly seen that the 
percentage of cumulative release and release time obtained 

in this study are comparable with the results reported in the 
literature. The results also show that prolonged release of 
the drugs could be achieved using the resultant hydrogels 
since they serve as an appropriate carrier indicating their 
stable interactions with drug molecules for wound healing.

In-vitro fibroblast response of PVA-CS-PCL and 
drug loaded PVA-CS-PCL hydrogels

In order to demonstrate the cytotoxicity of PVA-CS-PCL 
and drug loaded PVA-CS-PCL hydrogels, L-929 mouse 
fibroblast cells were utilized to evaluate the biocompati-
bility of the hydrogels via the incubation of the cells with 
the leaching solutions extracted from the hydrogels for 24 
h. When compared to the control group, the cell viability 
values of the PVA-CS-PCL and drug loaded PVA-CS-PCL 
hydrogels were found as 83.1 and 71.0 respectively. The 
viability value of 70 % is determined as threshold betwe-
en cytotoxicity and non-cytotoxicity [35]. It was shown 
that the plain hydrogel namely PVA-CS-PCL has no 
cytotoxic effects. However the drug loaded PVA-CS-PCL 
hydrogel that was prepared via the loading of ketoprofen 
and ceftazidime to the hydrogel matrix has low toxicity 
to L-929 cells. This may be caused because of presence of 
the antibiotic drug since it was reported that human fib-
roblasts were more susceptible to ceftazidime [36]. Due 
to the results, it was determined that the loading amount 
of the drugs should be defined to provide safety margin 
for efficient utilization of the wound dressings. 

CONCLUSION
The novel biocompatible and biodegradable hydrogels 
with high porosity were developed for wound dressing 
material. PVA-CS-PCL hydrogels could successfully pre-
pared via freeze-thawing method without using any toxic 
chemical agent and applied for the first time as a drug 
release system for wound healing. The hydrogels were 
characterized with FTIR, SEM, swelling and degradati-
on tests. Ceftazidime as an antibiotic and ketoprofen as 
an analgesic was selected to enhance the wound healing 
process for controlled drug release from the hydrogel 

Figure 5. Cumulative release profiles of A.) Ceftazidime, B.) Ketoprofen from the drug-loaded hydrogel matrix. 
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wound dressing. The in-vitro release of the drugs was 
exhibited prolonged release for 2 days period. All the 
results suggest that the prepared drug-loaded PVA-CS-
PCL hydrogels present a significant potential as a wound 
dressing material. 
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Gears are often used as power and motion trans-
mission elements in the automotive industry. 

The ability of the gears to operate comfortably at 
high power and speed depends on determining the 
factors causing the wear and obtaining the approp-
riate conditions. Scoring is a case of rapid separation 
of little particles which are adhered to each other by 
metallic contact from gear surface in gear systems 
that work simultaneously [1]. There are many ways 
to prevent scoring (profile correction, use of coating 
materials, lubrication, etc.). Coating materials are 
made for increasing the wear resistance of the materi-
al, preventing the discontinuity on metals (scratches, 
pores) and gaining functional quality [2]. The facing 
of gears by coating materials is a usual improvement 
of strength method

Theoretical and experimental studies have been 
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carried out to observe the formation of scoring on the 
gears.  In theoretical studies some methods have been 
presented by Authors for the calculating of scoring. 
These methods are based on pressure or surface tem-
perature on tooth profile when the gears are in action 
[3-14]. In experimental works, the closed circuit power 
circulating gear wear test mechanism (FZG) is used to 
investigate the strength of gears as a result of rapid wear 
[2,15-24].  Work to prevent scoring formation is gene-
rally in the form of profile modification [15-19] and co-
ating the tooth surfaces with the coating materials [20-
24]. The studies that profile modification on gears are 
indicates that; (+) profile modification is higher scoring 
resistance than (-) profile modification. Also the bigger 
profile modification ratio is the more wear it causes. 
The studies that using coating materials on gears are 
indicates that; coating materials increase the wear resis-
tance and strength by decreasing surface toughness. All 

A B S T R A C T

With the rise of velocity and momentum in machines as a result of technological 
developments, on gears, alongside refraction from the bottom of the gears and 

pitting formation, and scoring formation has showed up. In the scoring formation phase 
because of the fact that many parameters are inf luential, resistance calculations could 
not be stated precisely. In experiments made for this purpose, 20MnCr5 steel gears were 
coated using various coating materials (chrome, nickel and manganese), thus usage of 
coating material on gear mechanisms in terms of scoring was analyzed. In the experiments, 
gears were rotated with a speed of 3000 rpm and the oil temperature constant at 323±2 

°K. Gears were exposed to loading at 15.2 Nm and continued by increasing 20 % until 
scoring formation was observed. It is seen in the experiments that coated gears have more 
scoring resistance than uncoated ones. It is also observed that coating materials increases 
the scoring strength of gears. According to the experiments, when gears run at the same 
conditions (speed, torque and lubrication), chrome coated gears are 10 times longer, 
nickel coated gears are 5 times and manganese coated gears are 1.5 times longer resisted 
when compared with uncoated gears. After the scoring formation, experiments continued 
for determining how the scoring formation developed. It is seen in the experiments that 
when scoring occurs the wear increases rapidly on the tooth of gears.

Keywords: 
Scoring, Spur gear, Surface roughness, Coating material, Pitting.

INTRODUCTION

https://orcid.org/0000-0003-0992-9003
https://orcid.org/0000-0002-1027-9151


M
. S

. T
un

al
io

gl
u 

an
d 

N
. G

em
al

m
ay

an
/ H

it
ti

te
 J 

Sc
i E

ng
, 2

01
7,

 4
 (2

) 1
45

-1
50

146

works based on to find critical scoring load and to prevent 
scoring. The Authors didn’t give any information what hap-
pens after scoring formation.  

In order to determine scoring formation: (1) being app-
ropriate to DIN 51354 [25], weight lost as a result of sudden 
wear in gears, (2) to observe pinion surface in coupling was 
20% of the scoring amount in active profile were the met-
hods used. 

The aim of this study is to find the critical scoring load 
by using a new method, sudden change in surface roughness 
on gear surfaces. Another aim is examining what kind of 
development happens after scoring formation.

Experimental Study
Test Gears
Gears used in the experiments are 20MnCr5 steel and 
their hardnesses are between 170-220 HB. Data about 
gears are given in the table below. In Table 1 subscript 1 

Table 1. The Properties of Test Gears

Quantity Symbol Unit Value

Number of teeth z1 - 17
z2 - 41

Module m mm 3

Tooth width b mm 20

Pressure angle ao º 20

Pitch diameter do1 mm 51
do2 mm 123

Addendum diameter db1 mm 57
db2 mm 129

Dedendum diameter dt1 mm 43,8
dt2 mm 115,8

Distance between the axis a mm 87

Contact ratio e - 1,86

Hardness HB - 170-220

Table 2.Abbreviated for test gears

Uncoated K

Manganese M

Nickel N

Chrome C

Table 3. The physical properties of the lubricant

SAE Number 80W/90

Density g/ml (15 °C) 0,906

Viscosity (40 °C) 200

Viscosity (100 °C) 17,5-18,5

Viscosity Index 95

Flaming Point °C 220

Flash Point °C -27

Figure 1. The power circulating gear wear test rig

1. Counter 2. Reductor 3. D.C. motor 4. Power control unit 5. Coupling 6. Heating-cooling system control unit 7. Power transmission gears 8. Water 

transmission D.C. motor 9. Power transmission gearbox 10. Water can11. Plain bearings 12. Torque coupling 13. Loading bar 14. Plain bearing 15. Test gears 

16. Test gearbox



147

M
. S

. T
un

al
io

gl
u 

an
d 

N
. G

em
al

m
ay

an
/ H

it
ti

te
 J 

Sc
i E

ng
, 2

01
7,

 4
 (2

) 1
45

-1
50

shows the pinion and subscript 2 shows the gear.

In the experiments gears were coated by chrome, 
nickel and manganese. For practical use, coated gears are 
abbreviated in Table 2.

An immersion type lubrication system was used. The 
physical properties of the lubricant which is used in the 
experiments are given in Table 3.

Experimental Conditions
FZG (Forschungsstelle für Zahrender und Getriebebau) 
system, which was developed in Germany in which wear 
and fatigue experiments made has been used in the 
experiments. [1,2,17]. Closed circuit power circulating 
gear wear test mechanism is used to investigate the 
scoring strength of the gears as result of rapid wear 
(Figure 1).

In the experiments, gears were rotated with a speed of 
3000 rpm and the oil temperature constant at 323±2 °K as 
appropriate to the literature [3,4,7]. Gears were exposed to 
loading at 15.2 Nm and continued by increasing 20 % until 
scoring formation was observed. Before the experiments 
hardness, surface roughness and weight of the gears were 
measured. Between every stage of the experiment, surface 
roughness and weight measurements were repeated. When 
values of weight showed a sudden increase, the scoring 
formation was examined by controlling the surface of the 
tooth [2,3]. In case there was not a sudden change in weig-
hing, adding weight was continued. The experiment setup 
was a type that enables loading when motionless. Loading 
to the spindle that has torque coupling and connected to 
the testing gears was done by hanging weight with the help 
of moment handle. As a result of tightening cap screws on 
the torque coupling, closed circuit was completed. Loading 
steps of the experiments done for determining critical sco-
ring load are given in Table 4.

In the experiment of weight loses method was used 
for determination of the scoring load, gears were burdened 
gradually and were run for 20 minutes. In between every 
stage, pinion and gear were weighted. The stage that wear 
increased suddenly gave critical scoring load [3,4,25]. For 
measuring weight loss, a sensitivity scale at sensitiveness of 
0.1 mgr was used. For proof of the accuracy of experiments, 
it was examined if pinion surface in coupling was 20% of the 
scoring amount in active profile [3,4]. 

In the method of measurement of surface roughness, 
after completing coating of the gears, surface roughness was 
examined till scoring formation. Surface roughness was me-
asured with the Taylor Hubson 3+ Surface Roughness Me-
asurement Apparatus. In the measurements, mean surface 
roughness (Ra) and maximum point in the profile (Ry) were 
tried to be determined.

Experimental Results
Relation Between Weight Lost in Gears and 
Scoring
Being appropriate to DIN 51354, gears were burdened 
gradually, after every stage the pinion and gear were 
weighted. The stage that wear increased suddenly was 
defined as the critical scoring load. It is enough to take 
measurements from the pinion to observe the formation 
of the scoring. Since the system has a rate of 2.41, the 
pinion enters about 2.5 times more than the large gear 

Table 4. Loading steps of experiments done for finding scoring load
Test

Number
Force

(N)
Torsion Mi

(Nm)
1 15,2 15,2
2 18,8 18,8
3 21,9 21,9
4 26,3 26,3
5 31,6 31,6
6 37,7 37,7
7 45,5 45,5
8 54,6 54,6
9 65,5 65,5

10 78,6 78,6
11 94,3 94,3
12 113,1 113,1
13 135,8 135,8
14 162,9 162,9
15 195,5 195,5
16 234,6 234,6
17 281,6 281,6
18 337,9 337,9

Figure 2. The changing of weight in the pinion to determine the critical 
scoring load

Figure 3. Areas that roughness measured
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ratio. Hence, wear is observed earlier in the pinion gear 
[1-3].

Results emerged after experiments were treated for 
every gear one by one. Weight graphic that occurred as a 
result of sudden increase of corrosion was given in Figure 2. 

According to Figure 2, corrosion is seen in K, M, N 
and C, respectively. In the Figure, ‘s’ shows the moment 
that scoring started. To Figure 2, while 7th stage of the 
experiment scoring on uncoated gear is observed, in 
manganese coated gear in 10th stage, in nickel coated gear 
in 15th stage and in chrome coated gear in 18th stage of the 
experiment sudden increase falling occurs.  If a comparison 
is made after the experiments, usage of chrome-coated gear 
is more advantageous.

Effect of Surface Roughness to Scoring 
For determining surface roughness, 4 different points 
were measured and then their averages were given in 
graphics. Because the fact that, during the same study, 
pinion coupling much more than gear, measuring only 
pinion is adequate.  And the reason that surface was ta-
ken from rolling round to head of tooth is scoring was 
initially determined in these parts [1,2]. 

When surface roughness on uncoated gear was exami-
ned, it was observed that roughness decreased till 3rd load 
stage, then increased in certain proportion and in 7th stage 
got scoring by suddenly increasing.

According to Figure 4, the average of mean surface ro-
ughness of 4 areas is between other surface roughness va-
lues.

If the average surface roughness of the gears is exami-
ned (Figure 4-7); it is seen that in the course of production 
and because of the coatings resulted from coating materials 
at the load of starting to run roughness on surfaces of gears 
decreased to certain stage, until scoring formation it increa-
sed with a certain speed and at scoring formation roughness 
on their surfaces suddenly increased. 

When the values of the maximum point in gears profi-
le were examined, results parallel to the average surface ro-
ughness come into the picture. In Figure 8-11 if a compari-
son is made after the experiments, usage of chrome-coated 
gear is more advantageous.

Development of Scoring
After determination of scoring load experiments, experi-
ments were continued on the gears that scoring occurred 
and following results were obtained. Gears were exposed 
to loading at 300Nm, were rotated with speed of 3000 

Figure 4. The average of mean surface roughness on uncoated pinion 
gear. 

Figure 5. The average of mean surface roughness on manganese coated 
pinion gear. 

Figure 6.  The average of mean surface roughness on nickel coated 
pinion gear.

Figure 7. The average of mean surface roughness on chrome coated 
pinion gear.
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rpm. The temperature was constant at 323±2 °K.

As it is seen in the Figure 12, wear and thus scoring 
showed quick increase on pinion that load was excessive. 

Results and Conclusion
In this study, scoring load that occurs as a result of rapid 
wear on gears coated with different coating materials was 
determined by considering surface roughness. 

After the experiments for determination of critical sco-
ring load on gears, at the same heat, speed and lubrication 
conditions, critical scoring load emerged in every gear was 
found as 45,47 N in uncoated gear, 78,57 N in manganese 
coated gear, 195,52 N in the nickel coated gear and 337,86 N 
in the chrome coated gear. According to these values, use of 
coating material on gears is advantageous in terms of sco-
ring formation. The chrome coated gear run at 11 different 
loading stage 220 minutes more than uncoated gear. If the 
chrome coated gear run at 45,47 N, critical scoring load of 
uncoated gear, it could resist scoring much longer.  Critical 
load that the chrome coated gear received scoring is 337.86 
N, meanly, it received scoring as a result of running under 10 
times the excessive load. 

According to the experiments, compared to the un-
coated gear chrome coated gear resisted approximately 10 
times longer, nickel coated gear 5 times longer and manga-
nese coated gear 1,5 times longer. 

Besides after the experiments it was seen that after sco-
ring started to occur, it continued rapidly. And this shows 
the effect of scoring formation on gears is a quite lot. 

It was observed in the scoring load experiments that 
coating materials increased the scoring resistance of gears. 
Also coating materials prevent the discontinuities such as 
scratches and pores in the structure. The only disadvantage 
of coating material is accumulated corroded particles cause 
abrasive wear. In order to prevent abrasive wear, it is neces-
sary to filter the lubricating oil well.

Figure 8. The average of maximum point in the profile on uncoated 
pinion gear.

Figure 9. The average of maximum point in the profile on manganese 
coated pinion gear.

Figure 10. The average of maximum point in the profile on nickel 
coated pinion gear.

Figure 11. The average of maximum point in the profile on chrome 
coated pinion gear.

Figure 12. The changing of weight on pinion after scoring occurs
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As the term implies, natural gas is a gas mixture 
naturally occurred and consists mainly of met-

hane (CH4) between the limits 87-97 mole %. The 
worldwide natural gas consumption for electricity 
generation will be growing by an average of 2.7 % per 
year since 2012 to the last estimation year of 2040. 
The natural gas share was 22 % of the total world 
electricity production in 2012 and it is expected to 
reach 28 % in 2040. The usage of natural gas in elect-
ricity generation is encouraged in USA from the vi-
ewpoint of low prices and low greenhouse gas emissi-
on [1]. During combustion, carbon oxidize to carbon 
dioxide and natural gas emits carbon dioxide like all 
the other fossil fuels, however considerably in fewer 
amounts and the main product of the combustion  
is water and has no harm to the environment. Furt-
hermore, in electricity generation, the technology 
for natural gas is more efficient than coal. So, CO2 
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reduction required by Kyoto Protocol can be met for 
many countries simply by using natural gas instead of 
coal. In order to meet the world’s increasing energy 
demand, natural gas will continue to be used in the 
future depending on global expectations. For this re-
ason, it is very important to design and operate such 
systems in optimal conditions. The most crucial fac-
tor for the evaluation of a power plant is thermal ef-
ficiency. Every increase in the percentage of thermal 
efficiency means an increase in the amount of power 
production and a decrease in the cost of production. 
Due to this reason, the present study is on the opti-
mization of the efficiency of the power plants opera-
ted by natural gas. The most efficient power plants 
operate on gas-vapor cycles, where combustion gases 
are used in gas turbines and steam is used in steam 
turbines to produce additional power. The expanded 
gas leaving the gas turbine is used to provide steam in 

A B S T R A C T

Energy production from fossil fuels has been regarded as the main source of the climate 
change. The reason for that is the oxidation of carbon in fossil fuels to carbon dioxide dur-

ing combustion and the highest percentage of greenhouse gases in atmosphere belongs to carbon 
dioxide. Amongst the fossil fuels natural gas is preferred due to its low emission of greenhouse 
gases and having no particulate matter after combustion. While the other fossil fuels emit mainly 
carbon dioxide during the combustion process; natural gas emits mostly water together with 
carbon dioxide. Around 22 % of the world’s electricity is produced by natural gas and this share 
is expected to increase in near future. The power plants operating with natural gas as a gas cycle 
consisting of a compressor, a combustion chamber and gas turbine are combined with a vapor 
cycle in order to increase the efficiency. A heat recovery steam generator is used to reach this aim 
in recent years in generating steam by the heat received from the combustion gases leaving the gas 
turbine. It is very important to design and operate such energy conversion systems fired by natu-
ral gas in optimal conditions. If the efficiency can be increased, it can be said that the energetic, 
economic, and environmental aspects also improve. The modeling and optimization studies for a 
combined gas-vapor power plant are studied and the most important parameters which inf luence 
the efficiency are determined. The results indicate that the most effective parameters from the 
viewpoint of efficiency are air/fuel ratio, gas/steam ratio and the pressure ratios of the compressor 
and, thus, the gas turbine. The thermal efficiency increases by 18.25 % and, in the meantime, 
the exergy destroyed decreases by 9.84 % using optimum design parameters determined by the 
optimization algorithm proposed.

Keywords: 
Optimization, Combined gas-steam, Thermal efficiency

INTRODUCTION
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a heat exchanger called heat recovery steam generator. So, 
the energy of the combustion gases leaving the gas turbi-
ne is utilized as the energy source of the steam turbine.

Recent studies on the performance of the combined 
gas steam power plants published in the literature depend 
on energy and exergy-based analysis and then optimization 
algorithms. The available part of energy which can be con-
verted to work, or in other words, the maximum energy that 
can be obtained from a system is defined as “exergy”. In or-
der to determine the irreversibilities, entropy generation and 
the effective use of an energy source, the best way is exergy-
based analysis. Exergy-based analyses are very convenient 
methods for assessing the performance of energy conver-
sion systems. One of these studies presented a method for 
simulation of a model developed in Modelica and based on 
ThermoPower [2]. Kaviri et.al. [3] estimated the heat exc-
hange between steam and gas side in a HRSG (heat recovery 
steam generator) configuration using a genetic algorithm 
technique. They concluded that the exergy destruction for 
HP-EVP (high pressure turbine-evaporator) was the highest 
amongst the other components, and, that increasing the in-
let temperature of the steam generator more than 6500C had 
no better effect on both the thermal and exergy efficiencies 
of the vapor cycle. Ahmedi and Dinçer [4] chose an objecti-
ve function related to cost including fuel, exergy destruction 
and purchase, and in order to minimize the objective functi-
on they used a genetic algorithm embedded in MATLAB. In 
their study on multi- objective optimization, Kaviri, Jaafar 
and Lazim [5] utilized two objective functions, the first one 
related with the costs consisting of component costs, the 
fuel cost, the duct burner cost and the exergy destruction 
cost. The second one was related with the exergy efficiency. 
In order to solve this multi-objective optimization problem 
a genetic algorithm approach was used. The temperature of 
the gas turbine, the pressure ratio of the compressor and the 
pinch point temperatures were determined as the most im-
portant parameters which affected the objective functions. 
It meant that small changes in these variables could cause 
large changes in the objective functions. In another study, 
Kaviri, Jaafar and Hosseini worked on an optimization al-
gorithm having multi objective functions to find the most 
effective variables in a combined gas steam power plant [6]. 
Nadir and Ghenaiet [7] used a particle swarm algorithm as 
an optimization method and considered different confi-
gurations for heat recovery steam generator. A combined 
cycle with triple pressure and reheat was considered in a 
study by Bakhshmand et. al. [8] and an exergy and econo-
mic analysis were performed. The objective function was a 
cost function consisting of fuel, investment and destroyed 
exergy. A genetic algorithm was used as an optimization 
method developed in MATLAB. The authors concluded 
that the energy and exergy efficiencies were increased by 3 
% using optimal variables, and the total cost was decreased 

by 9 %. Furthermore, using optimal values for the decision 
variables brought a 0.58 €/h specific cost decrease when it 
was compared to the base values. The results of a case study 
performed in Montazar Ghaem power plant, Iran showed 
that using a cooling system for compressor inlet air caused 
a 3.2 % temperature drop which led 1.136 % increase in both 
thermal efficiency and a net output power in the warmest 
month. The exergy destroyed in the combustion chamber 
was decreased in considerable amount when the cooling 
system is operated [9]. 

Energy generation from fossil fuels has been regarded 
as the main source of CO2 emission and has a significant 
effect on a global warming. As a result, natural gas can be 
considered as the best fossil fuel when compared to coal and 
petroleum oil from the environmental viewpoint since its 
hydrogen content is greater than the others. There are also 
some simulations and optimization studies related with en-
vironmental concerns, such as CO2 capture which is a very 
important point. A natural gas fired power plant and a post 
combustion CO2 capture unit were simulated in Aspen Plus 
V8.4 by Rezazadeh et. al. [10]. Simulations were performed at 
full and 90, 80, 70 and 60% part loads. They considered two 
processes one with CO2 capture and the other was without 
CO2 capture and the results confirmed performance viabi-
lity. On the other hand, Pan et. al. [11] proposed some strate-
gies to minimize the detrimental effects of carbon capture 
such as  applying better heat transfer techniques, extracting 
some amount of steam from the HRSG and exhaust gas cir-
culation,. Açıkkalp et.al. (2014) determined the exergy effi-
ciency of a natural gas power plant in Eskişehir, Turkey to be 
40.2 %, pointing out that the most important components 
for improving the system were the gas turbine and the com-
bustion unit based on the real data [12]. A complex model 
including 1300 variables was developed and tested using a 
sequential quadratic programming for a cogeneration plant 
in the studies of Rodriguez-Toral, Morton and Mitchell [13]. 
In another similar study [14], twelve parameters were selec-
ted as decision variables affecting the exergetic efficiency, 
total cost and CO2 emission which were the objective func-
tions. The exergetic efficiency was increased by 6 % and in 
the same time CO2 emission decreased by 5.63% using the 
optimum values for these variables.

In the present study, initially a basic model is developed 
using mass, energy and entropy balances for a combined gas 
vapor power system and in the second step the basic model 
is simulated under an optimization algorithm in order to 
find the optimum design parameters which yield maximum 
thermal efficiency.

MODELING AND OPTIMIZATION
In the present study, a combined gas-vapor power gene-
ration plant is taken into consideration. The mass, energy 
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and entropy-based thermodynamic modeling of the plant 
[15, 16, 17] is simulated under an optimization algorithm. 

The topping cycle is a gas-turbine power plant. A 
compressor, a combustion unit and a gas turbine are present 
in the gas cycle. The bottoming cycle is a non-ideal reheat 
Rankine cycle, which consists of a steam turbine, a boiler, a 
condenser and a pump. Steam turbine includes two stages 
as high pressure and low pressure, and the boiler is the heat 
recovery steam generator type. The flow diagram of the po-
wer plant simulated is given in Fig.1

The optimization problem has been formulated in or-
der to determine the decision variables which maximize 
the objective function that is the thermal efficiency of a gas-
vapor power generation plant. 

net,plant
th

in

W
Q

η =




The thermal efficiency is described ( thη ) as the total 
net power achieved from the plant ( net,plantW ) divided by 
the inlet thermal energy ( inQ ). The objective function is 
subject to some other functions which describe the power 
plant by mass, energy and entropy balances. The functions 
can be expressed as equality constraints ( , ) 0h x y =  linear 
and/or nonlinear functions.The decision variables in the op-
timization algorithm are the followings;

- inlet temperature to compressor
- pressure ratios for compressor and gas turbine
- pump inlet pressure 
- pump exit pressure 
- exhaust gas temperature exiting HRGS system
- steam pressure entering LP turbine
- temperature of steam entering HP turbine
- gas-steam ratio
- air-fuel ratio

Therefore, we have 9 decision variables for the combi-
ned gas-vapor turbine cycle, and efforts are made to find the 
optimum quantities of these parameters which maximize 
the efficiency of the described plant. The decision variables 
have upper and lower limits.

L Ux x x≤ ≤

where x is the vector of decision variables.

Mass, energy and entropy balances around the 
combined gas-steam turbine cycle
In the modeling of the plant, the following assumptions 
are accepted:

1. The operating conditions are steady. 
2. Kinetic and potential energy changes between the inlet 
and the exit of the units are neglected. 
3. Air is an ideal gas and enthalpy changes with temperature 
are taken into account. 
4. The thermodynamic properties of combustion gases are 
equal to the properties of air.

Since the operation conditions are assumed to be ste-
ady, all the mass entering the units is equal to the mass lea-
ving the units. Therefore, there is no need to show the mass 
balances around the system units. However, the energy and 
the exergy balances around all the most important units 
are taken into consideration and their bases are shown as 
follows:

Air Compressor and Gas Turbine
Under these conditions, air is assumed as an ideal gas and 
the enthalpy, entropy and relative pressure (Pr) values can 
be determined using ideal gas tables for air. For any pro-
cess of ideal gases, the entropy change can be written as a 
function of temperature and pressure as follows;

ln out
out in out in in

P
s s s s R

P
 − = − − 
 
                               (1)

where s is entropy, R is ideal gas constant, P is pressure.
For any isentropic process for an ideal gas,

out in
s s=                                                                              (2)

ln out
out in in

P
s s R

P
= +                                                         (3)

exp( / )

exp( / )
out out

in
in

s RP

P s R
=





                                                        (4)

,
.

,

( ) r outout
s const

in r in

PP

P P=
=                                                     (5)

Figure 1. Flow diagram of the combined power plant
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where Pr is relative pressure and expressed as  
exp( / )rP s R= 

For non-isentropic processes take place in the compres-
sor and the turbine calculated the equations 6 and 7 are 
used taking isentropic efficiencies into account.

,out s in
C

out in

h h

h h
η

−
=

−
                                                                 (6)

,
( )

out in T in out s
h h h hη= − −                                              (7)

where h is enthalpy, η is isentropic efficiency.

Combustion Chamber
The enthalpy of the combustion gases exiting the com-
bustion unit is determined by the following equation 
which is actually an energy based balance  including an 
efficiency factor for the combustion chamber which rep-
resents the amount of heat leaving the combustion cham-
ber by exhaust gases and the remaining part is represen-
ting the heat loss from combustion chamber.

( )
( )( )

air fuel fuel fuel fuelair

air fuel air

air air fuel fuel fuel

( )

( )

(1 ) ( )

in

CC in

m h m LHV m h

m m h
out

m h m LHV hη

+ + =

+ +

− + +

  

 

 

            (8)

where LHVfuel is lower heating value and fuelm  is the 
flow rate of fuel in mass.

Heat Recovery Steam Generator (HRSG)
Energy Balance around HRSG

( ) ( )
( )air fuel

( )

out in out inforHP forLP

HRSG in out gas

m h h m h hs s

m m h hη

− + − =

+ −

 

 

           (9)

Overall Energy Balances

in fuel fuel air air fuel fuel
( )

in
Q m LHV m h m h= + +

          (10)

net,plant net,gas net,steam

T,gas C,gas T,steam P,steam

W W W

W W W W

= + =

− + −

  

   

                       (11)

net,plant
th

in

W

Q
η =





                                                               (12)

Exergy Balances
Exergy balances for all the units in the power plant can be 
in the following forms:

in out destroyed system

Rate of net exergy transfer Rate of exergy Rate of change
  by heat, work, and mass   destruction     of exergy

 

X X X X− − = ∆   



 

       (13)

The rate of change exergy with respect to time is zero 
by steady flow assumption. Then, the exergy destroyed du-
ring any steady flow process will be:

0(1 )

dest in out

in out
k

X X X

T
Q W m mkT

ψ ψ

= − =

− − + −∑ ∑ ∑

  

 

 

            (14)

where   is the heat transfer through the boundary at 
temperature Tk at location k,

0[( ) ( ) ]0
in out in out in outh h T s s ke peψ ψ− = − − − − ∆ − ∆ ↵ (15)

dest 0
[ ( ) ]   

since, from energy balance,  
out in

out in

X m T s s q

q w h h ke

= − −

− = − + ∆





   (16)

Table 1. Decision variables: the assigned and optimum values

Parameter Unit Assigned Values Optimum

Compressor inlet temperature °C 15 15.2

Compressor pressure ratio 7 10.5

Pump inlet pressure kPa 10 9.4

Pump outlet pressure kPa 6000 6000

Air/fuel ratio
 

40 36.7

Gas/steam ratio 8,7 13

Temperature of steam entering HP turbine °C 468 468

Pressure of steam entering LP turbine kPa 1000 1000

Exhaust gas temperature leaving HRSG system °C 200 199.7

Table 2. The results of optimization algorithm for a simple combined 
power system

Unit Initial Optimum

Qin kJ/s 2124900 2124900
Wnet kJ/s 648340 766570
nth 30.51 36.08

Total exergy destroyed kJ/s 1071700 966220



155

S.
 B

al
ku

/ H
it

ti
te

 J 
Sc

i E
ng

, 2
01

7,
 4

 (2
) 1

51
-1

57

dest 0 0 gen
0

( )
out in

qX T m s s m T S
T

 
 = − − =
 
 



                (17)

Alternatively, the exergy destroyed can be determined 
by entropy balances as follows:



0 (steady)

in out gen system

Rate of net entropy transfer Rate of entropy Rate of change
      by heat and mass     generation    of entropy

gen out in

   

   

S S S S

S S S

↵
− + = ∆

→ = −

   





  

(18)

The entropies of the liquid and vapor mixtures for wa-
ter are determined by

f fg
s s xs= +                                                                    (19)

where x is the quality of the liquid-vapor mixture (mass 
percent of the steam in the mixture).

In entropy and exergy calculations; the amount of heat 
loss from the combustion and the condenser units are taken 
into account.

Optimization
A combined gas-steam turbine cycle model whose details 
are given above is simulated under an optimization al-
gorithm written using MATLAB® [18, 19]. There are 20 
parameters that must be entered initially into the algo-
rithm: compressor inlet air temperature, fuel inlet tem-
perature, pressure ratios for compressor and gas turbine, 
isentropic efficiencies for compressor, gas turbine, HP 
turbine and LP turbine, efficiencies for pump, combus-
tion chamber and HRSG, pump inlet and outlet pressure, 
fuel rate in mass per time, air/fuel ratio, gas/steam ratio, 
pressure of steam entering LP turbine and the exhaust 
gas temperature leaving HRSG system, LHV of natural 
gas and finally, the temperature of steam entering the 
HP turbine. Amongst these parameters, nine parameters 
are selected as decision parameters given in Table 1 with 
their initially assigned values. In order to determine the 
steam and air properties, the algorithms appeared on 
Mathworks web [20] and [21] are used respectively.

The algorithm which uses the power plant model desc-
ribed by the mathematical equations, the thermodynamic 
relations, the physical laws and the laws of thermodynamics 
is simulated under an optimization algorithm and the opti-
mal values of these nine decision variables which make the 
objective function maximum are evaluated.

The steps in the optimization algorithm are as follows;
- The initial guesses for the decision parameters are assig-
ned.
- Minimum and maximum constraints for the decision pa-
rameters are defined.
- The values of all the other system parameters are entered.
- The stopping criteria are given.
- The model is simulated with the initial guesses.
- Objective function is evaluated.
- The constraints and the stopping criteria are checked, if 
they are not suitable, new values for the decision parameters 
are determined by an embedded sub-program “fmincon”
- The iterations continue until the stopping criteria are re-
ached.

RESULTS
The results achieved by the proposed optimization algo-
rithm for a simple combined gas-vapor power system are 
shown in Table 1. In the algorithm, the initial quantities 
of the decision parameters are assigned for the defined 
system which can be seen in the third column on Table 1. 
The assigned values are taken from Çengel and Boles [15]. 
Then, an optimization sub-program “fmincon” is used 
to determine the optimal quantities for the decision pa-
rameters which make the thermal efficiency maximum. 
The fourth column indicates the optimal quantities of 
the decision parameters which make the objective func-
tion, or the thermal efficiency of the plant maximum. In 
the calculations, the efficiencies of units in the system are 
assigned to be 80 % (isentropic efficiencies of compressor, 
gas turbine, LP turbine and HP turbine, pump efficiency, 
and heat transfer efficiencies for combustion chamber 
and HRGS). LHV and the temperature of the fuel are ta-
ken as 47220 kJ/kg and 25°C, respectively. The fuel mass 
entering is 45 kg/s. The upper and lower boundaries are 

Figure 2. Thermal efficiency and exergy destruction
Figure 3. Exergy destruction of process units
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0.5 and 1.5 times of the assigned values.

Table 2 shows the power produced as net power, the 
thermal efficiency of the plant and the total exergy destro-
yed by the main units of the plant for the assigned initial 
values and the optimum quantities of the decision parame-
ters. The thermal efficiency increases from 30.51 % to 36.08 
% when the optimum quantities for the decision parameters 
are used.

DISCUSSION
In the present study a combined gas-steam power cycle 
is modeled and then simulated by an optimization algo-
rithm. Nine parameters are selected as decision parame-
ters and the optimal values of these parameters are eva-
luated which give the maximum thermal efficiency. As 
it can be seen from Fig. 2 as thermal efficiency increases, 
the exergy destruction decreases as it is expected.

The exergy destruction according to the main units of 
the cycle is shown in Fig.3. The most important unit from 
the viewpoint of exergy destruction is the combustion 
chamber. 73 % of the total exergy destruction belongs to the 
combustion chamber. The heat exchanger follows it by 11 %. 
The exergy destruction percentages are determined by the 
optimal values of the decision parameters. 

CONCLUSION
Upon analyzing Table 1 and Table 2 together, it can be 
concluded that the most important decision variables 
for the defined plant are air/fuel ratio, gas steam ratio 
and compressor pressure ratio as well as the gas turbi-
ne pressure ratio. Especially the gas-steam ratio and the 
compressor ratio reach the upper boundaries, implying 
that if the upper boundaries are increased, they too exce-
ed beyond these figures. The other decision variables do 
not change much during the course of optimization. The 
results indicate that, using the same amount of thermal 
energy input, it is possible to higher the efficiency of the 
combined cycle by changing the decision variables. The 
cycle efficiency increases by 18.24 % and, in the meanti-
me the exergy destroyed decreases by 8.92 % using op-
timum design variables determined by the optimization 
algorithm proposed.  The maximum exergy destruction 
occurs in the combustion chamber and the heat exchan-
ger follows it. In a future work, in order to satisfy the 
consistency with the actual power plants, the IP (inter-
mediate pressure) turbine and an additional gas turbine 
unit are proposed embedded into the algorithm. Another 
suggestion will be the change of steam mass entering the 
HP, IP and LP as a decision variable.
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Recently, the geometric structure of real network 
datasets has started to get a lot of attention 

amongst the researchers from various fields. The ge-
ometric characterization of such complex networks 
finds applications related to internet routing, com-
munity detection and data mining [3,5,7,24,28]. In 
real networks, geometrical, topological, and structu-
ral properties of data sets emerge from the sponta-
neous relation of each data element. In the literature, 
these relations are presented by the graph theoretical 
concepts [9,31,32]. Moreover, the structural analyses 
such as domination numbers of several types are pre-
sented in [15—18]. Besides, the theory of soft sets is 
also useful to express such relations [2,6,10,18,29,33].

The soft set theory introduced by Molodtsov in 
[27] is a mathematical tool dealing with the uncer-
tainty of real-world problems which usually contain 
uncertain data. The soft set theory depends on the 
adequacy of the parametrization and differs from the 
similar theories such as fuzzy set theory, vogue set 
theory, and rough set theory, vague sets theory, and 
rough sets theory by the adequacy of the parametri-
zation. Mathematically, one may conclude that a soft 
set over an initial universe is a parametrized family of 
subsets of the universe. It can be also seen that a soft 
set is not a set but set systems. By the introduction of 
the theory in [27], its algebraic [1,19] and topological 
properties [20,33], interlacing with other theories [14] 
and the application in other fields [2,6,11,21,30] have 
been studied intensively. 

In this study, we present the emergent geomet-
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ric structure of the systems expressed with the soft 
sets. In Section 2 we give the basic definitions and 
propositions on soft sets to construct geometric soft 
sets. We refer [26] to the interested readers for soft 
set theoretical analogues of the basic set operations. 
In Section 3, we present the concept of geometric soft 
sets. Basically we present the soft sets with the para-
meter mapping of hyperplane inclusions of the points 
in general positions. Right after the introduction of 
the geometric realization and structural concepts 
we study extremal properties of geometric soft sets 
in this section. Finally, in Section 4, we restrict our 
parameter mapping to similarity of the distances of 
points embedded in arbitrary metric spaces. We also 
construct two families of geometric soft sets which 
emerge from R^2 and a stock market network, then 
analyze them.  

PRELIMINARIES
Definition 1
[26] A soft set over the universe set U is defined as a 
pair (F,E) such that E is a set of parameters and 

( ) :  F E P X→  is a mapping. Mathematically, the soft 
set (F,E) is a parameterized family of subsets of the set 
U which can be stated as a set of ordered pairs

( ) ( )( ) ( ){ }, ,  :        .F E e F e e E and F e U= ∈ ⊂

Definition 2
Union of two soft sets of (F,A) and (G,B) over the 
common universe U is the soft set (H,C), where 

  C A B= ∪  and   e C∀ ∈ ,

A B S T R A C T

Soft sets are efficient tools to determine uncertainty in systems. In this study, we introduce a 
new concept called geometric soft sets to present and analyze the geometrical, topological, 

and structural properties of complex networks.

Keywords: 
Soft set sheory; Computational geometry; Soft computation; Network analysis

INTRODUCTION

http://orcid.org/0000-0002-7061-2534


O
. A

kg
ul

le
r/

 H
it

ti
te

 J 
Sc

i E
ng

, 2
01

7,
 4

 (2
) 1

59
-1

64

160

( )
( )
( )

( ) ( )

,     
,     .

,     

F e if e A B
H e G e if e B A

F e G e if e A B

 ∈
= ∈
 ∪ ∈ ∩




The union of two soft sets is denoted by ( ) ( ),  ,F A G B∪

Definition 3
[26] Intersection of two soft sets (F,A) and (G,B) over a 
common universe U is the soft set (H,C), where   C A B= ∩

and   e C∀ ∈ , H(e) = F(e) or G(e), (as both are same set).
The intersection of two soft sets is denoted by 

( ) ( ),  ,F A G B∩

Definition 4
[13] The soft set (F,E) is called a convex soft set if

( )( ) ( ) ( )1  F ax a y F x F y+ − ⊇ ∩

for every , x y E∈  and [ ]0,1a∈ .

Definition 5
[25] The convex hull of a soft set (F,E), denoted by 
 ( ), conv F E , is the smallest convex soft set over the uni-

verse U containing (F,E).

Preposition 1
[25] The convex hull of a soft set (F,E) is given by

 ( )
( )

( ){ }
,

,  : 
n B C e n

conv F E F e e B
∈ ∈

= ∈′ ′
  



where

( )
{ } [ ]1

1 1

, ,  : 0,1    
, .

1, 1 

n i
n n

i i i
i i

e e E with
C e n

e e

λ

λ λ
= =

 … ⊂ ∃ ∈
 =  

= = = 
 

∑ ∑

Preposition 2
[25] The intersection of an arbitrary collection of convex 
soft sets is a convex soft set.

GEOMETRIC SOFT SETS
A set in d  is said to be in general position if no d+1 po-
ints lie on a hyperplane with co-dimension 1. Througho-
ut this study we denote P(A,k) as the set of subsets of A 
with k elements and 2A as the subsets of A.

Definition 6
Let  dU ⊂  be the finite set of points in general position 
and A U⊆ . For { } :  2A

AF E → ∅  incidence mapping, 
(FA,E) is called a geometric soft set if

i. for { }1, , kA a a= … , the tuple ( )( ) ( )0 , ,1 ,Ae P A F E∈  ;

ii. for all 1, , 2i k= … − ; if ( )( ) ( )1, , ,k Ae P A k F E− ∈  and 

B A∃ ⊂ , then ( )( ) ( )1, ,   ,i Ae P B i F E− ∈  .

Parameter mapping plays important role to define a 
soft set. Hence, in the view of geometric soft sets we define 
parameter mapping as incidence relation. Formally, if the 

tuple { }( )( ) ( )1 1, , , , ,k k Ae P a a k F E− … ∈  , then there is a hyperp-

lane in k  that contains { }1, , ka a… .

To clarify the idea, we give the following example. Let 
us consider two sub-universes as A = {a, b, c} and B = {d, e, f, 
g}. The soft sets

( ) { } { } { }{ }( ) { } { }{ }( ) { }{ }( ){ }0 1 2,   , , , , , , , , , , , ,AF E e a b c e a b a c e a b c=

and

( ) { } { } { } { }{ }( )
{ } { } { } { } { } { }{ }( )
{ } { } { } { }{ }( )

0

1

2

,   { , , , , , 

, , , , , , , , , , , , ,

,  , , , , , , , , , , , , }.

BF E e d e f g

e d e d f d g e f e g f g

e d e f e f g d f g d e g

=

The geometric realizations of the soft sets (FA,E) and 
(FB,E) are presented in Figure 1. with all triangular areas are 
included.

Theorem 1
A geometric soft set with universe d  has a geometric 
realization in 2 1d+ .

Proof
Let (FA,E) be a geometric soft set with { } :  2A

AF E → ∅  
and let 2 1 :  df A +→  be an injection whose image is a set 
of points in general position. It is well known that any 2d 
+ 1 or fewer points in general position are affine indepen-
dent. Now let (Fα1, E) and (Fα2, E) are geometric soft sub-
sets of (FA,E) with |Fα1(E)|=k1  and |Fα2(E)|=k2. The soft 
union of these soft subsets has the cardinality

( ) ( ) ( ) ( )1 2 1 1 1 2

1 2

, , , , , ,      

                                       1 2 1

F E F E F E F E F E F E

k k d
α α α α α α= + −

= + + ≤ +

∪ ∩

Henceforth, the points in α1 and α2 are affine indepen-

Figure 1. Lower dimensional examples of geometric soft sets.
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dent. This also implies that every convex combination x of 
points in 1 2α α∪  is unique. Besides,  ( )  ( )1 2

, ,conv F E conv F Eα α=  

if and only if x is a convex combination of 1 2α α∩ . Therefore, 
this implies that ( ) ( )

1 2
F E F Eα α∩  is either empty subset of 

the convex hull ( )1 2convf α α∩  as it is required.

One of the mathematical concepts which may remind 
the geometric soft sets is the abstract simplicial complexes. 
Even though the abstract simplicial complexes are the col-
lections of subsets of some vertex set, the main difference 
emerge from the hereditary structure. For each edge, abs-
tract simplicial complexes contain all of its subsets; however 
geometric soft sets do not have to. For instance, in the above 
example, the geometric soft set (FA,E) involves the triangle 
{a,b,c} along with the edges {a,b} and {a,c} but not the {a,c}. 
There is also one to one correspondence between the soft set 
(FB,E) and the abstract simplicial complex with the vertex set 
{d,e,f,g}. It is possible to consider simplicial complexes as the 
hereditary geometric soft sets.

The dimension of a geometric soft set (FA,E) is the ma-
ximum number k of { }( )( )1 1, , , ,k ke P a a k− … , i.e. 

( )dim , maxAF E k= .

Definition 7
Let (FA,E) be a geometric soft set. A soft subset (FB,E) of 
(FA,E) is a geometric soft subset if and only if (FB,E) is also 
a geometric soft set. For any geometric soft set (FA,E) with 
dimension d and for any 0 ≤ i ≤ d the geometric soft sub-
set

( )( ) ( ) ( ) ( ){ }, , ,  : dim ,  
j j

i
A B A BF E F E F E F E d= ⊂ ≤

for all iB A⊂  is called the i-th soft skeleton of (FA,E).

Remark 1
It is straightforward that a geometric soft set is connec-
ted if and only if its 1st soft skeleton is connected.

Definition 8

Let ( ) ( )
1

, ,
i

n

A
i

F EU
=

=   be a family of geometric soft sets 
with dimension d. ( ),   is homogeneous if and only if 
for all (FAi,E), there exists j≠i and j=1,…,n such that 

( ) ( )
i jA k A kF e F e∩ ≠∅  for any k = 1,…,d. Moreover, ( ),   

is connected if and only if geometric realization of ( ),   
is connected.

The sense behind the notion of a homogeneous family 
of geometric soft sets is the result of gluing geometric soft 
sets all having the same dimension. For instance, let us 
define three geometric subsets

( ) { } { }{ }( ) { }{ }( ){ }0 1,   , , , , ,AF E e a b e a b=

( )
{ } { } { }{ }( ) { } { }{ }( )
{ }{ }( )

0 1

2

, , , , , , , , ,
,   ,

, , ,
B

e b c d e b c c d
F E

e b c d

  = 
  

( )

{ } { } { } { }{ }( )
{ } { } { } { }{ }( )
{ }{ }( )

0

1

2

, , , , ,

,   , , , , , , , , , 

, , ,

C

e c d e f

F E e c d c f d f e f

e c d f

 
 
 = 
 
  

 

and ( ) ( ) ( ) ( ), , , ,A B CF E F E F E= ∪ ∪ 

The geometric realization of ( ),   is presented in Fi-

gure 2.

Definition 9

Let k ≥ 2 and ( ),   be a family of geometric soft sets. 

( ),   is k-uniform if all of its elements have cardinality 
k, i.e. ( )AF E k=  for all ( ) ( ), ,AF E ∈   .

Definition 10

Let ( ),F E  be a family of k-uniform families of geometric 

soft sets. ( ),F E  is called k-partite if A of ( ),F E  can be 
partitioned into k pairwise disjoint soft sets 

1 2 kA A A A∪ ∪= …∪  with i jA A∩ =∅  for i≠j, such that 

 1 iS A∩ ≤  for all i = 1,…,k and every ( )  AS F E∈ .

Definition 11

Let ( ),F E  be a family of k-uniform families of geometric 

soft sets. If ( ),F E  can be partitioned into pairwise disjo-
int soft sets with i iA =   such that

( ) ( ){ }  : 1
iA A iF E S F e S A= ⊂ ∩ =

for all i=1,…,k, then ( ),F E  is called complete k-partite 

Figure 2. The geometric realization of a family of geometric soft sets
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and denoted as ( )( ),  
k

k



F E . 

One of the extremal problem arise in the context of 
k-uniform geometric soft sets is the maximum number of 
parameters assigned to sub-universe with fixed |A|=n and k 
values without containing certain soft subsets.

Definition 12

. Let k ≥ 2 and let ( ),F E  be a family of k-uniform families 

of geometric soft sets. A k-uniform family that contains 
no distinct copy of any ( ) ( )', ' ,∈ F E     as a soft subset is 
called ( ),F E -free. The maximal number of ( ),F E -free 
k-uniform family on |A|=n, ( )( )max , ,n F E , can be given 
as the maximum number of |FA(E)|, i.e. 

( )( ) ( ){ }max , ,  max An F E=F E .

Theorem 2

Let ( ),F E  be a family of k-uniform families of geometric 

soft sets and |A|=n. If  ( ),F E  has no k-partite member, 
then there is a c > 0 such that ( )( )max , , kn cn≥F E .

Proof

Let |A|=n and ( ),F E  be complete k-partite family with

1.i
n i

k
+ −

=

Since all soft subsets of ( ),F E  are k-partite they are 
( ),F E -free. Hence ( ),F E  involves

1

1 k

i k

n i n l
k k≤ ≤

+ − − ≥  
 

∏

many families for some 0≤l<k. This completes the pro-
of.

GEOMETRIC SOFT SETS IN METRIC SPACES
Different restrictions on the parameter map of a geomet-
ric soft set yield the soft analogues of well-known compu-
tational complexes. In this section, we let the universe of 
a geometric soft set be any metric space  . Then, the 
geometric soft set ( ),AF Eδ  can be defined with the para-
meter mapping

:AF A Eδ ⊂ →

as if the tuple { }( )( ) ( )1 1, , , , ,k k Ae P a a k F Eδ
− … ∈ , then the 

points {a_1,…,a_k} are with the maximum pairwise distan-
ce δ.

An Example in 2
Now let us consider the randomly sampled 100 points in 
a sub-region of 2 . The sub-region we choose is 

2 24 16x y≤ + ≤  and the generated points are presented in 
Figure 3.

The results emerge from the families of ( ),AF Eδ  with 
usual Euclidean metric are presented in Table 1 for different 
δ values.

From the computational results presented in Table 1. it 
can be straightforwardly deduced that the connectivity and 
dimension of the family of geometric soft sets rep

resentati-

on of randomly sampled points in 2  is decreasing 
as the δ 

value of ( ),AF Eδ  decreases. Similarly, the number  
( ),   

increases as δ descreses. The threshold value of δ for the 
connectivity is 0.853. This yields that, for the δ=0.853 the 
system represented by the geometric soft sets involves the 
information with dimension 13 and there exists the conti-
nuous geometric flow of the information through the 
system.

Geometric Soft Sets Emerge From BIST
Since global stock markets are continuously in complex 
interaction they form a complex system and have long 
been studied by several researchers [4,12,23].

The data used in this section consists of daily data from 

Figure 3. Randomly sampled points in 2 

Table 1. Computational results for the family of geometric soft sets

δ Value Number of Soft 
Sets

Maximum 
Dimension Connected

5 1 100 Yes
4.694 2 99 Yes

3 28 44 Yes
2 33 28 Yes
1 54 15 Yes

0.853 60 13 Yes
0.852 60 12 No

0.5 68 5 No
0.4 76 5 No
0.3 86 4 No
0.2 94 3 No

0.109 100 1 No
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the period January 2013 to January 2015. 93 companies ope-
rating in Borsa Istanbul (BIST) 100 Index (XU100) are con-
sidered. Sessional return iCl  for the i-th company is calcula-
ted as the logarithmic return in the value of index compared 
to previous session’s closing value as the logarithmic diffe-
rence. 

The metric used for comparing time series of logarith-
mic returns is the correlation distance

( ) ( ), 2 1 ,Corr ijd i j ρ= −

where

( )( )2 2 2 2

,i j i j
ij

i i j j

Cl Cl Cl Cl

Cl Cl Cl Cl
ρ

−
=

− −

with …  is the temporal average performed on all the 
trading days. The data and the correlation distance matrix is 
presented in Figures 4 and 5, respectively. In Figure 5, it can 
be concluded that the diagonal elements are zero and the 
rows and columns which has the darker color are the stocks 
with long distances. Here, the long distance directly corres-
ponds the smaller correlation amongst the stock markets.

The results emerge from the families of ( ),AF Eδ  with 
correlation distance are presented in Table 2 for different δ 
values.

From the computational results presented in Table 2 it 
can be seen that the connectivity and dimension of the fa-
mily of geometric soft sets representation of BIST is 

decrea-

sing as the δ value of ( ),AF Eδ  decreases as same as the 
previ-

ous example. Similarly, the number ( ),   increases as δ 
descreses. The threshold value of δ for the connectivity is 
0.899 which is also similar to the previous example. This 
yields that, for the δ=0.898 the system represented by the 
geometric soft sets involves the information with dimension 
92 and there exists the continuous geometric flow of the in-
formation through the system.

CONCLUSION
In this paper, we have presented a new concept called 
geometric soft set which emerge from the incidence pa-
rameter over the points in general position. After the 
introduction of the geometric realization of the famili-
es of geometric soft sets, we study extremal properties 
for such families. For fixed number of the sub-universe, 
we present an upper bound for the crossing of respected 
hyperplanes.

Several type of complex systems emerge a geometric 
structure. To obtain this, we have present a restriction on 
the parameter meter and study different type of geometric 
soft sets in different metric spaces. First one is the usual 
metric space of 2 , and the second one is the metric space 
endowed with the correlation distance of time series. We 
have showed that the geometric soft sets emerge from the 
BIST has higher dimensions than the ones from usual met-
ric space.
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Takahashi defined local  ϕ -symmetry  for Sasaki-
an manifolds by the curvature condition that

 (( )( , ) , ) 0g R Y Z W TX∇ =                                          (1)

for all horizontal vector fields , , , ,X Y Z W T  ([12]). 
There are two generalizations to contact metric mani-
folds. In [2], contact metric manifolds satisfying the cur-
vature condition (1.1) are called locally  ϕ -symmetric. 
In [6] another definition is given. A contact metric ma-
nifold is called locally  ϕ -symmetric if characteristic 
reflections are local isometries. This condition leads to 
infinitely many curvature conditions including the abo-
ve condition (1.1). Boeckx proved that ( ) ,κ µ -spaces sa-
tisfy this condition ([5]). This gives a set of non Sasakian 
examples.

Symmetry for complex contact metric manifolds is 
studied by Blair and Mihai in [3], [4]. They defined a 
complex contact metric manifold to be GH-locally 
symmetric  if the reflections in the integral submani-
folds of the vertical bundle are isometries. They also 
proved in [4] that a complex ( ) ,κ µ -space with 1κ <  is 
GH-locally symmetric.

In this paper, we will use the first generalization of 
local symmetry and define a complex contact metric 
manifold to be locally  -symmetric (in order not to 
confuse with GH-locally symmetric) if it satisfies the 
curvature condition (1) and we will give a simple and 
detailed proof showing that complex ( ) ,κ µ -spaces 
with 1κ <  satisfy this condition.
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PRELIMINARIES
Let M be a complex manifold of dimension 2n+1. It is 
called a complex contact manifold if it has an open 
covering { }  of coordinate neighborhoods such that:

1) On each   there is a holomorphic 1-form ω  
such that ( ) 0d nω ω∧ ≠ ,

2) On ∩ ≠∅′   there is a non-vanishing holo-
morphic function f  such that fω ω′ = .

The complex contact structure determines a non-
integrable subbundle   by the equation 0ω = ;   is

 
called the complex contact subbundle or simply the ho-
rizontal subbundle.

On a complex contact manifold M, there is a Her-
mitian metric g , local (real) 1 forms u  and v u J= ° , 
local (real) dual vector fields U  and V JU= − , and (1,1) 
tensor fields G  and H GJ=  such that:

1)

 

2) On ′∩ ≠ ∅ 

2 2 ,
2 2 ,
( , ) ( ), ( , ) ( , ),

, 0, ( ) 1,

G H I u U v V

G H I u U v V
g U X u X g X GY g GX Y
GJ JG GU u U

= = − + ⊗ + ⊗

= = − + ⊗ + ⊗
= = −

= − = =

, ,
,

u Au Bv v Bu Av
G AG BH H BG AH
′ ′= − = +
′ ′= − = +

A B S T R A C T

We define complex locally  -symmetric spaces. As an example we prove that complex  

( ) ,κ µ -spaces with 1κ <   are locally   -symmetric.

Keywords: 
Complex contact geometry; Symmetry; Local symmetry

INTRODUCTION
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where A  and B  are functions with 12 2A B+ = .

As a result of these conditions, the following identities 
also hold:

3)

where ( ) ( , ),X g U VXσ = ∇ ∇ being the Levi-Civita 
connection of g  (see [1], [7] and [9]).

Here ( )f u ivω = −  where f  is a non-vanishing comp-
lex-valued function. Also, on the intersections the subbund-
le generated by U  and V  is the same as the subbundle gene-
rated by 'U  and 'V . Hence we have a global bundle ν  ort-
hogonal to  . This bundle is called the vertical subbundle 
and it is typically assumed to be integrable. We refer to a 
complex contact manifold with the above structure tensors 
satisfying these conditions as a complex contact metric ma-
nifold.

In order to split the covariant derivatives of U  and V  
into symmetric and skew-symmetric parts, we define two 
other local structure tensors:

1 sym
2

h G pU U= °  and 
1 sym
2

h H pV V= °

where `̀ sym’’ denotes the symmetric part and p  deno-
tes the projection TM → . These operators satisfy the fol-
lowing properties [2,8]:

, ,
,

( ) ,
(

0

) .

h G Gh h H HhU U V V
h h h hU U V V

U GX Gh X X VX U
V HX Hh X X UX

V

V

U V U
σ
σ

= − = −

= =

∇ = − − +

− −

=

∇ = −

=

In order to define a complex ( ) ,κ µ -space, we consider 

complex contact metric manifold M with h h hU V= = . In 
this case, h  anti-commutes with G and H, and hence com-
mutes with J. If the following curvature conditions hold for 
some constants κ  and µ , then M is called a complex 
( ) ,κ µ -space ([11]):

( , ) ( ( ) ( ) ) ( ( ) ( ) )
                   ( )( ( ) ( ) )
                   2(( ) ( , ) (4 3 ) ( , )) ,

R X Y U u Y X u X Y u Y hX u X hY
v Y JX v X JY

g JX Y u v X Y V

κ µ
κ µ
κ µ κ µ

= − + −
+ − −
+ − + − ∧

    (2)

( , ) ( ( ) ( ) ) ( ( ) ( ) )
                   ( )( ( ) ( ) )
                   2(( ) ( , ) (4 3 ) ( , )) ,

R X Y V v Y X v X Y v Y hX v X hY
u Y JX u X JY

g JX Y u v X Y U

κ µ
κ µ
κ µ κ µ

= − + −
− − −
− − + − ∧

      (3)

( , ) (2 ) ( , ) 2 ( , ) 2((2 ) ( , )).X Y g JX Y g JhX Y u v X Yµ µΩ = − + + − ∧

                  (4)

Here dσΩ = .

The following theorem is proved in [11].

Theorem 1

Let M be a complex ( ) ,κ µ -space. Then 1κ ≤ . If 1κ = , 
then 0h =  and M is normal. If 1κ < , then M admits three 
mutually orthogonal distributions [ ]0 , [ ]λ  and [ ]λ− , de-
fined by the eigenspaces of h , where 1λ κ= − .

Curvature of a complex ( ) ,κ µ -space is completely de-
termined. For details see [11].

Curvature of complex ( ) ,κ µ -spaces

In this section we will write the curvature tensor for a 
complex ( ) ,κ µ -space. In the expression for the curvatu-
re tensor there are several terms. In order to give a simp-
ler expression if we group some terms, we come up with 
the following tensors which are defined for vector fields 
X, Y:

( , ) ( , ) (1 / 2) ( , ),
2( , ) ( , ) (2 ) / (2 ) ( , ),

( , ) ( )(( 1 / 2) ( 1) ),
( , ) ( )(( 1 / 2) ).

A X Y g X hY g X Y

B X Y g X Y g X hY
C X Y u X Y hY
D X Y v X JY hJY

µ

µ λ
κ µ µ
κ µ

= + −

= + −
= − + + −
= − − −

Here ,A B  are ( )0,2 tensors and ,C D  are ( )1,2  tensors.

We also define the following ( )0,3  tensors:

( ) ( ) ( ) ( ) ( )( ), , , , , , ,

                   2 ( ( , ), ) 4(2 1 ) ( )2 ( , ),
                  

f X Y Z g C X Y D X Y C Y X D Y X Z

g D Z Y X v Z u v X Yκ µ

= + − −

+ − − − ∧

( ) ( ) ( ) ( ) ( )( ), , , , , , ,

                   2 ( ( , ), ) 4(2 1 ) ( )2 ( , ).
                  

k X Y Z g C JX Y D JX Y C JY X D JY X Z

g D JZ Y X u Z u v X Yκ µ

= + − −

+ − − − ∧

Note that when the vector fields are horizontal, the ten-
sors , ,C D f  and k  vanish.

Theorem 2

Let M be a complex ( ) ,κ µ -space with 1κ < . Then, for vec-
tor fields , ,X Y Z , the curvature tensor is given by

,
, ( , ) ( , ),

0, 0,
, ( , ) 0,

( , ) ( , ) ( )( , ),
( , ) ( , ) ( )( , )

HG GH J u V v U
JH HJ G g HX Y g X HY
GV HU HV uG vG uH vH
JV U g U V
du X Y g X GY v X Y
dv X Y g X HY u X Y

σ
σ

= − = + ⊗ − ⊗
= − = =
= = = = = = =
= =

= + ∧
= − ∧
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( , ) ( ( , ) ( 1 )( ( ) ( ) ( ) ( )))
2

                ( ( , ) ( 1 )( ( ) ( ) ( ) ( )))
2

                ( ( , ) ( 1)( ( ) ( ) ( ) ( )))
                ( ( , ) ( 1)( ( ) ( ) ( ) ( ))

R X Y Z A Y Z u Y u Z v Y v Z X

A X Z u X u Z v X v Z Y

B Y Z u Y u Z v Y v Z hX
B X Z u X u Z v X v Z

µκ

µκ

µ
µ

= + − + +

− + − + +

+ + − +
− + − + )

                ( ( , ) ( 1 )2 ( , ))
2

                ( ( , ) ( 1 )2 ( , ))
2

                (2 ( , ) (2 2 )2 ( , ))
                ( ( , ) 2 ( , ))

( ( , ) 2 ( , )

hY

A Y JZ u v Y Z JX

A X JZ u v X Z JY

A X JY u v X Y JZ
B Y JZ u v Y Z hJX
B X JZ u v X Z

µκ

µκ

κ µ

− + − − ∧

+ + − − ∧

+ + − − ∧
− − ∧
+ − ∧

( ) ( )

( ) ( )

)
                (2 ( , ) 4 ( , ))

                ( ( , ) ( , )
2

, ,
2 

)

               ( ( , ) ( , )

)
             

22
, ,

( ( , ) (   

hJY
B X JY u v X Y hJZ

g Y GZ GX g X GZ GY

g Y HZ HX g X HZ HY

g Y hGZ hGX g X hGZ hGY

g Y hHZ hHX g X hHZ hHY
g Y GX GZ g

µ

κ µ

λ

µ

+ − ∧

+ −

+ −

−
+ −

+ −

+ +

( ) ( )
, ) )

, , , , .
Y HX HZ

f X Y Z U k X Y Z V+ +

Proof
First, we write any vector field X uniquely as

( ) ( )X X X u X U v X Vλ λ= + + +−

where [ ]X λλ ∈  and [ ]X λλ ∈ −− . We can write the 
terms ( , )R X Y Zλ λ λ± ± ±  using the formulas given in [11]. 
The terms ( ),R X Y U , ( ),R X Y V , ( ),R U X Y , ( ),R V X Y ,  

( ),R X U Y  and ( ),R X V Y , can be computed by using the 
conditions (2) and (3). Then, by using the identities

1 1 ( ) ( ) ,
2

X X hX u X U v X V
λλ

 = + − − 
 

1 1 ( ) ( ) ,
2

X X hX u X U v X V
λλ

 = − − − 
 

−

we obtain the formula in the theorem. Keep in mind 
that hX Xλλ λ= , hX Xλλ λ= −− −  and 0hU hV= = .       

When the vector fields are horizontal, the above exp-
ression simplifies to

( ) ( )

( , ) ( , ) ( , ) ( , ) ( , )
                   ( , ) ( , ) 2 ( , )
                   ( , ) ( , ) 2 ( , )

                   ( ( , ) ( , )
2

, ,

R X Y Z A Y Z X A X Z Y B Y Z hX B X Z hY
A Y JZ JX A X JZ JY A X JY JZ
B Y JZ hJX B X JZ hJY B X JY hJZ

g Y GZ GX g X GZ GY

g Y HZ HX g X HZ

µ

= − + −
− + +
− + +

+ −

+ −

( ) ( )

2                   ( ( ,

)

)
   

) ( , )22
, ,

( ( , ) ( ,         ) .       

HY

g Y hGZ hGX g X hGZ hGY

g Y hHZ hHX g X hHZ hHY
g Y GX GZ g Y HX HZ

κ µ

λ

µ

−
+ −

+ −

+ +

Now we can state and prove our main theorem.

Theorem 3

Let M be a complex ( ) ,κ µ -space with 1κ < . Then, for ho-
rizontal vector fields , ,X Y Z  and W , we have

( )( , ) 0.R X Y ZW∇ =

Proof

For a horizontal fields , ,X Y Z and W , we need to compute

( )( , ) ( , ) ( , )
( , ) ( , ) .

R X Y Z R X Y Z R X Y ZW W W
R X Y Z R X Y ZW W

∇ = ∇ − ∇

− ∇ − ∇

First, let us compare the coefficients of X in the 4 terms 
above. From ( , )R X Y ZW∇  we have

( ( , )) ( , ) ( , )
(1 / 2)( ( , ) ( , )).

W A Y Z g Y hZ g Y hZW W
g Y Z g Y ZW Wµ

= ∇ + ∇

+ − ∇ + ∇

The coefficient of X in ( , )R X Y ZW∇  is

( , ) ( , ) (1 / 2) ( , ),A Y Z g Y hZ g Y ZW W Wµ∇ = ∇ + − ∇

and in ( , )R X Y ZW∇  is

( , ) ( , ) (1 / 2) ( , ).A Y Z g Y h Z g Y ZW W Wµ∇ = ∇ + − ∇

So the coefficient of X in ( )( , )R X Y ZW∇  is ( , ( ) ).g Y h ZW∇

By Lemma 3.5 in [11], for horizontal fields ,W Z  the co-
variant derivative of h  is given by

( ) ( ( , ) ( 1) ( , ))
( ( , ) ( 1) ( , ))

h Z g W hGZ g W GZ UW
g W hHZ g W HZ V

κ
κ

∇ = − −

+ − −

and hence ( , ( ) ) 0.g Y h ZW∇ =

In ( , )R X Y ZW∇  we also have the term ( , )A Y Z XW∇  
but that term also appears in X( , )R Y ZW∇  and they cancel 
each other out.

Similarly the coefficient of Y also vanishes and the term   
( , )A X Z YW∇  in ( , )R X Y ZW∇  cancels out with its counter-

part in ( , )R X Y ZW∇ .

Similar situation happens with the terms hX  and hY .

For the terms with ,JX JY  and JZ , we need ( )J ZW∇  
and ( )hJ ZW∇ . Since W  and Z  are horizontal, using Lem-
ma 3.1, part (v) in [11] we can write

( ) ( ) ( ) 0,J Z u W HZ v W GZW µ µ∇ = − + =
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and

( ) ( ) ( ) ( ) .hJ Z h JZ h J Z h JZW W W W∇ = ∇ + ∇ = ∇

Now, if we compute the coefficient of JX  in 
( )( , )R X Y ZW∇  we get

( ,( ) ) (1 / 2) ( ,( ) ) 0.g Y hJ Z g Y J ZW Wµ∇ + − ∇ =

Similarly, the coefficients of JY  and JZ  vanish also.

Differentiating the term with JX  we also get

( , ) ( , ) ( , )( ) 0.A Y JZ JX A Y JZ J X A Y JZ J XW W W− ∇ + ∇ = − ∇ =

Similarly for JY  and JZ .

Same thing happens with the terms hJX , hJY  and
 

hJZ .

By Lemma 3.1, part (v) in [11], for horizontal fields X  
and W  we have

( ) ( ) , ( ) ( ) .G X W HX H X W GXW Wσ σ∇ = ∇ = −

So, by differentiating the term GX  we get

( / 2)( ( ,( ) ) ( / 2) ( )( ( , )
.

( , )( ) ) ( , ) )
g Y G Z GX W g Y HZ GXW

g Y GZ G X g Y GZ HXW

µ µ σ∇
=

+ ∇ +

By differentiating the term HX  we get

( / 2)( ( ,( ) ) ( / 2) ( )( ( , )
( , )( ) ) ( , ) )

g Y H Z HX W g Y GZ HXW
g Y HZ H X g Y HZ GXW

µ µ σ∇ −
=

+ ∇ +

and they cancel out. Similarly the terms we get from   
GY  and HY , and the terms we get from GZ  and HZ  can-
cel each other out.

Same thing happens with the terms hGX  and hHX , 
and with the terms hGY  and hHY .

We conclude that, in a complex ( ) ,κ µ -space with 
1κ < , for horizontal vector fields ( )( , ) 0R X Y ZW∇ = .
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