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2016 8th International Conference on 
Bioinformatics and Biomedical Technology (ICBBT 
2016)

Venue: Hotel Colón
Location: Barcelona, Spain

BEGINS: Jun 10, 2016 
Ends:  Jun 12, 2016 
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Computer Science and Engineering _ EI,SCOPUS
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Ends:  Jun 19, 2016 

ICEIM 2016 5th Int. Con. on Engineering and 
Innovative Materials_SCOPUS, Ei Compendex
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Location: Kuala Lumpur, Malaysia

BEGINS: Sep 10, 2016 
Ends: Sep 12, 2016 

2016 3rd Int. Conf. on Power and Energy Systems 
Engineering (CPESE 2016)

Venue: Kitakyushu Int. Conference Center
Location: Kitakyushu, Japan 

BEGINS: Sep 08, 2016  
Ends: Sep 10, 2016 

ICRED 2016 2nd International Conference on 
Renewable Energy and Development_Ei, Scopus

Venue: Kitakyushu Int. Conference Center
Location: Kitakyushu, Japan

BEGINS: Sep 08, 2016 
Ends: Sep 10, 2016 

2016 5th International Conference on Nutrition 
and Food Sciences --Ei Geobase

Venue: Ananta Legian Hotel
Location: bali, Indonesia 

BEGINS: Jun 25, 2016
Ends: Jun 27, 2016 

MULTIPHYSICS 2016

Venue: ZHAW School of Engineering
Location: Zurich, Switzerland

BEGINS: Dec 08, 2016 
Ends: Dec 09, 2016 

11th Triennial Congress of the World Assoc.ion of 
Theoretical and Comput. Chem. (WATOC2017)

Venue: Gasteig München GmbH
Location: Munich, Bavaria, Germany

BEGINS: Aug 27, 2017 
Ends: Sep 01, 2017  
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Numerical solution of solidification of metals with a sharp front, in particular solidification 
of lead, is investigated. Considering the fact that the associated CPU time and memory 

requirement may be costly for large domains, alternatives are searched. It is observed that using 
a substructuring technique with a local mesh refinement is promising. 

Numerical Solution of Two Phase Solidification Problem Using 

Dynamic Substructuring Based on Adaptive Error Estimation	 127-144

by Ozgur Uyar

In this study, PVA-based physically cross-linked hydrogels were prepared with and 
without the presence of poly ethylene glycol (PEG) freezing at -16 °C for 16 h and 

thawing at room temperature for 8 h. The focus of this work was to address the effect 
of theaddition of PEG (Mw: 2000 or 5000).

Potential Evaluation of PVA-Based Hydrogels for 

Biomedical Applications	 165-171

by Emel Tamahkar

The thermal performance of buildings is of great importance to the world 
because we have limited sources of fossil fuels. Thermal performance should be 

investigated with respect to parameters such as outdoor air temperature, insulation 
thickness, building materials, types of combustor and fuel. 

Energy Analysis of A Building Based on 

Outdoor Air Temperature and Insulation Thickness		  145-150

by Burcin Tunay
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In order to obtain proper and sufficiently precise results from metal forming 
simulations, accurate material data should be input to the simulation software. 

Design of A Specific MatLab Code for 
Processing of Standard Tensile Test Data 

for Sheet Metal Forming Simulations			   151-157

by Baris Cetin
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In this article, a new design method, called Particle Swarm Optimization (PSO), 
is used for the determination of PID control parameters; this is designated for the 

controlling of the speed and the position of the AC servomotor.

AC Servo Motor Speed and Position Control Using 

Particle Swarm Optimization (PSO)		  159-164

by Mehmet Fatih Isık
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Lactic acid bacteria have benefits for the digestive tract. They and some of their 
methabolic products stimulate the immune system and therefore regarded as 

probiotic. A good quality probiotic must have some features.

Determination of Fundamental Probiotic Properties of 

Lactobacillus Strains Isolated from Turkish Local Yogurt	 181-185

by Gulcin Alp Avci

This study was conducted on the D.laniger samples maintained in the laboratory 
condition after collecting from the natural environment. 

The Cytologic Investigation of Brown Adipose Tissue of D.laniger 

(Felten & Storch, 1968) (Mammalia: Rodentia) in Hibernation	 187-191

by Aydın Ozluk

Synthesis and Characterization of Poly (HEMA-co-AAc)/Diatomite 
Hydrogel Composites: Their Application for Heavy Metal 

Removal from The Aqueous Solution		  173-180

by Filiz Boran
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Poly (2-hydroxyethyl methacrylate-co-acrylic acid)/diatomite hydrogel composite  
materials were synthesized using in situ free radical addition polymerization.
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	 As we bid farewell to 2015 and welcome 2016, I want to take this opportunity 
to wish all our readers a safe and Happy New Year. This new issue of Hittite 
Journal of Science and Engineering contains eight manuscripts from the 
disciplines of biology, materials science and engineering, mechanical 
engineering, electrical engineering. These manuscripts were first screened 
by Section Editors using plagiarism prevention software and then reviewed 
and corrected according to the reviewer’s comments. I would like to express 
my gratitude to all our authors and contributing reviewers of this issue.

Indexing and abstracting services facilitate the broadest dissemination of information by pointing researchers to articles that are 
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databases like Google Scholar or ResearchBib. I would like to inform all our readers that we are in the evaluation period to be indexed 
and abstracted in TR Dizin (ULAKBIM), Scopus and Web of Science.
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Associate Editors of HJSE, namely Dr. Dursun Ali Kose and Dr. Oncu Akyildiz, as well as our Production Editor, Dr. Kazim Kose for 
their invaluable efforts in making of the journal. 
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papers for publication in Hittite Journal of Science and Engineering. 
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Solidification with a sharp front is a moving 
boundary value problem, i.e. a Stefan problem 

which is very important for several engineering 
applications. When the historical background of 
numerical solutions of solidification problems 
are examined, relevant works in literature are 
summarized as follows. 

Lynch and O’Neill [1] developed a moving mesh 
technique for finite element phase change simulation. 
Lynch and Sullivan [2] calculated the heat flux at the 
phase boundary.  Kuang and Atluri [3] developed 
another moving mesh method. Tamma and Saw 
[4] developed an adaptive mesh refinement for the 
p-version finite element method (FEM) to improve the 
solutions locally. Zabaras et al. [5] used front tracking 
FEM for calculation of temperature and stress fields in 
a solidfying pure metal to understand the formation of 
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cracks due to the induced thermal stress field. Ro [6] 
investigated the development of heat transfer in phase 
change processes. Ghosh and Moorthy [7] proposed 
an alternative Arbitrary Lagrangian-Eulerian (ALE) 
approach to solidification problems. Wang et al. [8] 
examined a class of phase-field models for crystallization 
of pure substances from its melt. Gandin and Rappaz [9] 
developed a new algorithm based upon a 2-dimensional 
cellular automation technique for the simulation of 
dendritic grain formulation during solidification. Franca 
and Haghigi [10] developed a new adaptive finite element 
procedure for the solution of transient heat conduction 
problems. Juric and Tryggvason [11] presented a front-
tracking method to simulate time dependent two-
dimensional dendritic solidification of pure substances 
based on finite difference approximation of the heat 
equation and for explicit tracking of the liquid-solid 
interface. Chen et al. [12] developed a two-dimensional 

A B S T R A C T

Numerical solution of solidification of metals with a sharp front, in particular 
solidification of lead, is investigated. Considering the fact that the associated CPU 

time and memory requirement may be costly for large domains, alternatives are searched. 
It is observed that using a substructuring technique with a local mesh refinement is 
promising. Following, by the use of an adaptive error estimation algorithm to find the 
location of solidification front and mushy zone, dynamic substructuring technique is 
developed to decrease the computational cost and to increase the accuracy of results. 
Superconvergent patch recovery technique is used to obtain the heat f luxes to evaluate 
the error energy norm of elements at each analysis step. Solidification front, mushy 
zone and elements having errors above a threshold value are captured with the error 
estimator. Then, elements having errors above the threshold value are refined by creating 
a substructure which is independent from the original global mesh. Equations of the 
global coarse mesh are augmented with the equations of the substructure. Employing 
the equations of the original coarse mesh help reduce the computational cost. Numerical 
solutions are presented and it is shown that the proposed approach has advantages over 
the alternative methods and, by the virtue of the adaptive error estimation algorithm, 
significantly decreases the CPU time of numerical solutions while it increases the 
accuracy of solutions and locates precisely the solidification front and mushy zone.

Key Words: 
Solidification; Finite Element Methods; Substructuring; Stefan Problem; Error 
Estimation 
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finite element program which can be applied to solve the 
solidification of pure metals and alloys, that includes the 
effects of natural convection in liquid using temperature 
recovery scheme. Provatas et al. [13] studied the evolution 
of solidification microstructures using a phase-field model 
computed on an adaptive finite element grid. Lewis and 
Ravindran [14] studied the coupling of the solidification 
analysis based on the heat conduction equation with 
fluid flow and thermal analysis for metal casting where 
various algorithms available in literature for modeling of 
solidification problems are discussed. Merle and Dolbow 
[15] applied the eXtended finite element method (X-FEM) 
to thermal problems with moving heat sources and phase 
boundaries which provides accurate solutions to transient 
thermal and phase change problems on fixed finite 
element meshes. Chessa et al. [16] applied the X-FEM to 
multi-dimensional Stefan problems whose approximation 
represents the phase interface and associated discontinuity 
in temperature gradient within an element, and the phase 
interface can be evolved without re-meshing or the use of 
artificial heat capacity techniques. Ji et al. [17] presented the 
application of the hybrid XFEM/Level Set Method (LSM) 
to two dimensional solidification problems and used a 
new approach with the XFEM for this class of problems 
whereby the partition of unity is constructed with  
polynomials and enriched with a  function. Zhao et al. 
[18] presented a two-dimensional model for simulation of 
the directional solidification of dendritic alloys and solved 
the transient energy and solute conservation equations 
using FEM discretizations; the energy equation was solved 
by a fixed mesh of bilinear elements in which the interface is 
tracked and the solute conservation equation is solved by an 
independent, variable mesh of quadratic triangular elements 
in the liquid phase only while the triangular mesh used in 
analyses is regenerated at each time step to accommodate 
the changes in the interface position using a Delaunay 
triangulation. Zang and Xu [19] developed a FEM model to 
compute the thermal and thermomechanical phenomena 
during pulsed laser induced melting and solidification 
where they used element removal and reactivation method 
in order to release and retrieve the stress and strain during 
melting and solidification. Takaki et al. [20] performed 
phase-field simulations during solidification of a binary 
alloy and used adaptive mesh refinement techniques 
during the FEM analysis in order to conduct the phase-field 
simulations effectively. Zabaras et al. [21] studied dendritic 
solidification of pure materials from an undercooled 
melt using the XFEM/LSM for modeling of the thermal 
problem and a volume averaged stabilized FEM formulation 
for modeling the fluid flow where they presented a 
dimension-independent methodology to simulate the 
growth of dendrites in the presence of convection. Their 
formulation is based on the XFEM/LSM to simulate the 
temperature evolution and a volume-averaged stabilized 

FEM formulation for the velocity evolution. Zhang et al. 
[22] developed an integrated meshless thermal–mechanical 
analysis system with a meshless solidification model based 
on Finite Point Method and the Meshless Local Petrov-
Galerkin method based elastic–plastic analysis model 
where they calculated heat transfer and solidification using 
the finite point meshless method. Wang et al. [23] applied 
moving grid method for the solution of a phase-field model 
for dendritic growth in two- and three-dimensions where 
moving mesh technique is used and the mesh redistribution 
is realized by solving an elliptic boundary control problem 
together with a nonlinear multi-grid algorithm. Hu et al. 
[24] proposed a multi-mesh adaptive finite element method 
for simulating the dendritic growth in two- and three-
dimensions and implemented the multi-mesh h-adaptive 
mesh refinement algorithm to enhance the computational  
efficiency. Lee and Sundararaghavan [25] studied a multi-
scale analysis scheme for solidification based on two-scale 
computational homogenization and used a non-linear 
coupled macro-micro FEM model for addressing the fluid 
solidification problems and tracked solidifying interface 
using an adaptive meshing strategy. Li and Shopple [26] 
developed a new FEM level set approach to simulate the 
interface motion where they applied the method to the 
classical solidification problem to locate the dendrites 
whose key feature is the construction of an interface-fitted 
mesh and its unrefinement with respect to a fixed base 
mesh at each time step of evolution. O’Hara et al. [27] 
presented the application of the generalized finite element 
method (GFEM) with global-local enrichments to problems 
of transient heat transfer involving localized features where 
the GFEM is utilized in order to numerically construct 
general, specially-tailored shape functions yielding high 
levels of accuracy on coarse FEM meshes. Chen et al. [28] 
coupled the macro and micro analysis to predict the 
microstructure growth of magnesium alloys in directional 
solidification process and used the FEM to calculate 
undercooling temperature, by which the macro analysis 
results were coupled into the micro analysis where very 
fine mesh is used in order to calculate temperatures. Chen 
et al. [29] proposed a coupled Cellular Automation – FEM 
model to predict the grain structure formation during Gas 
Tungsten Arc Welding where the FEM is used to solve the 
heat flow problem based on an adaptive meshing. Ghoneim 
[30] used a new meshfree interface-finite element method 
for numerical modeling of isothermal solutal melting 
and solidification in binary systems where the implicitly 
represented liquid-solid interface is allowed to arbitrarily 
intersect the finite elements where meshfree solid-liquid 
interface interface nodes are generated automatically based 
on the distribution of the signed distance function.  

When the above listed studies are examined, it is 
observed that computational methods used to solve the 



129

O
.U

ya
r a

nd
 A

. M
ug

an
 / 

H
it

ti
te

 J 
Sc

i E
ng

, 2
01

5,
 2

 (2
) 1

27
–1

44

Stefan problem can be classfied into the five classes such 
as the moving mesh method, adaptive remeshing method, 
XFEM, generalized FEM and meshless methods. Moving 
mesh methods update the mesh in order to conform the 
element edges to the solidification front; the mesh is updated 
totally or locally and mesh regeneration for complex 
interfaces is difficult. Adaptive remeshing methods use error 
estimators to determine the errors around solidification 
front and these algorithms refine the mesh by remeshing 
to reduce the error levels. On the other hand, the XFEM, 
generalized FEM and meshless methods are very popular in 
recent years for interface problems. These methods capture 
the discontinuities such as the solidification front by using 
LSM. Then, extra degrees of freedom (DOF) are added to 
the elements or extra nodes are added to the mesh in order 
to obtain improved solutions around the solidification front. 
Advantage of these methods is that the original mesh is not 
updated when the extra DOF or extra nodes are added to 
the original mesh; however, the associated matrices are 
to be updated at each analysis step that slows down the 
solution procedure.

All of the methods mentioned above require the update 
of associated matrices at each analysis step due to the 
updated mesh, refined mesh, adding extra DOF or adding 
nodes; as a result, the CPU time and memory requirement 
of these methods increase significantly. 

Motivated by the drawbacks of above methods, a 
new technique using FEM is proposed called dynamic 
substructuring approach based on adaptive error estimation. 
In this method, the original FEM mesh is not changed 
during the solution steps and accurate solutions can be 
obtained using very coarse meshes. In particular, two phase 
Stefan problem of lead material is considered in this study. 
The computational domain is meshed with a coarse mesh 
and propagation of solidification front, mushy zone and 
elements having errors above a threshold value are captured 
with an error energy norm estimator at each analysis step. 
Then, a substructure independent from the global model 
is generated by refining the elements having errors above 
the error threshold; thus, remeshing of the entire original 
mesh at each analysis step is avoided that helps reduce the 
CPU time considerably. Substructure boundary conditions 
are obtained from the nodes of global model which are 
the neighbours to the elements used for the substructure. 
Following, the original global equations are augmented 
by the substructure equations and then the coupled 
equations of original and substructure equations are solved 
simultaneously. The mesh refinement is adaptive based on 
the adaptive error estimator calculations and the refined 
regions are removed in the substructure if their error level 
reduces to below the threshold value during analysis steps. 

The main advantage of the proposed approach is that 
the substructure generation does not affect the original 
global matrices and a small portion of the coarse global 
mesh is refined automatically; thus, there is no need for 
remeshing the original coarse mesh at each analysis step. In 
sum, the original global mesh is kept unchanged during the 
whole analysis steps. Therefore, the proposed method does 
not employ any remeshing algorithm that slows down the 
numerical solutions that are followed in the moving mesh 
method, adaptive remeshing method, XFEM, generalized 
FEM and meshless methods in literature. Moreover, the 
initial global equations can be used throughout the solution 
procedure if associated FEM matrices are unchanged that 
further reduces the CPU time of the proposed approach. 
Numerical solutions are presented and it is shown that the 
proposed approach has advantages over the alternative 
methods and, by the virtue of the adaptive error estimation 
algorithm, significantly decreases the CPU time of 
numerical solutions while it increases the accuracy of 
solutions and locates precisely the solidification front and 
mushy zone.

Solidification and Mathematical Equations
During the solidification process, liquid metal changes 
its phase, conduction heat transfer occurs conduction 
heat transfer occurs in both solid phase and liquid phase. 
It also occurs between these two phases. Convective heat 
transfer occurs in liquid phase and at solidification front. 
In this study, heat convection motion of liquid metal is 
ignored. The mushy zone is also considered in all analyses. 
Solidification process is described mathematically 
with heat conduction and heat convection equations. 
Equations used in FEM analyses are presented below.

The transient heat transfer by conduction can be 
described by the following equation [10]

 	               (1)

where  is the density,  specific heat,  temperature,  
time,  thermal conductivity and  external heat source.

The heat transfer between solidification front and 
liquid metal occurs by convection associated with the 
release of latent heat of solidification that is represented by 
the following equation [31]

(2)

At the solidification front, temperature will 
satisfy the following condition [31]

( )Tp
TC Q
t

ρ λ∂
= ∇ ∇ +

∂

TT L h
x t

ξλ ρ∂ ∂
= + ∇

∂ ∂



O
.U

ya
r a

nd
 A

. M
ug

an
 / 

H
it

ti
te

 J 
Sc

i E
ng

, 2
01

5,
 2

 (2
) 1

27
–1

44

130

(3)

where  is the latent heat of crystallization,  position of 
solidification front,  coefficient of heat convection at the 
solidification front interface,  overheating and  crust 
temperature at which solidification starts. 

Figure 1 shows the process of solidification for pure 
metals and alloys schematically [32]. Solidification starts 
when the temperature of liquid metal ( ) decreases to 
melting temperature ( ) for pure metals. When the 
alloys are considered, a mushy zone starts to develop at 
melting temperature and solidification starts at the crust 
temperature. Mushy zone temperature varies between the 
crust temperature and melting temperature. In this zone, 
the liquid and solid phases are mixed. Figure 2 shows the 
phase change depending on temperature for alloys.

In this study, solidification characteristics of lead is 
studied with the proposed method. The experimental 
studies on the solidification of lead are completed using an 
experimental equipment by Bratu [31] where it is reported 
that the crust temperature of lead is 320°C and melting 
temperature of lead is 327°C. 

Temperature dependent thermodynamic and 
thermophysical quantities of lead can be determined using 
the relationships given by Equations (4) to (6)

For 
        (4)

Equation (4) is obtained with the least squares curve 
fit to the tabular values given in [33]. This equation is valid 
from 123.2 K to 600.2 K. In addition, for ,  and 
 are given by [34]

(5)

(6)

Moreover, for , we have [35]

    (7)

(8)
(9)

2-D Finite Element Formulation for Solidification 
Problem
The semi-discrete FEM equations for linear transient 
heat transfer problems can be cast into the following 
form [36]

(10)
In this study, heat generation and heat flux are assumed 

to be zero and heat convection is considered only at the 
solidification front. Thus, the above formulation reduces to

(11)

where  is the capacity matrix,  conductivity matrix, 
 convection matrix and  convective heat vector.

Time Integration
Equation (11) is a parabolic semi-discrete equation, and 
time dependent numerical solution of this equation can 
be obtained with the generalized trapezoidal family of 
methods which consists of the following equations [37] 

(12)

(13)

 	         		  (14)

Figure 1. Solidification scheme: (a) pure metals and (b) alloys [32].

Figure 2. Phase change depending on temperature for alloys.
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where  and are respectively the FEM approximations 
of  and  at discrete time steps, ),  is 
the time step assumed to be constant and  is a parameter 
in the interval [0, 1]. Note that  is chosen as 0.5 which 
corresponds to trapezoidal rule [37]. 

Finite Element Formulation
In this study, 4 noded quadrilateral elements in normal 
coordinates shown in Figure 3 are used for element 
formulations. 

Bilinear shape functions of the element are given below 
[38]

(15)

(16)

(17)

(18)

The temperature at an arbitrary point inside an element 
can be approximated by 

(19)
When steady-state conditions do not prevail, 

temperature change in a unit volume of material is resisted 
by thermal mass that depends on the mass density  of the 
material and its specific heat . The capacity matrix  is 
built by assembling the element heat capacity matrices  
[39]; namely,

 where 	 (20)

In this study, lumped capacity matrix formulation is 
used in the developed FEM code. For a rectangular element, 
lumped capacity matrix is obtained by the row-sum 
technique [37]; namely, we simply divide the summation 
of heat capacity matrix  components in a row by four 
and put the result along the diagonal of the same row of 
. Thus, if we employ 4 noded rectangular elements, we may 
use the following for an internal node [40]

			               (21)

in the main diagonal of the capacity matrix . Thus, the 
lumped capacity matrix has the following diagonal 
form [40]

 		   
         

  (22)

Such a diagonal capacity matrix provides considerable 
computational advantage because they are easy to store 
and invert. Then, element conductivity matrix can be 
evaluated as follows

 			     (23)

where [  ] is the temperature differentiation matrix,  
thermal conductivity matrix and  area of element as 
follows

	            
 (24)

			 
  (25)

Following, element convection matrix can be expressed 
as follows [36]

			     (26)

where  is shape function matrix,  coefficient of 
convection and  length of convection edge of the 
element #e. The convective heat vector can be 

Figure 3. Four noded quadrilateral element in normal coordinates.
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calculated by [36]

 			     (27)

where  is the environment temperature. 

Note that heat convection equations are only 
considered at the solidification front. Hence,  value is 
equal to the average temperature of the neighboring solid 
element at the solidification front during analysis steps. 

The 2-D FEM solution scheme of two phase 
solidification problem is shown in Figure 4. Note that all 
elements are liquid at the first analysis step. Temperatures of 
all nodes are checked after the calculations at each analysis 
step according to the algorithm described below and the 
location of solidification front can be determined by this 
methodology. 

When the four nodes of an element are equal or 
below  that element is considered as solid. Solid elements, 
liquid elements and mixed phase elements are shown in 
Figure 4. Mixed phase elements located in the mushy zone 
are considered as liquid due to [31] and the location of 
solidification front is shown with red lines. Convective heat 
transfer is only considered at the solidification front (i.e., red 
edges of mixed phase elements) and it is shown with blue 
arrows in Figure 4. The environment temperature  for heat 
convection calculations is equal to the average temperature 
of solid element at the solidification front. 

Thermodynamic and thermophsical properties (i.e., 
,  and ) of the material are temperature dependent 

which are calculated at the beginning of each analysis step 
depending on the average temperature of each element.

Adaptive Finite Element Recovery and A 
Posteriori Error Estimators
It is important to obtain the correct location of 
solidification front during the analyses due to the effect of 
heat flux jump at the front. The location of solidification 
front is assumed to be at element boundaries in this study. 
Therefore, refined meshes will give more accurate results 
than the coarse meshes.

The two phase solidification problems involve evolution 
of surfaces coupled with flux jump boundary conditions 
across the interfaces [25]. It is known that heat flux jumps 
cause errors during the numerical solution and these errors 
can be decreased to allowable levels by refining the mesh 
around the solidification front. To this end, adaptive finite 
element recovery techniques can be used. The adaptive 
error estimator developed by Zienkiewicz and Zhu allows 
the global error energy norm to be well estimated and also 
gives a good evaluation of local errors [41].

In an optimal mesh, it is desirable that the distribution 
of element error energy norm (i.e., ) should be almost 
constant for all elements. Thus, the total permissible error 
level is determined (assuming that it is found by numerical 
solutions) as follows [42]

             (28)

Then, we could pose a requirement that the error norm 
in any element #k should satisfy

 		    	
  (29)

where  is the permissible error percentage,  heat 
flux energy norm,  heat flux error energy norm and  
number of elements.

Since no analytical solution is available for most of the 
practical problems, an estimated error is calculated based 
on a recovered solution. The exact error can be written as 
[43]

       				      (30)

where  and  are the exact and numerical solutions, 
respectively. Similarly, the heat flux error can be defined 
as follows

   			     (31)

Figure 4. 2-D FEM solution scheme of two phase solidification problem.
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where  and  are the exact and numerical solutions of 
heat fluxes. Then, temperature error energy norm can be 
calculated by the following equation

  	   (32)

and heat flux error energy norm expression is as follows

  		    (33)

Numerical heat fluxes at any point inside an element 
can be calculated by
	

 
 (34)

Accurate heat flux values are to be calculated to 
determine the heat flux error. In this study, superconvergent 
patch recovery (SPR) technique is used for obtaining 
accurate heat flux values. The concept of superconvergence 
is that the approximate solutions at some points are more 
accurate, or in other words, the rate of convergence at those 
points is higher than those of other points [44]. The SPR 
technique is employed to recover the heat fluxes from Gauss 
integration points [37] by using element patches. On each 
patch, a polynomial expansion for each component of the 
recovered heat flux field is expressed in the following form 
[45].

  			               (35)

where i denotes the axes (i.e.,  or  axis),  represents 
a polynomial basis and  are unknown coefficients. 
Usually, the polynomial basis is chosen equal to the non-
extended FEM basis [37] for temperature field. A least 
squares approximation to the values of  is evaluated 
at Gauss integration points of the elements within the 
patch. Detailed description of the SPR technique is given 
as follows [42]. Then,

 	  	             (36)

 		     	   (37)

with                                        where  and  are the coordina-
tes of the interior vertex node describing the patch, e.g., 
see Figure 5.

For each element patch, a least squares functional is 
minimized with n sampling points [42].

 	     		    (38)

where

	             (39)

and corresponds to the coordinates of the 
superconvergent sampling point k, that yields 
immediately the coefficients  as follows [42].

		  	     	             (40)

where
 and      	   (41)

Figure 5. Interior superconvergent patches for quadrilateral elements (i.e., linear, quadratic and cubic) and triangles (i.e., linear and quadratic) [42].
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In this study, center points of elements are selected 
as superconvergent sampling points and accurate heat 
flux values  at nodes are determined using element 
patches. Numerical heat flux values  are determined via 
extrapolation of the heat flux values at Gauss integration 
points to the nodes.

Note that the value of permissible error percentage 
denoted by  is very important for adaptive finite element 
recovery. If  is selected smaller than an optimum value, 
more elements are captured by the error algorithm and 
total solution time increases. If  is selected larger than an 
optimum value, less number of elements are captured and 
accuracy of solution decreases. 

Dynamic Substructuring Alagorithm
Approximation errors caused by the heat flux jump at 
the solidification front and discretization errors due to 
large element size can be decreased to allowable levels 
by mesh refinement around the solidification front. 
Refining all elements can be a remedy for this problem 
but its computational cost will be very high. In this 

study, only the elements having errors larger than the 
permissible error percentage  are refined to reduce 
the computational cost of problem. This refinement 
is performed by preparing a substructure and the 
original mesh of the global model is not affected by 
the mesh refinement. The original global equations are 
augmented with the substructure equations and this 
process is repeated at each analysis step. If the error 
level reduces to below the threshold value for certain 
elements at an analysis step, associated refined elements 
are removed in the substructure. Thus, the substructure 
is very effective for accurate numerical solutions.

Figures 6 and 7 show a representation of substructuring 
method. The global model with a coarse mesh is shown 
in Figure 6. At each solution step, errors of elements are 
calculated with the methodology given in Section 3.3. 
Elements having errors higher than permissible error 
percentage  are shown with red dotted texture in Figure 
6. Nodes of these elements are shown with blue and green 
dots. Green dots indicate the nodes of elements having 
errors higher than permissible error percentage on model 
boundary. Temperature values at blue and green nodes 
contain errors due to the coarse mesh and heat flux jump 
exists at the solidification front. Temperature values of black 
nodes and red nodes are in the allowable limits. Thus, red 
nodes which are neighboring nodes to elements having 
errors higher than permissible error percentage are used 
as the boundary nodes of substructure and temperature 
values of these red nodes are applied to the substructure 
as boundary conditions. Our algorithm determines the 
elements having errors higher than permissible error 
percentage  and neighboring nodes to these elements at 
every analysis step. 

The substructure given in Figure 7 (a) is created by 
the substructuring algoritm developed in this study. All 
codes are developed using Matlab environment. Number 
of element division in mesh refinement is selected by the 
user. In this example, each element is divided by 3x3 and 
9 sub-elements are created inside each global element if 
that element has an error higher than permissible error 
percentage . Red nodes and yellow nodes represent the 
boundary nodes. The boundary conditions of substructure 
are applied to these nodes. Temperature values of red nodes 
are obtained from the global model. Temperature values of 
yellow nodes are determined by linear interpolation. Figure 
7 (b) shows an element which has two shared edges with 
a substructure boundary. The temperatures ,  and  
are obtained from the global model. Firstly, the algoritm 
determines the red nodes which are around yellow nodes. 
For example, yellow nodes on vertical edge are located 
between the red nodes having the temperatures of  and  
, and yellow nodes on horizontal edge are located between 

Figure 6. Global model with coarse mesh and elements having large 
errors.

Figure 7. (a) Substructure and (b) interpolation of boundary 
temperatures..
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the red nodes having the temperatures of  and . Then, 
the algoritm calculates the temperatures  and  of the 
nodes located on vertical and horizontal edges with the 
following interpolation equations

	   (42)
			     

                                              (43)

where  is the number of divisions on the corresponding 
edge of the element.	

After obtaining boundary conditions of the 
substructure, the capacity and stiffness matrices and heat 
vectors of the substructure are calculated. Following, the 
global model equations are augmented with substructure 
equations which is explained in Section 3.5.

The red cross symbols in Figure 7 (a) indicate the nodes 
having unknown temperature values. Temperatures of 
inner nodes are calculated by the generalized trapezoidal 
method at each analysis step. During the solution process, 
the location of solidification front is determined at each 
analysis step and heat convection is applied to elements 
which are neighbour to the solidification front. 

Another important issue in the substructuring emerge 
when the substructure boundary nodes coincide with the 
global model boundary nodes. When such a condition 
occurs, the algoritm applies the global model boundary 
conditions to the coincident nodes of the substructure. 
Such a case is shown in Figure 8 where 100 °C temperature 
is applied to the top nodes of global model as boundary 
conditions. When the substructure is created, the same 
boundary condition is applied to the coincident nodes of the 
substructure.

Temperature initial conditions are to be applied to 
the substructure nodes except the nodes lying on the 
boundaries before the solution process. At the first analysis 
step, global model initial temperatures are applied to the 
nodes and problem is solved. At the following steps, the 
algoritm checks the substructure of previous step. If there 
are common global elements at succeeding steps, calculated 
common nodal temperatures of the previous step are 
applied as the initial temperature to the common nodes of 
the current step.  

Figure 9 (a) shows the global model and Figure 9 (b) 
shows the augmented model at the analysis step #1. Elements 
having errors higher than permissible error percentage  

and substructure boundary are determined with the global 
model solution (i.e., see Figure 9 (a)) at the end of analysis 
step #1. Then, the substructure is generated to reduce the 
error levels by following the method described above. Initial 
temperature of the global model is applied to internal nodes 
of the substructure as initial conditions because this is the 
first step of analyses. After the substructure is generated, 
the global model is augmented with it as shown in Figure 9 
(b). This augmented model is solved in analysis step #1 again 
and unknown substructure temperature values shown by 
blue nodes are obtained. 

After solving the first analysis step, the program 
increases the time step number and obtains the global 
model solution; then, elements having errors higher than 
permissible error percentage  and substructure boundary 
for the second analysis step are calculated (e.g., see Figure 
10 (a)). Then, new substructure for the second analysis step 
is prepared. The method to obtain the initial temperatures 
of substructure is different for step #1 and for other steps. 
The program checks the existence of common elements 
having errors higher than permissible error percentage

 between the current and previous analysis steps. If such 
elements are found, then the program automatically maps 

Figure 8. (a) Global model with boundary conditions and (b) substructure with global model boundary conditions.
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the temperatures calculated by the previous augmented 
model onto the common nodes of the current substructure. 
Figure 10 (b) shows the substructure at analysis step #2. It is 
seen that the green nodes in Figure 10 (b) are the common 
nodes with blue, black and grey nodes of the substructure 
in Figure 9 (b) at analysis step #1. Thus, temperature values 
of blue, black and grey nodes are mapped onto green nodes 
of the new substructure at the beginning of anaysis step #2. 

Initial temperatures of orange nodes are also to be 
determined before the solution of augmented equation 
system. Temperature values of green nodes, purple nodes 
and yellow nodes in Figure 10 (b) are known. Subsequently, 
initial temperature values of orange nodes can be found by 
interpolation with the least square fit method given by 

Figure 9. (a) Global model and elements having large errors at the end of step #1. (b) Substructure and 
calculated temperatures at the end of step #1.

Figure 10. (a) Global model and elements having large errors at the end of step #2. (b) Substructure and initial temperatures at the beginning of step #2..
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	   (44)

 		    (45)
		

(46)

				      (47)

where  is a polynominal curve fitting function 
for the temperature, the coefficients  are unknown, 
and  and  are the nodal coordinates. Equation (45) 
shows the matrix equation of polynominal temperature 
curve fitting function. The unknown coefficients 
can be determined using Equation (47) and known 
temperature values which are those of the neighbouring 
nodes to orange nodes in Figure 10 (b) . After finding the 
coefficients , unknown temperature values of orange 
nodes are calculated using Equation (44).
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Augmentation of Substructuring Equations
Semi-discrete FEM equations of the original global 
model for transient two phase solidification problem can 
be written in the following form 

		    (48)

Semi-discrete FEM equations for the substructuring 
can be writen in a similar fashion as follows

    (49)

These two matrix equations can be augmented as 
follows:

where  is the global model capacity matrix,  is 
the substructure capacity matrix,  is the global 
model temperature derivative vector,  is the 
substructure temperature derivative vector,  and 

 are the global model stiffness matrices,  and 
 are the substructure stiffness matrices,  is 

the global model temperature vector,  is the 
substructure temperature vector,  is the global 
heat vector,  is the substructure heat vector 
and  is the substructure boundary condition matrix. 
All matrices and vectors except  in Equation (50) can 
be calculated with the formulas given in Section 3.2. 
The matrix  is formed considering the substructure 
boundaries, corresponding global model nodes and 
element refinement of global model elements. How to 
construct the matrix  is below described for a simple 
domain. 

Figure 10. (a) Global model, (b) substructure and (c) augmented model.

 (50)

Figure 11 shows the global model, substructure and 
augmented model for a rectangular domain where the 
substructure is located between the global model nodes 
6, 7, 10 and 11. Then, substructure nodes 1, 4, 13 and 16 
are coincident with the global model nodes 6, 7, 10 and 11. 
Before creating the matrix , its size should be determined, 
that depends on the global model DOF and substructure 
DOF. Number of rows of  is equal to the substructure 
DOF (m) and number of columns of  is equal to the 
global model DOF (n); then, the size of  will be mxn. It 
is shown in Figure 11 that total global model DOF is 16 and 
total substructure DOF is 16; then, the size of  is 16x16 for 
this domain.

Internal nodes of the substructure have no connection 
with the boundary and nodes of the global model. Hence, 
the rows of the matrix  which match with the internal 
node numbers will be zero and subsequently all matrix 
components which are in the rows 6, 7, 10 and 11 are zero. 

The rows of the matrix  which match with the 
corner node numbers will also be zero except for the 
columns of global model node numbers coincident with 
the corresponding substructure node numbers that will  be 
equal to unity. The substructure nodes 1, 4, 13 and 16 are 
coincident with the global model nodes 6, 7, 10 and 11; thus, 
the components  are equal 
to 1. 

The rows of the matrix  which match with the mid 
node numbers on the boundary will be zero except for the 
columns of global model node numbers coincident with 
the corresponding substructure corner node numbers. 
The substructure nodes 2 and 3 are located between the 
global model corner nodes 6 and 7. Thus, the components 

 are not equal to zero.  The 
substructure nodes 8 and 12 are located between the 
global model corner nodes 7 and 11. Thus, the components 

 are not equal to zero. The 
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        (51)

For example, the substructure node 2 is located between the global model corner nodes 6 and 7. Following, the 
components  and can be calculated as follows

 	 (52)
 	

(53)

Then, the matrix for the sample domain shown in Figure 11 is given by 

(54)

substructure nodes 14 and 15 are located between the 
global model corner nodes 10 and 11. Thus, the components 

 are not equal to zero. 
The substructure nodes 5 and 9 are located between the 
global model corner nodes 6 and 10. Thus, the components 

 are not equal to zero. The 
values of non-zero components of  are found with the 
following formula which is an interpolation equation
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Figure 12. Geometry of 2-D computational domain with the boundary 
and initial conditions.

Numerical Examples
In this section, two phase solidification problem of lead 
is solved in 2D using the proposed approach. Firstly, it is 
solved using a fine mesh and a coarse mesh to be used for 
comparisons. Then, dynamic substructuring technique 
is applied to the coarse mesh along with the adaptive 
error estimation algorithm. All examples are solved with 
a developed Matlab code on a PC having an Intel Core 
i7-4820 @ 3.70 GHz CPU, 16 GB RAM and Windows 8 
operating system. Only one core of the CPU is utilized 
for the computations.

The computational domain has the length of 0.5 m and 
width of 0.5 m. Initial temperature of liquid lead is 337°C (

) and computational domain is cooled by applying 300°C 

temperature ( ) to the left and bottom edges of the domain. 
Other edges of the domain are adiabatic (e.g., see Figure 12). 
Temperature variations of thermal conductivity, specific 
heat and density of the material are given by Equations (4) 
to ( 9), respectively. These properties of the lead material are 
calculated depending on the element average temperature 
at every analysis step. 
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Total solution time is chosen as 2350 seconds in real 
time, the solution is completed at 2350 steps and constant 
time step of 1 second is used in numerical solutions. Figure 
13 shows the temperature distribution in the coarse mesh 
(having the element division of 25x25) at the last analysis 
step and Figure 14 shows the temperature distribution in 
the fine mesh (having the element division of 75x75) at the 
last analysis step. The crust temperature of lead alloy is 320 

°C and melting temperature is 327°C. Therefore, the green 
contours in both figures show the location of mushy zone 
and the boundary between the green contour and cyan 
contour shows the location of solidification front. If the 
solutions are examined, it is observed in the coarse mesh 
solution that almost all of the liquid metal is solidified 
at the time instant of 2350 seconds and the position of 
solidification front is not very clear. However, when the fine 
mesh is used, it is observed that the mushy zone is larger and 
position of solidification front is very clear. 

Following, dynamic substructuring approach proposed 
in this paper is applied to the same solidification problem 
having the coarse mesh shown in Figure 13. Figures 15 (a) 
to (g) show the temperature distributions at different time 
instants during solidification. Each element is divided into 
9 elements when generating the substructure, the error 
threshold  is selected to be 1.5 %, the density  is assumed 
to be constant for the solid phase and the coefficient of 
convection h is assumed to be constant at the solid-liquid 
interface whose value is obtained from Bratu, et al. [31] as 
1600 . 

Note that total solution time of the fine mesh is 11,773 
seconds. When dynamic substructuring approach based 
on adaptive error estimation is used with 1.5 % permissible 
error percentage , total solution time reduced to 9,141 s. The 
reduction in CPU times will  be even further if the element 
matrices of the original global model are constant. Besides, 
the proposed dynamic substructuring approach requires 
less memory than the conventional fine mesh analysis. 
Moreover, the locations of solidification front and mushy 
zone are found very precisely by the proposed approach.

Temperature difference percentage between dynamic 
substructure results and fine mesh results at the time instant 
of 2350 seconds is given in Figure 16 in which it is observed 
that the maximum temperature difference percentage is 
0.29 %. This accuracy level shows that the error estimation 
algoritm based dynamic substructuring technique works 
very well and this technique provides very good accuracy 
by decreasing the total CPU time.

The same problem is solved using different permissible 
error values  to compare the effect of this parameter on the 
accuracy and CPU times. To this end, selected values are 

1 %, 1.5 %, 2 % and 3 % and the corresponding CPU times 
are found as 13,913 sec., 9,141 sec., 7,312 sec., 5,813 sec., 
respectively. Figure 17 shows the temperature distributions 
as  changes at the time instant of 2350 sec. Note that the 
locations of solidification front and mushy zone can be 
found very precisely by the proposed approach for all values 
of . It is observed that permissible error percentage  value 
of 3 % yields acceptable results while the associated CPU 
time is almost half of that of the fine mesh.

DISCUSSION
Under the light of numerical results, it is observed that 
dynamic substructuring technique is more advantageous 
when compared with the other methods such as moving 
mesh method, adaptive remeshing method, XFEM 
method, GFEM method and meshless methods whose 
main drawbacks are listed below.

In moving mesh method, firstly solid liquid interface 
is tracked explicitly and then the mesh is deformed 
dynamically to align the element edges with the solidification 
front. Main advantage of this method is that number of 
nodes and elements are fixed; however, element sizes in the 
deformed region become larger during rearrangment of the 
nodes and this condition causes high element aspect ratios.  
New elements need to be created to decrease the element 

Figure 13. Coarse mesh temperature distribution at t=2350 seconds.

Figure 14. Fine mesh temperature distribution at t=2350 seconds.
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Figure 15. Temperature distributions found by dynamic substructuring approach at time 
instants of (a) 1 sec., (b) 10 sec., (c) 300 sec., (d) 500 sec., (e) 1000 sec., (f) 1500 sec., (g) 2000 sec., 
(h) 2350 sec.

(b)(a)

(c) (d)

(e) (f )

(g) (h)
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aspect ratios. During this process, global matrices are to be 
updated at each analysis step due to rearrangment of the 
node coordinates and also element sizes are to be checked  
at each analysis step, e.g., see [1], [2], [3], [5], [11], [12], [26]. In 
addition, this method is not suitable for alloys with finite 
freezing range and it is applicable to simple geometry and 
interface shapes only; appearing or disappearing phases and 
multiple interfaces cannot be handled by this method [16].

In adaptive remeshing method, the location of 
solidification front is determined with error estimators or 
interface tracking methods. After that the whole global 
domain is remeshed to align the element edges with the 

solidification front and a fine mesh is used at interface. 
During remeshing, old mesh data are to be mapped onto 
new mesh data for which special algorithms are required to 
obtain accurate solutions. In this method, global matrices 
are to be updated due to remeshing operation and also 
element numbers increase drastically because the whole 
domain is remeshed, e.g., see [10], [13], [18], [20], [24], [43].

The GFEM  and XFEM determine the location of 
solidification front with interface tracking methods such as 
level set methods. After finding the location of solidification 
front, imaginary nodes are placed on interface and elements 
are split with these nodes. Mesh of the domain is not 
affected during these methods but global matrices are to be 
updated at each step due to imaginary nodes and extra DOF, 
e.g., see [15], [16], [17], [21], [27], [45]. 

Meshless methods determine the location of 
solidification front with interface tracking methods and 
then place points on interface to obtain accurate solutions 
at phase change location. Global matrices are to be updated 
at each analysis step due to the extra points placed on the 
solidification interface, e.g., see [22], [30].

All of these methods mentioned above focus on 
aligning the nodes to the solidification front except for error 
estimator based adaptive remeshing methods. Thus, very 

Figure 16. Temperature difference percentage ( ) between dynamic 
substructure results and fine mesh results at the time instant of 2350 sec.

Figure 17. Temperature distributions depending on : (a) =1 %, (b) =1.5 %, (c) =2 %, (d) =3 % 

(a) (b)

(c) (d)
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accurate solutions around the solidification front can be 
obtained with these methods. However, all of these methods 
ignore mushy zone except for error estimator based adaptive 
remeshing method. One of the advantages of dynamic 
substructuring method arise at this point; error estimation 
algorithm automatically captures the solidification front 
and mushy zone due to high error ratios of these elements 
and this condition causes both the solidification front and 
mushy zone to be refined automatically and to get more 
accurate results at these zones. 

On the other hand, error estimator based adaptive 
remeshing methods can also capture the mushy zone but 
their disadvantage is high CPU times because the whole 
domain is remeshed with refined elements in these methods. 
When the size of model geometry increases, the solution 
time also increases drastically. Another disadvantage of 
these methods compared with dynamic substructuring 
method is mesh compatibility. In these alternative methods 
during remeshing, old mesh data needs to be mapped onto 
new mesh data and special algorithms are required to obtain 
accurate solutions. If the local remeshing is applied to the 
domain, it is hard to connect the new generated refined 
elements to the coarse mesh of domain. This phenomenon 
does not occur at dynamic substructuring approach because 
the substructure is created explicitly and independent from 
the original global model. Thus, substructure domain 
elements can be refined freely.   

There is no clear CPU time comparisions of alternative 
methods in literature given above except for meshless 
methods. Meshless methods are slower than classical FEM 
per reference [30].  But, when the alternative methods are 
considered, node numbers and element numbers of the 
global domain are increased to improve the accuracy and 
this condition causes the global matrices to be updated at 
each analysis step. When the computation domain gets 
larger, solution time will increase drastically. Another 
advantage of dynamic substructuring arises at this point. 
The original global model is not affected when dynamic 
substructuring approach is used. The substructure which is 
a smaller portion of the global model is prepared at each step. 
Thus, CPU times for substructure matrix preparation will 
be less time consuming when compared with alternative 
methods. 

CONCLUSIONS
We presented a dynamic substructuring technique 
based on adaptive error estimation applied to solution 
of two phase solidification problems. The key feature of 
this method is the construction of a substructure using 
a locally refined mesh in the computational domain 
by the virtue of error estimates and augmentation 
of the governing equations by the equations of this 
substructure. One of the advantages of using such a 
dynamic substructuring technique is that high accuracy 
in solutions can be achieved while determining the 
location of solidification front and mushy zone with 
coarse meshes and calculating temperature distribution 
of computational domain. Another advantage of the 
proposed method is to reduce the CPU times significantly 
while obtaining very accurate results. The reduction in 
CPU times will  be even further if the element matrices 
of the original global model are constant. To this end, the 
parameter of permissible error percentage  should be 
selected appropriately.

The proposed technique is applied to simulate the 
solidification of lead in a 2-dimensional domain. The same 
problem is also solved with the fine and coarse meshes 
for comparisons. Numerical results show that the error 
estimator accurately captures the numerical errors with the 
coarse meshes and the same accuracy of fine mesh can be 
achieved with the dynamic substructuring technique.  

In comparison with the numerical  results of fine mesh, 
dynamic substructuring technique has the advantage of fast 
computation as well as obtaining the same accuracy when 
solving the solidification problems, in particular in detection 
of solidification front and mushy zone. It is concluded that 
the proposed dynamic substructuring method based on 
adaptive error estimation is a potential numerical analysis 
tool for the analysis of solidification problems.
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a Air leakage coefficient, m3/mh 

A Heat transfer area, m2

By Fuel consumption per year, m3/year

FSEG CO2 emission conversion factor based on the 
type of fuel, kg equivalent of CO2/kWh

H Building coefficient, Wh /m3K

Hu Lower heating value of fuel, kj/m3

L Length of opening side of window or door, m

R Room coefficient

SEGMy Annual amount of CO2 emission, kg equiva-
lent of CO2

QT Total heat loss, W

Qinc Increased heat loss from building elements, W

Qinf Infiltration heat loss, W

Q0 Heat loss from building elements, W

T Temperature, ºC
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U Heat transfer coefficient, W/m2 K

Zd Working hours per day, h/day

Ze Infiltration coefficient

Zy Working days per year, day/year 

ZD Combined incremental coefficient 

ZH Floor incremental coefficient 

ZW Direction incremental coefficient 

Greek Symbols

η efficiency

Subscripts

b boiler f floor

d door o outer

r roof w window

A B S T R A C T

The thermal performance of buildings is of great importance to the world because 
we have limited sources of fossil fuels. Thermal performance should be investigated 

with respect to parameters such as outdoor air temperature, insulation thickness, 
building materials, types of combustor and fuel. In this study, the effects of the outdoor 
air temperature and insulation thickness on the total radiator length, the annual fuel 
consumption and CO2 emission were investigated for a three f loor building, fueled 
by natural gas, located in Corum, Turkey. In order to do that, a computer code was 
developed by using of EES (Engineering Equation Solver) which is commonly used in 
the analysis of thermal systems.

The outside air temperature and the insulation thickness were varied from -15 to 
4ºC and 2 to 18 cm, respectively. It was observed that the total length of the radiator and 
the annual fuel consumption and CO2 emission decreased with the increase of outdoor 
air temperature and insulation thickness. As the outside air temperature was varied, 
the total radiator length, the annual fuel consumption and CO2 emission decreased by 
33%, 30% and 30%, respectively. Increasing the amount of the insulation thickness  
resulted in an approximate decrease of 49% in the total radiator length, the annual fuel 
consumption and CO2 emission. 

Key Words: Heating; Outdoor Air Temperature; Insulation Thickness; CO2 Emission. 
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The consumption of underground resources, by means 
of the industrial revolution, rapid urbanization 

and population growth, have detrimental effect on 
the environment as the greenhouse gases. As a result, 
theoretical and experimental studies related to the energy 
saving and the usage of alternative energy sources such as 
solar, wind, geothermal, etc. have started to spread from 
Europe to the rest of the world. 

Noteworthy amount of CO2 emission is caused by the 
residential and commercial heating systems. Therefore, 
energy saving of buildings is currently one of the important 
issues. The studies related to the energy performance of 
the buildings in the literature are generally based on the 
design variables such as building shape, insulation level and 
materials, construction materials, height of floor, windows 
type, area, CO2 emission, type of heating systems, type of 
fuel and application of renewable energy sources to the 
building[1].

 Most of the studies in the literature are based on 
determining the optimum insulation thickness and the 
type of insulation. Natural gas and polystyrene were used as 
a fuel and insulation material, respectively, the thicknesses 
of insulation materials for outer walls were observed by 
means of “degree-day method”. It was found that insulation 
thicknesses of the outer walls of the building in Turkey 
range from 2.8 to 9.6 cm [2]. In order to increase the thermal 
performance of the buildings, the insulation material must 
be mounted in the shape of a bundle. Detailed thermal 
energy and economic analyses are required for selecting an 
optimum thickness of insulation material. The optimum 
insulation thicknesses were calculated for three different 
walls in Athens by using hourly weather data and it was 
found that the optimum insulation thickness ranges from 
7.1 to 10.1 cm for these walls [3]. It was pointed out that the 
window-to-floor area ratio, type and thickness of insulation 
material are very important from an energy point of view. 
A computer code was developed based on TS (Turkish 
standard) 825. By means of this code, the graphics for 

“fourth climatic zone of Turkey” were formed for selecting 
optimum insulation thickness with respect to the window-
to-floor area ratio, type and thickness of the material. It 
was shown that the insulation thickness increases as the 
window-to-floor area ratio increases [4]. The effect of 
insulation thickness on CO2 emission was investigated by 
using styropor as an insulation material and fuel oil as fuel. 
In a study based on degree-day method was carried out in 
Erzurum, that is one of the coldest cities of Turkey, it was 
found that CO2 emission was reduced 27% by optimizing the 
insulation thickness. In a similar study in which expanded 
polystyrene and coal were used as an insulation material 

and fuel, the effect of optimum insulation thickness on 
the energy consumption and emissions of CO2 and SO2 
was observed in Denizli, Turkey. It resulted that energy 
consumption and emissions of CO2 and SO2 were reduced 
46.6% and 41.53%, respectively [5]. There are several studies 
in order to observe the insulation thickness and fuel type on 
energy saving and payback period [6-8]. A theoretical study 
aiming to investigate the insulation thickness and fuel type 
on the heating and cooling loads of outer walls, payback 
period and energy saving was carried out for four cities of 
Turkey, namely Mersin, Elazığ, Şanlıurfa, and Bitlis and 
for various types of fuel such as coal, natural gas, fuel-oil, 
liquefied petroleum gasoline and electricity. It was observed 
that the energy saving varied from 4.2$/m2 to 9.5$/m2 for 
optimum insulation thickness [6]. 

A few studies in the literature are related to the 
effect of outdoor air temperature on the building energy 
performance. A control algorithm was developed by Byun et 
al. for minimizing the heat transfer loss in building hot water 
distribution pipes as a function of outdoor air temperature 
and the variation of heat transfer was determined with 
respect to the outdoor air temperature, and the heat loss in 
the distribution lines was reduced by 11.5% [9]. Computer 
simulations were carried out in order to predict the heat and 
moisture transfer in the buildings with the experimentally 
measured values. Temperature and moisture content of 
the indoor air depending on the outdoor air temperature, 
relative humidity, wind speed and solar radiation were 
determined [10]. The effect of outdoor air conditions 
such as temperature and velocity on the building energy 
performance and fuel economy was investigated by means 
of various automatic control systems [11]. The capacity of an 
outdoor air controlled boiler of a central heating system was 
observed and it was resulted that the indoor air temperature 
increased beyond the comfort conditions as the boiler was 
controlled with respect to the outdoor air temperature. 
Later, the outer wall was insulated and the heating system 
was equipped with “on-off control system” and as a results of 
these changes, the fuel requirement of the system decreased 
[12].

In this study, for a three floor apartment, having nine 
dwellings, located in Corum, Turkey and using natural gas 
as a fuel, the effects of the outdoor air temperature and 
insulation thickness on the total radiator length, the annual 
fuel consumption and CO2 emission were investigated by 
a computer code developed by means of EES [13] that is 
commonly used in the analysis of thermal systems.

MATERIAL AND METHOD

There are several steps to carry out this theoretical study. 
The first step is to calculate the heat transfer with respect 
to the selected building elements and construction 
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materials details of which are given in M.Sc. thesis [14]. 
The second step is to investigate the effects of outdoor 
air temperature and insulation thickness on the total 
radiator length, fuel consumption, CO2 emission and 
annual heat requirement, and thereby contributing 
the energy saving in the buildings and investigating 
to decrease CO2 emission caused by heating in the 
buildings. In order to perform the methodology in this 
work, a detailed computer code, consisting of all of the 
information about the thermal conductivities of building 
materials, solar data, fuel properties, physical properties 
of the building, etc., was developed by means of EES. 
EES has a library including thermo-physical properties 
of fluids and it has a capability of solving simultaneous 
equations, and forming graphics.

In this theoretical study, a three floor apartment, 
having nine dwellings and a base area of 264 m2, located 
in Corum-Turkey, was selected. Natural gas is used as a 
fuel in the boiler. The following chapters will consist of the 
subsections of this work. 

Heat Transfer Calculations
Heat loss calculations are performed with respect to 
Turkish Standards (TS) 2164. Total heat loss, QT, can be 
expressed by the following equation,

QT = Qinc + Qinf                                                                                                                               (1)

Where;
Qinc : Increased heat loss from building elements 
Qinf : Infiltration heat loss
Increased heat loss can be written as

Qinc= Q0(1+%ZD+%ZW+ %ZH)                                                                                                  (2)

By using the following equation, nonincremental heat 
loss can be calculated

Q0 =ΣAUΔT                                                                                                                                   (3)

ΣAU = UoAo + UwAw + UdAd + 0.8UrAr + 0.5UfAf             (4)

Infiltration heat loss, caused by the leakages in doors 
and windows, can be expressed as [15], 

Qinf = Σ aL R H ∆T Ze                                                                                                                (5)

Total Radiator Length
Total radiator length is determined with respect to the 
panel radiators. The manufacturer catalogs give the 
heating capacity of a radiator per unit length for different 
room temperatures. 

As the total incremental heat loss is divided by the 
heating capacity of a radiator per unit length, the total 
radiator length is obtained. In this study, the tables used 
for determining the total radiator length are taken from 
the M.Sc. thesis [14].

Fuel consumption
Fuel consumption per year, By, can be calculated by the 
following equation [15]. 

By=3600 (QTZdZy)/(2Huηb)  	                          (6)

CO2 Emission
Natural gas is used as a fuel in this study. The boiler 
efficiency and lower heating value of the natural gas 
are 0.9 and 34485 kj/kg, respectively. Flue gas emissions 
from a heating system consist of 85% CO2, 15% other 
gases, namely, SO2, CO, particulate matter (PM10 and 
PM2.5) and NOx. But, CO2 emission is only taken into 
consideration in the calculations. CO2 emission can be 
expressed with respect to the type of fuel, lower heating 
value of fuel and fuel consumption [16],

SEGMy=0,001163x By x Hu x FSEG                                                 (7)

RESULTS AND DISCUSSIONS

Figure 1 shows the variation of total radiator length as 
a function of outdoor air temperature for insulated 
and uninsulated walls. As the outdoor air temperature 
increases, total radiator length decreases for both 
insulated and uninsulated walls. At the outdoor 
temperatures between -15ºC and +4ºC, total radiator 
length changes from 43.1 to 69 m for uninsulated wall 
and 32.4 to 46.2 m for insulated wall. The decrease in 
total radiator length is 60% for uninsulated wall and 48% 
for insulated wall. At the lower outdoor temperatures, 
the total radiator length is much more dominant as 
shown in Figure 1.

Figure 1. Total radiator length versus outdoor air temperature for insu-
lated and uninsulated walls.
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Figure 2 shows the variation of fuel consumption as 
a function of outdoor air temperature for insulated and 
uninsulated walls. Natural gas is used as a fuel and insulation 
thickness is 6 cm. The effect of outdoor temperature on the 
fuel consumption is similar to that on the total radiator 
length. It is clear from Figure 2 that the consumption fuel 
decreases as the outdoor temperature increases. The fuel 
consumption changes between 13786 m3 and 8585 m3 for 
uninsulated wall at the outdoor temperatures of -15ºC 
and +4ºC and the decrease in the fuel consumption is 37% 
while changing between 9210 m3 and 6447 m3 for insulated 
wall and the decrease in the fuel consumption is 30%. As 
the outdoor temperature goes down, the saving from the 
fuel consumption increases more for insulated wall. At 
an outdoor temperature of -15ºC, the saving is 66% as it is 
compared to the uninsulated wall. 

Figure 3 depicts the change of CO2 emission as a 
function of outdoor air temperature for insulated and 
uninsulated walls in the case of natural gas. As the outdoor 
air temperature increases, CO2 emission decreases. This 
is because the fuel consumption decreases, and thereby 
decreasing the firing rate as the outdoor temperature 
increases. CO2 emission is directly related to the fuel 

consumption, so Figures 2 and 3 show similar trends. CO2 

emission decreased from 30952 kg equivalent CO2 to 19274 
kg equivalent CO2 for uninsulated wall at the outdoor 
air temperatures of -15ºC and +4ºC. In other words, it is 
decreased by 37%. CO2 emission decreased from 206782 kg 
equivalent CO2 to 14474 kg equivalent CO2 for insulated wall. 
In other words, it is decreased by 30% for insulated wall. CO2 
emission is directly related to the fuel consumption.

Figure 4 shows the change of total radiator length as a 
function of insulation thickness for insulated concrete and 
brick walls. As it is shown in Figure 4 that, total radiator 
length decreases for both insulated concrete and brick walls 
as the insulated thickness increases. Total radiator length 
changes between 70.4 m and 42.2 m for insulated brick wall 
at the insulated thicknesses of 0 and 18 cm and the decrease 
in the total radiator length is 67%. It changes between 83.4 
m and 42.5 m for insulated concrete wall and the decrease in 
the total radiator length is 96%. As the minimum insulation 
thickness of 6 cm is taken into consideration for the heat 
transfer requirement of the building in this study, the 
difference in the total radiator length for insulated concrete 
and brick walls is only 1.5%. Above the insulated thicknesses 
of 6 cm, the difference in the total radiator length can be 

Figure 2. Fuel consumption versus outdoor air temperature for 
insulated and uninsulated walls.

Figure 3. CO2 emission versus outdoor air temperature for insulated 
and uninsulated walls

Figure 4. Total radiator length versus insulation thickness  for insulated 
concrete and brick walls.

Figure 5. Fuel consumption versus insulation thickness for insulated 
concrete and brick walls
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ignored for both walls. It is also clear from Figure 4 that it is 
advantages to select brick wall for energy saving below the 
insulation thicknesses of 6 cm.

Figure 5 depicts the variation of fuel consumption as a 
function of insulation thickness for insulated concrete and 
brick walls. Fuel consumption and total radiator length are 
related to each other. As the total radiator length decreases, 
fuel consumption also decreases for the increasing values 
of insulation thicknesses. Therefore, Figure 5 depicts the 
same trend with Figure 4. Fuel consumption decreases 
from 14049 m3 to 8418 m3 for the insulated brick wall while 
it decreases from 16650 m3 to 8440 m3 for the insulated 
concrete wall between the insulation thicknesses of 0 and 
18 cm. The percent decrease at the insulation thickness 
for the insulated brick and concrete walls are 67% and 97%, 
respectively. At the selected insulation thickness of 6 cm, 
the fuel saving is 140 m3 if the insulated brick wall is selected 
for the building material. 

Figure 6 shows the variation of annual heat requirement 
with respect to the insulation thickness for the insulated 
concrete and brick walls. As the annual heat requirement 
increases, this causes the fuel consumption to increase, 
similar results can be concluded as in Figure 5. Annual heat 
requirement decreases as the insulation thickness increases 
for both insulated concrete and brick walls. The annual 
heat transfer requirement decreases from 3,69x108 kj to 
1,55x108 kj, 58% decrease, for the insulated brick wall and it 
decreases from 5,19x108 kj to 1,56x108 kj, 70% decrease, for 
the insulated concrete wall at the insulated thicknesses of 
0 and 18 cm. Below the insulation thicknesses of 6 cm, the 
gap between the insulated brick wall and insulated concrete 
wall increases as shown in Figure 6. Figure 7 depicts the 
variation of CO2 emission with respect to the insulation 

thickness for the insulated concrete and brick walls. As 
the insulation thickness increases, the heat transfer rate 
decreases. This causes the fuel consumption to increase, 
and thereby decreasing CO2 emission as shown in Figure 
7. CO2 emission decreases from 31543 kg equivalent CO2 
to 18900 kg equivalent CO2 for the insulated brick wall at 
the insulation thicknesses of 0 and 18 cm while decreasing 
from 37382 kg equivalent CO2 to 14474 kg equivalent 
CO2 for insulated wall. At the insulation thicknesses 
larger than 6 cm, the difference in CO2 emission for both 
types of walls can be neglected, but the difference under 
the values of 6 cm becomes larger.

CONCLUSIONS

The effects of outdoor air temperature and insulation 
thickness on the total radiator length, the fuel 
consumption and CO2 emission were observed by a 
computer program. The effect of the insulation thickness 
on the annual heat requirement was also studied. At the 
outdoor air temperatures ranging from -15ºC to 4ºC, 
it was concluded that the fuel consumption and CO2 
emission were decreased by 30 % in the case of insulated 
brick wall while they were decreased by 37% in the case 
of uninsulated brick wall. It was also observed that 50% of 
fuel was saved as the insulated brick wall was used instead 
of uninsulated brick wall at the outdoor air temperature 
of -15ºC. It was observed that the decrease in the total 
radiator length, fuel consumption and CO2 emission 
is 96% for the insulated brick wall at the insulated 
thicknesses between 0 and 18 cm while it was 67% for the 
insulated concrete wall. For the insulation thickness of 6 
cm, the annual heat requirement was decreased by 4% for 
the insulated brick wall as it is compared to the insulated 
concrete wall.

Figure 6. Annual heat requirement versus insulation thickness  for 
insulated concrete and brick walls.

Figure 7. CO2 emission versus insulated thickness outdoor air 
temperature for insulated concrete and brick walls.
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In sheet metal forming operations the mechanical 
properties of the sheet material (i.e. flow stress or 

stress–strain curve) greatly influence metal flow and 
product quality. Therefore, accurate determination of 
the flow stress is of paramount importance in process 
simulation via finite element method (FEM) [1]. 
There are several possible methods or test options for 
determining the flow curve of the materials. It could 
be stated that apart from standard tensile test, the 
other methods necessitates some more complicated 
set-ups and computations. Even some digital 
image correlation (DIC) applications may also be 
compulsory for some cases which dominantly affects 
the cost of the experiment. Conventionally, tensile 
test is used to determine flow stress curves. However, 
tensile test data is limited to small amount of strain, 
due to uniaxial instability (necking) [2]. Despite of 
its limitation on maximum obtainable strain values, 
standard tensile test is commonly used because of 
its low cost and ease of accessibility. For instance a 
standard tensile test machine may be found in any 
mechanical characterization lab in Turkey, but the 
total quantity of hydraulic bulge test machine is less 
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than five all around the country. There is another 
important point that well-defined testing standards 
and technical recommendations exist for many 
years for standard tensile test such as EN ISO 6892-1 
[3]. However it is not valid for bulge test. Although 
the hydraulic bulge test was used for a long time, 
especially in sheet metal forming, the standard ISO 
16808:2014 is recently published for determination 
of biaxial stress-strain curve by means of bulge test 
with optical measuring system [4].

By means of proper data processing and curve-
fitting techniques, it is possible to obtain the flow curves 
with a reasonable amount of uncertainty. In other words, 
the amount of precision could be sufficient enough for 
most cases under the condition that standard tensile 
test data is processed by convenient techniques.

LIMITATIONS of STANDARD TENSILE 
TEST

Generally in industrial solutions, a standard tensile 
test machine (Zwick Roell, Instron, MTS, etc.) is used 

A B S T R A C T

In order to obtain proper and sufficiently precise results from metal forming 
simulations, accurate material data should be input to the simulation software. One 

of the most important input for the simulation software is the f low curve (yield curve) 
of the material. Although there are many tests which could be performed in order to 
construct the f low curve such as standard tensile test, hydraulic bulge test, frictionless 
dome test, etc., standard tensile test is the simplest and cheapest technique despite of its 
technical restrictions. 

In this article, the studies regarding to the creation of a specific MatLab code for 
processing of tensile test data are presented. This specific MatLab code is capable of 
determining the constants of Hollomon’s, Ludwig’s, Swift’s and Voce’s hardening equa-
tions with their regression results, as well. By means of this code, the proper f low curve 
of any material and also the Lankford parameters could be obtained and the hardening 
equations which fits best to the experimental data could be determined.

Key Words: 
Tensile Test; Flow Curve; Hardening Equation; Sheet Metal Forming Simulation. 
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for mechanical testing with their specific software. The 
embedded software usually is capable of computing the 
ultimate tensile strength (UTS), yield strength (Rp0,2), the 
Young’s modulus (E), the maximum percent elongation, 
and Lankford parameter (r). In some applications they 
may also determine the strength coefficient (K) and 
exponent of strain hardening (n). A sample test result is 
illustrated in Figure 1. 

However standard tensile test has limitations for sheet 
metals because it only provides the stress–strain behavior of 
the sheet material under uniaxial deformation conditions. In 
contrast, during stamping operations the material deforms 
under biaxial conditions of deformation. Under the biaxial 
tensile this state of stress, the true strain level may reach a 
magnitude of about 0.7 or more. With the standard tensile 
test, however, the true strain level can hardly reach 0.3 [1]. 
The basic reason of that limited max. true strain value is 
the instability in the form of early necking encountered 
during the tension test. This phenomenon hinders the post-
diffuse-necking computation of stresses and strains based 
on the elementary measurements of force and extension in 
the axial direction [5]. Therefore, in process simulations via 

finite element method (FEM), the flow curve obtained from 
tensile test must be extrapolated. This may cause significant 
errors in process simulations using FE codes [1]. The result of 
a case study on determination of the uncertainty introduced 
by the extrapolation of tensile test data is shown in Figure 2. 

ADVANTAGES of DATA PROCESSING

In scientific research studies, the obtained force-
displacement data from tensile test machine is processed 
separately by special techniques. The embedded software 
makes the computation with some basic assumptions. 
However by means of a special MatLab code which is 
dedicated to this task, more realistic and precise results 
could be obtained. In this article created new MatLab 
code is used for processing of tensile test data of TBF-
1050 (TRIP Aided Bainitic Ferrite) steel [6]. The tensile 
test is performed at Zwick/Roell Z300 machine. The 
software is Text Expert which is embedded to the tensile 
test machine. The details of special data processing is 
explained in coming sections.

Pre-Load Correction in Data Processing

In tensile testing in order to eliminate the slip/stick affect 
at the beginning of the test, a pre-load is generally applied. 
As a common application, the extensometers are clamped 
(prepared for the data record) after the application of 
pre-load to the tensile specimen. Therefore there is an 
elastic elongation at the beginning of the tensile test and 
generally this elongation is neglected by the embedded 
software. However by means of data processing with 
MatLab, a pre-load correction can be easily applied to 
the experimental data. For the pre-load correction, it is 
sufficient to modify the formulations of true strain and 
true stress values as below:

				  

(1)
		

(2)
	

(3)

where ∆ is the elongation that corresponds to the pre-
load, P is the pre-load, G is the initial gage length which 
is a default value of extensometer, F is the force, A0 is the 
initial cross-sectional area, E is the Young’s modulus 
and ∆L is the longitudinal elongation recorded by the 
extensometer [7].

This pre-load correction may also be done to calculate 
Lankford parameters which is also neglected by the 

Figure 1. A standard tensile test result obtained from Zwick-Roell 
machine.

Figure 2. A comparison of standard tensile test and hydraulic bulge test 
for DP 600 steel [2].
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embedded software of tensile test machine. 

(4)

where w0 is the initial width, and ∆w is the change in 
width recorded by the extensometer. If the pre-load is 
omitted then it is possible to use the conventional true 
stress, true strain formulations as specified in standards 
[8]. Contrast to this fact, in created MatLab code, these 
proposed calculations (Eq. 1-4) are engaged related 
to pre-load correction. The flow curve obtained from 
created MatLab code with preload correction is shown 
in Figure 3.

Furthermore, the specimens should be controlled 
visually after the test for their clamping marks. In some of 
the tests, slippage may observed as shown in Figure 4.b even 
if a pre-load is applied. For these specific cases, the tensile 
tests have to be re-done until proper results were obtained 
as in Figure 4.a [7].

Computation of Yield Strength by Extrapolation of 
Flow Curve

Determination of yield strength (or yield stress) is not an 
easy task. There is always some ambiguity in computing 
the yield strength. 

As it is stated in the literature, the yield strength is not 
unique in recognition that the plastic deformation in 
metals due to dislocation flow is not a singular event 
but a diffuse process [9]. In order to avoid ambiguities in 
determination of the yield strength, the most commonly 
used convention is to define the yield strength as the 
stress required to produce a small previously specified 
amount of permanent strain or plastic deformation. For 
most metallic materials, the commonly specified offset 
strain is 0.002 (or 0.2%) [10]. The embedded software 
of tensile test machines generally uses Rp0.2 method.  
However in this Rp0.2 approach, the calculated stress is 
the engineering stress which does not actually a physical 
meaning in continuum mechanics point of view and also 
discontinues yielding phenomena is commonly faced 
with in sheet metals. Thus some more sophisticated 
and precise approaches exist in sheet metal forming 
applications in determination of the yield strength. For 
instance, yield strengths of the tensile specimens could 
be calculated from the extrapolation of the flow curve 
(true plastic strain vs. true stress curve) to the zero true 
plastic strain value. For this extrapolation, high order 
polynomial curve-fitting might be applied to the flow 
curve. In this study, 4th order polynomial fit is used 
because it is observed that this fit operation has sufficient 
amount of success (R2 > 0.99). This more scientific and 
precise method is used in the created MatLab code. 
MatLab code is capable of performing the curve-fitting 
coefficients and store the last term which is actually the 
yield strength and display it in the command window. An 
example of the extrapolation operation is illustrated in 
Figure 5. An example of command window representation 
is also shown in Figure 6.

Determination of the Hardening Equations Coefficients

There are several possible hardening equations which 
could be used to describe the flow curve. Generally four 
of them is most commonly treated. These are Hollomon’s, 
Swift’s, Ludwig’s and Voce’s hardening equations which 
are illustrated below: 

(Hollomon)

Figure 3. Flow Curve of TBF-1050 Steel. 

Figure 4. a) Clamping marks, no slippage observed. Figure 4. b) Clamping marks, slippage observed.

nK εσ *=
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				    (Swift)

			 
(Ludwig)

	 (Voce)

where σ is the true stress, ε is the true plastic strain and 
the others are equation constants [11]. The most basic 
hardening equation is the Hollomon’s which is named 
as “Power Law” in some scientific papers. Because 
of that fact, some embedded software of tensile test 

machines give only the K and the n values. In contrast, 
the created MatLab code is capable of performing curve 
fitting operation with respect to all four basic hardening 
equations. The regression analysis is also written in the 
command window by means of which the user could 
select the most convenient hardening equation for the 
tested material, i.e. the fit result which has the biggest R2 
value. After selecting the best-fitted hardening equation 
it can easily be imported to the metal forming simulation 
software like Ls Dyna, PamStamp and etc. The results of 
curve fitting operations performed by the MatLab code 
for TBF-1050 steel is shown in Figure 7.

Determination of the Lankford Parameter

In microstructural scale, the mechanical properties of all 
single crystals differ with respect to the orientation. In 
other words, it could easily be stated that single crystals 
are anisotropic. On the other hand, the polycrystalline 
structures, under the condition that there is sufficient 
amount of grains that are randomly oriented exhibit 
isotropic behavior. However it is not the case for sheet 
metals. Since they are always processed by rolling 
operations, they usually gain a textured microstructure 
which leads to anisotropy [12]. In other words the cold 
or hot deformation history of sheet metals in production 
chain causes anisotropy. Therefore it is a well-accepted 
assumption that sheet metals are anisotropic. 

The variation of plastic behavior of sheet metals with 
direction is assessed by a quantity called Lankford parameter 
or anisotropy coefficient. The anisotropy coefficient “r” is 
defined by:

			   	 (5)

where ε2 and ε3  are the strains in the width and the 
thickness directions respectively [13]. By using the 

nK )(* 0 εεσ +=

nK εσσ *0 +=

)*exp(*)( εσ nABB −−−=

33

22

ε
ε

=r

Figure 5. Determination of yield strength by extrapolation of flow 
curve.

Figure 6. Command window representation of the created MatLab code.

Figure 7. Curve fitting results of four hardening equations for TBF-
1050 steel.
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volume constancy (Eq. 6) the Lankford parameter can 
also be calculated as:

	
(6)

		  (7)

In tensile test, the elongations from longitudinal and 
transversal extensometers are recorded instantaneously. By 

Table 1. Comparison of the MatLab code and the embedded software 
computations.

Yield Strength (MPa) Lankford Parameter

Embedded 
Software 722.50 0.77

MatLab Code 715.70 0.72

Table 2. Analysis of Curve Fits for Four Hardening Equations (TBF-1050) 

Equations K(MPa) n σo (MPa) εo B (MPa) A (MPa) R2

Hollomon 1733 0.1615 0.9979

Ludwig 1000 0.3105 671.6 0.9002

Swift 1768 0.1712 0.001889 0.9986

Voce 19.4 1275 733.4 0.9990

Table 3. Analysis of Curve Fits for Four Hardening Equations (TWIP-980) 

Equations K(MPa) n σo (MPa) εo B (MPa) A (MPa) R2

Hollomon 2249 0.4379 0.9835

Ludwig 2178 0.7564 433 0.9987

Swift 2432 0.6305 0.07532 0.9991

Voce 1.389 2908 493.2 0.9996

0332211 =++ εεε

2211

22

εε
ε
+

−
=r

Figure 8. An example MatLab code for deleting the unstable regions of  “r vs. εpl” curve.

Figure 9. Computation of the Lankford parameter by linear fit to stable 
region of  “r vs. εpl” curve.

Figure 10. Curve fitting results of four hardening equations for TWIP-
980 steel.
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means of this fact, the Lankford parameter might also be 
computed in each time step. Therefore it is possible to plot 

“r vs. εpl” curve and perform a linear fit operation by a created 
MatLab code. When this curve is plotted some unstable 
regions could be detected which are caused by yield drop, 
discontinuous yielding, elastic effects and etc. Therefore it 
is a general application to compute the Lankford parameter 
by making a line fit to the stable region after deleting the 
unstable portion. For this purpose “ginput” function can be 
used in MatLab. By using this command the user may enter 
the strain values between which the Lankford parameter 
is wanted to be calculated. And a simple “for loop” can be 
engaged in order to eliminate the unstable region in linear 
fitting operation. The command lines of the MatLab code 
which is used for this computation approach is shown in 
Figure 8. 

With using the MatLab code, this sophisticated 
computation approach for Lankford parameter is possible 
whereas embedded software generally use overall 
averaging approach which creates significant amount of 
deviations between computed values. The result of MatLab 
computation is shown in Figure 9. 

RESULTS AND DISCUSSION

The expressed computation methods are applied to the 
tensile test data of TBF-1050 steel by created MatLab 
code. The comparison of the results from MatLab and 
embedded software and the analysis of four different 
hardening equation fits are shown in Table 1 and Table 2. 

As could be seen in Table 2, the most appropriate 
hardening equation is Voce’s equation for the processed 
data (TBF-1050 steel in rolling direction). On the other hand, 
it should not be neglected that this result may likely alter 
material to material. This is actually the powerful point of 
the code that users could easily detect the best hardening 
equation which will be used for sheet metal simulations 
regarding to the regression analysis. In Table.3, the results 
of the TWIP-980 steel is illustrated as a second example.

Lastly, as it is discussed previously, yield strength 
and Lankford parameter of any material could easily be 
computed by means of the created MatLab code. If the 
tensile specimens are prepared with respect to the rolling 
direction and 90 degree direction, then Hill-48 Yield 
Criterion parameters could automatically be determined. 
Hill-48 model is not highly complex yield surface definition 
compared to Hill-89, Barlat-2000 or Karafillis-Boyce and 
etc.; however, it is widely-used in sheet metal simulations 
due to its simplicity. It exhibits sufficiently well performance 
especially in monotonic loading cases. With a simple 
supplementary study on the MatLab code, Hill-48 yield 
surface could be obtained for TBF-1050 as illustrated in 

Figure.11 if the rolling direction and 90 degree direction 
tensile tests are performed. 

Hill-48 yield surface definition can be expressed as 
follows: 

(8)

where 0r and 90r  are the Lankford parameters in rolling 

and 90 degree direction respectively, 0σ is the yield 

strength in rolling direction and 1σ , 2σ are the principal 
stresses [13].

CONCLUSIONS

In this study, a specific MatLab code which is consists 
of approximately three hundred command lines is 
designed in order to process the force and displacement 
data obtained by a standard tensile test. This MatLab 
code is capable of performing some corrections and 
more complex computations compared to the embedded 
software of the tensile test machine. Therefore, there 
are some differences between the two computations. 
By means of this specific MatLab code, more realistic 
and precise values could be obtained which increases 
the precision of the sheet metal forming simulations. 
Furthermore it is possible to determine the most realistic 
best hardening behavior of the material by comparing the 

Figure 11. Hill-48 Yield Surface of TBF-1050

Figure 12. Determination of yield strength by extrapolation of flow 
curve for BH-220 steel.
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regression analysis. For instancte, in this specific case of 
TBF-1050 steel, Voce’s hardening equations exhibits the 
best regression result. 

Moreover, the MatLab code is designed flexibly, so that 
it can be used for any other material than TBF-1050 steel by 
just modifying the imported force-displacement data. This 
data can be imported in *.txt, *.tra or *.csv formats. Then, it 
takes just few seconds for MatLab code to make the whole 
computation. 

One of the other advantage of this specific MatLab 
code is that it enables a standardization of material 
characterization by tensile test at FNSS Defense Systems Co. 
Inc. It is used for various other materials so far. An example 
which is the outcome of processing of BH-220 steel data 
with the MatLab code is illustrated in Figure 10.

As future work, new MatLab codes are being designed 
for processing of hydraulic bulge test data and also the high 
temperature, high strain rate characterization of metals at 
FNSS Defense Systems Co. Inc.
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Without specific design and application difficulties, 
servomotors, which are regarded as sequenced 

systems, are preferred in non-linear and dynamic 
working conditions [1-10]. AC servomotors are also 
widely used in various control applications such as: 
numerical control, precise robot applications, and 
CNC machinery [11-14]. Along with its electrical and 
mechanical dynamics, one of the most important 
reasons these motors are so popular is their high 
efficiency. Ac servomotors need an accurate 
feedback response for the reference position. The 
feedback signals are important for servomotor 
to quickly respond to on-off operations and to 
maintain its steady state in sudden load changes. In 
automation applications, where feedback signals 
are used, such as speed, position and torque, even 
if a mathematical model is correctly constructed, 
using this mathematical model may cause complex 
problems and higher costs. Therefore, implementation 
of some control algorithms to uncertain, inaccurate, 
not well defined time-variable and complex systems 
may be impossible. Some of the leading problems of 
the complex systems are as follows: non-linearity of 
system, unknown mathematical model, difficulties in 
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measurement, substantial time-variability of model 
parameters etc. Therefore, instead of mathematical 
statements, intelligent techniques are needed.

Nowadays several methods can be used to 
solve complex computational problems inspired by 
nature. One of these methods is the particle swarm 
optimization (PSO) technique [15-21]. PSO, which is 
a population-based stochastic optimization technique 
and is developed by Kennedy and Eberhart in 1995, is 
inspired by bird flocks’ social behaviors.

In the algorithm, particles are defined as points 
in an N dimensional space, where each dimension 
represents a decision variable. Every particle 
determines its flying direction based on both its and 
the swarm’s directions. Namely, unlike the evolution 
based techniques, particles benefit from their and 
the swarm’s previous experience in reaching to the 
solution.

The main aim of the research was to specify 
optimal Kp, Ki and Kd (PID) parameters, which are 
needed for a better movement control; and particle 

A B S T R A C T

In this article, a new design method, called Particle Swarm Optimization (PSO), is used 
for the determination of PID control parameters; this is designated for the controlling 

of the speed and the position of the AC servomotor. For the determination of the decision 
parameters AC servomotors are mathematically modelled. Rise time, settling time, and 
overshoot are taken into consideration, during the optimization process. Controller’s 
performance is determined based on different criteria, such as, ITAE (Integral of Time 
Weighted Absolute Error), IAE (Integral of Absolute Error), ISE (Integral of Squared 
Error) and ITSE (Integral of Time Weighted Squared Error). Superiority and accuracy 
of the proposed technique was verified by simulation results. In addition, considering 
the quality of the obtained results, proposed technique is found effective and strong in 
reduction of the error of motion control systems.

Key Words: 
Particle Swarm Optimization; PSO, Servomotors; Motion Control.

INTRODUCTION
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swarm optimization (PSO) was used to determine the 
optimum PID parameters.

MATERIAL AND METHODE

Servo Control Unit
Control signal applied to the servomotor is limited by 
the signal voltage, which is generated by the modulator. 
In addition, the control voltage for the formation of the 
magnetic rotary field, the reference voltage must be the 
same frequency.

Technical specifications of the servomotor of the 
control system are given in Table 1. 

Particle Swarm Optimization (PSOa)
PSO algorithm starts with a population of random 
solutions and updates the population in each iteration until 
it reaches optimum solution. Every particle in a population 
represents a solution and it produces an answer for every 
unknown. These answers show a particle’s position in the 
solution space. Every particle kept the memory of its best 
solution until the current iteration. This solution is called 
pbest. Gbest and is the best solution ever reached during the 
search of solution. In other words, gbest is the best of the 
pbests. The gbest in the final iteration is the best solution 
reached by the swarm.

Velocities (V) and positions (X) of M particles in an N 
dimensional search space is represented as follows:

	

(1)

In the above given matrix ith particle is denoted as:

 (2)

Particles’ best positions (pbest) are represented as 
follows:

	 (3)

Every row in this matrix is an individual particle’s best 
position in an N dimensional search space. Global best 
solution (gbest) is the best position among pbests and given 
as a vector.

	 (4)

Conceptually, PSO is based on the determination of 
particles’ velocities in a given iteration considering their 
previous best positions and the swarm’s best position. 
During the search process a particle’s velocity and position 
are updated by using the following equations [15].

(5)

(6)

(7)

Social effect coefficients, c1 and c2 are positive 
numerals and they reflect the effects of the pbest and the 
gbest on a particle, respectively. Values of these coefficients 
are generally between 0.2 and 2. R1 and r2 are random 
coefficients and they provide stochastic to the technique. 
R1 and r2 values are randomly drawn between 0 and 1 
[22-25]. W is the inertia coefficient and is selected mostly 
between 0 and 1. Inertia is used in order to balance 
global and local search capabilities. While higher inertia 
coefficients are good for global searches, a lower inertia 
coefficient increases local searches. Thus, the inertia 
balance the weights of global and local searches and aims 
at reaching the best solution with the minimum possible 
number of iterations. Particles benefit not only from the 
experience of the best particle but also the experiences of 
all other particles. W is linearly reduced throughout the 
PSO iterations by using the equation [15].

(8)

Table 1. AC Servomotor parameters. 

Model K40030H

Rated Power 400W

Rated Torque 1.3 Nm

Rated Speed 3000 r/min

Maximum Rotation Speed 6000 r/min

Maximum Torque 3.8 Nm

Rated Current 2.4 A(rms)

Maximum Current 10.2 (0-p)

Rotor Inertia
Without Brake 0.26 × 10-4 kgm2

With Brake 0.28 × 10-4 kgm2

Mechanical Time Constant
Without Brake 0.43 ms

With Brake 0.46 ms

Electrical time constant 3.4 ms
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Where iter is iteration number. 

In PSO, particles change their positions until the 
maximum number of iterations is reached. The changes in 
the positions of the particles is given in Figure 1.
Where;

Xk            : current position
Xk+1        : position in the following iteration	
Vk        : current velocity	
Vk+1       : velocity in the following iteration	
VPbest    : pbest based velocity
VGbest    : gbest based velocity

The algorithm, which is developed for movement 
control, is given in Figure 2. In this algorithm, initial 
positions and velocities of particles are randomly 
determined. Iteratively, new positions and speeds of 
particles are found and compared to their previous best 
positions. If the new position of a given particle is better 
than the previous best position of the particle, then the new 
position is recorded as the best position. But, if the new 
position is worse than the best position, the best position 
data is not updated. In addition, the best position of every 
particle is checked, and if the best of the best particle 
positions is better than the global best, then the global best 
is updated. These steps are repeated until the termination 
condition is met. The global best value reached at the last 
iteration of the algorithm is the best position reached by 
the algorithm.

Control Design
For the optimization of PID parameters of a movement 
control system PSO algorithm is used. Firstly, AC 
servomotor of the movement control system is 
mathematically modeled. Then, PID based control is 
applied to the system. According to this, general statement 
of PID controls as follows:

	 (9)

Where Kp, Ti, Td, e(t) are proportional gain, integral 
time, derivative time and error between the input value 
and the output, respectively. 

PSO-PID controller is shown in Fig. 3. Here, plant 
represents the system to be controlled, namely the transfer 
function. Transfer function is obtained by using Omron 
K40030H servomotor’s specifications. 

(10)

PSO is used as an algorithm that will provide Kp, Ki 
and Kd values using the optimal output, thus creating the 
desired values.

Fitness Function
There are many methods in the literature for the 
determination of the performance of the controller. 
Some of these criteria are integral of absolute error (IAE), 
integral of time weighted absolute error (ITAE), integral of 
squared error (ISE) and integral of time weighted squared 
error (ITSE). These performance criteria have their 
disadvantages as well as their advantages. For example, 
one of the disadvantages of IAE and ISE are the solutions 
obtained by using them have longer settling time because, 
ISE performance criterion is totally independent of the 
time of the errors. Although ITSE performance criterion 
overcomes this disadvantage of ISE, derivative of its 
analytical expression is time-consuming.

1 ( )( ) ( ) ( )p d
i

de tU t K e t e t dt T
T dt

= + +∫

( ) i
p d

KU s K K s
s

= + +

Figure 1. Illustration of PSO parameters as vectors.

Figure 2. PSO flow diagram for motion control.

Figure 3. PSO-PID Controller.



M
. F

. I
sı

k 
et

 a
l./

 H
it

ti
te

 J 
Sc

i E
ng

, 2
01

5,
 2

 (2
) 1

59
–1

64

162

Mathematical expressions of IAE, ISE, ITAE and 
ITSE criteria are as follows:

(11)

(12)

(13)

(14)

Ziegler-Nichols Method
One of the methods of PID parameter (Kp, Ki, Kd) tuning is 
Ziegler-Nichols method. This method is used in two ways:

1. Referring to open system response and PID parameters 
are determined like Table 2.

T, K and L signal wave period, system response slope 
and dead time, respectively. 

2. Initially, according to the closed loop response given in 
Figure 4. Ki and Kd values are assumed to be 0. Kp value is 
increased until system starts oscillating. Kp value at this 
moment is named as Ku and the parameters are calculated 
as given in Table 3. 

Numerical Examples and Results
Transfer function for AC servomotor is obtained as given 
below:

(15)

In the above given transfer function some parameters 
are:

Transfer function above;

Following PSO parameters are used and results are 
obtained under various performance criteria (IAE, ITAE, 
ISE, ITSE). 

Population size = 100
wmaks.= 0.9
wmin.= 0.4
C1 = 2
C2 = 2
Kp = [0-5]
Ki = [0-1]
Kd = [0-1]

Table 4. Kp, Ki and Kd values obtained by using different criteria. 

Tuning Method Kp Ki Kd

Z-N PID 2.9400 0.0327 0.0081

PSO-PID1 (IAE) 4.9986 0.3359 0.9881

PSO-PID2 (ITAE) 4.8988 0.3966 0.9979

PSO-PID3 (ISE) 4.9352 0.8713 0.9932

PSO-PID4 (ITSE) 4.9975 0.0879 0.9992

Table 5. Settling time, rise time, overshoot obtained by using different 
criteria. 

Tuning Method Over-shoot 
(%)

Rise Time (s) Settling Time 
(s)

SSE

Z-N PID 15.4 0.02040 0.09700 -

PSO-PID1 (IAE) - 0.00128 0.06520 -

PSO-PID2 (ITAE) 2.62x10-9 0.00080 0.00098 -

PSO-PID3 (ISE) - 0.00127 0.06530 -

PSO-PID4 (ITSE) - 0.00126 0.06410 -

0 0

( ) ( ) ( )IAE r t y t dt e t dt
∞ ∞

= − =∫ ∫

2

0

( )ISE e t dt
∞

= ∫

0

( )ITAE t e t dt
∞

= ∫

2

0

( )ITSE te t dt
∞

= ∫

Table 2. Ziegler-Nichols open loop adjustment parameters 

Controller Kp Ti=Kp/Ki Td=Kd/Kp

P T/L  - 0

PI 0.9 (T/L) L/0.3 0

PID 1.2 (T/L) 2L 0.5L

Table 3. Ziegler-Nichols Closed loop adjustment parameters 

Controller Kp Ti Td

P Ku/2 - 0

PI Ku 2.2 Pu/1.2 0

PID Ku /1.7 Pu /2 Pu /8

Figure 4. Closed loop system response of Ziegler –Nichols method.

( ) 1
2

( ) 2( )
s

c s m m

Q K
E J s B K s

=
+ +

1 0.54167 ( ) / AK Nm=

4 20.26*10 (no brake)mJ kgm−=

34.13802852*10 (Nm) / (rad/ s)mB −=

2 0.012273318 / ( / )K Nm rad s=
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Kp, Ki and Kd values obtained by five different criteria 
are given in Table 4. Settling time, rise time, overshoot are 
shown in Table 5.

CONCLUSIONS

In this study, in order to determine the optimal Kp, Ki and 
Kd parameters (which are needed for a better movement 
control) PSO was used. Ziegler-Nichols, IAE, ISE, ITAE and 
ITSE were used as evaluation criteria within the algorithm. 
The difference between reference value and the system 
response was tried to be minimized. Different optimal PID 
values were compared to each other. Maximum overshoot 
value, rise time, settling time and steady-state error values 
have shown that different evaluation criteria caused the 
algorithm to respond differently for each of the five criteria. 
Among five criteria, the most acceptable values (minimum 
overshoot, the best rise time, and the best settling time) 
were obtained by using ITAE in a shorter time and 
without causing steady state error. With this study, it 
could be inferred that ITAE criterion within PSO is more 
appropriate for using in movement control applications. 

In this research, PID parameters are determined 
using particle swarm optimization. This algorithm 
can apply not only in motor applications, but also other 
fields. In the future works comparison of PSO and other 
artificial intelligence (AI) techniques are planned in any 
subject such as optimum adhesive thickness for maximum 
strength. For this reason, the study can constitute the 
fundamentals of future works.
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The hydrogels used, as crosslinked polymeric 
networks are prevalent in biomedical 

applications such as drug release systems, wound 
dressing materials, implants and dental applications 
since they have tunable chemical and morphological 
structures, high water uptake capacity and good 
chemical stability [1-5]. The hydrogels generally 
demonstrate good biocompatibility when used in 
contact with blood, body fluids and tissues [6, 7]. In 
order to prepare hydrogels, many techniques have 
been developed using physical methods, chemical 
methods in the presence of cross-linkers and 
radiation methods with electron beams or ultraviolet 
[8]. One of the useful methods for the preparation 
of physical hydrogel is low temperature gelation 
in aqueous solutions via freeze thawing [9-11]. The 
main benefit of the freeze/thawing method is the lack 
of necessity of the cross-linking agents and initiators 
in the synthesis of biomaterials. Thus the physically 
cross-linked hydrogels using freeze/thawing cycles 
attract a great deal of attention since they are 
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biocompatible, non-toxic and non-carcinogenic 
biomaterials [12-15]. Poly vinyl alcohol (PVA) is one 
of the widely used polymers for the preparation of 
hydrogels. PVA based hydrogels have gained great 
importance as a biomaterial due to their permeability, 
high biocompatibility, high biodegradability and 
low toxicity [16-19]. Poly ethylene glycol (PEG) is a 
common hydrophilic and non-toxic biomaterial that 
is extensively utilized in food and pharmaceutics [20-
22]. Therefore we have chosen PVA and PEG that are 
FDA-approved biodegradable polymers to prepare 
biocompatible hydrogels for biomedical applications. 

In this study, we prepared PVA/PEG hydrogels via 
the freeze/thawing method using two different freeze-
thawing cycles. The morphological structures of the 
hydrogels were introduced. The swelling behaviors 
of these hydrogels were investigated to evaluate the 
potential use of the hydrogels for biomedical applications. 
The swelling kinetic modeling of the hydrogels was also 
discussed in detail. The biodegradability of the resultant 

A B S T R A C T

Poly vinyl alcohol (PVA)-based hydrogels prepared using freeze/thawing treatment 
have become increasingly important biomaterials for biomedical applications having 

great properties such as biocompatibility, biodegradability and high water absorbency. In 
this study, PVA-based physically cross-linked hydrogels were prepared with and without 
the presence of poly ethylene glycol (PEG) freezing at -16 °C for 16 h and thawing 
at room temperature for 8 h. The focus of this work was to address the effect of the 
addition of PEG (Mw: 2000 or 5000) and the effect of the number of freezing/thawing 
cycles on swelling behaviour. The Scanning Electron Microscopy (SEM) measurements 
demonstrated the morphological characteristics of PVA-based hydrogels indicating 
the formation of the macroporosity fabricated during freeze/thawing process. From 
the swelling tests undertaken it w as apparent that all the hydrogels exhibited unique 
swelling characteristics having high swelling degree at all pH values such as pH 2.1, 5.5 
and 7.4 representing the pH values of stomach, blood and dermis. Thus, the hydrogels 
synthesized in this study present important potential for biomedical applications.  

Key Words: 
Physically Cross-Linked Hydrogels; PVA-Based Hydrogels; Freeze/Thawing Treatment; 
PVA-PEG Hydrogels; Swelling Behavior. 

INTRODUCTION
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hydrogels was investigated by calculating the weight loss 
after 15 days.

MATERIALS AND METHODS

Materials
Poly vinyl alcohol (PVA) (Mw: 145000) was purchased 
from Merck and poly ethylene glycol (PEG) (Mw: 2000 
and Mw: 5000) were obtained from Sigma Chemical Co. 
Potassium chloride, sodium hydroxide, hydrochloric acid, 
potassium dihydrogen phosphate and sodium chloride 
were used for the preparation of buffer solutions and all 
were obtained from Merck Chemicals Ltd. The water 
used in the experiments was purified using a osmosis unit 
with a high-flow cellulose acetate membrane followed by 
organic/colloid removal and ion-exchange packed-bed 
system. The resulting purified water (deionized water) 
had a specific conductivity of 18 mS/cm. Buffer and 
sample solutions were filtered through 0.2-μm membrane.

Preparation of PVA-based hydrogels
The PVA-based hydrogels were produced without the 
addition of the cross-linker agents by the freeze/thawing 
process. At first, PVA was dissolved in aqueous solution 
to prepare 5 % PVA solutions by using a magnetic stirrer 
for 2 h at 90 ºC and then the solution was slowly cooled 
to room temperature. 0.5 % PEG solution was prepared 
using two different molecular weights of 2000 and 
5000. The polymer feed ratios shown in Table 1. The 
two polymer solutions were mixed by a magnetic stirrer 
at room temperature for 2 h. The mixture was placed 
on the petri dish. The blend solution was directly kept 
frozen at -16 ºC for 16 hours. Afterwards, the frozen 
hydrogels were thawed room temperature for 8 hours. 
This process of freezing/thawing was repeated for 2 and 4 
times. The products were immersed in an excess amount 
of deionized water for one week to remove the residual 
unreacted monomers and then were dried in air during 
4 days.

Equilibrium swelling experiments
The swelling behaviors of the dried hydrogels were 
observed at pH 7.4 (Phosphate Buffer Solution), pH 5.5 

and pH 2.1 (KCI/HCl Buffer Solution) into 20 mL solution 
at room temperature for five days. The values of pHs of 
2.1, 5.5 and 7.4 were chosen since they present the pH 
of the stomach, blood and dermis. The hydrogels were 
periodically weighed after removing the excess water on 
the surface with a filter paper. The swelling degree (SD) 
was calculated from the following equation:

 % SD= (Wt-Wi / Wi )x 100		  (1)

Where Wt and Wi represent the weights of swollen and 
dried state of the samples, respectively.

Characterization Studies
The gels were characterized by Fourier Transform 
Infrared Spectrum (FTIR) between the range of 1000-
3700 cm-1 by a Thermo Scientific/Nicolet 6700. The SEM 
images of hydrogels were taken by a JEOL JSM-7001F 
Scanning electron microscope. The samples were dried 
at room temperature before being analyzed. The samples 
were then sputtered with a thin layer of gold before SEM 
measurements.

RESULTS AND DISCUSSION
PVA-based hydrogels were synthesized via freeze/thawing 
treatment to obtain biocompatible, biodegradable and 
non-toxic biomaterials. PVA and PEG was selected due 
to their unique properties such as biodegradability and 
hydrophilicity. The polymer solutions were prepared and 
mixed to have blend polymer solution. After the freeze/
thawing process, PVA-based hydrogels were fabricated 
with physically cross-linking method between the 
polymer chains (Figure 1). 

Characterization of the hydrogels

The broad hydroxyl band typical for PVA appears at 
3500 cm-1. Also PVA showed the characteristic bands 
at 2942 cm-1 and 1907 cm-1 indicating C-H stretching 
and C-O stretching respectively. FTIR spectra analysis 
of PEG showed many typical peaks at 1096, 1146, 1287, 
1349, 1556, 1772 and 2886 cm-1. The FTIR spectra of the 

Table 1. The feed compositions and the number of the freeze/thawing cycles for the preparation of the hydrogels.

Hydrogel PVA
(%)

PEG 2000
(%)

PEG 5000
(%)

Number of Freeze/Thawing Cycles

P-2 5 2

PP2-2 5 0.5 2

PP5-2 5 0.5 2

P-4 5 4

PP2-4 5 0.5 4

PP5-4 5 0.5 4
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hydrogels of P-4, PP2-4, PP5-4 and PEG were shown in 
Figure 2. The O-H stretching band in the IR spectra of 
the all hydrogels which is the most characteristic peak 
of alcohols appears at 3355 cm-1 indicating hydroxyl 
groups. The band that was shifted to the higher wave 
number clearly indicates the presence of the formation of 
hydrogen bonds between the polymer chains. The sharp 
peaks at 1080 cm-1 which are due to ether groups of PEG 
appear in the FTIR spectra of all the hydrogels having 

PEG content. 

Figure 3 shows SEM images of the hydrogels prepared 
in this study having different contents of PEG and two 
different freeze/thawing cycles. All the hydrogels introduced 
a porous structure indicating the formation of gelation 
during freeze/thawing cycles. The macroporosity of the 
biomaterials enable the swelling of the hydrogels facilitating 
the transport of the water molecules by decreasing the 

Figure 1. Schematic representation of synthesis of PVA/PEG hydrogels. Figure 2. FTIR spectra of a.) PEG, b.)P-4, c.) PP2-4 and d.) PP5-4.

a)

b)

Figure 3. SEM images of the hydrogels; a) SEM images of P2, PP2-2, PP5-2 hydrogels and b) SEM images of P4, PP2-4, PP5-4 hydrogels
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diffusion resistances at all of the pH values studied. 

Equilibrium swelling experiments
In order to evaluate the swelling behavior of the 
hydrogels prepared with PEG and using two different 
freeze/thawing cycles, equilibrium swelling tests were 
performed at different pH values. In general, the swelling 
degrees of all the hydrogels increased with time and 
reached a saturation value within five days. In Figure 4, 
5 and 6, the results of swelling degrees of the hydrogels 
were obtained at pH 2.1, 5.5 and 7.4 respectively. The 
increasing order of swelling degrees of the hydrogels 
were PP5-2>PP5-4>PP2-2>P-2>PP2-4>P-4 for all the pH 
values. The highest swelling degree was achieved with 
PP5-2 hydrogels having PEG (Mn: 5000) and after 5 days 
it reached the maximum value at 430 % at pH 2.1, 407 
% at pH 5.5 and around 320 % at pH 7.4.  The swelling 
properties of PP5-4 were similar to PP5-2. PP2-2 hydrogels 
demonstrate similar swelling behavior with PP5-2 
hydrogels. This may be explained with the dominant 
effect of PEG on swelling capacity. The swelling degree 
of PP2-2 was higher than that of P-2 since the presence 
of PEG results in a more hydrophilic structure [23, 24]. 
PP2-4 exhibited less swelling degree than the swelling 
degrees of the other hydrogels except P-4 which has no 
PEG content since more physical cross linking occur with 
higher number of freeze/thawing cycles thus resulting 
a more rigid structure [20, 25, 26]. Increased freezing/
thawing cycles cause high cross-linked gel due to the 
more crystal formation. The results herein indicated that 
the highest swelling degrees of all the hydrogels were 
achieved at pH 2.1 (431%) and the lowest swelling degrees 
of all the hydrogels were obtained at pH 7.4 (337%). These 
results indicated quite comparable manner with the 
hydrogels reported in the literaure [27-29]. 

Modeling of the swelling kinetics
To evaluate the mechanism of the swelling characteristics 
of the hydrogels, Fick diffusion model (2) was used. 

Mt/Meq=ktn 		  (2)

where Mt and Meq are the amount of the swollen weight 
at time t and at equilibium respectively, k is the Fick 
constant and n is the number indicative of the type of 
diffusion. For Fickian diffusion, n is reported close to 0.5 
or over 0.5 in many research articles [30-33]. When the 
water molecules penetration is less than the penetration 
rate of the polymer chains, n is generally below 0.5. This 
situation is named as Pseudo-Fickian (or Less-Fickian).  
All the results demonstrate that swelling of the hydrogels 
was in conformity with pseudo-fickian diffusion model. 

It was reported that n value is linearly dependent with the 
affinity of the polymer chains and the water molecules 
[34]. At all pH values, n values of the hydrogels having 
PEG (Mn: 5000) namely, PP5-2 and PP5-4 were higher 
than that of the other hydrogels (Table 2). Thus it was 
determined that the presence of PEG resulted in high n 
values. 

Figure 4. Swelling kinetics of PVA-based hydrogels in pH 2.1.

Figure 5. Swelling kinetics of PVA-based hydrogels in pH 5.5.

Figure 6. Swelling kinetics of PVA-based hydrogels in pH 7.4.
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Stability of the hydrogels
All the hydrogels were placed in aqueous solutions at 
different pHs for 15 days to determine the stability of 
the prepared hydrogels [35]. The samples were weighed 
every day for the first five days and fifteenth day. Table 
3 shows the percantage of the weight losses for the 
hydrogels for the duration of the study. It was clearly 
seen that the least stable hydrogels were determined 

as hydrogels having PEG (Mw: 5000) and independent 
from the number of freeze/thawing cycle for all pHs 
providing more biodegradable biomaterial. The addition 
of PEG having higher molecular weight results in an 
increased biodegradability. The most stable hydrogels 
were determined as the hydrogels having PEG (Mw: 2000) 
at four cycles of freeze/thawing for all pHs possesing the 
higher cross-linked hydrogels [36].

Table 3. Stability of the hydrogels at different pHs.

pH 7.4

Hydrogels Initial dry weight (g) Highest swollen weight (g) Weight loss 
(%)

P-2 0.070 0.35 10.00

PP2-2 0.074 0.35 13.50

PP5-2 0.090 0.48 60.00

P-4 0.074 0.29 4.60

PP2-4 0.11 0.15 4.20

PP5-4 0.084 0.43 66.00

pH 5.5

Hydrogels Initial dry weight (g) Highest swollen weight (g) Weight loss 
(%)

P-2 0.084 0.37 2.30

PP2-2 0.088 0.36 11.30

PP5-2 0.099 0.41 51.80

P-4 0.090 0.36 0.00

PP2-4 0.105 0.46 6.50

PP5-4 0.098 0.40 63.50

pH 2.1

Hydrogels Initial dry weight (g) Highest swollen weight (g) Weight loss 
(%)

P-2 0.082 0.33 28.70

PP2-2 0.097 0.40 31.20

PP5-2 0.10 0.41 53.20

P-4 0.091 0.25 7.60

PP2-4 0.91 0.32 3.50

PP5-4 0.092 0.40 63.80

Table 2. Swelling kinetic parameters of PVA-based hydrogels at different pHs.

Hydrogel
pH 7.4 pH 5.5 pH 2.1

n k n k n k

P-2 0.170 0.286 0.152 0.357 0.142 0.321

PP2-2 0.190 0.250 0.166 0.291 0.146 0.311

PP5-2 0.193 0.231 0.186 0.270 0.181 0.278

P-4 0.178 0.252 0.175 0.253 0.50 0.498

PP2-4 0.183 0.261 0.172 0.288 0.130 0.373

PP5-4 0.199 0.223 0.170 0.308 0.176 0.283
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CONCLUSIONS
PVA-based physically cross-linked hydrogels were 
successfully produced at different number of freeze/
thawing cycles and using different PEGs (Mw: 2000 and 
Mw: 5000). The results of the study show that:

1.	 The swelling properties of the hydrogels were 
evaluated and the highest swelling degree was 
achieved with PP5-2 hydrogels having PEG (Mw: 
5000) and after 7 days it reached the maximum 
value at 430 % at pH 2.1, 407 % at pH 5.5 and around 
320 % at pH 7.4.

2.	 All the hydrogels exhibited approximately the 
same swelling capacities at all pH values due to the 
presence of the weak ionized groups of the PVA-
based hydrogels.

3.	 The swelling of all of the hydrogels was in conformity 
with pseudo-fickian diffusion model.

4.	 It was determined that biomaterials having better 
biodegradability were obtained with the addition of 
PEG (Mw: 5000).

5.	 The hydrogels prepared with four freeze/thawing 
cycles exhibited higher stability at all pHs.

Based on the data of this study, all the hydrogels 
produced in this study present significant potential 
having high macroporosity, high swelling capacity and 
biodegradability for biomedical applications such as wound 
dressing, drug delivery and implants. 
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Heavy metal pollution is a serious environmental 
problem and it threats human health and 

ecosystem due to toxic and carcinogenic effects even 
at low concentrations. Many methods have been 
employed for the removal of heavy metals from water 
such as chemical precipitation, ion change, membrane 
separation and adsorption. Among the methods, 
adsorption is regarded as the most reliable choice due 
to technically and economically applicability [1- 4].

The hydrogels having three-dimensional networks 
of polymer chains have attracted great interests due 
to their high absorb, swell and water uptake capacities 
[5-8]. Many polymers such as polyacrylic acid (PAAc), 
poly (2-hydroxyethyl methacrylate, PHEMA), polyvinyl 
alcohol (PVA) are used in the synthesis of hydrogels. 
The hydrogels based on PHEMA and PAAc have been 
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A B S T R A C T

Poly (2-hydroxyethyl methacrylate-co-acrylic acid)/diatomite hydrogel composite 
(DHC) materials were synthesized using in situ free radical addition polymerization 

technique. The effects of particle size and amount of diatomite were investigated on 
swelling properties such as the swelling degree (SD), equilibrium swelling degree (ESD) 
and water retention (WR) of DHC. The particle size and amount of diatomite were 
not affected clearly in the swelling properties. The synthesized DHC with the particle 
size of -45μm and the amount of 5 wt % of diatomite showed the highest swelling 
properties. The SD (g/g), WR (%) and ESD (%) values of hydrogel were increased up 
to 29.2, 45.5 and 96.7 from 1.1, 41.3 and 89.3 by adding diatomite into the structure 
of hydrogel, respectively. The hydrogel and DHC were characterized using Fourier 
transform infrared spectrometer (FTIR) and an optical microscope. Also, their thermal 
behavior was analyzed by differential scanning calorimeter (DSC). The FTIR spectrums 
showed that diatomite incorporated into the hydrogel matrix at the high amount of 
diatomite. The DSC results indicated that the glass transition temperature (Tg) and 
melting temperature (Tm) of hydrogel increased with the addition of 2 wt % diatomite.  
The adsorption studies were performed using the hydrogel composite including 5 wt % 
of diatomite.

Key Words: 
Hydrogel Composite; Swelling Properties; Adsorption; Heavy Metal

INTRODUCTION

widely investigated because of their unique properties 
(synthetic and biocompatible) and pH and temperature 
sensitivities, respectively [9-11]. Inorganic minerals such 
as montmorillonite, sepiolite, halloysit, hydroxyapatite, 
attapulgite, kaolin and zeolite etc. have been loaded into 
the hydrogel matrix in order to increase gel strength and 
stability of the pure polymeric hydrogels [12-15].

In recent years, diatomite having hydrated 
octahedral layered magnesium aluminum silicate 
minerals used in the preparation of polymer composite 
materials due to its low density, highly porous structure, 
high surface area, absorption capability, active hydroxyl 
groups, chemical stability and low cost [13, 16-18]. The 
physical properties of the hydrogels can be improved by 
diatomite incorporating into the hydrogel structure.
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In the present study, poly (HEMA-co-AAc)/diatomite 
hydrogel composites were synthesized using in situ free 
radical addition polymerization technique at different 
particle sizes and the amounts of diatomite. The samples 
were evaluated by swelling properties and were characterized 
using FTIR (Fourier transform infrared spectrometer), DSC 
(differential scanning calorimeter) and optical microscope 
analyses. The hydrogel composite material with 5 wt % 
diatomite was used for the removal of Fe3+, Fe2+, Cd2+ and 
Zn2+ metal ions from aqueous solutions.

MATERIALS AND METHODS
Materials
In the synthesis of hydrogel, 2-hydroxyethyl methacrylate 
(HEMA, Merck), acrylic acid (AAc, Merck) and divinyl 
benzene (DVB, Merck) were used as monomer pair and 
cross linking, respectively. Potassium per sulfate (PPS, 
Sigma Aldrich) and potassium meta bi sulfide (PMBS, 
Sigma Aldrich) chosen as initiator and accelerator pair. 

Fe(NO3)3.9H2O, Zn(NO3)2.6H2O, FeCl2.4H2O and 
Cd(NO3)2.4H2O (Sigma Aldrich) metal salts were used as 
metal ion sources in the adsorption studies.

Natural diatomite was provided from the Karaman 
Mining Co., Ltd., and was used at different particle size of 

-45, -63, -90, -125 and -180 μm. The chemical composition of 
diatomite is listed in Table 1. 

Sample Preparation 
The poly (HEMA-co-AAc) hydrogels were synthesized 

Table 1. Chemical composition of diatomite (%, by mass) 

SiO2 Al2O3 CaO Fe2O3 MgO

83.4 5.6 1.0 1.0 0.7

using in situ free radical addition polymerization 
technique [19, 20] at room temperature and atmospheric 
pressure. In the synthesis of hydrogel, 80% HEMA, 
20% AAc (the total monomer concentration taken as 2 
mol/L) and DVB (1% molar ratio of the total monomer 
concentration) were dissolved in deionized water in a 
sealed plastic cap (4.5 x 2.5 cm; length x diameter) and 
then the mixture was mixed for 30 min. In another place, 
PPS and PMBS (0.5% molar ratio of the total monomer 
concentration and equal in weight) were dissolved in 
deionized water and then added to previously prepared 
monomer solution, the mixture was stirred for a further 
10 min. For the formation of polymerization reaction, 
the mixture waited in a sealed plastic cap at room 
temperature for 24 h. When the polymerization reaction 
finished, the resulting gel product was treated with 4 M 
NaOH solution for 4 h in order to reach the pH value of 7. 
The swollen hydrogel was dehydrated several times using 
ethanol and dried at room temperature (Fig.1).

The DHC materials were synthesized similar to the 
hydrogel synthesis at different particle size (-45, -63, -90, 

-125 and -180 μm) and amount (2, 5, 10, and 20 wt%) of 
diatomite. Diatomite was added to the synthesis solution 
after initiator and accelerator pair. 

Swelling Properties
The swelling properties of hydrogel and DHC were 
determined by the swelling degree (SD), equilibrium 
swelling degree (ESD) and water retention (WR) capacity. 
All the experiments were carried out using 0.2 g amount 
of the hydrogel.

The measurement of SD was performed by dried 
hydrogel which immersed in excess distilled water and kept 
undisturbed until it reached the equilibrium swelling [13, 

Figure 1. Schematic diagram for the hydrogel composite synthesis
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21]. The swollen samples were dried slightly for removing 
the excess water of surface with paper and weighted. After 
weighing, the swelling capacity of hydrogel at a certain time 
interval was calculated according to Eq. (1).

SD(g/g)= (ms-md)/md	  		  (1)

where ms and md  represent the weights of swollen and dried 
hydrogel at room temperature, respectively.	

For the equilibrium swelling degree (ESD) study, 
the swollen samples were dried until they reached the 
equilibrium at 100oC in the oven and were measured 
gravimetrically [15]. ESD value was calculated from Eq. (2).

ESD%= [(ms-m100°C)/ms]×100	  		  (2)

where ms and m100°C are the weights of swollen and dried 
hydrogel at 100oC, respectively.

The water retention (WR) experiments were 
performed after the swollen samples waited in the 0.9 wt% 
NaCl solution [13, 21]. The percentage of water retention 
was calculated using the Eq. (3).

WR % = (ms/mds) × 100			   (3)

where ms and mds are the weights of swollen hydrogel and 
deswollen hydrogel in 0.9 wt% NaCl solution.

Sample Characterization
Surface functional groups of the samples were 
investigated using a Fourier transform infrared 
spectrometer equipped with an ATR (Attenuated Total 
Reflectance) (Thermo Scientific, Nicholet IS10) in the 
range of 4000 to 650 cm-1. The surface morphology of 
samples was determined by an optical microscope of 10x 
magnifications (Nikon eclipse LV150N, NIS-Elements 
4.20). Thermal properties of the samples were performed 
using a differential scanning calorimetry (DSC60 
Calorimeter from Shimadzu TA-60WS Instruments). 
The DSC thermograms of all samples were recorded in 
the temperature range of room temperature to 250ºC at 
a heating rate of 10 ºC/min under nitrogen atmosphere.

Adsorption Studies
The hydrogel composite having 5 wt % diatomite was 
used in the metal ion adsorption studies. Solutions 
of  Fe3+, Fe2+, Cd2+ and Zn2+ metal ions were prepared 
from Fe(NO3)3.9H2O, FeCl2.4H2O, Cd(NO3)2.4H2O 
and  Zn(NO3)2.6H2O. Adsorption experiments were 
performed at the metal ion concentration of 100 mg/L at 
natural pH and room temperature in the batch system. 
Firstly, approximately 0.05 g sample was added in 50 

mL of metal ion solution and the mixture was stirred 
with a magnetic stirrer. The concentration of residual 
metal ions in the solution was followed by an inductively 
coupled plasma optical emission spectrometry (ICP-
OES, Spectro Arcos) up to 24 h. The amount of metal 
ion adsorbed per unit mass of the hydrogel, q (mg/g) was 
calculated using the following Eq.(4);

q (mg/g) = [(Co-Ce) V] / W	 		                  (4)

where Co is the initial metal ion concentration (mg/L), Ce 
is the remaining metal ion concentration (mg/L), V is the 
volume of metal ion solutions (L), and W is the hydrogel 
mass (g) [1, 2, 4].

RESULT AND DISCUSION
The Effect of Diatomite Particle Size on the 
Swelling Properties of DHC
The effect of particle size of diatomite on the swelling 
properties of DHC was performed at particle size of -45, 

-63, -90, -125 and -180 μm using loading of 2 wt% diatomite 
which was dispersed in distilled water and added to the 
synthesis solution. The SD and WR properties of hydrogel 
composites are given in Fig. 2a and 2b, respectively. 

The SD value of DHC was reached to equilibrium after 
2529 min for all particle sizes. The highest values of SD, 
ESD and WR were obtained for particle size of -45μm as 
17.2, 99.0 and 53.0, respectively (Table 2).  The SD value of 
DHC was increased rapidly within 180 min and the water 
absorption capacity was increased when the particle size 
was reduced from -180 μm to -45 μm.

The Effect of Diatomite Amount on the Swelling 
Properties of DHC
The effect of the amount of diatomite was investigated 
using the amount of diatomite 2, 5, 10 and 20 wt% at 
particle size of -45μm (Fig.3). It was seen that, the SD 
and WR values of hydrogel composites were reached to 
equilibrium after 1050 min and 150 min, respectively. 
The synthesized hydrogel composite using diatomite 
loading of 5 wt% was showed the highest SD as 29.2. The 
highest WR value was obtained as 56.4 at the loading of 

Table 2. The effect of particle size of diatomite on the swelling proper-
ties of DHC 

Swelling 
properties

Diatomite particle size (µm)

-45 -63 -90 -125 -180

SD (g/g) 17.2 11.4 15.2 12.7 16.4

WR (%) 53.0 53.9 47.6 45.9 48.5

ESD (%) 99.0 98.5 98.2 97.8 98.3
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diatomite 10 wt% (Table 3). As the hydrogel composites 
were compared with the pure hydrogel, it was seen that 
the swelling degree of composites were obtained 29 times 
higher than that of the pure hydrogel.

FTIR Spectrums of Samples
FTIR spectra of the pure hydrogel and DHC are given in 
Fig. 4. The broad band at 3000–3500 cm-1 is attributed to 
the stretching of –OH groups [21, 22-24]. The absorption 
bands at 2941 cm-1 are resulting from the C-H stretching 
vibrations of belong to –CH3 and –CH2 groups [25]. The 
observed peaks at 1406 cm-1 and 1714 cm-1 are due to the  
C-O stretching vibration of acrylic acid. The determined 
peak at 1406 cm-1 was shifted slightly to left by the 
increasing of amount of diatomite and the intensity of 

peak was decreased [12, 21]. The C=O stretching and –
COOH bending of acrylic acid were observed at 1557 
cm-1 wavenumber [15, 26].

Figure 2. The effect of particle size of diatomite on (a) swelling degree and (b) water retention % of the DHC

Table 3. The effect of the amount of diatomite on the swelling proper-
ties of DHC 

Swelling
properties

-45µm Diatomite (wt %)

0 2 5 10 20

SD (g/g) 1.1 16.4 29.2 24.1 26.2

WR (%) 41.3 48.5 45.5 56.4 44.3

ESD (%) 89.3 98.3 96.7 94.9 97.1

Figure 3. The effect of the amount of diatomite on (a) swelling degree and (b) water retention % of the DHC. 
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The absorption peak at 1162 (C–O–C) cm-1 was 
attributed to the ester group in HEMA [27]. The peaks at 
769 (symmetric Si-O and Al-O) and 1040 cm-1 (asymmetric 
stretching mode of tetrahedral SiO4, AlO4) were resulted 
from silica and alumina structure of diatomite [14, 28]. 
These peaks disappeared in the FTIR spectra of DHC. This 
may be the formation of crosslinking at these bands region 
[22].

Analysis of Differential Scanning Calorimetry of 
Samples
The heating curves of the natural diatomite, poly 
(HEMA-co-AAc) hydrogel and DHC are presented in 
Fig. 5. The glass transition temperature (Tg) and melting 
point temperature (Tm1 and Tm2) of hydrogel samples 
were determined from the first heating runs and results 
are listed in Table 4 [29]. A broad endothermic peak 
observed at 94.18 °C for the diatomite sample  is probably 
due to the lost water absorbed on the diatomite structure 
(Fig.5) [30].

The glass transition (Tg) of P(HEMA-co-AAc) hydrogel 
was obtained 48.89ºC. The Tg of DHC were increased from 
48.89ºC to 69.79ºC with a loading amount of diatomite 2 
wt%. The increase in the Tg arose from more regular hard 
domains with the incorporation of diatomite [31]. However, 
the Tg of the hydrogel composites with diatomite content 
more than 5 wt% was lowered by the addition of diatomite 
(Table 4). The DHC with the load of 5 and 20 wt% diatomite 
exhibited showed a single  endothermic peak at 74.96 ºC and 
74.04 ºC while the Tm1 was decreased from 124.80 ºC to 91.04 

ºC for 2 and 10 wt% diatomite loading, respectively. However, 

Figure 4. FTIR spectra of the natural diatomite, poly (HEMA-co-AAc) 
hydrogel and DHC.

Figure 5. DSC thermograms of the natural diatomite, poly (HEMA-co-AAc) hydrogel and DHC.

Table 4. Thermal properties of the poly (HEMA-co-AAc) hydrogel 
and DHC. 

Sample Tg (ºC) Tm1 (ºC) Tm2 (ºC)

P(HEMA-co-AAc) 
hydrogel 48.89 110.97

2% diatomite 69.79 124.80-135.86  

5% diatomite 43.59 74.96

10% diatomite 39.57 91.04 121.31-126.55

20% diatomite 45.36 74.04
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the DSC curve for the DHC having content of 2 and 10 wt% 
diatomite showed a sharp endothermic peak at 124.80 ºC 
(Tm1) and 121.31 ºC (Tm2) followed by a small  endothermic 
peak at 135.86 ºC (Tm) and 126.55 ºC (Tm), respectively. 
Two different endothermic melting temperature may be 
suggested because of recrystallization [32].

Surface Morphology of Samples
The morphology of hydrogel and DHC are given in Fig. 6. 
As the figure shows, macroporous structures containing 
interconnected crosslinked network structures were 
obtained. The small white particles in the optical 

microscope image are diatomite powders. There are 
many macro convex bodies in the image which are 
diatomite particles coated by the HEMA substrate. 

Adsorption of different metal ions on the DHC
The adsorption results of Fe3+, Fe2+, Cd2+ and Zn2+ metal 
ions onto the hydrogel composite are given in Fig.7. 
All the metal ion adsorption experiments were done 
batchwise with 0.05 g hydrogel composite. As can be seen 
from the graph, the adsorption capacities of metal ions of 
Fe3+, Fe2+, Cd2+ and Zn2+ were found as 10.09, 3.57, 17.36 
and 11.46 mg/g respectively. The shortest time to reach 

Figure 6. The images of samples (a) poly (HEMA-co-AAc) hydrogel; (b) diatomite (c-f) DHC with 2, 5, 10 and 20 wt% diatomite, 
respectively [Scala bar: 100 µm].
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the equilibrium was achieved as 100 minutes when using 
Zn2+ solution that is quite comparable with the results 
reported in the literature [33-37]. These results show that 
the prepared hydrogel composites present great potential 
for Zn2+ removal having high adsorption capacity and 
short equilibrium time.

CONCLUSION
The DHC was synthesized via in situ free radical addition 
polymerization technique and were characterized 
by FTIR, DSC and optical microscope analyses. The 
insertion of diatomite into the hydrogel structure 
was also confirmed by FTIR spectrum and optical 
microscope image. The maximum SD of DHC (the 
load of 5.0 wt% and particle size of -45µm) was found 
to be as 29.2 g/g while the swelling degree of the pure 
hydrogel was 1.1 g/g. The swelling properties of hydrogel 
were dramatically increased by the adding of diatomite 
to the hydrogel structure. The DSC results indicated 
that Tg and Tm were increased for the DHC containing 
2 wt% diatomite. But, the addition more than 5 wt% of 
diatomite into the hydrogel structure decreased Tg and 
Tm. It was also determined that the hydrogel composite 
with 5 wt% diatomite exhibited important alternative for 
zinc removal.
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Lactic acid bacteria (LAB) convert carbohydrate 
to lactic acid and another product. They are 

gram-positive, aero-tolerant, catalase negative 
microorganisms and they do not include spore in their 
cell. They protect foods with fermentation from the 
spoilage and give a different taste and texture them. 
Very different fermented foods can be produced by 
using LAB like yogurt, butter, cheese, sausage and 
cereals products include probiotics [1-3]. LAB have a 
‘Generally Recognized as Safe’ (GRAS) classification 
because of exopolysaccharides (extracellular 
polysaccharides, EPS) production specialty. EPS 
are metabolites located extracellular surface and 
emerge from the milk fermentation of LAB [4,5]. 
EPS production, because of its useful health effects, 
ensures functionality to the foods which include LAB 
[6]. The genera of Lactobacillus, Streptococcus and 
Lactococcus are EPS-producing lactic acid bacteria [7]. 
In general, LAB ferments sugars, produce lactic acid 
and can biosynthesis EPSs from this fermentation 
reaction [8]. LAB fermentation uses not only sugars 
but also some kind of fats, proteins, and organic acids 
which improve the food’s typical aroma and texture. 
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Milk was exposed to rapid acidification and lactic 
fermentation that prohibit proliferation of pathogens. 
Fermented milk products include EPS such as yogurt 
and cheese. In order to stay alive and be able to 
settle down the gastrointestinal area of LAB should 
express tolerance to acid and bile [9]. Lactic acid 
bacteria which are taken at diet should withstand 
stomach acid (pH 2) to reach intestine and to show 
probiotic effects. So a lactic acid bacteria strain must 
be resistant for acid and bile salt concentration [1, 10] 

In this research, we aimed to determine acid 
and bile tolerance and EPS production capacity of 
Lactobacillus strains isolated from Turkish home-made 
yogurt.  

MATERIAL & METHODS
Yogurt samples and isolation of Lactobacillus 
strains
Yogurt samples were collected from seventeen 
different villages in Corum/Turkey. Each sample 

A B S T R A C T

Lactic acid bacteria have benefits for the digestive tract. They and some of their 
methabolic products stimulate the immune system and therefore regarded as 

probiotic. A good quality probiotic must have some features like stomach acid resistance, 
bile reduction, exopolysaccharide production and must be able to keep the intestinal 
mucosa. This research was aimed to determinate the resistance to acid, tolerance to bile 
and exopolysaccharide (EPS) production capacity of all Lactobacillus strains isolated 
from home-made yogurt gathered from 17 different Turkish villages.  All strains were 
researched for acid and bile tolerance and EPS production.  All values were measured 
spectrophotometrically. Acid and bile tolerance levels of isolates were in a different rate. 
And also, the lowest and highest EPS amounts were calculated as 20.82 and 121.01 mg/L, 
respectively. These features can be reference points to choose a probiotic microorganism. 

Key Words: 
Probiotic; Lactobacillus; Acid and Bile Tolerance; Exopolysaccharide Production.
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diluted with phosphate saline buffer (PBS) from 10-1 to 
10-6. After dilution, lactic acid bacteria were isolated from 
Turkish local yogurt using MRS (De Man, Rogosa and 
Sharpe) broth and MRS agar. Diluted samples inoculated 
on MRS agar plates and they were incubated in 37oC. 
After incubation, single colonies were examined with a 
microscope and lactic acid bacteria were chosen by using 
gram staining and microscopical morphology. Cultures 
were kept in -86oC until experiment.  

Determination of acid and bile tolerance
To determine the ability to reach the intestine through 
the stomach’s highly acidic environment of Lactobacillus 
sp., the stomach environment was simulated. For this 
purpose, MRS Broth pH was adjusted as pH 3.0, 4.0, 
5.0, 7.0, 8.0 and 6.2 (control) using 1 N HCl acid before 
sterilization. The optical density of isolates was measured 
of 600 nm. These isolates inoculated to the pH adjusted 
medium in 1% ration. After inoculation, cultures were 
incubated at 37±1oC temperature for 16-18 hours. When 
incubation was completed, optical density was measured 
spectrophotometrically in 600 nm wavelength.  

To determine the bile tolerance a similar method to 
the acid resistance of bacteria was used. MRS broth was 
sterilized. After sterilization, bile salt was added to broth 
by sterilization with micro-filter in different rates (0.15%, 
0.2%, 0.3 and 0.4 %, respectively).  The optical density of 
isolates was measured of 600 nm. These isolates inoculated 
to the pH adjusted medium in 1% ration. After inoculation, 
cultures were incubated at 37±1oC temperature for 16-18 
hours. When incubation was completed, optical density was 
measured spectrophotometrically in 600 nm wavelength.  

Determination of EPS production capacity 
EPS production capacity was studied using the phenol-
sulfuric acid method modified by Alp [10]. Firstly, to 
release exopolysaccharide, lactic acid bacteria were 
exposed to some processes.  1 ml active culture (Optical 
Density ≈ 600) were put in Eppendorf tube and boiled in 
96oC for 10-15 minutes. Then samples were cooled until 
room temperature and 1 ml trichloracetic acid (TCA) 
was added and centrifuged at 13000 rpm for 25 minutes. 
After this process, 1 ml ethyl alcohol added in the tube 
and centrifuged again. When centrifugation was finished, 
pellets could be obtained on the bottom of the tubes. 
The pellet was separated from the supernatant, solved in 
1 ml ethyl alcohol and precipitated with centrifugation. 
Finally precipitated sample was separated from alcohol 
and solved 1 ml distilled water. Sample became ready to 
be used for the phenol-sulfuric acid method. 

According to the phenol sulfuric acid method, 0.5 

ml phenol and 5 ml sulfuric acid were added above the 1 
ml samples in the tube. The tube was incubated in room 
temperature for 10 minutes and when the time up samples 
were mixed well. After stirring, the tube was incubated in 
30oC for 15-20 minutes. When incubation was complete, 
optical density (OD) was measured spectrophotometrically 
at 490 nm wavelength.

Statistical Analysis
All experiment was done in triplicate. The results were 
determined to standard curve. Statistical analyzes were 
performed on the data by IBM SPSS 22.0 and standard 
curve graphic was drawn using Microsoft Office Excel 
program.

RESULTS AND DISCUSSION
Determination of acid and bile tolerance 
Probiotic microorganisms should resist the stressful 
conditions of the stomach and intestine [9]. Acid and bile 
are believed to be the most detrimental factor affecting 
growth and viability of lactobacillia [11, 12]. Therefore, 
these strains may be expected to stay alive in acid and 
bile conditions that exist in fermented food products 
or gastrointestinal area [13]. The acid tolerance of the 
lactobacillus strains isolated from the Turkish local 
yogurt was determined using different pH values. The 
results determined by the spectrophotometric method 
shown in Table 1. When we look at the results, stomach 
acid resistance was found as quietly low. As acid ratio 
increased, bacterial density was decreased in the 
medium. When we considered all the strains, bacterial 
density was decreased at pH 3. And also, bile tolerance 
of the lactobacillus strains was determined very similar 
to acid tolerance experiment. Tolerance to the bile in the 
intestine by Lactobacillus strains varied according to the 
bile salt rate. Although the concentration of the bile salt 
0.15 % has triggered the growth of bacteria, media were 
including bile salt in rate 0.2%, 0.3% and 0.4% inhibited the 
development of all strains in general. Bile tolerance data 
illustrated in Table 2. In literature, some Lactobacillus 

Graphic 1. Calibration line which was drawn with glucose standart so-
lutions and its equation  
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Table 1. Results of acid resistance in Lactobacillus strains isolated from Turkish local yogurt.

Strains Controlb ( pH 6.2) pHa

3.0 4.0 5.0 7.0 8.0

Strain 1 1.40±0.00 0.13±0.01 0.59±0.01 1.39±0.04 1.22±0.20 0.80±0.02

Strain 2 1.39±0.01 0.16±0.02 0.52±0.08 1.40±0.07 1.19±0.06 0.91±0.11

Strain 3 1.52±0.28 0.14±0.00 0.52±0.00 0.89±0.01 1.02±0.01 0.92±0.08

Strain 4 1.72±0.00 0.15±0.00 0.68±0.01 1.51±0.23 0.99±0.02 0.81±0.01

Strain 5 1.58±0.15 1.13±0.00 0.19±0.00 1.53±0.03 1.51±0.00 1.89±0.02

Strain 6 1.42±0.01 0.36±0.02 0.64±0.02 1.34±0.06 1.05±0.05 0.86±0.08

Strain 7 1.47±0.10 0.13±0.00 0.19±0.00 1.14±0.14 0.42±0.05 0.36±0.01

Strain 8 0.98±0.00 0.16±0.00 0.26±0.01 0.96±0.03 0.66±0.03 0.69±0.01

Strain 9 1.61±0.02 0.14±0.00 0.11±0.00 0.20±0.00 0.30±0.00 0.35±0.03

Strain 10 0.82±0.03 0.26±0.00 0.30±0.00 0.99±0.41 0.61±0.05 0.71±0.06

Strain 11 1.32±0.00 0.23±0.00 0.36±0.00 0.76±0.01 1.44±0.02 1.69±0.03

Strain 12 0.99±0.02 0.20±0.07 0.24±0.00 0.78±0.01 0.39±0.01 0.32±0.00

Strain 13 1.11±0.07 0.15±0.00 0.23±0.01 1.02±0.17 0.68±0.06 0.35±0.03

Strain 14 1.42±0.00 0.13±0.00 0.13±0.00 0.72±0.01 1.74±0.02 1.89±0.03

Strain 15 1.69±0.08 0.13±0.00 0.14±0.00 1.22±0.19 2.04±0.10 1.89±0.08

Strain 16 0.92±0.03 0.16±0.02 0.30±0.00 0.99±0.43 0.61±0.05 0.71±0.06

Strain 17 1.78±0.05 0.13±0.01 0.25±0.00 1.78±0.05 1.26±0.16 0.49±0.05

Mean±SD 1.36±0.26 0.22±0.01 0.33±0.24 1.09±0.27 1.00±0.02 0.92±0.21

P values .484 .951 .736 .657 .793
aSprectrophotometric optical density of the strains in 600 nm  

bControl pH: pH of the medium was used in the study. 

SD. Standard Deviation. P values compared each bile concentrations with control, P=0.05. 

Table 2. Results of the bile salt resistance of Lactobacillus isolated from Turkish local yogurt.

Strains Controlb Bile concentration (%)a

0.15 0.20 0.30 0.40

Strain 1 1.55±0.00 1.18±0.00 1.08 ±0.04 1.16±0.01 0.86±0.04

Strain 2 1.59±0.01 1.31±0.07 0.75±0.05 0.85±0.04 0.39±0.01

Strain 3 1.48±0.02 1.08±0.00 1.04±0.00 1.14±0.01 0.73±0.02

Strain 4 1.54±0.06 1.24±0.07 1.09±0.01 1.12 ±0.02 0.55±0.03

Strain 5 1.33±0.05 1.39±0.14 0.35±0.03 0.48±0.03 0.35±0.00

Strain 6 1.64±0.00 1.21±0.01 0.73±0.00 0.51±0.02 0.37±0.00

Strain 7 1.64±0.06 1.28±0.02 0.45±0.02 0.46±0.03 0.35±0.06

Strain 8 1.62±0.02 1.28±0.08 0.95±0.02 1.07±0.01 0.64±0.03

Strain 9 1.94±0.06 0.33±0.01 0.31±0.00 0.32±0.00 0.34±0.00

Strain 10 1.44±0.03 1.15±0.03 1.07±0.01 0.90±0.03 0.90±0.02

Strain 11 1.52±0.02 1.18±0.00 1.04±0.00 1.12±0.01 0.68±0.02

Strain 12 1.44±0.06 1.18±0.02 0.42±0.03 0.39±0.01 0.34±0.00

Strain 13 1.45±0.04 1.08±0.03 1.10±0.02 1.06±0.04 0.86±0.00

Strain 14 1.70±0.01 1.67±0.00 1.60±0.00 1.59±0.00 1.50±0.01

Strain 15 1.52±0.07 1.01±0.04 0.68±0.02 0.47±0.02 0.25±0.05

Strain 16 1.60±0.02 1.38±0.07 1.09±0.05 1.21±0.00 0.73±0.03

Strain 17 1.42±0.06 0.91±0.03 0.58±0.02 0.30±0.00 0.28±0.00

Mean±SD 1.55±0.09 1.16±0.19 0.84±0.35 0.83±0.60 0.59±0.41

P values .022 .506 .436 .467
aConcentration of the bile salt in percentage of the broth  

bControl: As a control MRS broth not include bile salt was used in the study. 

SD. Standard Deviation. P values compared each bile concentrations with control. P= 0.05.
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strains from infant feces were tested for their ability to 
tolerance low pH (pH 3.0) and bile salt. Stay alive ratio 
of the test strains ranged between 0.01%-68.3% at pH 3.0 
and 10.3%-57.4% at 0.15% bile salts [14]. It was also shown 
that Lactococcus lactis subsp.  lactis lost viability at pH 
2.0 and 0.2 % bile salts [15]. In another research, LAB 
strains isolated from local Korean food showed bile salt 
and acid resistance [16]. When we compare the results of 
the current work with those results in the literature, our 
strains have shown a good performance at low pH and 
bile salts.

Determination of EPS levels
Exopolysaccharides (EPS) are sugar polymers that 
secreted by the microorganism out of the cell. For 
microorganism, EPS provide resistance to harmful effects 
of nutrients and enzymatic activities in habitats and also 
EPS are important for cells in microbial aggregates to 
communicate each other [17]. In our study, EPS production 
capacities were determined spectrophotometrically 
using the phenol- sulphuric acid method and calculated. 
EPS production amounts of all Lactobacillus strains 
isolated from Turkish local yogurt was showed at Table 
3. As shown Table 3, the lowest and highest EPS amounts 
were calculated respectively as 20.82 and 121.01 mg/L. In 
this study EPS production was observed in all strains but 
depending on the strain amount of EPS products were 
determined different. According to Korakli et al (2002), 
Bifidobacterium and Lactobacillus strains isolated 
from cereal products have EPS production activity, and 

this ensures fermentation and is important for typical 
flavor [3]. Vinderela G et al (2006), suggested that 
exopolysaccharide is protective immunity, maintaining 
intestinal homeostasis, enhancing the IgA production at 
both the small and large intestine level and influencing 
the systemic immunity through the cytokines released to 
the circulating blood [4]. Alp and Aslım (2010) reported 
that lactic acid bacteria and Bifidobacterium isolated 
from breast milk and infant feces showed acid resistance 
and bile salt tolerance. There has been a correlate with 
EPS production capacity and acid production-bile salt 
reduction activity [10].

CONCLUSION
Scientists have studied many times to determine the 
probiotic features of some Lactobacillus strains of LAB 
from the natural isolates to improve human health quality. 
These microorganisms are used biotechnological and 
industrial area and still we have not enough information 
their physiological features. These experiments provide 
an improvement to our knowledge about lactic acid 
bacteria as a probiotic microorganism. In this research, 
we determined to acid resistance, bile tolerance and EPS 
production capacity of Lactobacillus strains isolated 
from Turkish local yogurt. In Turkish population 
consuming yogurt and other local main Corum/Turkey. 
So, it is valuable in terms of the being an indicator of 
public health. Choosing most efficient strain from local 
yogurt and to develop its features may contribute to 

Table 3. Exopolisaccaride (EPS) production amounts of Lactobacillus strains isolated from Turkish local yogurt. 
Strains OD490 Value EPS Amount (mg/L)

Strain 1 0.278 34.15

Strain 2 0.258 30.24

Strain 3 0.247 28.07

Strain 4 0.250 28.67

Strain 5 0.317 41.02

Strain 6 0.210 20.82

Strain 7 0.226 23.96

Strain 8 0.395 57.09

Strain 9 0.317 41.8

Strain 10 0.383 54.74

Strain 11 0.367 51.60

Strain 12 0.374 52.98

Strain 13 0.389 55.92

Strain 14 0.328 43.96

Strain 15 0.366 51.41

Strain 16 0.721 121.01

Strain 17 0.404 58.86

Mean±SD 0.34±0.09 46.84±17.47

OD
490

. Optical density was measured spectrophometrically at 490 nanometer wavelength.

SD. Standard Deviation.
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obtain healthier properties. 
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Hibernation and torpor

All living things show various adaptations to 
cope with the challenges in the environmental 

conditions. With the changes in the temperature 
at winter, the challenges arise such as to find food 
to meet the required amount of energy. Some of 
the behavioral characteristics of the animals are 
intended to prevent or to reduce the heat loss from 
the body (1). The selection of suitable feeding 
grounds with the desired thermal property is 
one of the behaviors that reduces heat loss. Nest 
construction and also behaviors to come together 
are the behaviors that are aimed at maintaining the 
body temperature. Most living things are somnolent 
and minimize their energy requirements by lowering 
metabolism in order to overcome these kinds of 
difficulties (1). Mammals has been evolved as having 
the proficiency to keep the body temperature higher 
than that of the environment (ambient) and at that 
level constant using the heat produced by internal 
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origin (endogenous) (2). The hibernation is a kind 
of lethargy and sleepiness state to conserve energy 
and to get rid of unsuitable conditions in winter. It 
is a seasonal activity routinely and estimated that 
begins with the arrival of winter. The warm-blooded 
animals have an inherent response mode for cold 
winter conditions. These animals show long sleep 
periods, reducing metabolic rate and lowering the 
body temperature (3-7). Their metabolic rate at the 
time of deep sleep is much slower than that of the 
normal daily life(8,9).

The period of inactivity and sleepiness at which 
the metabolism is extremely slow, and thus the body 
temperature decreases, hereafter the heart rate 
decreases is called torpor. The hibernation also known 
as seasonal sleep consists of the total of torpor phases in 
a specific subsequent order (7,10,11).

In winter, at regular intervals, the short awakening 

A B S T R A C T

This study was conducted on the D.laniger samples maintained in the laboratory 
condition after collecting from the natural environment. Investigations were 

performed in the experimental groups in the active period at the time of hibernation 
and at the period of intermediate awakening during hibernation. The brown adipose 
tissue (BAT) of these animals investigated was removed by dissection. The tissue samples 
dissected were prepared for the analysis at Transmission Electron Microscopy  (TEM) 
and photographed. It was observed for the D. laniger BAT cells in the active period 
that there are high amount mitochondria and whereas the scarce amount of the lipid 
droplets. However, it was drawn attention to BAT cell of animals in hibernation that 
there plenty of capillary vessels and lipid droplets between them. The contact between 
lipid droplets with each other in the cytoplasm of animal at intermediate awakening in 
the winter during hibernation and cytoplasmic material loss and melting of mitochondria 
cristae partly were observed. These results of this study suggest that it may be useful to 
understand the importance of the brown adipose tissue of some hibernating mammals.

Key Words: 
Dryomys Laniger; Brown Adipose Tissue; Mitochondria; Hibernation.
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times are observed to eat the nutrients stored in the nest and 
to excrete. The body temperature is raised to survive during 
these awakening times. These short awakening times 
become increasingly rare towards the middle of winter, the 
duration of torpor increases, whereas the torpor durations 
decreases towards the spring and the animals remain awake 
for longer periods of time. This model is available for all of 
the living things having real hibernation (9, 11, 12).

The cytology of adipose tissue in mammals
There are 2 types of adipose tissue known with different 
location, structure and color. Their distribution in the 
body, the color, the relationship with the veins and the 
metabolic activity are different (13). White (unilocular) 
adipose tissue (adipose tissue made up of cells with 
a single space), when fully developed, are made up of 
cells containing a yellow big lipid drop in the middle of 
cytoplasm. Brown adipose tissue (multilocular adipose 
tissue) is made of cells including a plenty of lipid 
droplets and copious amounts of brown mitochondria. 
The amount of BAT owned by animals hibernating 
or surviving in a cold environment is quite high as 
compared to others (13). Both types of the adipose tissues 
mentioned have also a rich blood flow.

There are many reports published by many researchers 
reporting the distinguishing features between white and 
brown adipose tissue. The most important difference 
between these two tissues is that brown adipose tissue has 
more than one (multiloculer) lipid droplets, whereas the 
white adipose tissue has only one (uniloculer).

The BAT cells are rich in terms of mitochondria. 
White adipose tissue has mitochondria in the cell size of 0.3 
μ and a small number of, on the contrary brown lipid cell 
has the one in the cell size of 0.5 μ and many. The cristae 
extends along the entire width of the mitochondrion. The 
mitochondrion has tightly arranged cristae with the amount 
of approximately 8-15 extending along the mitochondria 
which are 1 μ in lengths. The cristae is slightly curved. This 
case is the phenomenon observed in the mitochondrion 
of many active tissue cells. The mitochondrion is oval or 
rounded in shape (14).

In addition to a big lipid droplet observed via light 
microscope, the presence of small lipid droplets in each 
adipose cell was proven by the electron microscopy studies. 
There is no membrane around the small lipid droplets. There 
is basal lamina around each adipose cell (15). It was reported 
that there are a plenty of free ribosomes in the brown 
adipose cells of young and adult animals, and polysomes can 
be monitored partly (16.17).

Physiology of brown adipose tissue
All mammalian brown adipose tissue has the same 
structural appearance. The physiology of this tissue was 
understood comprehensively for hibernating animals (18). 
Brown adipose tissue is used especially by hibernating 
animals as a source of energy for the continuity of life 
during sleep. This tissue located especially in the dorsa 
and neck area of hibernating animals is vital for living 
things. It is usually located around the shoulders of 
rats and a few other mammals. This tissue is seen in a 
few places in the human embryo and newborn babies, 
moreover, it is known that this tissue remains in some 
places after birth. It becomes crucial because of the fact 
that it protects newborn against the cold by creating heat 
in the first few months usually after birth. Brown adipose 
tissue cells generate heat by the oxidation of fatty acids 
stored in lipids (19). The main function of the brown 
adipose tissue is to produce heat. It is estimated that the 
maximum respiratory capacity of that tissue is 10 times 
greater than that of skeletal muscle (20).

In the case of a real hibernator, the body temperature 
at the time of deep sleep can fall into the values of 3-4°C. 
Increasing the body temperature from the lower level to the 
previous higher level (36-37oC) during awakening takes a 
considerable time (9). The location of this heat production 
is the brown adipose tissue. The body is heated to a certain 
extend by the heat released from the brown adipose tissue 
stimulated (21,22). The protein named by thermogenin 
enables the release of energy from ATP as in the form heat 
energy. Later, the animal begins to tremble, heart beat and 
respiration rate rise and the animal wake up. (23,24).

When the studies are examined, there are more or 
less a few studies on hibernation and brown adipose tissue 
found, but most of these studies are about the physiology 
of this tissue (18,25,26). Nonetheless, ultrastructural studies 
on brown adipose tissue are fewer. In some of these studies, 
some important organs were examined using light and 
electron microscopy, morphometric, cytochemical and 
immunocytochemical approaches (27). Our cytological 
study on the BAT will contribute to literature with lack of 
such studies about the hibernation of mammals.

MATERIAL AND METHODS

This study was carried out on the D.laniger samples 
collected from the natural environment in Antalya, Elmalı 
district and stored in the laboratory. The first step in 
the investigation was to form different experimental 
group cared separately in different cages to determine 
the hibernation biology of specie. The animals were fed 
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on regular during controls carried out daily. D.laniger 
specimens were hosted in steel cages (37x17x12 cm) 
individually during the time they were in the laboratory. 
The odorless litter and cotton were placed in the cages 
as a bedding and nest material, respectively. In addition, 
enough water and feed were given to each of D.laniger 
specimens (28). The samples were taken via dissection 
from BAT of these animals. Dissection procedures 
were conducted through 3 different times as when some 
specimens were in active period, when some were in torpor 
and when some in intermediate awakening in winter. 

The hibernation of D.laniger samples
During the experimental period, the temperature of the 
laboratory where the D. laniger samples were placed was 
ranged between 24oC-7oC. By the start of hibernation, the 
illumination period was set so as to have constant dark 
conditions and this condition was continued until the 
end of the heterothermal period. During this period, the 
experimental animals were not given food and water. 
This application, i.e. no to give food and water throughout 
the heterothermal period to the animals brought to the 
laboratory from the nature, is a standard for research on 
hibernation (28,29).

The preparation of slides for transmission 
electron microscope
First fixation was performed in phosphate buffered 
3% glutaraldehyde (pH = 7.2, +4°C) for 4 hours for the 
D.laniger samples, removed by the dissection in the 
laboratory. Later on, it was washed every half hour for 
2 hours only with the buffer solution used for fixation 
solution. Second detection operations were performed for 
1 hour in 1% osmium tetroxide solution freshly prepared in 
phosphate buffer. After fixation, the block was prepared in 
resin. Block resin were mixed in an order and performed 
as follows:

Araldite CY – 212…………...…………………….….……..10cc
HY-964 (DDSA)……… ………………………..…………….10cc
DY-064 (DMP-30)…………………………………………..0,5cc
Dibutyl phthalate……………………………..…………….0,5cc

The polymerization process was performed at 45°C for 
24 hours and at 60°C for 24 hours by placing samples into the 
resin. As a following process, thin and semi thin section were 
obtained using ultra microtome from these hardened blocks. 
After thin sections were taken on the grid, they were stained 
using uranyl acetate-lead citrate dye. Section prepared in 
this way were examined and photographed via JEOL 100 
CX-II Transmission Electron Microscope.

RESULTS AND DISCUSSION

BAT has been investigated by several researchers 
with great interest for various animal species in terms 
of ontogenetic, histological, histochemical, electron 
microscopic, physiological and biochemical view (13,18). 
Brown adipose tissue is significantly important due to its 
role in regulating body temperature during hibernation. 
The color of this tissue is coming from blood vessels 
and cytochromes in mitochondria those it contains. 
Although white adipose tissue spreads throughout the 
body, brown adipose tissue is concentrated in the body’s 
specific locations (20). In our study, the BAT has attracted 
markedly great attention as the brown color on the back 
of the animal in hibernation.

In our study, it was determined as a result of the 
examination of brown adipose tissue of D.laniger in 
active period that there are mitochondria in various sizes, 
capillary vessel and rarely present lipid droplets. Despite 
the abundance of mitochondria, it was observed a few lipid 
droplets in the cell. The most conspicuous formations in 
the D. laniger BAT cells are lipid droplets and mitochondria. 
The lack of cytoplasmic material in cell cytoplasm was 
drawn attention (Figure 1). During the active period, despite 
the excess mitochondria in the cells, the existence of a lack 
of the lipid droplets may be thought to be related with the 
energy usage in the active period (30). Similarly, some other 
authors have interpreted that this shortage is because of 
the usage of glycogen and lipid content of these cells and so 
reduces of the volume as a first response of brown adipose 
cells against cold effects (31).

There are mitochondria observed located between the 
spherical lipid droplets in BAT cell of D.laniger samples in 
torpor during the winter (Figure 2a and 2b). The number of 
lipid droplets in the cells of animals in torpor was higher as 
compared to those in the active period. It was observed that 
there are plenty of capillary vessels between the cells in the 

Figure 1. The brown adipose tissue of Dryomys laniger in active period. 
M: Mitochondria, L: Lipid Droplet, CV: Capillary Vessel (TEM, x 10.000)
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general structure of the tissue (Figure 2a). The abundance 
of capillary vessels carrying blood to the brown adipose 
tissue has been expressed in other studies performed in 
rats (13).

It was observed that the lipid droplets within the 
cytoplasm of adipose cells of D. laniger in intermediate 
awakening period during winter were in contact with 
each other and the nucleus has a spherical shape (Figure 
3a). There are partly cytoplasmic material loss and lysis 
in the cristae of mitochondria observed (Figure 3b). It was 
found that brown adipose tissue of D. laniger sample in 
an intermediate awakening period of the hibernation has 
mitochondria in various sizes. With a higher magnification 
ratio in the SEM studies, it can be seen if an adipose cell 
considered in detail that there are damages in the cells 
attracted more attention (Figure 3b). Similarly, Çiftçi (32) 
has reported in a study conducted in rats that lipid droplets 
in the BAT cells are not wrapped with a membrane and 
these lipid droplets are combined with each other. The lipid 
droplets in BAT cells of the rat in his study were so great 
sometimes so that two or three of these droplets can cover 
the entire optic field of electron microscopy. In BAT of D. 
laniger, the big, rough and notched nucleus located near the 
center of the cell had no significant difference in terms of 
chromatin distribution as compared to those of the animals 
in active period. Çiftçi (1989b) has reported in another 
study he worked that there are no differences between lipid 
droplets and mitochondria of control group rats to which he 
has injected physiological saline solution and those of the 
experimental group.

There are some differences between the findings of 
the researchers working on the KYD of rats in the cold 
environment. Many of these differences may be dependent 
on the various factors such as the age of the animal in the 
cold, living conditions in the cage etc.

CONCLUSIONS

In this study, D.laniger  samples were examined in 
uncontrolled laboratory temperature. Some of the 
animals have been observed during the summer in active 
period, some of them during winter in hibernation period 
and some others during the winter in the intermediate 
awakened periods. Brown adipose tissue fragments 
taken from the interscapular part of these samples were 
photographed in the Transmission Electron Microscope. 
When the D. laniger samples in active period were 
analyzed via images taken from electron microscopy it 
was determined that there are plenty of mitochondria 
in the BAT cells, but rarely the lipid droplets. The 
lack of cytoplasmic material of the cell cytoplasm was 
drawing attention. There were mitochondria observed 
located between spherical lipid droplets in various sizes 
due to the features of the adipose tissue in BAT cells of 
D.laniger samples in hibernation (torpor) period. There 
are plenty of capillary vessels observed between the cells 
in the general structure of the tissue. There were lysis of 

Figure 2a. The brown adipose tissue of D.laniger in torpor period. M: 
Mitochondria, L: Lipid Droplet, CV: Capillary Vessel (TEM, x 1900)

Figure 2b. The brown adipose tissue of D.laniger in torpor period. M: 
Mitochondria, L: Lipid Droplet, N: Nucleus (TEM, x 4800).

Figure 3a. The brown adipose tissue of D.laniger in intermediate 
awakening period in winter N: Nucleus, F: Fused lipid droplets, M: 
Mitochondria (TEM, x 2900).

Figure 3b. The brown adipose tissue of D.laniger in intermediate 
awakening period in winter. L: Lipid droplets, M: Mitochondria, C: 
Cytoplasmic material loss (TEM, x 4800).
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cristae in mitochondria, contact between lipid droplets 
and partly cytoplasmic material loss observed in the 
D.laniger cells during the intermediate awakening period 
of hibernation. 

The significant part of the biological richness of a 
country constitutes mammals. This study is important 
due to the fact that D. laniger is chosen because of being an 
endemic specie and there is no such study conducted before 
in the literature. The findings obtained from this study 
has enabled us to have information about brown adipose 
tissue of D. laniger in our country. Moreover, this study is 
also important because it gave us new information about 
hibernation encountered in some mammals. The work we 
have conducted here is an original study. The information 
obtained from this study is intended to form the basis for 
future hibernation related studies on this species.
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NATIONAL & INTERNATIONAL SCIENTIFIC EVENTS

2016 8th International Conference on 
Bioinformatics and Biomedical Technology (ICBBT 
2016)

Venue: Hotel Colón
Location: Barcelona, Spain

BEGINS: Jun 10, 2016 
Ends:  Jun 12, 2016 

2016 7th International Conference on 
Environmental Science and Technology (ICEST 
2016)

Venue: HOTEL COLÓN
Location: Barcelona, Spain

BEGINS: Jun 10, 2016 
Ends: Jun 12, 2016 

2016 5th International Conference on Petroleum 
Industry and Energy (ICPIE 2016)

Venue: Colón Hotel Barcelona
Location: Barcelona, Spain

BEGINS:  Jun 10, 2016 
Ends: Jun 12, 2016 

2016 3rd Int. Con. on Mech. and Mechatronics 
Res. (ICMMR 2016)--Ei & Scopus (ICMMR 2016)

Venue: Crowne Plaza Chongqing Riverside
Location: Chongqing, China

BEGINS: Jun 15, 2016 
Ends: Jun 17, 2016 

2016 2nd Int. Con. on Power Control and Opt. 
(ICPCO 2016)--Ei & Scopus (ICPCO 2016)

Venue: Crowne Plaza Chongqing Riverside
Location: Chongqing, China

BEGINS: Jun 15, 2016 
Ends: Jun 17, 2016 

WCSE 2016 6th International Workshop on 
Computer Science and Engineering _ EI,SCOPUS

Venue: Park Hotel Tokyo
Location: Tokyo, Japan

BEGINS: Jun 17, 2016 
Ends:  Jun 19, 2016 

ICEIM 2016 5th Int. Con. on Engineering and 
Innovative Materials_SCOPUS, Ei Compendex

Venue: Amb. Row Hotel Suites by Lanson Place
Location: Kuala Lumpur, Malaysia

BEGINS: Sep 10, 2016 
Ends: Sep 12, 2016 

2016 3rd Int. Conf. on Power and Energy Systems 
Engineering (CPESE 2016)

Venue: Kitakyushu Int. Conference Center
Location: Kitakyushu, Japan 

BEGINS: Sep 08, 2016  
Ends: Sep 10, 2016 

ICRED 2016 2nd International Conference on 
Renewable Energy and Development_Ei, Scopus

Venue: Kitakyushu Int. Conference Center
Location: Kitakyushu, Japan

BEGINS: Sep 08, 2016 
Ends: Sep 10, 2016 

2016 5th International Conference on Nutrition 
and Food Sciences --Ei Geobase

Venue: Ananta Legian Hotel
Location: bali, Indonesia 

BEGINS: Jun 25, 2016
Ends: Jun 27, 2016 

MULTIPHYSICS 2016

Venue: ZHAW School of Engineering
Location: Zurich, Switzerland

BEGINS: Dec 08, 2016 
Ends: Dec 09, 2016 

11th Triennial Congress of the World Assoc.ion of 
Theoretical and Comput. Chem. (WATOC2017)

Venue: Gasteig München GmbH
Location: Munich, Bavaria, Germany

BEGINS: Aug 27, 2017 
Ends: Sep 01, 2017  

www.hjse.hitit.edu.tr
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