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The effect of the amount of catalyst on color and COD removal was investigated. 
According to results, by using ultrasound and TiO2/ZnO composite, decolorization 

increases until the optimum of the catalyst amount. The highest decolorization was obtained 
at 0.15 g/L of catalyst concentration. 

Ultrasonic Treatment of Biologically Treated 

Baker’s Yeast Effluent    59-63

by Emine Yilmaz

This analysis implies that the ridge growth stage is not controlled by Ziegler’s 
‘maximum entropy production principle’ but rather Prigogine’s ‘minimum 

entropy production hypothesis’ for the stationary non-equilibrium states in 
complex systems. 

Hillock Formation by Surface Drift-Diffusion Driven 
by the Gradient of Elastic Dipole Interaction Energy 

Under Compressive Stresses in Bi-Crystalline Thin Films 65-76

by Tarik Omer Ogurtani

The rate of conversion and how it varies along strike are not known due to the 
sparsely distributed GPS benchmarks in the region. At the same time, the 

aseismic fault creep determined using InSAR has needed to proof and improve by 
other techniques and tools. For this propose the new project has been started to 
determine quantitatively the rate of convergence and its variation along segment 
of the NAF between Bolu and Çorum.

Recent Tectonic Features of the Central Part (Bolu-Corum) 

of the North Anatolian Fault    77-83

by Hakan Yavasoglu
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In this context, cubic boron nitride (c-BN), which is a special polymorph of 
boron nitride, seems to be a high-potential candidate for engineering solutions 

due to its great mechanical and chemical properties. In this article, advantages and 
disadvantages of c-BN material system are presented with respect to our ongoing 
research efforts.

A New Generation, Promising Engineering Material: 

Cubic Boron Nitride (c-BN)   85-90
by Baris Cetin

The trigonal (BO3) and tetragonal (BO4
-) moities were determined in 11B NMR 

spectrums. According to P-XRD methods each of the compound structures 
are in crystalline form. The peaks of pentaborate anion [B5O6(OH)4]

- were seen 
in FT-IR spectra. 

Synthesis, Spectroscopic and Thermal 
Characterization of Non-Metal Cation (NMC) 
Pentaborates Salts Containing 2-amino-5-nitropyridine 

and 2-amino-6-methylpyridine as Cation   91-96
by Ümit Sizir
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In this study, biomass and waste gasification efficiencies were investigated in a 
lab-scale fixed bed reactor by the use of cyclone separator. Solid, liquid and gas 

products were monitored both during and after the completion of the process.

Monitoring of Waste Gasification Products: 

Solid, Liquid and Syngas    97-102
by Atakan Ongen

It is of the essence of this paper to attach importance to enabling prospective 
engineers to learn about simple and plain techniques and technologies of the 

past, while learning about the most up-to-date ones. .

Improving Fundamental Values and Environmental 
Awareness in Sustainable Engineering Education 

through Laboratory and Design Experiments  103-114

by Nihan Kaya

The inverse obstacle scattering problem we are interested is to reconstruct the 
image of an infinitely long homogeneous dielectric cylinder from the far field 

pattern for scattering of a time-harmonic E-polarized electromagnetic plane wave.

A Second Degree Newton Method for an Inverse 

Scattering Problem for a Dielectric Cylinder  115-125

by Ahmet Altundag
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 I am excited to announce the new issue of Hittite Journal of Science and 
Engineering (HJSE) which started to publish in December 2014. As we 
mention earlier in the previous issue, our ultimate goal is to provide a 
medium for the exchange and dissemination of new ideas, technological 
developments and research results as an abstracted and indexed journal. 
We believe that we are one step closer to this goal with this issue. 

The issue contains eight manuscripts from the disciplines of chemistry, 
applied mathematics, materials science and engineering, chemical 
engineering, geomatics engineering, and environmental engineering. These 

manuscripts was first screened by Section Editors using plagiarism prevention software and then reviewed and corrected according 
to the reviewer’s comments. I would like to express my gratitude to all our authors and contributing reviewers.

Meantime we set our policies of retraction and correction. Accordingly, HJSE will publish corrections for errors, made by the journal 
or authors, of a scientific nature that do not alter the overall basic results or conclusions of a published article. HJSE articles may 
be retracted by their authors or by the editor because of pervasive error or unsubstantiated or irreproducible data. Articles may be 
retracted, for example, because of honest error, scientific misconduct, or plagiarism. Errata are published at the discretion of the editors 
and appear as formal notices in the journal. 

I would like to thank to the President of Hitit University, Prof. Dr. Reha Metin Alkan, for his constant interest in HJSE and also to the 
Associate Editors of HJSE, namely Dr. Dursun Ali Kose and Dr. Oncu Akyildiz, as well as our Production Editor, Dr. Kazim Kose for 
their invaluable efforts in making of the journal. 

I invite the researchers and scientists from all branches of science and engineering to join us by sending their best papers for publication 
in Hittite Journal of Science and Engineering.
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Melanoidins are dark brown to black colored 
natural condensation products of sugar and 

amino acids produced by non-enzymatic browning 
reactions called Maillard reactions. Naturally 
melanoidins are widely distributed in food, drinks 
and widely discharged in huge amount by various 
agro-based industries especially from cane molasses 
based distilleries and fermentation industries as 
environmental pollutants [1].

Wastewater containing molasses has high 
chemical oxygen demand (COD) and biochemical 
oxygen demand (BOD), producing a strong odor and a 
dark brown color. If these wastewaters are discharged 
to water sources, the dissolved oxygen level decreases. 
Dark colors prevent sunlight penetration so, the 
photosynthesis activity decreases [2].

Biological treatment methods of a combination of 
anaerobic and aerobic processes are normally effective 
in removing the high organic load from molasses 
wastewater. However, degradation of melanoidins 
is about 6% to 7% after biological treatment so 
wastewater has still color [3]. Melanoidins have 
antioxidant properties which render them recalcitrant 
to biodegradation [4]. This means that there is strong 
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resistance to microbiological degradation. To improve 
the efficiency of the biological treatment, other 
treatment methods such as adsorption [1], ozonation [3] 
coagulation [4] and sonolysis [1] can be used as a pre-
treatment or a post treatment step.  

Sonolysis or sonochemical process uses ultrasound 
waves in the range of 20-1000 kHz. Ultrasound is 
transmitted throughout an aqueous solution to create 
acoustic cavitation. Micro-sized bubbles readily 
form, grow and subsequently collapse in split seconds, 
releasing extremely large magnitude of energy. Because 
of this energized water decomposes into hydrogen atoms 
and hydroxyl (·OH) radicals [5]. Sonochemical reactions 
can occur in three different regions: in the interior of 
the collapsing bubbles, at the interfacial region being the 
thin shell of fluid surrounding the collapsing cavitation 
bubble, and in the bulk solution [6].

However, in actual applications, the efficiency of 
using ultrasound alone to degrade organic compounds 
is relatively low. Many recent studies have been focused 
on the ultrasonic irradiation in combination with 
photocatalyst [7-12]. Most of studies on sonocatalytic 
degradation of water pollutant are made using TiO2 and 
ZnO catalyst mainly due to its wide availability, stability 

A B S T R A C T

The aim of this study was to examine the removal of color and chemical oxygen demand 
(COD) of biologically treated baker’s yeast eff luent with ultrasonic irradiation. An 

ultrasonic homogenizator with 20 kHz frequency was used for this purpose. TiO2/ZnO 
composite was used as a sonocatalyst. The effect of the amount of catalyst on color and 
COD removal was investigated. According to results, by using ultrasound and TiO2/
ZnO composite, decolorization increases until the optimum of the catalyst amount. The 
highest decolorization was obtained at 0.15 g/L of catalyst concentration. COD removal 
was 17% with ultrasonic irradiation and increased to 33% when using ultrasound along 
with the catalyst at the optimum amount. The effect of the solution pH on ultrasonic 
decolorization was also investigated in this study. 

Key Words: 
Baker’s Yeast Effluent; Decolarization; Sonocatalyst; Ultrasonic Irradiation. 

INTRODUCTION
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of the chemical structure, non-toxicity and reactivity, 
optical and electrical properties. TiO2 and ZnO have the fast 
recombination rate of electron and whole pairs and they can 
only absorb the ultraviolet light because of the relative broad 
band-gap. Therefore, to improve catalyst performance, the 
electron hole pair recombination must be strained [8, 11, 12].  

Biologically treated baker’s yeast effluent was used in 
this study. This treated wastewater meets environmental 
regulations, but its limitations in the treated wastewater may 
change and strong restrictions can be performed to protect 
environment. For this reason, an integrated treatment 
process can be used to improve existing properties of 
treated wastewater. In this study, sonolysis was used as a 
post-treatment step for biologically treated baker’s yeast 
effluent. In the previous literature ultrasound was used as a 
pre-treatment step for the treatment of molasses wastewater 
[13-15]. However, no study on sonocatalytic treatment of 
biologically treated baker’s yeast effluent was previously 
reported. 

The purpose of this study is to remove color and 
COD from the biologically treated baker’s yeast effluent 
using ultrasound. TiO2/ZnO composite has been used as 
sonocatalyst. The effect of catalyst amount of removal of 
color and COD was investigated for biologically treated 
baker’s yeast effluent. The effect of pH on decolorization 
was also investigated. 

MATERIALS AND METHODS
Materials
Biologically treated baker’s yeast effluent was obtained 
from Baker’s yeast factory located in the North of Turkey. 
The wastewater was collected after anaerobic-aerobic 
treatment plants and kept in a refrigerator at 4°C. The 
characteristics of the biologically treated wastewater 
used in this study are given in Table 1. TiO2 and ZnO 
were supplied from Merck. To investigate the pH effect 
on ultrasonic irradiation, the pH of the wastewater was 
adjusted by using NaOH and HCl.

Apparatus
Ultrasonic irradiation was introduced using a probe type 
processor. It was supplied from Bandelin (HD2200). Its 
operating frequency is 20 kHz and power is 200 W.  An 
ultrasonic bath (DSA50-SK) with 42 kHz frequency and 
1600 mL volume was used for the preparation of catalyst. 
A spectrophotometer of Hach-Lange DR2400 was used to 
measure COD and absorbance. COD measurement was 
done by using COD tubes with 0-1500 ppm concentration.

Catalyst Preparation
For the preparation of TiO2/ZnO catalyst, 4 mole TiO2 

and 1 mole ZnO were mixed, and then distilled water was 
added until wet the surface of the mixture. The mixture 
was sonicated in an ultrasonic bath for 6 min. in order to 
improve dispersion of TiO2 and ZnO. After completion 
of mixing, the mixture was dried at 100°C for 10h and 
calcined at 700°C for 60 min. [16, 17]. 

Procedure
A schematic diagram of the ultrasonic reaction system 
is given in Figure 1. Biologically treated wastewater was 
filtered before use. The reactor used in this study was a 
cylindrical glass vessel with 500 mL volume. This reactor 
was filled with 500 mL biologically treated wastewater 
and TiO2/ZnO catalyst was added. Then an ultrasonic 
probe was inserted into the reactor. The distance from 
the probe to the bottom of the reactor was 3 cm. The 
power of the ultrasonic probe was adjusted to 80 W 
and the pulsed cycle at 30%. Then the wastewater was 
irradiated by ultrasound for 60 min. The samples were 
withdrawn from the reaction mixture periodically and 
the centrifuge operated at 4000 rpm for 10 min. was used 
to remove any suspended particles and catalyst. After that, 
the absorbance and the COD of the sample was recorded 
using a spectrophotometer. Absorbance measurement 
was made at a wavelength of 400 nm. The absorbance 
of the effluent was evaluated to calculate decolorization. 

The reaction was performed at an uncontrolled 
temperature. This means that there was no external cooling 
mechanism to control the bulk solution temperature in 
the reactor. Due to dissipation of ultrasonic energy in the 
liquid, temperature of the reaction mixture may increase 
gradually as the ultrasonic irradiation time increases. 
Experiments started at ambient temperature about 20°C 

Table 1. Characterization of biologically treated baker’s yeast wastewater
Parameter Value
Color 100-200 Pt-Co
pH 6.5-8.0
COD 50-100 mg/L

Figure 1. Schematic diagram of the ultrasonic reaction system
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and reached to 40°C at the end of 1 hour. Similar results 
have been reported in literature for ultrasonic treatment 
of distillery wastewater [13, 14]. Yilmaz [18] has obtained 
the highest decolorization at uncontrolled temperature 
for ultrasonic treatment of baker’s yeast effluent. 

RESULTS AND DISCUSSIONS
Effect of pH on ultrasonic decolorization of 
biologically treated baker’s yeast effluent 
The pH of wastewater plays an important role in the 
degradation of organic pollutants by sonolysis. The 
pH of the biologically treated baker’s yeast wastewater 
used in this study was 7.4. To investigate the pH effect 
on ultrasonic irradiation, the pH of the wastewater 
was adjusted to 5.3 and 9. Figure 2 shows the effect of 
pH on ultrasonic decolorization of biologically treated 
wastewater. As shown from Figure 2 there was no 
response at 5.3 and 7.4 pH value. The 8.6% decolorization 
was obtained at the end of one hour when the pH of the 
solution was 9. 

In the case of molecules with ionisable functional 
groups, the rate of degradation under ultrasonic irradiation 
would be affected by the solution pH in view of the fact that 
negative charges exist near the periphery of cavitational 
bubbles. In addition, the gas-bubble interfaces are highly 
hydrophobic and the ionic state of contaminants may affect 
their tendency to partition into this hydrophobic region. 
Hydrophilic compounds are oxidized by the ·OH radicals 
in bulk solution and/or at the interface of liquid gas bubbles 
depending on the substrate concentration. Hydrophobic 
compounds are destroyed by pyrolysis in the bubble [19]. 
The properties of intermediate products may determine 
the effect of pH on ultrasonic decolorization of biologically 
treated wastewater.

SEM and surface analysis of TiO2/ZnO composite
In this study, a TiO2/ZnO composite with 4:1 molar ratio 
was used. It was calcined at 700°C for 60 min. The typical 
SEM image of TiO2/ZnO is shown in Figure 3. As shown 
in Figure 3, the composite consists of spherical particles, 
many mesopores and particles aggregated to form larger 
particles. Table 2 shows the results of surface analysis. 

Effect of TiO2/ZnO composite amount on 
ultrasonic decolorization of biologically treated 
baker’s yeast effluent
There was no decolorization by using only ultrasound 
at the original pH value of the baker’s yeast effluent. To 
ensure sonolytic degradation of organic compounds, 
TiO2/ZnO composite was prepared. The molar ratio of 
the TiO2/ZnO composite was 4:1 and calcined at 700°C 
for 60 min. The presence of a catalyst can enhance the 

dissociation reaction of H2O molecules to increase the 
number of free radicals generated, thereby increases the 
number of free radicals [20].

Before ultrasonic irradiation, 500 mL biologically 
treated baker’s yeast effluent and desired amount of TiO2/
ZnO composite were put into the reaction vessel and 
magnetically stirred for 60 min. without any irradiation to 
show the adsorption capacity of the composite. Then the 
sample was taken out and centrifuged. The absorbance of 
the sample was measured. It was found to be no change 
in absorbance value compared with wastewater at the 
beginning. Then ultrasonic irradiation was applied.

Experiments were done by adding different amounts 
of TiO2/ZnO composite and the original pH value of the 
wastewater. As shown from Figure 4, addition of catalyst 
ensured decolorization. As the catalyst ratio increases from 
0.1 to 0.15 g/L, the decolorization increases. Increase in 
catalyst amount provides an increase in total surface area of 

Table 2. Surface analysis of prepared composite TiO2/ZnO

Calcination 
temperature 
(°C )

BET surface 
area (m2/g)

Pore volume 
(cm3/g)

Pore diameter 
(nm)

700 8.6141 0.013036 5.7960

Figure 2. Effect of pH on ultrasonic decolorization of biologically 
treated baker’s yeast effluent

Figure 3. SEM images of prepared TiO2/ZnO composite. 
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catalyst, so the generation of ·OH radicals intensifies. After 
the optimum catalyst amount decolorization decreases, 
because excessive amounts of catalyst may inhibit 
dissipation of the ultrasound and the generation of radicals. 
Accordingly, sonocatalytic activity decreases.

Similar results were reported in literature. Abdullah 
and Liang [7] investigated the effect of TiO2 loading on 
sonocatalytic degradation of organic dyes. The degradation 
efficiency of organic dyes rose when the TiO2 loading was 
increased from 1 to 1.5 g/L. The effect was attributed to 
the increasing sites to generate free radicals with increasing 
sonocatalyst loading. The removal efficiency began to 
decline at higher loadings. The lower removal at high 
loadings of the catalyst could be explained by the fact that 
excessive TiO2 particles would cause mutual screening 
effects of the particles that shield congo red molecules from 
receiving sonic waves. In another study, Jamalluddin and 
Abdullah [10], the effect of catalyst ratios on sonocatalytic 
degradation of reactive blue 4 was investigated. According 
to the results, too much of catalyst added into the reaction 
system would cause the mutual screening effect among 
the catalyst particles. Thus, the energy provided by the 
ultrasound could not reach the surface of the catalyst to 
consequently result in lower generation of active radicals. 
COD removal
The samples withdrawn were analyzed for the changes in 
the COD. The effect of the ultrasound on COD removal 

of the biologically treated baker’s yeast effluent is shown 
in Figure 5. COD removal was 17% and 33% by using only 
ultrasound and combination of ultrasound and 0.15 g/L 
TiO2/ZnO composite respectively. 

Organic load of the biologically treated baker’s yeast 
effluent was low. However, COD was not completely 
removed under the ultrasonic irradiation within the 60 
min. reaction time. Degradation products are recalcitrant 
to ultrasonic irradiation. A similar result is obtained by 
Merouani et. al [21]. According to their results, intermediate 
products have very low probabilities of making contact with 
·OH radicals, which react mainly at the interface of the 
bubble. Thus the sonochemical action that gives rise to a 
product bearing more hydroxyl groups is of low efficiency 
toward COD abatement.

CONCLUSIONS
In the present study, ultrasonic decolorization and COD 
removal of biologically treated baker’s yeast effluent 
were studied. The effect of pH and TiO2/ZnO composite 
amount were investigated for ultrasonic treatment of 
baker’s yeast effluent. According to the results, there 
was no decolorization of biologically treated baker’s 
yeast effluent by using ultrasound solely. A combination 
of TiO2/ZnO composite and ultrasonic irradiation 
improved decolorization of biologically treated baker’s 
yeast effluent. Highest decolorization was obtained at 
0.15 g/L composite amount. COD removal was 17% with 
ultrasound and 33% with the combination of ultrasound 
and 0.15 g/L composite. 
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Grain boundary (GB) thermal grooving is 
a capillary driven surface morphological 

evolution, and observed in the vicinity of the grain 
boundary- free surface junctions in polycrystalline 
materials at rather elevated temperatures. When the 
underlying bulk system is exposed to the external 
and/or internal stress fields the problem becomes 
much more complicated. One of the most widely 
employed method to study the effects force fields on 
the GB grooving, is to couple the capillary-driven 
surface diffusion with the steady state atomic flux 
induced by the normal component of the surface 
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traction acting on the GB layer.

Following this approach Genin et al. [1] extended 
Mullins’ [2] classical theory of thermal grooving to study 
the development of an isolated groove with constant GB 
flux due to normal compressive stress gradients (i.e., 
Herrings’ force) acting on the GB layer. They observed 
stagnation of the groove formation under compressive 
stresses.

In addition to GB grooving, the formation and 
development of ridges or hillocks is one of the most 
commonly observed surface reconstruction phenomena 
in polycrystalline thin films. In situ observations of thin 
films revealed that ridges generally form in the vicinity 
of GB TJs; and it is thought that they form under the 
influence of residual and/or thermo-mechanical 
compressive stresses, induced during the deposition 

A B S T R A C T

We investigated surface drift diffusion induced grain boundary (GB) grooving 
and ridge (hillock) formation and growth, under the combined actions of the 

capillary forces and applied uniaxial compressive stresses, in bi-crystal thin films with 
dynamical computer simulations. In the present theory, the generalized driving force 
for the stress induced surface drift diffusion includes not only the usual gradient of the 
elastic strain energy density, but also the elastic dipole tensor interaction energy. During 
the morphological evolution of GB ridge formation and growth, triple junction (TJ) 
displacement and its velocity are continuously tracked down in order to resolve precisely 
the crossover time and depth at which velocity sign inversion takes place. An incubation 
time for the onset of the ridge growth stage coupled to the GB-TJ displacement velocity 
inversion is defined and its dependence on the stress is investigated. This analysis implies 
that the ridge growth stage is not controlled by Ziegler’s ‘maximum entropy production 
principle’ but rather Prigogine’s ‘minimum entropy production hypothesis’ for the 
stationary non-equilibrium states in complex systems, which are exposed to external 
applied body forces and surface tractions.

Key Words: 
Grain Boundary Grooving; Non-Equilibrium Thermodynamics; Surface/Grain 
Boundary Diffusion; Compressive Stresses; Thin Films. 

INTRODUCTION
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and/or the thermal cycling processes, respectively [3–9]. 

One of the drawbacks of the study of Genin and 
coworkers [1, 6, 7] was the absence of long range surface 
diffusion into the ridge from the surroundings film area. 
Kim et al. [9] indicated the essence of long range diffusion 
by citing Chaudhari’s [10] ridge model in which an analysis 
of the lattice diffusion (Nabarro – Herring creep) was 
presented. Presland et al. [11], on the other hand, provided 
the evidence for the surface diffusion controlled mechanism 
during ridge growth in silver thin films. These authors 
directly adopt the results of the Hull-Rimmer theory 
[12] by noting the similarity between the two problems, 
ridge growth and GB void growth, after making suitable 
arrangements. As a result, they obtained a ridge growth rate 
which is linearly proportional with the applied stresses. Gao 
et al. [13] and Zhang and Gao [14] have studied constrained 
grain boundary diffusion coupled with the surface diffusion, 
leading to formation of crack-type wedges via mass transfer 
between grain boundary region and the free surface of 
the film. The proposed coupling relies on the crack tip 
curvature and its higher derivatives (See: Eqs. 13 and 14 of 
reference 14) where, the surface drift diffusion considered 
in their treatment is of Mullins type, which is completely 
controlled by the capillary forces acting along the free 
surfaces and there was no attempt to consider the gradient 
of hydrostatic part of stress tensor as a driving force. 

The elastic strain energy density (ESED) gradient 
driven instability is predicted to occur for stresses of either 
sign (quadratic stress dependence). However, for a kinetically 
driven instability, if the interface is unstable for a given stress 
state, then it should necessarily be stable for the opposite 
stress state or vice versa [15]. Lahiri [16] studied ridges on a 
Pb thin film and observed the effect of stress sign reversal: 
The ridges grow under compressive stresses and shrink in 
height under tensile stresses. Similarly, Barvosa-Carter et 
al. [15] demonstrated that the corrugated Si (001) interface 
is stable under tensile and roughens under compressive 
stresses. It is evident that ESED cannot play any role in the 
sign reversal behavior observed in surface morphological 
evolutions but a term with a linear stress dependence can. 

In this paper, we considered the role of the gradient 
of the hydrostatic part the stress tensor generated by the 
applied uniaxial compressive stress system as a driving force 
on the surface drift diffusion (via isotropic surface point 
defects) through the elastic dipole tensor interaction (EDTI), 
which was proposed and elaborated by Ogurtani [22] and 
presented briefly in Appendix. The EDTI is accounted for 
the interactions in the bulk phases between the strain field 
of the mobile atomic carriers (mono-vacancies or paraelastic 
defects such as Frenkel defects) and the local stress fields. 
EDTI is also valid for the mobile defects ‘ad atoms’ lying 

at the surface layer as well as in the grain boundary region 
as demonstrated by Kirchheim [18] in his well-accepted 
classical work. Later, other authors also employed the 
concept for bulk [19] and grain boundary [20] diffusion. 
According to our best knowledge, excluding our recent 
work on the effects of applied uniaxial tension stresses on 
GB grooving [21], there exists neither gross scale simulation 
nor analytical work that reflects the dominant effect of long 
range surface drift-diffusion driven by the stress gradient in 
the literature. The main reason for this is that the surface is 
always assumed to be traction free, and thus the Herring’s 
force vanishes identically (see Appendix). 

The present computer simulation experiments 
emphasize the crucial role played by the EDTI as driving 
force for surface diffusion in explaining the GB grooving 
under compressive stresses as well as the ridge formation 
at the GBs. In these experiments, we did not take into 
account the particle flux coming from or going through the 
GB region (evaluated at the TJ) directly. In other words, we 
assumed that the material drainage at the GB-groove tip and 
transfer through the GB by the non-vanishing stress field 
gradients as well as by the concentration inhomogeneities 
of the mobile species is negligibly small compared to the 
material excavation and transport by the stress driven 
surface drift-diffusion operating along the groove surfaces 
via EDTI.

Physical and Mathematical Modeling
The thermodynamic composite system under 
consideration consists of two bulk regions, and a vapor 
phase. The bulk regions are connected by a GB, and the 
vapor phase is separated from the solid phase by a singly 
connected curved surface layer as illustrated in Figure 1. 
The surface layer and the GB region are both presumed 
to have finite and invariant thicknesses, denoted as sh  
and gh , respectively. 

Figure 1. Sketch of a grain boundary groove, which evolves on the 
upper triple junction, illustrating its width (w), depth (h and d), maxima 
(hmax) and dihedral angle (φ). Here W and L denote the half film width 
and length, respectively. The grain boundary extends along the origin. .
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a. The governing equation for the surface drift-
diffusion and growth

According to the micro-discrete formulation of the 
irreversible thermodynamics of surfaces and interfaces 
[22, 23], the evolution kinetics of traction free surfaces 
exposed to the elastostatic fields in addition to the 
capillary forces, may be described in terms of surface 
normal displacement velocities ordV  by the following 
well-posed moving boundary value problem in 2D 
space for ordinary points. In the following expression, 
normalized and scaled parameters and variables are used, 
and they are indicated by the bar signs over the letters:

(1)

In the above expression, / o≡    is the normalized 
curvilinear coordinate along the surface (arc length) in 
2D space. Here, o  is the arbitrary length scale, and is 
chosen as / 2 100 nmo oh= ⇒  for the present simulation 
studies, Here, oh  is the thickness of the thin film having 
a length designated by oL , which is taken as equal to 

 
. This choice implies that the aspect 

ratio of the test module, denoted by /o oL hβ ≡ , is 15. o
vbg∆  

denotes the normalized thermal part of the volumetric 
Gibbs free energy density difference ( )o o

vb v bg g g= −    
between the realistic void phase (vacuum/vapor) and the 
bulk matrix ( o

vbg∆ <0 evaporation or void growth). This 
normalization is done with respect to the specific surface 
Gibbs free energy of the surface phase denoted by sg , and 
it is given by /vb vb o sg g g∆ = 

 , which also involves the 
length scale or the metric o . Similarly, the second group 
of terms in Eq. (1) is related to the surface growth process, 
which will not be employed in the present simulation 
studies ( 0;  0o

vb vbg∆ = Μ = ) to avoid further complications 
in data interpretations. 

In Eq. (1), oκ κ=   is the local curvature and is taken 
to be positive for a concave solid surface (troughs). Similarly, 
the positive direction of the surface displacement is assumed 
to be towards the bulk (matrix) phase, which implies the 
growth of surface troughs or grooves, and the simultaneous 
shrinkage of crest regions. 

The normalized hoop stress is denoted by, / o
h h hσ σ σ=

, which was normalized with respect to the nominal stress 
applied at the edges of the specimen, oσ . The hoop stress in 
plane strain condition may be defined by ˆ ˆ. .h t tσ σ= , where 
t̂  is the unit surface tangent vector, and σ  is 2D-stress 
tensor evaluated at the bulk region just adjacent to the 
surface layer. The hoop stress for the traction free surfaces 
may be given by the following exact connection: h Trσ σ=  
since ˆ ˆ. . 0n nσ =  for traction free surfaces. The double under 

bars indicate tensor quantities. Ξ  designates the elastic 
dipole tensor interaction (EDTI) parameter, which is given 
by the expression ( )1  / 3o

o h sTr gν σΞ = +   . Here, Tr  is the 
trace of the elastic dipole tensor. For further applications 
of EDTI on the stress dependent surface growth mobility, 
one may refer to Ogurtani and Akyildiz [24], Ogurtani 
and Oren [23]. Similarly, the dimensionless parameter Σ  
corresponds to the relative value (referred to the capillarity) 
of the intensity of the elastic strain energy density (ESED) 
contribution on the stress-driven surface drift-diffusion. 
For plain strain condition, ESED takes the following form: 

( )( )2 2: / 2 1 / 2h Eσ ε ν σ→ − . Here ε  is the strain tensor, E  is 
the Young’s modulus, and ν  is the Poisson’ ratio. Then one 
writes ( ) ( )221 / 2o

o h sEgν σΣ = −  . 

The time and space variables { },t  are scaled in 
the following fashion: first of all, ( )ˆ /s s s sD h kTΜ = Ω , an 
atomic mobility associated with the mass flow at the 
surface layer is defined and then a new time scale is 
introduced by ( )4 2 ˆ/o o s s sgτ = Ω Μ . Here, sΩ  and sD  are the 
mean atomic volume of chemical species in the surface 
layer and the isotropic part (i.e., the minimum value) of the 
surface diffusion coefficient respectively. The generalized 
mobility, ˆ

vbΜ , associated with interfacial displacement 
reaction taking place during the surface growth process 
(adsorption or desorption) is also normalized with respect 
to the mobility of the surface diffusion, ˆ

sΜ , and is given 
by 2ˆ ˆ/vb vb o sΜ =Μ Μ . The normalized time t and the test 
module thickness 

oh  used in the present simulations are 
defined by / ot t τ= , and /o o oh h=  , respectively. 

TJ drift velocity along the rigid GB can be represented 
by [22, 23]: 

(2)

Here, ad , and gΩ  are the interatomic distance and 
mean atomic volumes of chemical species in the GB layer, 
respectively. longM  is the longitudinal generalized mobility 
of the TJ, which is defined below. ϕ+  and ϕ−  are the dihedral 
angles as illustrated in Figure 1. λ  is the wetting parameter 
associated with the TJ, which is assumed to be isotropic in 
the present case study. It may be given by / 2g sg gλ = , where 

gg  is the specific surface Gibbs free energy associated with 
the GB.

The following boundary conditions at the TJ in 
terms of right and left side fluxes associated with the sur-
face layer may be written;

(3)

In the above equation, the ( ) first group of terms 

( ) ( )
2

2 2
2

o o
ord vb h h vb vb hV g gκ σ σ σ κ∂

= ∆ + +Ξ +Σ −Μ ∆ +Σ +
∂

( )2 2 cos cos
2

g along long
g

s g

d
V

h
λ ϕ ϕ+ −Ω  = Μ − + Ω

( ) ( )2 2cos / 2 sin sin
2

long transa a
o g

s s

d dJ Jλ ϕ ϕ ϕ+ −= Μ − +Μ −
Ω Ω
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represents the material lost from the TJ-edge of the GB 
layer due to shortening of its length caused by the GB-TJ 
longitudinal motion, and then injected equally into the 
both branches of the surface layer to extend its length 
(in situ 2D-phase transition). The last group of terms 
corresponds to the mass transfer from one side of the 
surface layer to another side through the GB-TJ region to 
compensate the asymmetry in the surface groove profile till 
the non-equilibrium stationary state having symmetrically 
disposed configuration is attained asymptotically. Here, the 
particular partition of the incoming GB flux gJ  between 

oJ +  and oJ −  at the GB-TJ is a matter of convenience; 
otherwise it is completely arbitrary as long as one satisfies 
the generalized law of conservation of particles including 
the in situ phase transformation at the TJ. Here, the positive 
direction of the surface flux oJ   is taken along the clock-
wise direction enclosing sidewalls of the finite specimen in 
2D space. Similarly, gJ  denotes the normalized atomic flux 
associated with the incoming GB mass flow evaluated just 
at the GB-TJ. In the present simulation studies, the atomic 
grain boundary flux term gJ  is not considered. 

transΜ  corresponds to the normalized transverse 
mobility of the TJ with respect to ˆ

sΜ . The explicit 
expressions may be given by:

         ,                       ,                     (4)

Where, longℜ  and transℜ  are the transition 
rates associated with the longitudinal and transverse 
displacements of the TJ, which may be calculated by Eyring 
[26] transition rate theory. 

b. Numerical methods

In the evaluation of the hoop stresses at the top and 
bottom free surfaces of the thin metallic bicrystal 
film including GB groove faces we utilize the simplest 
implementation of the indirect boundary element 
method (IBEM) [27] which utilizes the mid-positions 
of the straight line elements in two dimensional space 
as collocation points. This guarantees the surface 
smoothness conditions for the validity of the governing 
Fredholm integral equation of the second kind at the 
corners and edges. Neumann boundary conditions are 
employed along the top and bottom surfaces (i.e., surface 
tractions are zero, ˆ. 0nσ = ) and prescribed surface 
normal tractions (i.e., uniaxial compression defined as 

ˆxx L
xσ

±
  at L±  ) at the specimen edges. The explicit 
Euler’s method combined with the adaptive time step 
auto-control mechanism is employed in connection with 
Gear’s stiff stable second-order time integration scheme 
[28] with the initial time step selected in the range of 
( )8 910 10− −−  in the normalized time domain. This so-
called adaptive time step procedure combined with the 

self-recovery effect of the capillary terms guarantees the 
long-time numerical stability and accuracy of the explicit 
algorithm even after performing 75 90 272 2 10− ≈ steps. 
An adaptive mesh refining procedure is continuously 
applied using the criteria advocated by Pan and Cocks 
[29]. Typically, the number of active collocations points 
in our discretization scheme varied from 400 to about 
550 depending on the normalized applied stress and TJ- 
longitudinal mobility. The curvature and the normal line 
vector are evaluated at each node for each time step by 
using discrete geometric relationships in connection with 
the fundamental definitions of the radius of curvature in 
differential geometry. 

In our calculations, a few percent unavoidable mass 
leakage is observed at low stress levels ( )0.1Ξ ≤ −  to the 
system, which shows appreciable improvements at the 
moderate to high stress levels ( )1Ξ ≥ . This leakage arises 
from both edges of the test modulus even though we are 
employing insulating boundary conditions:

 ( )2 0Edges h h
L

J κ σ σ
±

∂
= +Ξ +Σ →
∂

The main reason is associated with the fact that one 
doesn’t have enough number of collocation points at 
the critical spots of the test modulus such as edges and 
corners, where the extreme high stress concentrations take 
place. We have also used a special program to compensate 
this mass leakage at the edges, which adds to or subtracts 
material from the upper and lower surfaces, respectively, 
using a well-defined scaling factors. On the other hand, the 
genuine mass accumulations at the ridges mainly come 
from the upper and lower surfaces of the specimen, which 
results as the thinning of the film. This thinning is very 
hardly noticeable since the sample has a very high length to 
thickness aspect ratio.

In the next section, while discussing on the 
simulation results we would often encounter with the 
time constant and thus it is beneficial to get some idea on 
the magnitude of the tentative time constant based on the 
available experimental data in the literature. According 
to the definitions of the time constant oτ  and the surface 
mobility ˆ

sM  introduced previously, one may write 
4 / ( )o

o o s s s skT D h gτ  ≡ Ω  , which may be easily calculated 
using the published physico-chemical data available in the 
literature. Using the values tabulated for copper in Table 
1, one finds that 2 65.72 10 10  soτ

+ + ≅ × −   depending upon 
the selected scale length o  [ ]100 1000 nm nm−  at 573oT K=
, which is the standard device accelerated test temperature. 
At room temperature, 300oT K= , one obtains about eight 
orders of magnitudes higher values for the normalized time 
such as 10 141.2 10 10  soτ  ≅ × −  .

ˆ
long

glong

g

h
kT

ℜ
Μ =

Ω
ˆ

trans
trans s

s

h
kT

ℜ
Μ =

Ω
ˆ s s

s
s

D h
kT

Μ =
Ω
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RESULTS AND DISCUSSIONS
In this section, first we will compare general features of 
the profiles obtained under the low uniaxial compressive 
stress field and the one deduced from the thermal 
grooving experiment presented in Figure 2d, where only 
the capillary forces are in action. Then the topological 
effects of the increase in the applied uniaxial compressive 
stress are examined critically by altering EDTI parameter 
covering a wide range of values: [Ξ = –0.1, … ,1,.. –10].

In the present simulations ESED contribution is 
ignored due to the fact that the EDTI term is at least a few 
orders of magnitude larger; especially for the medium and 
low stress levels. Using the values tabulated in Table 1; for a 
copper film having a thickness of oh =200 nm with a scaling 
length o =100 nm, the given EDTI interval corresponds to 
[σCu=13.25–1325] MPa, and for aluminum: [σAl=2.96–296] 
MPa. These stress ranges yield for ESED, respectively: 
[ΣCu=3.5x 510− ,…, 3.5x 110− ] and [ΣAl=6.3x 610− ,…, 6.3x

210− ]. However, as we mentioned previously, the difference 
between these two parameters decreases as the stress level 
increase. This is due to the quadratic dependence of ESED 
rather than the linear dependence of EDTI to the stress. It 
was found by Ogurtani [22] that the threshold level of the 
stress was about 21 GPa for the silicon and 15.6 GPa for 
copper thin crystal films, and above which the elastic strain 
energy ESEDw  starts to dominate the elastic dipole tensor 
interaction energy denoted by EDTIu , according to the 
relationship: { }1/ 2 / 3EDTI ESED ou w ETr σ −= −  . The upper stress 
level employed for the present simulations for 200 nm thick 
samples can be comparable with findings of Friesen et al. 
[30] namely, the instantaneous stress level at the initiation 
of the Volmer–Weber growth of polycrystalline Cu films 
was lower in the pre-coalescence regime (of order 1 GPa), 
and increased monotonically up to the film continuity, and 
then remained constant thereon (of order 10 GPa). Still the 
100 nm Cu film deposited on the backside of each cantilever 
to improve the laser reflectivity did not show any plastic 
deformation, and showed rather reversible stress evolution 
during the growth. 

Here, the initial configurations of the reported test 
modulus are always a flat surface having a freshly formed 
GB cutting the crystal into two pieces. Accordingly; the 
groove tip displacement is measured with respect to the 
original surface and the positive direction is chosen towards 
the bulk phase (Figure 1). In this paper, only the upper 
half of the test modulus is illustrated, which has reflection 
symmetry with respect to the mid-plane of the bicrystal. 

Successive profiles, given in Figure 2a-b, show that the 
evolution under a uniaxial compressive stress (Ξ=−0.1) is 
tend to form a ridge (hillock) at the GB. The groove depth ‘h’, 
which is measured from the initial flat surface towards the 
bulk region, is presented in Figure 2e on a semi log scale with 
respect to the normalized time. A close inspection shows 
that the depth follows up a t1/4 trajectory after an initial 
transient stage, which can be categorized as Mullins’ type, 
up to a certain depth where one observes a very pronounce 
peaking on the plot. This peaking depth may be called as 
the crossover depth designated by ‘ ch ’, and similarly the 
corresponding normalized time may be designated as the 
crossover time for a good reason, and denoted by ‘ ct ’. If one 
zooms into the termination region of Figure 2c, it is observed 
that the GB-TJ displacement velocity is crossing the zero 
line and changes its sign, and then continues upwards to 
take negative values but ever decreasing in magnitude, and 
finally approaches zero line, asymptotically. This peculiar 
behavior is more pronounced in Figure 3b-4b, where a few 
orders of magnitude much higher stress is employed. Thus, 
the crossover time ct , where the depth, velocity and hoop 
stress versus log(time) plots, all show extremal behavior may 
be designated as the signature for the incubation time for 
the ridge formation and growth process. 

Another characteristic length that was adopted by 
Mullins for his classical analytical theory; is the depth 
measured from the position of the peak maxima to the GB-
root (d=h+hmax), and designated by ‘d’. It is also illustrated 
in Figure 3b in log-log scale together with the similar plot 
for the peak maxima maxh . The simulation results presented 
in Figure 3 are obtained for a factor of ten increase in the 

Table 1. Physicochemical properties of Al, Cu, Sn, and Pb [38].  

Al Cu Sn Pb

Elastic Moduli (GPa) 70.6 129.8 49.9 16.1

Poisson’ Ratio 0.345 0.343 0.35 0.44

Surface tension (nm-1) 0.915 1.780 0.685 0.480

|tr(l)| 0.69 0.3 0.6 0.6

Q
s
( eV) 0.62 0.95 0.506 -

D0
s(m

 2s-1) 3x10−6 5.84x10−5 4.9x10−4 -

hs(m) 2.86x10−10 2.56x10−10 5x10−10 -

WS(m3) 1.66x10−29 1.18x10−29 2.71x10−29 3.02x10−29
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applied nominal stress Ξ =1.0, compared to the previous 
simulation experiment. Figure 3b clearly indicates that the 
distance from the groove root to the maxima ‘d’ shows a 
well-defined plateau during the ridge growth, even though 
the peak maxima doesn’t show any sign of stagnation but 
rather elevation. Here a slight overshooting also takes place 
before the dihedral angle reaches to the non-equilibrium 
stationary value (Figure 3d-4d). All these indicate that 

the ridge translates into a nonequilibrium stationary state 
(according to the definition of Prigogine [31], when the 
Mullins’ depth and width parameters enter into the well-
defined plateau regime as may be also seen in Figure 2c-d 
by zooming if one filters out the white noise associated with 
the local internal entropy production.

In Figure 3c-4c the kinetics of the groove width and 

Figure 2. (Color online) Isotropic grain boundary grooving for λ=0.5, 0.25long transΜ =Μ =Μ =  and 
Ξ=−0.1. a) 3D representation of the groove evolution, b) successive 2D profiles; curvature and hoop stress 
distributions corresponding to t=3.11 (black profile), c) kinetic data for groove depth (‘d’), maxima and TJ 
velocity, d) comparison of the stress free and groove under tension profiles given by Genin et al. [1] at t=1.0; 
curvature and hoop stress distributions at t=1.0, e) kinetic data for groove depth (‘h’), width and TJ stress, f) 
energy changes and the kinetic data for the dihedral angle in semi-log scale. 
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the value of the hoop stress at the TJ are also demonstrated. 
The compressive hoop stress value reported in these plots 
increase in magnitude as the groove deepens to ch and then 
decreases as the grain boundary length increases with the 
ridge formation. On the contrary to the local hoop stress, 
the groove width stays constant during the plateau region. 
These are all strong indications for the existence of the 
ridge as a non-equilibrium stationary state under the given 
applied constant compressive stress system (isothermal 
isobaric natural process).

The solution proposed by Genin et al. [1] have also been 
presented in Figure 2d by reproducing it (using equations 
23-27 of aforementioned article) for an arbitrary constant 
grain boundary flux of j=0.4, and for λ=0.5, B=1.0, and t=1.0. 
Although there are some fundamental differences, there 
exists a qualitative agreement between the Genin’s analytic 
solution and the simulated profile in Figure 2. This is due 
to the fact that the dihedral angle and the GB-TJ velocity 
reported in Figure 2c-f follow trajectories very similar to the 
equilibrium trajectories employed in Mullins theory, during 
the natural evolution of the grain boundary groove at this 

moderately low stress levels. In the present case, the applied 
stress directly acts on the surface drift diffusion through 
the EDTI, while the GB region assumed to play no active 
role (no gradient driven matter flux is coming out from the 
GB to the TJ or vice versa, 0gJ = ) in the overall process. 
The GB region has only one active role that is the direct 
involvement in the 2D-phase transition (in situ material 
exchange) taking place at the GB-TJ during its longitudinal 
displacement. 

The free energy changes presented here in several 
plots are formulated recently [32] in great details for the 
isobaric composite system. Such a system is enclosed by 
external flexible and diathermal boundaries that allow not 
only establishing thermal equilibrium in the system, but 
also permitting to have a direct contact with the external 
constant surface tractions and body forces. That means 
the work done on the system is non-vanishing, 0W∆ ≠

. For such a system having a discrete free surface contour 
line, letting n to designate the total number of nodes, one 
may write down the rate of total strain energy relaxation 
(dissipation power) at a given time step i during the evolution 

Figure 3. (Color online) Isotropic grain boundary grooving for λ=0.5, 0.25long transΜ =Μ =Μ =  and Ξ=−1.0. a) 
successive 2D profiles; curvature and hoop stress distributions corresponding to t=0.39 (black profile), b) kinetic data for 
groove depth (‘d’), maxima and TJ velocity, c) kinetic data for groove width, depth (‘h’) and TJ stress, d) energy changes 
and the kinetic data for the dihedral angle in semi-log scale. 
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as: 

(5)

Here, i o iP Pτ≡  and 2 2(1 ) / 2o ow Eν σ≡ −  is the nominal 
elastic strain energy density, and 2/ (1 )E ν−  is the plain 
strain elastic modulus, iℑ  is the total scaled temporal 
length of the top surface of bi-crystal modulus including 
groove region at a given time step i, and with j standing for 
the collocation nodes of discrete surface. , ,( / )h ij h ij oσ σ σ≡  
and ijv  are the calculated normalized hoop stresses and 
velocities at each node. The summation is performed 
over the free surface contour line exposed to the surface 
drift diffusion. Then, the cumulative elastic strain energy 
relaxation (dissipation) of the body E∆ <0, which is 
according to Clapeyron’s theorem [32, 33] compensated by 
one-halve of the work done on the isobaric system, may be 
calculated as a function of discrete normalized time it  by 
a simple integration (i.e., summation) procedure applied to 
above expression: 

<0                                                                (6)

The relationship in Eq. (6) is utilized to compute the 
total elastic strain energy relaxation, which is equal to the 
cumulative strain energy stored e

iW∆  in the body with 
an inverted sign e

i iW E∆ = −∆ >0, and then the results are 
plotted in Figure 4d. The corresponding change in the bulk 
Gibbs free energy of a Hookian elastic solid is given by [33] 

b Th e
i i i iG F W E∆ ≅ ∆ −∆ ⇒ ∆ <0, assuming that the entropy 

density is not a sensitive function of strain. Here, 0Th
iF∆ →  

is the thermal part of Helmholtz free energy, which is 
identically equal to zero for the isothermal changes. On 
the other hand, the global variations in the film surface free 
energy (capillary) including the shortening of the GB layer 
may be computed by the following equation:

(referred to the initial 
dead loaded state) (7)

Here, 1
o

∗ −≡ Σ   is the characteristic length, ih  is the 

Figure 4. (Color online) Isotropic grain boundary grooving for λ=0.5, 0.25long transΜ =Μ =Μ =  and Ξ=−3.0. a) successive 2D 
profiles; curvature and hoop stress distributions corresponding to t=0.062 (black profile), b) kinetic data for groove depth (‘d’), 
maxima and TJ velocity, c) kinetic data for groove width, depth (‘h’) and TJ stress, d) energy changes and the kinetic data for the 
dihedral angle in semi-log scale. 
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temporal normalized depth measured from the original flat 
surface, and oL  is the initial flat top surface length. Then 
the global Gibbs free energy variations during GB grooving 
process as referred to the initial dead loaded state may be 
calculated from the following formula in real time and 
metric space, where 2s s

i o iG G∆ ≡ ∆  and b b
i o iG G∆ ≡ ∆ :

(referred to the initial 
dead loaded state) (8)

The free energy changes, which are normalized with 
respect to common cofactor 2

o ow 
   are given in Figure 2f, 

indicate that the absolute value of the cumulative strain 
energy relaxation increases monotonically as the surface 
roughness increases. On the contrary, the change in the 
global Gibbs free energy strictly follows the change in 
the surface free energy (due to the increase in the surface 
area), which makes a minima in negative scale and then 
monotonically increases to assume positive values. This 
anomalous situation as may be seen from Figures 3d and 
4d is more critical for the higher stress levels, where one 
hardly can observe any dip in the global Gibbs free energy 
change. The global Gibbs free energy plots clearly show that 
the isothermal ridge growth process taking place above the 
TJ-velocity inversion point (See; the cross-over in Figures 3d 
and 4d) is energetically unfavorable. 

Therefore, it is rather a kinetically driven process, 
which dominates the whole ridge growth stage. This also 
gives us a hint that the ridge growth stage is not controlled 
by Ziegler’s [34] ‘maximum entropy production principle, 
designated as , but by the 
‘minimum entropy production hypothesis, characterized 
by , as formulated by 
Prigogine [31] for the stationary weakly non-equilibrium 
states in linear complex systems, which are now exposed to 
fixed body forces and surface tractions.

In Figures  3 and 4, we presented the effect of an 
increase in the stress (EDTI) on the growth kinetics of a GB 

groove by surface diffusion under compressive stress fields. 
In each case distance ‘d’ reaches a constant value, which is 
inversely proportional to the applied stress and similarly the 
value of the crossover depth decreases as stress increases. 
The amplitude of the secondary oscillations on both sides 
of the groove root rapidly increases with the applied stress 
during this kinetically driven evolution so that one may 
speak of extremely high surface instability above certain 
values. 

An analysis of crossover depths ‘hc’ and inversion-times 
collected for different levels of applied stresses may provide 
an analytical expression for the incubation time for ridge 
formation or may give an estimation of the time and depth, 
where grain boundary migration may start to occur if it is 
possible, as in the case of Genin’s [6] model. 

Such an analysis is presented in in Figure 5 and 
following equations are obtained by linear regression:

(9)

(10)

Reverting back into the real time and space the above 
equations yield into:

(11)

(12)

Figure 5b clearly shows that the crossover time plot 
has a very sharp knee at { }/ 1c o EDTI su gΞ ≡ = . Based on 

Figure 5. (Color online) Analysis of the crossover depth ‘hc’ and corresponding time as a function of the applied 
stress. 
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this information one can conclude that this parameter, in 
addition to the size of the specimen, is directly connected 
to the ratio of the EDTI and the surface Gibbs free energy 
densities. Thus it may be used as a threshold signature to 
separate the capillary and stress dominating regimes for the 
GB-ridge growth process under the uniaxial compressive 
stresses. This parameter also shows that the small specimen 
size pushes the system towards the capillary regime where 
the incubation time for the ridge formation stretches to 
longer times in logarithmic scale (i.e., apparent stagnation), 
just the contrary to the one should expect a priory.

CONCLUSIONS
In this study, we simulated and analyzed the surface 
morphological evolution kinetics associated with the GB-
ridge formation and growth, in finite size bicrystal thin 
films under the applied uniaxial compressive stresses. 
In our simulations, the elastic dipole tensor interaction, 
between the strain field of mobile atomic species at the 
surface layer and the local stress field induced by the 
applied constant surface tractions and body forces, is 
considered to be the primary driving source rather 
than the gradient of the elastic strain energy density 
inhomogeneities. The most important outcomes of the 
extensive computer simulation studies may be outlined 
as follows:

1. On the contrary to the ESED, the use of gradient 
of the EDTI energy between the stress field and 
the mobile atomic species as a driving force for 
the surface drift-diffusion provides direct means 
to observe effects of compressive stresses on the 
evolution of bicrystal thin films for relatively small 
strength levels { }13.25( ) and 2.86 (Al)  MPao Cuσ ≅ .

2. The effect of an applied stress field on GB grooving 
in thin film bamboo lines is studied in a wide range 
of EDTI parameters: Ξ = [–0.1, … , –10], which 
correspond to [–13.25, … , –1325] MPa for copper 
and [–2.96, … , –296] MPa for aluminum with scaling 
length of ℓo=0.1 μm. The application of compressive 
stresses slows down the groove penetration but 
rather favors development of grain boundary ridge 
profiles that are in accord with the results obtained 
by Genin et al. [1]. 

3. The present non-equilibrium thermokinetics theory 
has shown great potential for describing the growth 
kinetics of experimentally observed ridges in thin 
films through surface diffusion. However, there is 
still room for improvement by considering the grain 
boundary flux injection to GB-TJ by the applied 
stress system.

4. The grain boundary area increases during the ridge 
growth and such a process through an immobile 
boundary (normal to the initial film surface) is 

energetically unfavorable. Thus, a more complete 
model should be accounted for the GB migration 
(grain growth), which will be our future objective 
via the incorporation of TJ transverse motion. Yet 
in this study, an incubation time for hillock growth 
and a crossover depth, over which GB migration 
becomes energetically favorable, are defined and 
discussed by staying within the limits of the present 
model. For λ=0.5, the crossover depth is found to 
be proportional with 1/3σ − . It is also found that the 
stress dependence of the incubation time for hillock 
growth distinguishes between high and low stresses, 
and is proportional to 3/2σ − and 4/5σ − , respectively.

5. Since the global Gibbs free energy increases rather 
than the decrease monotonically, the ridge growth 
stage is not controlled by Ziegler’s ‘maximum 
entropy production principle’ [34] but rather by 
the ‘minimum entropy production principle’ as 
postulated by Prigogine [31] for the stationary 
weakly non-equilibrium states in complex systems, 
which are now exposed to preset fixed body forces 
and surface tractions.

6. These results indicate that, the application of bi-
axial compressive stresses to the ultra-fine grain 
poly-crystalline thin films might be a good strategy 
to develop network of honeycomb shape ridge 
structures (quasi-quantum rings), which may show 
strong interface confinement to achieve certain 
unusual electronic and optical properties due to 
their particular 3D topology. This type of ridge 
assembly having almost honeycomb style pattern 
after the elevated temperature annealing treatment 
may offer a chance to study the magnetic behavior 
of susceptibility and the Aharonov-Bohm effect [35].
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Appendix
The elastic dipole tensor concept was first introduced 
by Late Professor Kröner [36] for the elastic strain 
field interaction between point defects and the applied 
stress fields in bulk phases, which may be formulated 
as :EDTI au σ∗ = −Ω   The tetrahedral elastic dipole 
tensor associated with these so-called paraelastic 
defects may be described by: ˆ 1 ( ) ( )q n q n mIλ ηδ δ∗  = +   
where 3q =  denotes direction of the symmetry axis 
and ( )3 1 1/η = −    is closely related to the shape 
factor. 3 1 2,  =    are the principal values of the 
tetragonal elastic dipole tensor, along the symmetry 
axis denoted by q̂  and in the interface tangent 
plane (transverse components), respectively. ( )n qδ  is 
Kronecker deltafunction, q̂  denotes the direction of 
the tetragonal axis, which is parallel to the interface 
normal n̂  for the present case, and ( ).  indicates that the 
Einsteinsummation rule for the repeated indices is not 
valid. Then one can easily show that the EDTI energy may 

be given by the following expression :EDIu λ σ∗ = −Ω   
1( )qqTrσ ησ= −Ω +  for the general stress systems, 

where ˆ ˆ. .qq q qσ σ≡ , and it is equal to zero for the 
traction free surfaces. As a special case; the uniaxial 
stress system acting in the surface tangent plane in the 
direction of t̂ , one can obtain the following expression 
for EDTI energy: ˆ̂1EDI ttu σ∗ = −Ω , where ˆ̂ttTrσ σ⇒  is 
called hoop stress in engineering applications. The 
general formula given previously, clearly shows that one 
cannot consider the application of the pure hydrostatic 
stress (whether it is hydrostatic pressure or triaxial 
tension) pIσ = −  on the composite system (solid/fluid 
and solid/amorphous), without violating the mostly 
used traction free boundary conditions. In the case 
of biaxial stress system acting in the surface tangent 
plane one can also obtain the following expression 
for EDTI energy: ˆ̂12EDI ttu σ∗ = − Ω . This shows that the 
biaxial in-plane stress has twice the effect of uniaxial 
stress as confirmed experimentally by Hong et al. [37].
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Seismic hazard and loss assessment are important 
phenomena to save human life. For this purpose, 

understanding the mechanism of the active fault 
under tectonic stress is still critical subject [1-2]. The 
active faults can move abruptly to release the strain 
accumulation and produce destructive earthquakes 
or slip continuously (aseismic fault creep) without 
produce earthquakes significantly. The sudden 
release of accumulated strain on locked active faults 
(earthquake) along active faults can be subdivided into 
four periods: interseismic, preseismic, coseismic, and 
postseismic. This sequence is called the earthquake 
cycle in the literature. On the contrary, faults 
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which slip freely can be locked partially ([3] such as 
Hayward fault [4], the Superstition Hills fault [5], the 
Longitudinal Valley fault [6], and the Ismetpasa and 
Destek segments and of the North Anatolian Fault [7-
9]. In this subject, the important ıssue is threshold of 
the aseismic slip rate. If it is equal or larger than long-
term slip rate, the destructive earthquakes will not 
occur along the fault which has aseismic slip rate. On 
the contrary, if the creep motion is lower than long-
term slip rate along the fault, the fault has potential 
to produce moderate-to-large size earthquakes [9]. 
Therefore, knowledge and motoring of the aseismic 
fault creep and also comparing the results with long-

A B S T R A C T

After the 1999 Izmit and Düzce earthquakes, the earth science studies increase on the 
NAF to better understand mechanism and to monitor the motion of it. Monitoring 

such motion can be achieved by the instrumental tools or techniques like GPS, InSAR, 
LIDAR, creep meter, etc. The GPS observations showed that while the NW-SE trending 
section of the NAF between Karlıova and Vezirköprü has nearly strike slip mechanism, 
the NE-SW trending section of the NAF between Vezirköprü and Bolu has transpressive 
character. While the fault-parallel velocities have been estimated from just a few GPS 
vectors available in the region, little is known about the fault-perpendicular component 
of the regional velocity. The rate of conversion and how it varies along strike are not 
known due to the sparsely distributed GPS benchmarks in the region. At the same 
time, the aseismic fault creep determined using InSAR has needed to proof and improve 
by other techniques and tools. For this propose the new project has been started to 
determine quantitatively the rate of convergence and its variation along segment of the 
NAF between Bolu and Çorum. In this study, we focus on the Bolu-Çorum segment of 
the NAFZ using GPS technique. The main aim of this study is determination of creep 
rate with geodetic measurements and combination of the data obtained from seismology, 
geodesy and geophysics to understand fault mechanism. Therefore, in this paper we 
discuss tectonic phenomena on the central part of the NAFZ and present the first results 
of the project.

Key Words: 
Creep; GPS; Deformation; Nort Anatolian Fault; Earthquake. 
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Table 1. List of the earthquakes[26]

Date Latitude (°) Longitude (°) Depth (km) Magnitude

24.11.2013 40.8205 31.8691 5.99 5.1

06.06.2000 40.693 32.992 10 6

16.11.1999 40.717 31.608 10 5.1

05.10.1977 40.963 33.411 33 5.8

03.09.1968 41.86 32.463 20 6.3

07.09.1953 40.956 33.204 10 6.1

Figure 1. (a) Simplified map of the North Anatolian Fault showing creep 
locations and recent major earthquakes. (b) General trend of the North 
Anatolian Fault around Destek segment. “F” and “D” indicate the locations of 
the surveyed areas in and near Destek (Fig 2b) (after [9]).

Figure 2. (a) Detailed map of the Ismetpasa. “R” is the railway station in 
Ismetpasa, “H” is the Hamamlı Village and the dashed line is the trace of the 
NAF. (b) Detailed map of (D) Destek. The dashed line is the trace of the NAF 
(after [9]).

Figure 3. Time history of surface creep at Ismetpasa as reported 
by various studies following the 1944 earthquake (after [3]). 
Horizontal and vertical bars are the time window and error range 
of measurements, respectively. The question mark corresponds to 
the unknown effect of the 1951 earthquake on creep rate. Curve 
shows the fit of the exponential relaxation function to the change 
of the creep rate with time [18].

term slip rate are critical to prevent loss of seismic 
hazard.

The Ismetpasa and Destek segments where lie 
from Bolu the west to Corum the east were ruptured 
by the earthquakes in 1943 (Tosya Ms=7.6), 1944 
(Bolu-Gerede Ms=7.3) and 1951 (Kursunlu Ms=6.9) in 
the last century (Figure 1 and 2, the list of the other 
earthquakes are given in Table 1). 

Geoscience Studies
In this study, we focus on the central part of the 
NAF with three sub-segments; Ismetpasa on the 
west, Destek on the east and central part between 
east and west boundaries. 

Aseismic fault creep on the NAF was firstly 
reported by Ambraseys [7] at Ismetpasa segment 
and was calculated the rate of aseismic slip 20 mm/
yr using tape meter measurements. After Ambraseys, 
the first geodetic study was started by establishing 
triangulation and trilateration network across the fault 
near Ismetpasa. The geodetic measurements indicate 
that the rate of creep is 9.3±0.7 mm/yr [10] and 7.8±0.5 
mm/yr [11]. Using InSAR technique, Cakir et al., [8] 
estimated the rate 8±3 mm/yr for the creeping on 
the section. The LIDAR technology was also used 
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CONCLUSIONS
The new geodetic network with 43 stations was 
established to monitor the creep and non-creep sections 
of the NAF. The first GPS campaign was carried out in 
August 2014 (on GPS days; 235, 236, 237, 238 and 241) 
with 5 second sample interval and 15 degree elevation 
mask. The first campaign data both obtained from new 
43 sites and 48 continuous GPS stations (IGS and CORS-
TR) was evaluated by GAMIT/GLOBK software [23].

Pseudo-range and phase GPS data are analyzed 
using GAMIT software as single-day solutions. Station 
coordinates, satellite orbits, 13 tropospheric zenith delay 
parameters per site and phase ambiguities using doubly-
differenced phase measurements are solved while applying 
loose a priori constraints to all parameters. 

The IGS final orbits, IERS earth orientation parameters 
are used, and azimuth and elevation dependent antenna 
phase center models are applied.

After the second and third campaigns, the project will 
be valuable. The similarities and differences in seismological 
behavior of the NAF along its creeping and non-creeping 
sections will be investigated for the first time in this project. 
It is an important shortcoming that such an investigation 
has not been conducted yet even though the phenomenon 
of surface creep in Ismetpasa has been known for over 40 
years and in Destek discovered recently. Creeping section 
of the San Andreas Fault at Hayward has been monitored 
using micro geodetic and seismic networks for many years, 
which have revealed important information about the 
rheology and temporal behavior of the fault and its potential 
for producing earthquakes [24]. This will be the first study 
on the seismic characteristics of the creeping section of the 
NAF.

Figure 5. Black lines show creep model in different locking depth from 
1km to 16km. Red lines show the interseismic and coseismic behavior 
without creeping.

by Karabacak et al. (2011) [9] to calculate the rate of 6.8–
10.0±4.0 mm/yr and 9.1–10.1±4.0 mm/yr. Cakir et al., (2012) 
[2] and Cetin et al., (2014) [3] reported that the rate is not 
stable along the fault and reaches a maximum of 20±2 mm/
yr 20km to the east from Ismetpasa (Figure 3 and 4). 

Another aseismic creep segment on the NAF was 
reported by Karabacak et al. (2011) [9] in Destek village on 
the northeast of the Corum. This segment of the NAF was 
ruptured in 26 November 1943 Tosya (Ms=7.6) earthquake. 
LIDAR results on this part of the fault showed an aseismic 
slip rate of 6.0–7.2±4.0 mm/yr, which releases considerable 
amount of strain in this part of the NAF but the results of 
the LIDAR measurements were not verified by the another 
techniques, observations or studies. This can be a handicap 
to explain the behavior of the fault in this segment.

The central part of the NAF in our study area, where no 
another aseismic surface slip section reported by previous 
studies. At the same time, Yavasoğlu et al. (2011) [19] and 
Peyret et al. (2013) [20] indicate that the central part of the 
NAF in between Destek and Ismetpasa are still active and 
going on strain accumulation with slip rate 20.5 ± 1.8 mm/
yr. 

DISCUSSIONS
The long term-slip rate is important issue in active 
tectonic studies to compare with aseismic slip rate and to 
understand the behavior of the active faults. The GPS is 
an accurate and economic tool to calculate the long-term 
slip rate for active faults. As explained in the previous 
section, the valuable studies have been published, except 
global and local GPS measurements for the central part 
of the NAF excluding studies that show general global 
slip rate, [19-22]. 

In this project, five profiles shaped GPS networks across 
the fault are established to determine local movement such 
as aseismic slip rate or creeping according to model (Figure 
5). 

Four profiles were established in Ismetpasa segment 
and one for Destek region. Each profile has eight force-
centered stations located approximately from the north 
to the south and almost perpendicular to the fault on the 
profiles (Figure 6a, 6b and 6c).

We also combine the creeping and non-creeping 
sections of the NAF using continuous GPS sites (CORS-TR) 
(Figure 7).
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Figure 6. (a) Active seismic fault in Turkey. (b) 
Ismetpaşa segments, red triangles are CORS-TR 
stations and purple squares are these project new sites. 
(c) Destek segment. Dashed lines represent the profiles 
(see in text)

Figure 7. Green circles are new GPS sites, red reverse triangles for CORS-TR sites, and purple squares are IGS GPS stations..
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Because of its high mechanical, chemical and 
tribological properties and its potential on 

improving tool parts, c-BN material system attracts 
major research interest. c-BN has a very high hardness 
value (45 GPa Knoop) and has a potential to exceed 
that of diamond if it is understood and engineered 
at the microstructural level. It does not react with 
ferrous metal and oxygen even at high temperatures 
besides of its high thermal conductance and electrical 
resistance. Chemical stability towards ferrous metals 
and oxygen at high temperatures such as 1300°C, is 
a field that c-BN surpasses the diamond [1-3]. It was 
observed that when a fragment of c-BN was twice 
heated over 2000°C in vacuum, the material was 
not attacked by any of the usual acids and was only 
slowly oxidized in air at 2000°C [4]. By means of its 
great properties, c-BN is being used in production 
of tool steels with powder metallurgy or coating of 
them by PVD, coating of die steels in sheet metal 
forming or direct applications to final product where 
high wear resistance is needed [5-6]. Furthermore 
its antibacterial behavior creates opportunities for 
biomedical applications [7].
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Polymorphs of BN 
BN exists in nature with different polymorphs. 
Due to the specific bonding behavior of boron 
and nitrogen atoms, BN exists in many different 
structures. The well-known four polymorphs of BN 
are cubic (c-BN), hexagonal (h-BN), rhombohedral (r-
BN) and wurtzite (w-BN). The variety of interesting 
properties of boron-nitrogen materials are closely 
related to their crystal structures. For example c-BN 
is a hard material, and its mechanical, thermal, and 
electronic properties are similar to diamond. On 
the contrary, h-BN is a soft material, whose softness 
comes from its layered hexagonal crystal structure, 
similar to graphite; therefore, h-BN is known also as 

“white graphite” [8-9]. Crystal structure information 
for the primary crystalline boron nitride phases are 
given in Table 1 [10].

As it is discussed, different polymorphs of BN 
such as c-BN and h-BN exhibit different mechanical 
properties. In comparison of both polymorphs, c-BN 
coatings have higher hardness while h-BN coatings 
yield better self-lubricating properties. 

A B S T R A C T

In order to meet the design requirements and expanding demands in various engineering 
fields, it is essential to incorporate new technological improvements in material 

sciences into existing processes and applications. This involves engineering new material 
systems and improving existing ones towards higher strength, toughness and wear 
resistance. In this context, cubic boron nitride (c-BN), which is a special polymorph of 
boron nitride, seems to be a high-potential candidate for engineering solutions due to its 
great mechanical and chemical properties. In this article, advantages and disadvantages 
of c-BN material system are presented with respect to our ongoing research efforts. The 
preliminary results about the characterization study of thin film c-BN coatings with 
Raman spectroscopy are also presented.

Key Words: 
Cubic Boron Nitride; Wear Resistance; Raman Spectroscopy. 

INTRODUCTION



B.
 C

et
in

 e
t. 

al
. /

 H
it

ti
te

 J 
Sc

i E
ng

, 2
01

5,
 2

 (1
) 8

5–
90

86

Therefore, c-BN is better solution in case of tool steel 
coating while h-BN is better choice where lubrication is an 
issue. This necessitates improved control over polymorph 
compositions for the specific purpose. In other words, it 
is a crucial issue for deposition of film coating to assure 
the content of desired polymorph and make the necessary 
characterization operations in order to evaluate the 
results. Volumetric percentage of c-BN, h-BN and others 
polymorphs in the resultant coating may alter hugely by 
small changes in deposition process parameters or material 
combinations. The higher is the c-BN content, the harder 
the resultant coating will be. It is not that much easy but 
possible to obtain BN coatings whose c-BN content is nearly 
%90. On the other hand, it should be taken into account that, 
adhesion is also a crucial subject. The most performant 
coating is not the one which has the highest c-BN content, 
i.e. strength and hardness. For instance, a coating with high 
hardness but low adhesion may not result in high machining 
performance [11]. In order to reach the most performant 
point, c-BN content and adhesion should be sufficiently 
good at the same time. Existence of high intrinsic stress in 
coating has a high potential in perturbing the adhesion of 
thin film.

Intrinsic Stress Problem of c-BN
The major disadvantage of c-BN is the high intrinsic stress 
values if a standard PVD (Physical Vapor Deposition) 

process is applied and a critical thickness (approximately 
500 nanometer) is exceeded. This intrinsic stress which 
occurs between the substrate and thin film could reach 
up to very high levels such as 20 GPa. This huge amount 
of stress may lead to crack formation or peeling-off of the 
thin film [12]. One of the basic reasons for formation of 
intrinsic stress is the epitaxial interactions and different 
coefficients of thermal expansion of the substrate and 
coating material [13]. In the literature, it is proven that by 
means of special methods and processes like sequential 
growth, ion reduced stress relief, annealing, sputter 
cleaning, etc., c-BN films could be created with a 0,5 GPa 
intrinsic stress  and a 1,3µm thickness [14]. In Figure 
1, intrinsic stress – time graphs for medium energy 
simultaneous implantation technique is illustrated as 
example.

Utilization of complex cyclic process of sputter 
cleaning, growth, ion radiation induced stress relaxation 
and annealing might also give good and low-stress results. 
This process is illustrated in Figure 2 using the transverse 
optical (TO) Fourier transform infrared (FTIR) line position 
of c-BN as an indicator for the averaged stress in the growing 
film [15].

A very good alternative for the creation of stress-free 
c-BN films is the fluorine based CVD (Chemical Vapor 

Table 1. Structural Data for Boron Nitride Phases

Phase a (A°)
[18]

c (A°)
[18]

Space Group Atom Positions

h-BN [19] 2.5043 6.6562 P63/mmc
(194)

B: (0,0,0), (2/3,1/3,1/2)
N: (2/3,1/3,0), (0,0,1/2)

r-BN [20] 2.5042 9.99 R3m
(160)

B: (0,0,0), (2/3,1/3,1/3), (1/2,2/3,1/3)
N: (2/3,1/3,0), (1/3,2/3,1/3), (0,0,2/3)

c-BN [1,21] 3.6153 F43m
(216)

B: (0,0,0), (1/2,1/2,0), (0,0,1/2), (1/2,0,1/2)
N: (1/4,1/4,1/4), (3/4,3/4,1/4), (1/4,3/4/,1/4),
(3/4,1/4,3/4)

w-BN [21,22] 2.5505 4.210 P63/mmc
(186)

B: (0,0,0), (1/3,2/3,1/2)
N: (0,0,3/8), (1/3,2/3,7/8)

Figure 1. a) Stress-relief of c-BN by simultaneous Argon implantation during deposition, b) Stress-relief of c-BN by simultaneous Nitrogen implantation 
during deposition [11]. 



87

B.
 C

et
in

 e
t. 

al
. /

 H
it

ti
te

 J 
Sc

i E
ng

, 2
01

5,
 2

 (1
) 8

5–
90

Deposition) application. With this special process, the 
critical ion energy level which is needed for the nucleation 
of c-BN can be decreased reasonably. As a result of the lower 
ion-bombardment energy, intrinsic stress might be reduced 
to ~1-2 GPa and the films show good adhesion with substrate 
and long-term stability [15]. However, CVD has also an 
important disadvantage of high operating temperatures. 
This high temperatures may cause some thermal softening 
or recrystallization of the substrate which can highly effect 
its hardness and toughness. Therefore, some optimization 
should be made among the deposition methods and also 
the operating parameters in order to obtain a c-BN coating 
which is desired.

Characterization of BN Coatings
There are several methods in the characterization of thin 
films such as FTIR spectrometry, Raman spectroscopy, 
X-Ray diffraction, and etc. Performing characterization 
tests is essential for deposition process since the final 
content of the film is barely dependent to operation 
parameter, substrate material, and etc. In order to 

assure the repeatability of the deposition or create any 
correlation between the operating parameters and 
content of the resultant film, it would be better to make 
characterization with minimum two methods. With the 
characterizations of thin films, deposition processes 
should be verified.

The characterization of c-BN is a challenging task 
because c-BN films could be very small-grained and highly 
defective [10]. It should also be noted that while working 
with very thin films like 40-50 nanometer, the penetration 
depth in other words the wavelength of the input light is 
very important. When the penetration depth goes superior 
to coating thickness, the spectroscopy analysis would also 
give information not only about the coating s but also about 
the substrate material.

Raman spectroscopy is a non-destructive testing 
method that is used to determine chemical composition 
and molecular strain in materials by utilizing photon 
vibration frequencies.  Raman spectroscopy with its small 
wavelength (~532 nm) has a great advantage in thin film 
characterization with proper optical penetration depth. If 
the characteristic Raman shift values of a specific molecule 
is defined previously, then it can easily be detected by 
measurements. 

In the field of BN coatings, the standard frequency 
shifts (Raman peaks) of the polymorphs are designated 
in the literature in a detailed manner. Therefore, the 
volumetric composition of any BN coating could be 
determined or computed by means of confirm Raman 
spectroscopy analysis.

There is a collaborative study between Atilim University, 
Nanoscopy Laboratory and FNSS Defense Systems Inc. 
which focuses on micro and nano characterization of BN 

Figure 2. Cyclic PVD deposition process of c-BN 

Figure 3. a) Raman spectra of a Cu-rich prepared CuInS2 sample [16], b) Raman spectra of commercial sintered c-BN HTHP [10].
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coatings on tool parts. A novel Raman spectrometer has 
been designed specializing only on analysis of BN coated 
tool parts. As software and hardware development of the 
system still continues, the preliminary results on BN coated 
cutting tools (end mill cutters) using Raman spectroscopy is 
shown in the Figure 4. The end mill cutter studied here was 
made from high speed steel (HSS) and it was coated with BN 
using RF magnetron sputtering technique after ultrasonic 
cleaning process.

In Figure 4a, design and prototype of the BN Raman 
spectrometer is shown. Optical and mechanical design 
has been completed and the measurements have been 
initiated as shown in Figure 4b. The preliminary results 
on a cutting tool using Raman spectroscopy is shown 
in the Figure 5 with the calibration data. In Figure 5.a, 
PDMS polymer was measured using 532 nm excitation 
wavelength. The calibration data shows proper calibration 
of the spectrometer with clear signatures matching with the 
standards. In Figure 5b, the first measurement on a cutting 
tool coated with BN is shown. The first results show that 
possible fluorescent background should be eliminated by 
changing c-BN coating parameters in order to obtain better 
signal to noise ratio to study phonon signatures shadowed. 
While main phonon modes for BN system are known 
from the literature, many others relating to interfacial and 
chemical phases are also needed to be investigated in order 
to understand the mechanisms contributing to fluorescent 
background and low signal to noise ratio. We expect they 
might originate to multiple reasons including chemical 
phases on the interface, metal oxides and material defects. 
Further studies are ongoing in order to elucidate their real 
behavior on the coated systems.

CONCLUSIONS
c-BN systems promise high potential on improving 
mechanical and thermal properties of the tool parts as 
well as the wear resistance. In order to unleash its true 
potentials there are many challenges to overcome its 
growth where understanding of its microstructural 
properties becomes rather important. In this study, we 
have developed a custom Raman spectrometer specially 
designed for BN coating characterization in order to 
understand behavior of its molecular level dynamics in 
relation to macro scale properties. The calibration data 
shows proper calibration of the Raman spectrometer 
system with clear standard signatures obtained from 
the test sample. Our first result on a cutting tool shows 
not only phonon signatures may be present but also 
fluorescent background is observed which may be 
attributed to many origins including interfacial effects, 
chemical phases and material defects. Further studies are 
ongoing in order to understand the real behavior relating 
to micro scale dynamics of the BN coatings on tool parts.
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Boron is a chemical element with symbol B 
and atomic number 5. Because boron is 

produced entirely by cosmic ray spallation and not 
by stellar nucleosynthesis, it is a low-abundance 
element in both the Solar system and the Earth’s 
crust [1]. In biology, borates have low toxicity in 
mammals (similar to table salt), but are more toxic 
to arthropods and are used as insecticides. Boric 
acid is mildly antimicrobial, and a natural boron-
containing organic antibiotic is known [2]. The 
earliest routes to elemental boron involved reduction 
of boric oxide with metals such as magnesium or 
aluminum. However the product is almost always 
contaminated with metal borides. Pure boron can 
be prepared by reducing volatile boron halides with 
hydrogen at high temperatures. Ultrapure boron for 
use in the semiconductor industry is produced by 
the decomposition of diborane at high temperatures 
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and then further purified with the zone melting or 
Czochralski processes [3]. Elemental boron is rare 
and poorly studied because the material is extremely 
difficult to prepare. Most studies on “boron” involve 
samples that contain small amounts of carbon. 
Chemically, boron behaves more similarly to silicon 
than to aluminum. Crystalline boron is chemically 
inert and resistant to attack by boiling hydrofluoric or 
hydrochloric acid. When finely divided, it is attacked 
slowly by hot concentrated hydrogen peroxide, hot 
concentrated nitric acid, hot sulfuric acid or hot 
mixture of sulfuric and chromic acids [4]. Boron is 
always found in nature combined with oxygen as 
anhydrous mixed metal oxides or as hydrated metal 
borates, with more than 200 borate minerals known 
and more than 100 were structurally characterized 
[5–7]. Borate materials have attracted a great deal 
of attention in the past decades because of their 

A B S T R A C T

The pyridine derivatives, 2-amino-5-nitropyridine and 2-amino-6-methylpyridine 
(6-aminopicolin), were used for the synthesis of two new non-metal cation (NMCs) 

pentaborate structures. The NMCs pentaborate molecules were characterized using 
11B-NMR, elemental analysis, BET, FT-IR, P-XRD and melting point technics. The 
thermal properties had been investigated by TGA/DTA/DTG methods. 2-amino-5-
nitropyridine and 2-amino-6-methyl pyridine (NMC)s pentaborates showed different 
thermal stabilities among each other, but degradation of the dehydration of the following 
organic both NMC pentaborate structure as part away and decomposition products 
of B2O3 occurs by having glassy structure. The trigonal (BO3) and tetragonal (BO4

-) 
moities were determined in 11B NMR spectrums. According to P-XRD methods each 
of the compound structures are in crystalline form. The peaks of pentaborate anion 
[B5O6(OH)4]

- were seen in FT-IR spectra. Lastly, the hydrogen storage properties of 
these molecules were studied. The estimated molecular formulas of the complexes are 
as follows: 

2-amino-5-nitropyridine pentaborate: [C5H5N3O2][B5O6(OH)4]3H2O
2-amino-6-methylpyridine pentaborate: C6H8N2][B5O6(OH)4]2H2O

Key Words: 
Boron; Non-metal Cation Borate Structure; Pentaborate; P-XRD; Thermal Investigation; 
11B-NMR.

INTRODUCTION
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rich structural chemistry and potential applications in 
mineralogy and industry [8-10]. The large family of borate 
materials have provided an expansive area of research in 
the last decades owing to their rich structural chemistry 
and important applications as nonlinear optical (NLO) 
crystals, luminescent host materials, lithium battery 
electrodes and porous open-frameworks for catalysis 
and separation [11]. From the structural point of view, 
boron atoms may coordinate with oxygen atoms not only 
in three-fold coordination (triangular, BO3), but also in 
four-fold coordination (tetrahedral, BO4). The BO3 and 
BO4 groups may be further linked via common oxygen 
atoms to form polynuclear anions, including isolated 
rings (or cages), infinite chains, sheets and frameworks  
and salts containing polyanions such as [B4O5(OH)4]2

[-11] , 
[B5O6(OH)4]1

-[12] and [B9O12(OH)6]3
-[13] have been reported 

[12–17]. Some structures display ‘isolated’ borate or 
polyborate anions, but the vast majority display more 
condensed anions comprising infinite chains, sheets or 
networks. Generally, the boroxole (B3O3) ring in various 
guises is a reoccurring structural motif, with the Lewis 
acidity of the metal counter-ions influencing the observed 
structures: strongly Lewis acidic metals being commonly 
found in structures with a high proportion of four-
coordinate boron sites [18,19]. The only minerals that 
do not contain metal counter-ions are ammonioborite, 
[NH4]3[B15O20(OH)8].4H2O [20] and larderellite [NH4]
[B5O7(OH)2].H2O [21] and these polyborate minerals 
have anionic structures exclusively paired with the 
ammonium cation. Non-metal cations differ from metal 
cations in their potential for interactions with borate 
anions: metal cations are spherical and primarily accept 
electron density from oxygen donors whilst non-metal 
cations may be nonspherical and may have H-bond 
donor sites [22]. These properties may lead to previously 

unobserved borate structural moieties and further offers 
the opportunity to explore structure directing H-bond 
relationships. Indeed, the guanidinium and imidizolium 
poyborate systems both display the isolated nonaborate 
anion, [B9O12(OH)6]

-3, and this anion is only observed 
with these non-metal cations [23]. More recently 
some template complexed metal cation/ pentaborate 
anion salts have been characterized [24]. In this study, 
we reported non-metal cation (NMC) pentaborate 
structures derived from the amino acids histidine and 
arginine and characterized by spectroscopic and thermal 
and methods. 

EXPERIMENTAL
0,02 mol 2-amino-5-nitropyridine and 2-amino-6-
methylpyridine (Sigma-Aldrich) were solved in a mixture 
of acetonitrile (50/50 mL). Then (5.5 mL) methyl iodide 
(Sigma-Aldrich) was added on both of them to occur 
cationic form for 2-amino-5-nitropyridine and 2-amino-
6-methylpyridine ligands. The solution was heated using 
heating basket about two hours at 85°C under reflux unit. 
Then formed colour different crystals were collected 
with filtration. Then the crystals were solved in 100 mL 
distillation water and the ion-exchange resin was added 
on it (double amount of crystals). The purpose of this 
step is to change iodine ion in 2-amino-5-nitropyridine 
and 2-amino-6-methylpyridine with hydroxy ion in resin. 
The solution with ion exchanger resin was remained 
about 24 hours at room temperature. After the filtration 
of resin, 0.1 mol (6.2 g) boric acid (Sigma-Aldrich) was 
added on the ion-exchanged solution. The last solution 
was stirred about two hours on magnetic stirrer. Then 
the solution was evaporated until drying with rotatory 
evaporator and the precipitate samples was collected and 
dried at 50°C in a vacuum stove.

Figure 1. Synthesis scheme of 2-amino-5-nitropyridine pentaborate (a) and 2-amino-6-methylpyridine pentaborate (b) salts..
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The synthesis reactions of 2-amino-5-nitropyridine 
and 2-amino-6-methylpyridine pentaborate were described 
below and obtained in a 88% and 90% overall yield 
respectively. Analytical data are shown in Table 1.

RESULTS AND DISCUSSION
The Figure 2 showes that FT-IR spectrum curves of 
2-amino-5-nitropyridine pentaborate (red line) and 
2-amino-6-methylpyridine pentaborate (black line) salts. 
The strong and broad bands at 3600-3000 cm-1 for each 
of the salt compounds are attributed to –OH stretching 
[25]. While, the peaks at the range of 3398 and 3391 cm-1 
belong to N-H groups, at the 3197 and 3191 cm-1 refer 
to C-H groups of organic cations, respectively. The 
bands of C=C and bending N-H group appear at range 
of the 1468, 1399 cm-1 and 1457, 1407 cm-1, consecutively 
[26]. The peaks at the 1230, 1200 cm-1 for 2-amino-5-
nitropyridine pentaborate salt are concerned to B-O 
stretchings of triangular BO3, while B-O stretchings 
of tetragonal BO4

- are come out at the range of 1137, 
1050 cm-1 [27]. The same group peaks of 2-amino-6-
methylpyridine pentaborate salt are appeared at the 
range of 1238, 1207 cm-1 for triangular BO3 and 1140, 
1055 cm-1 for tetragonal BO4

-. The most important peak 
for pentaborate structures is B5O6(OH)4

- anion group 
peak [28] that is obtained at the range of 530 cm-1 for 
2-amino-5-nitropyridine pentaborate salt and 529 cm-1 
for 2-amino-6-methylpyridine pentaborate salt. 

11B NMR spectra (400 MHz, D2O) of 2-amino-5 
nitropyridine (Figure 3a) and 2-amino-6-methylpyridine 
pentaborate (Figure 3b) derived pentaborates were given 
Figure 3. The 2-aminopyridine pentaborate spectrum has 
three peaks that are at 19.07 ppm attributed to trigonal free 
boric acid, at 13.10 ppm attributed to triborate structure and 
at 1.13 ppm tetrahedral center of pentaborate structure. The 
2-amino-5nitropyridine pentaborate spectrum has three 
peaks that are at 19.39 ppm attributed to trigonal free boric 
acid, at 12.77 ppm attributed to triborate structure and at 
1.16 ppm tetrahedral center of pentaborate structure. These 
results agree with previous literature [25,29-31]. 

The 11B NMR spectra of the 2-amino-5 nitropyridine 
and 2-amino-6-methylpyridine pentaborate salts are 
complex but explainable in terms of a complex series 
of equilibria existing in aqueous solution which link 

Table 1. Analytical results of 2-amino-5-nitropyridine and 2-Amino-6-methylpyridine derived pentaborates.

Molecular
Formula

M.W. (g/mol) Yield 
(%)

Melting Point 
(°C)

C (%)
Exp.Calc

H (%)
Exp.Calc

N (%)
Exp.-Calc.

C5H16B5N3O15 412.25 90 110 13.55-14.57 4.23-3.91 10.12-10.19

C6H16B5N2O12 362.25 88 136 18.62-19.89 4.02-4.45 7.52-7.73

Figure 2. FT-IR spectrum curves of 2-amino-5-nitropyridine 
pentaborate (red line) and 2-amino-6-methylpyridine pentaborate 
(black line) salts.

Figure 3. 11B NMR curves of a) 2-amino-5 nitropyridine and b) 2-amino-
6-methylpyridine pentaborate salts.
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monomeric and oligomeric borate species [3].

Thermal analysis curves of 2-amino-5 nitropyridine 
(Figure 4a) and 2-amino-6-methylpyridine (Figure 4b) 
pentaborate salts are shown Figure 4. TGA data of NMCs 
pentaborates were recorded in the temperature range of 25-
900oC in nitrogen atmosphere. Thermal decompositions 
take place in three stages. The first stage is attributed to 
dehydration each of them and then pentaborate hydroxy 
groups remove from the structure as aqua molecules. 
Thereafter, the organic portions are decomposed and 
remove as CO/CO2/NO/NO2. Finally a glassy B5O8 residue 
remains degradation products product of pentaborate salts. 
The thermal degradation steps and temperature range are 
detailed in Table 3.

The powder XRD patterns are given Figure 5. Red 
line curve for 2-amino-5-nitropyridine pentaborate and 
black line curve for 2-amino-6-methylpyridine pentaborate. 
According to P-XRD data products are mostly crystalline, 
but the structures have some of amorphous regions. They 
include main component boric acid and pentaborate salts. 
The compounds include amorphous residue in proportion 
as %9.4 and %8.9, respectively. Above, similar results are 
seen in 11B NMR spectra of compounds.

According to single point BET analysis data the 
compounds surface area of 2-amino-5-nitropyridine 
pentaborate is 5.47 m2/g and 2-amino-6-methylpyridine 

pentaborate is 3.15 m2/g.

Lastly, hydrogen storage capacity of each compound 
was measured experimentally and the results were given 
Figure 6 as graphical data and summarized in Table 4. 
Eventually, the storage capacities of materials were 0.043 
for 2-amino-5-nitropyridine pentaborate and 0.060 for 
2-amino-6-methylpyridine pentaborate wt.%, while the 
values were 0.092 and 0.102 within the unit of g hydrogen/L 
adsorbent, respectively.

Figure 4. TGA/DTA/DTG curves of a) 2-amino-5 nitropyridine and b) 2-amino-6-methylpyridine pentaborate salts.

Table 3. Thermal degradation steps and temperatures details.

Complex Temp. Range/
(°C)

DTAmax.
(°C)

Removed 
Group

Weight Change/% Total Loss / % Decom. 
Prod.

Colour

Found Calc. Found Calc.

[C5H5N3O2][B5O6(OH)4]3H2O 
412.25 g/mol 

1 65-147 81 3H2O 13.25 13.10
White

2 149-241 197 2H2O 8.73 9.22

3 243-567 275,471 C5H6N3O2 31.12 33.99 46.41 44.39 B5O8 Black

[C6H8N2][B5O6(OH)4]2H2O
362.25 g/mol 

White
1 68-162 146 4H2O 18.92 19.88

2 164-493 177 C6H9N2 29.61 30.13 51.47 50.53 B5O8 Black

Figure 5. The powder XRD pattern of pentaborate salts. 2-amino-5 
nitropyridine pentaborate (red line) and 2-amino-6-methylpyridine 
(black line).
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CONCLUSION
NMC pentaborate salts using amino pyridine 
derivatives, [C5H5N3O2][B5O6(OH)4]3H2O and [C6H8N2]
[B5O6(OH)4]2H2O, have been synthesized and 
characterized. The 11B NMR spectra support to powder 
XRD pattern that the molecules include boric acid and 
pentaborate salt with organic cation. The final product, 
as a result of decomposition of pentaborate salts was 
obtained B5O8. Thermal stability of these two salts is 
as follows: 6-aminopicoline pentaborate > .2-amino-
5-nitropyridine pentaborate.  The surface area of 
2-amino-5-nitropyridine pentaborate is 5.47 m2/g and 
6-aminopicoline pentaborate is 3.15 m2/g according to 
single point BET analysis. 
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Waste management hierarchy is one of the 
leading alternatives which are not desired to 

be disposed via storage. Some of its disadvantages 
can be counted as the need for wide area due to 
the high amount and volume of wastes and the 
high costs to minimize contamination risks. The 
management of waste sludge based on waste water 
treatment facilities focuses on reducing sludge 
weight and volume to reduce disposal costs, and on 
reducing potential health risks of disposal options. 
Thermochemical processes such as pyrolysis and 
gasification are among safe methods that are applied 
to this end. In this way, volume and weight of waste 
can be reduced and the amount of waste transferred 
to storage fields can be minimized and microbial 
stabilization of wastes can be achieved at high 
temperatures. Another important approach is to 
obtain products having an economic value through 
these processes. Within the scope of “waste to 
energy”, energy recycling can be achieved from waste 
materials and valuable products that can be used in 
solid, liquid and/or gas form can be obtained. These 
processes called zero emission technologies lead 
to more environment-friendly waste management 
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mechanisms [1-3]. There are many environmental 
benefits that can be derived from the use of waste 
reduction, waste reuse and recycling methods. The 
most significant environmental benefit caused by 
gasification will occur in air emissions. The overall 
reduction of total sulphur gases using gasification 
technology will also reduce odor [5]. Gasification 
allows a reduction of the amount of residues to be 
disposed in landfills and achieves co-gasification 
of different kind of wastes, including bottom ashes 
from conventional combustion units [6]. Gasification 
of wastes and/or biomasses may improve techno-
economic situation of gasification process.

Gasification has been widely studied and numerous 
literature can be found about biomass gasification [7-10]. 
Gasification is a process that converts a combustible 
fuel into a partially oxidized gas called “syngas” with 
economically valuable heating value. Syngas is basically 
a mixture of CO, H2, CO2, CH4 and H2O. Fuel as a 
feedstock is converted into useful energy carriers 
and can be any hydrocarbon regarding to parameters 
such as feedstock composition, moisture, ash content, 
particle size, density, reactivity, etc. [7, 11]. Ramey et.al. 

A B S T R A C T

In this study, biomass and waste gasification efficiencies were investigated in a lab-
scale fixed bed reactor by the use of cyclone separator. Solid, liquid and gas products 

were monitored both during and after the completion of the process. Solid residue 
and liquid product obtained from waste gasification were studied through the use of 
Thermo-Gravimetric Analysis (TGA); and chemical properties were identified by 
elemental analysis and X-Ray Fluorescence (XRF) analyzer. Walnuts and pine cones were 
gasified as biomass. Syngas production being a function of temperature was monitored 
by analyzing H2, CH4, CO gases with a continuous gas analyzer. Mass reduction of 64%, 
80% and 77% were achieved during the gasification of biological wastewater treatment 
sludge, walnut and pine cone, respectively. Syngas with almost 1500 kcal m-3 calorific 
value was produced. As for biomass syngas calorific value, it increased up to 2800 kcal 
m-3 for walnuts and 2500 kcal m-3 for pine cones.

Key Words:
Waste Management; Thermochemical Process; Gasification; Waste to Energy. 

INTRODUCTION
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(2015) reported that gasification is a promising technology 
to treat wastewater solids, and potentially enabling energy 
recovery. The authors also claimed that gasification is 
suitable for wastewater solids for several reasons. Volatile 
matter is converted to syngas, solid and liquid residuals 
are stabilized and running at autothermal conditions lower 
than 900 oC results reduced complexity of reactor operation. 
Mainly two types of reactors were used for gasification of 
municipal solid waste (MSW) or biomass [12]. Fluidized 
bed requires more investment while fixed bed requires 
less investment and it is more suitable for smaller capacity 
MSW treatment. Fixed bed reactors for gasification process 
are commonly used for real systems which have a relatively 
smaller MSW yield [13]. 

In the study, monitoring of gasification products and 
identification of syngas composition were studied. Two 
different biomass and a real industrial wastewater treatment 
sludge were used as feedstock. Waste minimization 
efficiency regarding to mass and volume loss after thermal 

treatment was reported. Syngas calorific value for each 
feedstock was calculated according to the CO, H2 and CH4 
content of syngas produced.

EXPERIMENTAL
Sample characterization
Biologically treated wastewater treatment sludge derived 
from a leather industry and two biomasses (walnuts 
and pine cones) were used as fuels during experiments. 
Product monitoring was investigated and conversion of 
physical forms was recorded. Table 1 shows the chemical 
properties of biomass and treatment sludge. 

As can be expected, the carbon content of organic 
substances was found higher than the one of sludge 
collected from biologic waste water treatment facility. In 
all samples, carbon is remarkable as the dominant element. 
Comparing calorific values a similar result was observed. 
Oxygen within biomasses was calculated by subtracting it 
from the total mass. Change in the chemical properties of 
fuels directly affected the efficiency of gasification process. 

Experimental approach
Thermochemical experiments were carried out in a 
fixed bed steel reactor by the use of a cyclone separator 
at 40 cm height and 7 cm diameter. The reactor was 
equipped with two gas inlet lines allowing gasification 
gases (dried air and/or pure oxygen) to enter and one 
exhaust line allowing generated syngas to pass through 
the continuous gas analyzer.

Dried air was used as partial oxidizer for gasification 
and flow rate varied was adjusted by a HOSCO-brand 
flow meter to 0.05 Lmin-1. In the experiments, 20 g of 

Figure 1. Schematic diagram of reactor.

 Table 1. Chemical properties of biomass and waste.

Properties, wt.% Walnuts Pine cones Bio. Chem.

C 50,85 44,54 24,3

H 6,62 5,48 5,18

N 2,05 0,71 4,57

S - - -

O 40,48 49,27 -

Ash 2,8 35

Moisture 4,5 3,8 11

Volatile Matter 60,1 64,5 65

HLV, MJ kg-1 20,8 18,85 6,70-7,12
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waste sludge and 50g of biomass were used. Gasification 
experiments were carried out at 750°C and gas composition 
variance depending on process temperature was recorded. 
The condensable part of the syngas was collected by cooling 
columns with water jacket. Then, syngas was directed to 
the continuous gas analyzer. CO, CO2, H2, CH4 and O2 
content of syngas was monitored. Process temperature was 
followed up with two thermocouples extended into middle 
and upper internal zone of reactor. During gasification 
studies, composition of syngas produced with continuous 
gas analyzer was analyzed and recorded every minute. 

Calculations
Syngas composition was determined by ABB-brand, The 
Advance Optima process gas analyzers equipped with 
thermo-magnetic and infrared photometers. Calorific 
value of syngas generated during gasification experiments 
was calculated. For calculations, values presented in 
Table 2 were used [14].

RESULTS AND DISCUSSION
TGA Analysis
Thermogravimetric Analysis results conducted in order 
to detect thermal behaviors of samples are presented in 
Figure 2.

Based on the TG curves as a function of temperature, 
the mass loss range cannot be divided into zones since every 
single slope indicates independent behaviors against rising 
temperature. It can be said that all samples showed similar 
behavior in TG analysis conducted in N2 environment. A 
slight mass loss, around 5-20%, was observed due to the 
removal of water within the materials between the ranges 
of 150-200 oC. With temperature rising, a high mass loss 

was observed (more than 50%) up to 350-400 oC. This zone 
was detected as where organic substance was pyrolytically 
decomposed. In this zone, there was the decomposition of 
hemicellulose, cellulose, and lignin-like contents especially 
within biomasses [4-6]. In the zone up to 1000 oC, on the 
other hand, mass loss continued degressively and mass loss 
was fixed at 80% for walnut and pine cone. It was fixed at 65% 
for sludge sample. At the end of the TG analysis conducted 
with air, there was an increase in mass losses due to the 
oxidation of organic content with oxygen. High mass loss 
was detected within similar 200-600 oC range for biomass 
samples as expected. At the end of the test, similar behavior 
was observed for both biomasses with a loss of 95%. On the 
other hand, sludge sample had approximately 75% mass loss 
based on the low organic substance content.

Thermochemical Processes
The gasification test was conducted with 0.05 L min-1 dry 
air volume at 750 oC. Data related to the mass and volume 
changes obtained from the tests are presented in Table 3.  

Analyzing the sludge sample in terms of waste 
management and minimization, 64% mass and 62% volume 
decrease was recorded at the end of the process. Especially 
considering the problems derived from the coverage areas 
of wastes to be disposed from the storage areas, 62% volume 
decrease can be considered as a satisfactory minimization 
for wastes having organic and inorganic contents. In addition, 
the economic value of products in both liquid and gas form 
is considered as another advantage of the process. On the 

Table 3. Conversion ratios - mass and volume.

Loss, mass Inlet, g LP., g SR., g Loss, g Loss, wt.% Syngas, g.

Bio. Sludge 20 2,2 7,2 12,8 64 10,6

Walnut 50 14,8 10,2 39,8 79,6 25

Pine cone 50 13,5 11,3 38,7 77,4 25,2

Loss, volume Inlet, ml LP., ml SR:, ml Loss, ml Loss, vol.% Syngas, 
m3 kg-1 fuel

Bio. Sludge 40 - 15,2 24,8 62 0,45

Walnut 70 - 11,7 58,3 83 1,85

Pine cone 72 - 13,5 58,5 81 1,94
BS.: Biologically treated sludge  WS.: Walnut shell PC.: Pine cone LP.: Liquid product SR.: Solid residue

Table 2. Higher heating values of some common fuels.

HHV Density MJ m-3 kcal m-3

H2 0.0899 12.77 3050

CO 1.25 12.64 3020

CH4 0.717 39.82 9520

Figure 2. Thermogravimetric comparison of feedstock.
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other hand, solid waste is considered as an addition agent 
that can be used in mixtures such as adsorbent or concrete, 
asphalt etc. based on its content. In this case, a process in 
line with the zero-waste approach can be conducted as each 

form that might be obtained from the waste sludge being 
used as fuel can be useful. In the literature, it is reported 
that 2.5 m3 syngas can be obtained from 1 kg wood[15]. The 
syngas volumes; 1.94 and 1.85 m3 kg-1 obtained from pine 
cone and walnut shell, respectively, in a fixed bed reactor 
show that the process was conducted satisfactorily.

Syngas composition and calorific value
Maximum gas percentages obtained during tests are 
presented in Table 4. Here, values represent the highest 
value ranges detected based on the temperature. The 
syngas compositions produced from each fuel type are 
presented in volume type as %.

Analyzing gas compositions, it can be observed that CO 
gas is dominant. At the same time, CH4 gas was detected 
over 10% in tests conducted especially with biomasses. It was 
observed that the produced synthesis gas was the complete 
synthesis of H2, CO and CH4 gases. It can be said that CO2 
reduction was achieved at high temperatures based on high 
CO values (R.1). Char is gasified producing mainly methane 
according to the exothermic hydro-gasification reaction 
(R.2) [3]:

C + CO2 --> 2CO  ∆H°r = +172 kJ/mol  (R.1) 
C + 2H2 --> CH4  ∆H°r = -74.6 kJ/mol  (R.2)  

Syngas calorific values which were obtained at the end 
of the calculations made on the basis of values as can be seen 
in Table 4 are presented in Table 5. 

Medium calorific syngas was achieved from biomasses 
according to the gas compositions given in Table 4. 
Calorific value of syngas from sludge sample was lower 
and it can be classified as “low calorific syngas”.

XRF and elemental analysis results of biologic 
treatment sludge
Both initial and post-process XRF analysis was conducted 
on sludge sample in order to observe thermal behavior of 
complex composition including organic and inorganic 
substances. The results are presented in Table6.
ND.: not detected 

At the end of the analysis, some changes were detected 
in chemical contents of samples. An increase was detected 
especially in amounts of Na, Al, Si, Ca and Cr compounds 
detected within samples. This case can be explained by the 
condensation in non-volatile parts due to the loss of organic 
contents in samples. Keeping metal compounds within 
sludge at the end of heat treatment will make the remaining 
sludge to have environmental risk. In this case, the use of 
solid waste in alternative areas will be restricted and even 
more, it will be a must to manage it via waste management 

Table 5. Average calorific values of syngas 

HHV. Walnut Pine Cone B. Sludge

kcal m-3 2420-2855 2270-2585 1300-1610

MJ m-3 10,5-12,1 10,1-10,8 5,1-6,7

Table 6. XRF results of raw and thermal treated samples.

wt.% Raw sample Treated sample

Na2O 1,484 8,005

Al2O3 1,859 11,333

SiO2 1,113 5,478

SO3 2,167 1,854

CaO 5,078 17,455

Cr2O3 4,654 13,91

NiO ND. ND.

Fe2O3 0,282 1,395

ZnO 0,024 0,080

MgO 0,504 1,212

CuO ND. ND.

MnO ND. ND.

As2O3 ND. ND.

PbO ND. ND.

Table 7. Results of Elemental Analysis.

 Elemental Analysis, wt.% 

 C H N S

Biologic (Raw) 24,30 5,18 4,57 -

Biologic (Treated) 13,36 1,09 2,99 -

Walnuts (Raw) 50,85 6,62 2,05 -

Walnuts (Treated) 28,50 1,25 0,75 -

Pine cones (Raw) 44,54 5,48 0,71 -

Pine cones (Treated) 26,80 1,26 0,22 -

Table 4. Composition of syngas

vol.% Walnut Pine Cone B. Sludge

H2 11-13 10-12 7-9

CO 28-31 21-23 17-19

CH4 13-16 14-16 6-8

CO2 15-20 15-20 10-14

O2 1-2 1-3 1-3
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mechanisms. Furthermore, it is believed that keeping 
metallic forms within sludge can make it easy to control 
these types that can lead to air pollution. However, more 
tailed studies should be conducted to detect the relationship 
with air pollution. 

Pre-process and post-process elemental analysis was 
conducted in order to observe elemental changes of sample 
and the obtained findings are presented in Table 7.

It was observed that carbon content of samples 
decreased but did not completely ended up at the end of 
the gasification tests conducted at 750 oC. This case can be 
affiliated with the limited performance of fixed bed reactor. 
Due to the lack of homogenous contact between the heat 
and sample, carbon which cannot take part in reactions and 
thus it is collected as solid residual at the end of the test. In 
this case, it is assumed that different reactor types such as 
fluid bed etc. should be tried for efficiency. The increase of 
gasification will lead to increase in the volume of produced 
syngas and thus amount of gas which is rich in calorific 
value will increase as well.  

CONCLUSIONS
In this study, products in solid, liquid and gas forms 
obtained at the end of the gasification of treatment 
sludge which was collected from biologic treatment 
unit of two different biomass facilities and an industrial 
waste water treatment facility were monitored and their 
mass transformations were determined. In addition, 
composition of the produced synthesis gas composition 
was determined and calorific value calculations were 
made. The results obtained based on the data are as 
follows: 

• Gasification is a very effective system to reduce 
the volume and mass of solid wastes just as 
in combustion. The advantage of this process 
compared to combustion is less emission. At the 
end of the gasification tests, it was found that waste 
sludge volumetrically decreased at 60-62% and 
biomasses decreased at 83-85%.

• Metallic forms in sludge intensified following the 
process and stayed within the sludge. This case 
puts the sludge into a more risky classification 
within the terms of waste management. Analysis 
on accessibility of metals to receiving environments 
from the sludge by means of toxicity characteristic 
leaching procedure (TCLP) will be one of the 
fundamental topics for further studies. 

• Mass reduction was achieved as follows; 64% for 
Bio. Sludge, 79.6% for walnut and 77.4 for pine cone. 
TGA analysis reported more reduction that it was 
observed after thermal processes. The reason for 

that is believed to be the effect of reactor type and 
size. Related to the insufficient heat transfer through 
the feedstock material, thermal degradation was not 
as sufficient as it was in TGA.

• CO was the dominant compound of the produced 
syngas for each sample. It was found 28-31% for 
walnut; 21-23% for pine cone and 17-19% for sludge 
sample. 

• 11-13%, 10-12% and 7-9% hydrogen was detected at 
the end of the gasification of walnut, pine cone and 
sludge, respectively. 

• Methane is one of the syngas components. 13-16%, 
14-16% and 6-8% methane production could be 
achieved for walnut sample, pine cone and sludge 
sample, respectively. 

• Syngas having calorific value between the range of 
2420-2855 kcal m-3 with walnuts; 2270-2585 kcal m-3 
with pine cone and 1300-1610 kcal m-3 with biologic 
treatment sludge was produced.  

• Some restrictions derived from the reactor type 
were observed during the use of carbon content of 
the fuel. It was detected that approximately half of 
the carbon content of fuels are left within the post-
process solid residual. 
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The consequences of the Industrial Revolution 
experienced in the spheres of science and 

technology have tipped the scales of the ecological 
balance. Resulting ecological catastrophes included 
rapid loss of soil structure, extinction of species, 
desertification, acid rains, radioactive pollution, 
etc. Countries allocated part of their budgets to 
cope with and solve these emerging environmental 
problems and oriented their educational and political 
policies towards solving these issues. [1,2]. Therefore, 
it is of utmost significance to provide ecological 
training and also to train environment-conscious 
individuals in both solving environmental problems 
and in the protection of the environment. At this 
point, universities have a big share of responsibility. 
Although the young generation is not the instigator of 
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the environmental problems, they are the people who 
will be affected from these issues and so they should 
be provided with more information, consciousness 
and sensitivity towards these problems than any 
other section of the community [1]. In countries 
like Turkey, where young people dominate the 
population, implementing environment protection 
measures could be possible only with a young 
population that has a high level of environmental 
awareness [3]. Apart from being an individual and 
social requirement, environmental education is also 
a right and should be evaluated under environmental 
rights. For this reason, it is an imperative to provide 
a training in which individuals are reminded of their 
rights and responsibilities in order to effect changes 
in their behaviors and to create a healthy, balanced 

A B S T R A C T

It is of the essence of this paper to attach importance to enabling prospective engineers 
to learn about simple and plain techniques and technologies of the past, while 

learning about the most up-to-date ones. The ancient and primitive handicrafts have 
gained importance as the requisites of sustainability and this has made old techniques 
and technologies popular again in the last 10 to 15 years, providing a significant area 
of research for international sustainability researchers. The historical awareness in this 
paper entails presentation of several examples from as far back as the primitive methods 
of the most ancient times. Perhaps, these methods are not directly used, but the paper 
aims to reach a conclusion with experiments that support sustainability by using similar 
simple methods to obtain simple prototypes that work with manpower. In this context, 
the paper conducts a basic research about the main objectives of sustainable engineering 
education. In addition to a comprehensive literature review, it considers environmental 
protection which is the main theme of sustainability particularly by presenting some 
results of laboratory experiments assigned to senior students for production of new 
material from waste materials. The paper illustrates a case analysis, original with its 
practical research methodology, and deals with the concept of sustainability with a 
decided awareness for history, environment, and design.

Key Words: 
Sustainable Engineering Education; Historical and Environmental Awareness; Laboratory 
and Design Practices.  
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and secure environment [4].

Being a lifelong education process, environmental 
training should be considered as part of training of any 
type and at any level. It was shown that students’ levels of 
awareness for and sensitivity about environmental issues 
are irrespective of the grades they are in and that although 
they have a preconception of environmental issues and 
protection of resources, their daily practices and behaviors 
mismatch their level of knowledge. Accordingly, it was 
stressed that the efficiency of educational training given 
in undergraduate programs at universities in orienting 
attitude and behaviors should be questioned. It was further 
stressed that national strategies and policies are required for 
environmental training in institutions of higher education 
[1-5].

On the other hand, educational institutions that train 
engineers for corporations should teach about environmental 
issues and include communicative information from 
different engineering fields in their program as well as 
prepare their students for environment-friendly and 
sustainable production practices of the companies. In 
this context, Petersen’s paper titled “The Potential Role of 
Design in a Sustainable Engineering Profile” investigates 
the profiles of engineers to be trained for the future and 
defends that sustainable design should be instilled with an 
interdisciplinary approach so that contemporary creative 
engineers could be trained [6]. 

A similar scholarly voice is heard in the article by 
Ochsendorf, titled “Sustainable Engineering: The Future 
of Structural Design”: Here what needs to be taught is 
the global environmental influences and the importance 
of steel as a material; on the other hand, what could be 
contemporary solutions and sustainable structural designs; 
furthermore, what challenges await us in the future; and 
especially in engineering training the following should 
be taught: development of critical thinking, questioning 
hypotheses, seeking multiple possible solutions, solving 
open-ended problems [7]. 

The paper by Desha et al., titled “The Importance 
of Sustainability in Engineering Education: A Toolkit of 
Information and Teaching Material” dwells on the perils 
of climatic changes in recent years and considers the roles 
of engineers in sustainable development [8]. The paper 
questions engineering training and suggests renovations 
in the programs. Among many suggestions for new classes 
and courses are “Emerging Technological Innovations”, 

“The Concept of Biomimicry - An Historical Context”, and 
“Green Chemistry and Engineering – Benign by Design”, 
which identify with the industrial design in the scope of 
this paper. These three suggested classes is a proof of our 
accurate synthesis of three fields for a multidisciplinary 

training of engineering, namely design-industrial product 
design- any engineering field –for example, chemical 
engineering- and history. 

Another model study that underpin our paper is 
by Murphy et. al., titled “Sustainability in Engineering 
Education and Research at U.S. Universities” [9]. This article 
considers in detail engineering training at U.S. universities, 
and inspects the connection of classes/courses with the 
industry. They also define green engineering principles 
and fields; initially they display the current situation and 
then they determine what is lacking. All the authors are 
members to the sustainability center and suggest that green 
engineering principles should be applied at U.S. universities.

The aim of the paper
In the light of the facts above, and especially in the context 
of suggestions by Desha et. al. [8], research carried out by 
synthesizing multidisciplinary knowledge bring about 
exceptionally valuable information. Besides, information 
from many disciplines trigger opposite views for research, 
resulting in new ideas. Therefore, the aim of this paper 
is to synthesize information from three different and 
seemingly distinct fields, which draw nearer to each 
other thanks to the concept of sustainability, and provide 
a model for green engineering research as indicated by 
Murphy et. al. [9].

Main objectives of sustainable engineering 
education
One, perhaps the most important, objective of 
engineering training and education is to contribute to 
the development of social structure. In this context, 
Hilda Taba’s “Social Studies Education” project and the 
experimental education project she conducted in San 
Francisco State University in early 1960s are of vital 
importance. The project ended two years later as she 
passed away in 1967; so the final report of the project 
was dedicated to her. The experimental project, “Social 
Studies Education”, consisted of three significant sections 
and greatly influenced following training and education 
research and practice [10]: 

“—Key Terms 
Project materials should include such key terms 
as cultural change, interdependency, power, 
collaboration, conflict, and causality. These 
selected key terms should be managed and 
synthesized according to their own specific facts. 

—Organization Ideas: 
The five criteria or special factors for the 
organization and combination of the information 
and ideas learned after a unit is covered are below:

1. Meaning: Does it show important relationships 
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according to different viewpoints? How will the 
main issues be studied?   

2. Explanatory power: Is the knowledge helpful 
in explaining and understanding the problems 
people face today? What are the socially and 
culturally important issues?  

3. Convenience: Is the knowledge suitable for the 
students’ needs, interests, and development?  

4. Endurance: Is the knowledge of any permanent 
significance?  

5. Balance: Does the knowledge promote our 
understanding of events, individuals, actions or 
phenomena? 

In education, learning spirals are quite old and trustable 
schematic illustrations. In Hilda Taba’s long-lasting 
experimental work and in her posthumously published 
work, conceptualized spirals were introduced in educational 
practices. Received Hilda Taba’s attention and interest and 
presented by Juran in the context of quality development, 
the spirals were further developed by Bostingls’ thought, 
adapted and integrated into education in the concept of 

“Total Quality in Education”. 

The continuous improvement in total quality 
in education is revised in each turn of the spiral by 
perceiving the attained state, conceptualizing it, thinking, 
acting, and reacting against negativities and providing 
sustainability by grading improvement. This is, in a sense, 
reproducing previously existing values with a contemporary 
understanding. 

“Quality Model in Education” proposed by Bonstingl [11] 
was designated as “Continuous Learning and Development 
Model” instead of the old model taught and employed before. 

Quality model in education offers the following 
features: unlimited and continuous improvement; diagnosis 
and evaluation through orientation; a spiral ascension 
through self-control; progress-focused as well as goal-
focused; a lifelong journey with a desire for learning; an 
integrated system that is complete with learner-teacher-

manager and other complementary people as well as 
physical environment; a lively and meaningful learning 
process in which learners are proud of the results and wish 
for its continuity; a teaching team that remove obstacles; 
continuous improvement suitable for the vision and mission 
of the university; an interdisciplinary focus on research 
and learning; an instruction and management focused 
on people and institutions and their locations rather than 
the restrictions of curriculum-resources-method-time; 
international equivalence of the same instruction and 
management; transformation of instruction/learning 
processes – testing by process portfolios; a training that 
enables students to ask better questions; instruction that 
could be transferred to or taken from real life situations. 
Students who got conscious training will cause positive 
and fruitful processes and results. All these characteristics 
and features offered by quality in education could also be 
considered in sustainable engineering education in the 
scope of “occupational and ethical responsibilities related to 
engineering practices”. 

“Rochester Institute of Technology” (RIT) could 
be counted among exemplary educational institutes 
in sustainable engineering education. Its educational 
programs have been designed in order to fulfill the following 
educational objectives and main goals:  

• “Heightened awareness of issues in areas of 
sustainability (e.g., global warming, ozone layer 
depletion, deforestation, pollution, ethical issues, 
fair trade, gender equity, etc.).

• Clear understanding of the role and impacts 
of various aspects of engineering (design, 
technology, etc.) and engineering decisions on 
environmental, societal, and economic problems. 
Particular emphasis is placed on the potential 
trade-offs between environmental, social, and 
economic objectives.

• Strong ability to apply engineering and decision-
making tools and methodologies to sustainability-
related problems.

• Demonstrated capacity to distinguish professional 
and ethical responsibilities associated with the 
practice of engineering” [12].

Many more institutions could be provided 
as examples in terms of sustainable engineering 
education. All these institutions identify themselves with 
contemporary engineering education; it is certain that 
in terms of sustainability, they provide their students 
with environmental awareness. However, the examples 
that will be given in the scope of this paper will center on 
both the laboratory studies in engineering education and 
example projects that could be realized in Turkish design Figure 1. Bonstingl Spiral, [11].
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education as well as the differences they could bring about 
in sustainable engineering education. 

Environmental awareness and environment-
friendly production
When we look at the history of economy, we see that 
environmental issues have not emerged independently of 
people’s life cycle but came into existence together with 
production and consumption and “...followed a course 
which was linked to the increase in production and 
consumption” [13]. 

After the inception of industrial revolution in England 
around 150-200 years ago, the mass production systems were 
copied by other countries. These developments encouraged 
people to consume more and the incalculably rapid growth 
of economy resulted in incredible pollution with chimney 
gases from coal operated factories, toxic waste from chemical 
industries, etc Although a delayed action, the number of 
enterprises that act sensitively in terms of environmental 
protection is growing bigger. Manufacturing enterprises 
should first learn about “environment-friendly production”, 
which is an important standpoint of sustainable production. 

“Environment-friendly production” is a concept that 
is synonymous with sustainable production. It could be 
defined as a manufacturing style which uses the least 
natural materials (e.g. forest products), which uses the least 
energy, which does not leave waste and which makes the 
product with the highest output. The main objective of 
environment-friendly production is stated as the optimizing 
resource materials without upsetting the balance of 
nature and minimizing the hazardous effects of waste on 
environment. To attain this main objective it is essential 
that the amount of waste and their flow should be defined, 
evaluated, and managed at the stages of product and process 
design, production planning, and production control. 

Drawing on the work of Yücel and Ekmekçiler [14] 
explain that environment-friendly technologies fall under 
four main categories: 

• “Technologies oriented towards eradicating the 
hazardous effects resulting from a procedure: 
These are the technologies that eliminate waste 
and other hazards resulting from production 
without making any changes in production 
process.  

• Technologies that minimize raw materials, 
auxiliary materials, natural resource input and 
waste output by making changes in process. These 
are oriented towards changing the production 
process and production type. They are processes 

and final products that consume less energy, less 
water and less chemicals but work more efficiently 
and produce less hazardous waste.  

• Recycling technologies: Technologies that enable 
reusing waste material by modifying them into 
new material, prevent littering, and minimize the 
consumption of natural resources.  

• Old and traditional environment-friendly 
technologies: technologies that are inherently 
environment-friendly, in other words technologies 
that do not harm environment.”

The technologies that seek solutions by changing 
processes are called “clean product-clean production” 
technologies. The main principle of clean production is to 
take preventive measures, not corrective ones. Accordingly, 
measures should be taken in order to use less raw materials 
and energy and minimize waste. For this end, ameliorating 
technological processes and developing new processes fall 
within the scope of sustainable production. The third item 
in the study by Yücel ve Ekmekçiler, recycling and reusing 
technologies have been in place for a long time. Waste paper, 
glass, metal, wood, and even plastics are recycled by breaking, 
melting, and are reproduced with various technologies 
as new materials of different types and purpose, and raw 
materials are used again [14]. 

Although few in number, old traditional environment-
friendly technologies continue to exist especially in 
underdeveloped and developing countries. Small-sized 
enterprises that make production by handcrafts using 
semi-products still continue their handcrafting production 
today and earn their living with these production methods. 
Most of the medium-sized enterprises continue their half-
machine-half-manpower production and operate in ateliers. 

The literature shows that transition stage to sustainable 
production could be inspected in three groups: passive, 
active, and pro-active. Applied to product and services, clean 
production is a proactive production which is an integral 
approach and is listed in United Nations’ environment 
program. In passive production, change meets with 
resistance and environmental requirement is considered 
costly. In active production, however, the environmental 
requirement is considered as activities that should be 
observed according to laws, regulations, and international 
protocols, etc. In proactive organization, environment is 
a priority subject of the enterprise and it is adopted and 
developed constantly by the employees.  

Clean and sustainable production displays different 
characteristics according to the stage it is applied:  
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1. Productions that avoid toxic and hazardous raw 
materials and economize on energy, time, and labor 
are sustainable.  

2. Productions that exclude hazardous material, 
that design with the least raw material and have 
the highest output are indicators of a clean and 
sustainable production.  

3. Services including supply chain and in more 
extensive chain of values which do not pollute 
the environment, which are economical and 
which provide customer satisfaction are clean and 
sustainable.  

4. In the marketing of clean and sustainable 
production of food, “green marketing” invented 
by American Marketing Association in 1975 is an 
example of contemporary ecologic and sustainable 
marketing. Accordingly, the products have to carry 
environmentalist tags on them.  

The notion of green marketing cannot be 
restricted to marketing process but it can be reflected 
in all production processes. For instance, although at 
experimental level the marketing of solar powered cars, 
or cars that use hydrogen gas -obtained by electrolysis 
of water- as fuel, include all production processes and 
stages. 

In line with green marketing, there are labeling types 
including “eco-labeling”, which symbolizes clean life cycle 
of the products; “disposable labels”, which define one aspect 
of products, and “negative labeling” which is a compulsory 
labeling type that shows negative sides of the product in 
terms of its supplied form instead of its claims. 

Manufacturing enterprises bear all responsibilities 
of a sustainable production. According to Ottman what 
lies in the foundation of this understanding is “...a reliable 
product for the welfare and happiness of the community, 
advertisements that reflect reality, protective activities 
for the environment, safety of personnel, and efforts to 
provide employment.” The concept of reliable product 
leads to reliable production and brings to mind reliability of 
sustainability [15]. 

The notion of sustainability
Sustainability has emerged as a concept in 1970s together 
with the increase in raw material and energy sources and 
resulting upswing in environmental pollution. Global 
warming, rapid decreases in green areas of the world, 
rapid increase in human population, risk of draining 
all water resources, hunger, unemployment related to 

continual crises, social imbalances that could start crises 
in the world and similar reasons increase the importance 
of sustainability.   

World Commission on Environment and Development 
(WCED) convened initially in 1984 and issued the 
Brundtland Report in the spring of 1987. The report defined 

“sustainable development” for the first time and expressed 
that humanity is able to persist in sustainable development 
[16]. 

At the United Nations Conference on Environment 
and Development (UNCED) held in Rio de Janeiro in 1992, 
the strategies expressed in Brundtland Report were further 
improved by the representatives of 179 countries and it 
focused on the protection of natural resources, sustainability 
for all forest varieties, and climate change. The conference 
resolved that the main reason behind the ongoing 
deterioration of natural environment was that production 
and consumption were realized with unsustainable models 
especially in developed countries. Accordingly, strategic 
decisions were considered such as taking preventive 
strategic decisions, using energy and resources in more 
efficient production processes, researching about and 
preferring cleaner manufacturing methods in all processes 
of product life cycle, and minimizing waste both during 
manufacture and after consumption of the products. 

With the ‘White Paper’ issued by European Commission 
in 1994, a political infrastructure was formed for sustainable 
production with the title “Growth, competitiveness, 
employment: new formations and methods on our way to 
21st century”. The significant information at the heart of 
this political infrastructure could be summarized as below:  
Raw materials should be used as efficiently as possible. 
Assembling techniques should be improved and recycling 
and reproduction capabilities should be supported. It is 
possible to recycle and reuse materials thanks to design 
measures to be taken during the planning of the product 
or the process. In the light of this information efficiency 
should be prioritized: efficiency should not be restricted to 
raw materials but it should cover all areas that have to do 
with time, money, and effort and should be reflected in the 
product functionality.  

The ‘design measures’ mentioned in ‘White Paper’ 
emphasize the importance of sustainability of design. It is 
impossible to consider sustainability related to design on 
its own. Sustainability of design leads to considering the 
following:  

• Sustainability of life and habitats, 
• Sustainability of usage and consumption, 
• Sustainability of production, 
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• Sustainability of design education. As areas of 
engineering are areas of design, their education is 
a part of the whole system. 

Sustainable production is the prerequisite for 
sustainable design. The sustainable production principles 
established by LCSP (Lowell Center for Sustainable 
Production in USA) as their reason for establishment led 
to better acknowledgement and widespread practice of 
sustainability worldwide. Birdoğan, O’Brien, and Veleva et 
al. summarized in their respective studies the characteristic 
features of sustainable productions as below:  

1. Environmental awareness should permeate 
the cultures of all organizations.  

2. Sustainability should be given importance 
in all product and process designs of the 
enterprise.  

3. Wastes and ecological impurities should be 
kept at a minimum during planning and 
implementation of production processes.  

4. During product design, highest level of 
output should be considered, with minimum 
wastage of materials.  

5. Modular design should be employed at a 
maximum in the entire manufacturing 
process.

  
6. Enterprises should be based on quality and 

efficiency, and goods and services should 
be manufactured with minimum input of 
resources.  

7. They should improve the useful life of 
products by providing spare parts and 
means to reassemble [17-19]. 

There is a very comprehensive process and a chain 

of life cycle in the beginning and aftermath of a design 
project. In this context, it is initially compulsory to prepare 
safe surroundings and environment in terms of priority 
issues such as air, water, food, accommodation, etc. for 
sustainability of habitats and for preservation of future 
human habitat. In this issue, Birkeland’s’ definition of 
ecological scale unfold the designers’ duties in a chained 
correlation which become more specialized from inside to 
outside: 

• “Bioregional Planning”, is an integral planning 
which include the holding capacity of regional, 
biologic life and ecologic systems, unique 
ecological features, shaping up lifestyles, 
production and management systems, etc.  

• “Urban Ecology”, second level from the outside, it 
represents the cities.  

• “Industrial Ecology”, mentions the economy of 
production processes and their environment 
protection efforts.  

• “Community Design”, points to the effects of 
development and settlements on ecologic balance. 

• “Construction Ecology”, describes economizing 
on materials in product structure and correct 
management of ecologic means.  

• “Eco-architecture”, ecologic designer should 
support designs that minimize operating effects 
of buildings with natural energies and develop 
human productivity.  

• “Ecodesign”: An eco-logical designer works in 
order to decrease the amount of toxic materials 
and energy amounts consumed up in the industry 
and households, ease demounting, and minimize 
waste caused by status-lover consumers through 
reusing and recycling [20]. 

Figure 2. Ecological design areas exist in the whole of the scale [20]. 
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Each of the areas in the ecologic design scale by Bir-
keland is related to all areas of life and practice. However, 
industrial ecology, construction ecology, and ecodesign are 
directly related to engineering fields.  

Walker emphasizes that improvisations in design 
is possible by using the limited means at hand, and adds 
that there are few applicable a priori solutions and that 
a more sensitive type of design, and creativity should be 
encouraged. The source of such an approach is described 
as vernacular and local design because there is a perfect 
harmony among material values, beliefs, and ways of life of 
traditional cultures. The objects in these cultures have deep 
and symbolic meanings above and over their functional 
benefit:  

“We can learn from the craft and folk design 
traditions. However, we have to find ways to 
integrate the vernacular to the global in order 
to create designs that are suitable for modern 
communities developed in terms of technology 
and economy. This integration would be a 
progress for the industry in the closing of the 
profound gap between craft and design” [21].

Walker’s proposal for the synthesis of the vernacular 
and the global, hints that the vernacular should be 
considered until the most ancient of fundamental values.  

Comparison of sustainable design 
It is not very easy to get used to the notion of sustainable 
design. For one thing, it is quite difficult to make 
design with sophisticated restrictions and without the 
definitions of designs we have learned, applied, and 
experienced until today. Nevertheless, now they will 
need designers’ imagination, creativity, and innovation. 
The need for innovation have to be met by using the most 
advanced technologies, the least hazardous productions, 
the minimum amount of materials, catering for the local 
cultures and with awareness for social-environmental-
economic responsibilities.  

When comparing traditional design with sustainable 
design, Walker puts on the foreground the design of 
functional objects, which is already part of industrial 
product design. This leads us to the area of ‘design 
engineering’ and emphasizes the necessity that functional 
objects with minimum materials should directly interact 
with the users. It is suggested that sustainable design 
is dependent on environment, is integral and unique, it 
is experimenting while meeting spontaneous needs of 
people who became one with environment, and provides 
prospective life experience with future possibilities.  

In line with this information, researchers of sustainabi-
lity stress that future developments should be revised with 
the established values of the past, that communities put 
forward their material culture depending on their environ-
ment, and thus they underline the fact that historical beauti-
es of the environment form the infrastructure of cultures in 
the scope of sustainable design.  

Anatolian Mining and its reflections to our time 
in the context of fundamental values  
Mining dates back to the most ancient times in Anatolia. 
It can be said that Anatolia is the homeland of mining. 
According to Sevin copper was molten at around 1200 

˚C in Değirmentepe on the banks of Euphrates at around 

Table 1. Reshaping design: comparison of characteristic features [21]

Traditional Design Sustainable Design

Industrial design Design of functional objects

Product design Creation of material culture

Specializing Improvisation

Traditional Indefinite, indisposed

Specific Integral, complementary

Beneficial Unique

Problem-solving Experimenting

Solutions Possibilities

A priori design Dependent design

Figure 3. a) Second half of 3rd millennium B.C., vanishing wax method, wax model [22] b) Vanishing wax method, casting of molten metal, c) Vanishing 
wax method, cast product from bronze alloy cooled down, d) Old Bronze Era, Bronze “Sun Disk” found at Alacahöyük, ‘BM’ Mausoleum (2500 B.C.), 
It is thought to be produced with vanishing wax method. It is the symbol of Ankara University [23]. Used as the tip of ceremonial wand, the sun disk 
is thought to represent the “Sun God” [24]. 
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5th millennium B.C. Early Bronze Age saw the production 
of tools and arms at industrial levels, and local ateliers 
started to appear: 

“Dazzlingly artistic designs were made using 
sophisticated casting techniques by obtaining a 
bronze alloy by tossing either arsenic or tin into 
copper. In the second half of 3rd millennium B.C. 
a new technique emerged called “vanishing wax 
method” (cire perdue). In this method, initially a 
wax model was prepared and this was covered to 
make a mold. Heating the mold caused the wax 
to melt, and then liquid metal was poured in the 
mold. The mold was broken after it cooled down 
and the desired form was obtained. Sun disks 
at King’s mausoleums in Alacahöyük were cast 
using this technique.” [22] 

Kuban also shows that techniques such as molding, 
embossing, soldering, and inlaying were developed around 
end of 3rd millennium B.C. Hattis, who lived in modern 
Kültepe region in Central Anatolia, are known to have kept 
up and mastered metal works starting with the initial period 
of 2000-1750 B.C. Coppersmith’s tradition which evolved in 
thousands of years in Anatolia (Figure 4) still uses embossing 
method [25]. Traditional method is ready in the mind of the 
coppersmith. An object of daily use (Figure 5) was obtained 

Figure 5. Forming the copper tray with embossing method; the tray is 
completely made with traditional method. Design S.Satir, Production: 
Zülfikar Usta. 

Figure 4. Metalworking techniques. The first group shows embossing partly with a free hand; the second group shows 
procedures with a supporting stand [26].
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after the method is transferred into an experimental and 
contemporary work with the collaboration of craftsman-
designer.  

What’s more, 96.4% of Turkish economy is made up 
of SMEs and these enterprises usually own small ateliers 
where they make mostly crafting manufacture. With this 
viewpoint, and referring to 4th item of environment-friendly 
technologies in Yücel and Ekmekçiler [14], S. Satir covered 
the topic of handcrafted tools and vehicles made with 
semi-product materials in the lecture with undergraduate 
students at ITU-Industrial Product Design Department 

“Manpowered Vehicle Designs” seen in Figure 6 were 
realized. The materials suggested for these devsigns and 
their manufacture are ideal case analyses for the notion of 
sustainability.  

The reason for the dense concentration of simple and 
plain products in culture-related fields is the solid structure 
of time-honored and ongoing traditions dating back to 
prehistoric periods. In this context, sustainability supports 
vernacular materials and production methods. If one most 
important aspect of sustainability is manufacturing with 
environment-friendly materials, other most significant 
facets include recycling vegetal waste with environmental 
concerns, and laboratory work in chemical industry, such 
as eliminating dyeing material from waste water in textile 
industry. 

Laboratory work with environmental awareness 
Engineers are important people in the development 
of their country: It is essential that besides what is 
contemporary, they have to observe the sustainability of 
natural and economic resources for healthy, secure and 
prosperous generations. Accordingly, it is an established 
fact that engineers have to be trained in environment 
and ethics besides a good quality technical training. 
Nevertheless, not enough environment and ethics classes 
could be incorporated in a formal education of four years. 

With 2000s on, besides engineering standards, ABET 
added into its accreditation criteria for engineering faculties 
the requirement for students to prove their knowledge in 
economy, environment, sustainability, manufacturability, 
ethics, reliability, and social and political issues. It is 
emphasized that students should be helped to develop 
skills to analyze events and phenomena from historical and 
social viewpoints and generate ideas, and that approaches 
and practices that might limit their horizons in the narrow 
confines of the trade should be avoided. 

Besides the classes related to environment, students 
could be assigned projects in order to provide them with 
environmental awareness. For instance, people have been 
eradicating forests to manufacture wood-based furniture, 

Figure 6. a) Tricycle to carry water demijohns, b) A manpowered vehicle to carry mail, c) Manpowered vehicle to sell flowers 

Figure 7. a) Waste walnut shells, b) Sunflower stalks, c) Composite material produced in the laboratory.
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construction and decoration materials. Although with the 
advancement of technology wood has been replaced in 
many sectors by materials such as plastic, metal, aluminum, 
concrete, and cement products, it is still preferred in the 
construction sector because of the warmth it adds to living 
environment. However, the decline in forests because of 
this reason and the difficulties in growing new ones in a 
timely manner to replace these trees make alternatives for 
wood more and more valuable. In this context, in order 
to minimize the risks to forests and to provide the wood 
texture and to evaluate waste material such as walnut 
shells, hazelnut shells, rice husks, sunflower stalks, and 
bagasse, students were assigned to prepare new composite 
material that is alternative to wood. Relative cheapness and 
availability of these filling materials for composites of this 
type make it cost- effective and make it possible to recycle 
waste material.  

In the experiments, initially, walnut shells, hazelnut 
shells and sunflower stalks were obtained domestically, and 
ground to the required size. Waste materials (Figure 7a-b) 
were mixed with auxiliary material at varied rates according 
to prescribed recipes. Different homogenous mixtures were 
added phenol formaldehyde resin as binding agent. Hot 
press was applied to homogenous materials at 110°C at a 
pressure of 100 bars for 15 minutes. For pressing procedure 
predetermined optimum values for temperature, pressure, 
and time were used. Following the procedure the composite 
materials were cut with a compass saw to required size 
for analysis (Figure 7c). Pressed and resized samples were 
given standard tests for physical and mechanical strengths 
and checked for their suitability to use in various industrial 
sectors.  

Another project assigned to engineering students 
besides theoretical classes in order to provide them with 
environmental awareness was adsorbing certain textile dyes 
and heavy metals from water using cheap waste material 
as adsorbents. The aim of this experiment was to provide 
students with environmental awareness by reusing waste 
material and concretize how worthless material could be 

commercially evaluated.  

In this experiment, use of naturally available and 
cheap adsorbents such as walnut shells and hazelnut shells 
was tested in the disposal from waters of disperse blue 106 
and disperse blue 124 pigments which are widely used in 
particularly textile industry to increase visual attractiveness. 
The effects of pH value, grain size and grain amount on 
the adsorption process in waters with different pigment 
concentrations were inspected. In the light of the findings 
(Figure 8) from experiments under different working 
conditions, it was seen that used waste material were 
effective in the disposal of pigments from waters.  

In the disposal of disperse blue 106, 358 walnut shells 
were employed with an average grain size of 855 μm, 
while 855 hazelnut shells were employed with an average 
grain size of 1500 μm to dispose of disperse blue 124. The 
monoazo pigments of disperse blue 106 and 124 which were 
employed in the experiments were obtained from Sigma-
Aldrich (Germany). The walnut and hazelnut shells used as 
adsorbents were domestically obtained and were subjected 
to resizing into grains and sieving before experiment.  

CONCLUSIONS
This paper considers different fields of engineering 
with a holistic approach in the scope of sustainability 
with awareness for environment and fundamental 
time-honored values. Each engineering field has a 
rooted fundamental past. If this deep rooted past is 
evaluated with the history of the training country and its 
environment and the student is provided with awareness 
in this issue, the educational, historic, environmental, 
and social duties will be done. In the essence of this paper:

1. Hilda Taba’s research [10] is dominated by 
concepts such as cultural change, interdependence, 
cooperation, contradiction and causality. 
Organizing the capacities of these key concepts and 
synthesizing information therein is of significant 

Figure 8. a) Before adsorption, b) After adsorption, c) The A-λ graph for disperse blue 106 and 124 [27] 
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importance. Hilda Taba’s research symbolizes the 
fundamental past of engineering.  

2. In Bonstingl’s research [11], “Quality Model 
in Education” exhibits continuous learning 
and development. This spiral model allows for 
continuous auto-control and make it possible to 
evaluate ones past in a multidimensional way.  

3. RIT’s exemplary status in sustainable engineering 
education and its objectives cover almost all 
dimensions of environmental, social, economic, 
ethical, design concepts [12]. 

4. Yücel and Ekmekçiler [14] evaluated “old and 
traditional, environment-friendly technologies” in 
the scope of the subject matter.  

5. Research by Birdoğan [17], Birkeland [20], Walker 
[21] supports the aim of this paper.  

The supportive information in the literature review 
emphasize the significance of history and maintaining 
traditional fundamental values in the building up of 
environmental awareness. Similarly, the information that 
supports case studies was carefully selected. In this context: 

Using local waste to preserve forests, or the experiment 
of treating pigmented water with hazelnut shells and 
sunflower stalks –a kind of waste-, to prevent contamination 
of water and land is very important dimension of the 
sustainability of engineering education.   

Designing with semi-products and half machine 
half man power in small ateliers for future manufacture 
is again an utterly important design education experience. 
In this age of very sophisticated production technologies, 
it should not be very easy to support a semi-primitive 
production. However, in highly populated countries where 
the industry is mostly made up of SMEs, and high tech is 
scarce, supporting productions made with half-manpower 
will save energy.  

At international level, RIT has a definite and ethical 
attitude in implementing sustainable engineering education. 
In Turkey, however, although environmental education 
is included in the curriculum as early as 1991, it still has 
the electives status. Therefore, for our country, it is not 
possible to talk about a standard training infrastructure 
or implementation at tertiary level in environmental issues 
at national level. It is essential that this training should not 
remain in theory but put into practice at an implementation 
phase which is adequate and is harmonious with course 
contents. 

This is because institutions of higher education are 
responsible for training individuals who have knowledge, 
skills, and values necessary to contribute to the life quality 
of the global community. 
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fulfilling the transmission conditions 

Inverse scattering theory is concerned with methods 
for retrieving information on the geometry and 

the physical properties of obstacles from scattering 
of acoustic and electromagnetic wave. In the direct 
scattering problem the object is given and it is 
required to find the scattered wave. In the inverse 
scattering problem we want to receive information 
on geometry of the shape or physical parameters of 
the scattering object. 

The inverse obstacle scattering problem that we 
currently deal with is considered for time-harmonic 
waves. The scattering object is assumed to be a 
homogeneous scatterer and the inverse problem 
is to reconstruct an image of the scatterer. In this 
manuscript we are interested in dielectric obstacles and 
restrict ourselves to the sufficiently long cylinders. This 
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A B S T R A C T

The inverse obstacle scattering problem we are interested is to reconstruct the image 
of an infinitely long homogeneous dielectric cylinder from the far field pattern 

for scattering of a time-harmonic E-polarized electromagnetic plane wave. We extend 
the approach suggested by Kress and Lee [18] that combines the ideas of Hettlich and 
Rundell [10] and Johansson and Sleeman [14] for the case of the inverse problem for a 
perfectly conducting scatterer to the case of penetrable scatterer. The inverse problem 
is depended on a system of non-linear boundary integral equations associated with a 
single layer approach to solve the direct scattering problem. We show the mathematical 
foundations of the method and illustrate its feasibility by numerical examples. 

Key Words: 
Helmholtz Equation; Inverse Scattering; Transmission Boundary Condition; Non-Linear 
Integral Equations; Gauss-Newton Iteration Methods; Single-Layer Approach. 

INTRODUCTION

(1.1)

constrain provides us to reduce the inverse scattering 
problem into two dimensions. 

Let simply connected bounded domain  be subset 
of  with  boundary . It illustrates the cross section 
of a sufficiently long dielectric cylinder and has constant 
wave number  with real and imaginary part larger 
than zero.  and  denote the exterior positive wave 
number and the outward unit normal to the boundary . 
For a given one or several incident fields  
with incident direction  defined as a unit vector, for 

–polarized electromagnetic waves the forward problem 
is assembled by the following Helmholtz equation with 
the transmission boundary condition: We look for 
solutions  and  to satisfy 
the Helmholtz equations 

in the trace sense such that . To ensure 
the scattered wave  vanishes at infinity, it requires 
to fulfil the following radiation condition (1.2)
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It uniformly holds in all directions. The radiation 
condition can be rewritten as an asymptotic behaviour of 
the form 

The  is an analytic function defined on the unit 
circle  in  and is known far-field pattern of scattered 
field (see[8]). 

The inverse obstacle scattering problem we are 
interested in is to reconstruct the boundary  of the 
scattering dielectric  by knowing  for one or several 
incident fields with different incident direction . 

At this point we note that uniqueness results for this 
inverse transmission problem are only available for the 
case of infinitely many incident waves (see  [15]). A general 
uniqueness result based on the far field pattern for one or 
finitely many incident waves is still lacking. More recently, 
a uniqueness result for recovering a dielectric disk from 
the far-field pattern for scattering of one incident field was 
established by Altundag and Kress [2]. 

For a more stable and accurate solution of the inverse 
transmission problem we extend the approach suggested 
by Kress and Lee [18] that combines the ideas of Hettlich 
and Rundell [10] and Johansson and Sleeman [14] from 
the case of the inverse problem for an object that is perfect 
conductor to the case of the inverse problem for an object 
that penetrates the incident field. 

In order to transform the forward problem (1.1)–(1.3) 
to boundary integral equation, we represent the solution  
and  to the direct scattering obstacle problem in terms of 
single-layer potential in  and in  with the densities 

 and , respectively. Approaching the boundary and using 
the jump relation and transmission boundary condition 
(1.2) we obtain a system of two boundary integral equations 
on the boundary  for the corresponding densities. We will 
denote this system of integral equations as a field equations. 
For the inverse obstacle scattering problem, the given far 
field pattern  and the required coincidence ofthe far field 
of the single-layer potential provides a further equation. In 
the sequel, we will denote this equation as a data equation. 
Field and data equation can be considered as three equations 
for three unknowns, i.e., boundary curve and the two 
densities. The system of boundary integral equations is non-
linear with respect to the boundary and linear with respect 
to the two densities.This system of integral equations is ill-
posed. The ill-posedness of the inverse problem is reflected 
through the ill-posedness of the data equation. This open up 
variety approaches to solve the inverse scattering obstacle 
problem by linearization and iteration. The first approach 

applied in [2]. The idea of the approach described as follows: 
Given an approximation  for the boundary  in a 
first step the well-posed field equations can be solved for 
two densities on . Then in a second step, keeping 
the densities fixed, the ill-posed field equation can be 
linearised with respect to the boundary and the solution of 
the ill-posed linearised equation can be utilized to update 
the boundary approximation. Because of the ill-posedness 
the solution of this update equation requires stabilization. 
These two steps can be iterated until some suitable stopping 
criterion is satisfied. The second approach implemented in 
[3]. From the spirit of [20], the iteration scheme constructed 
as follows: Given an approximation  for the boundary 
 and approximations ,  for the densities 
 ,  we linearize both the field and the data equations 

simultaneously with respect to the boundary curve and 
the two densities. The linear equations are then solved 
to update both the boundary curve and the two densities. 
Because of the ill-posedness the solution of the update 
equations requires stabilization, for example, by Tikhonov 
regularization. This procedure is then iterated until some 
suitable stopping criterion is achieved. In the current paper, 
the third approach is carried out. In the spirit of [10], [14] 
and [18], given an approximation  for the boundary  
in a first step the well-posed field equations can be solved for 
two densities on . Then in a second step, keeping the 
densities fixed, the ill-posed data equation can be linearised 
with respect to the boundary and we solve the linearised 
first degree data equation for a predictor. In a third step, 
keeping the densities fixed, we solve non-linear quadratic 
equation recursively for some steps to obtain a corrector. 
In a fourth step, we update the boundary approximation by 

 and continue this procedure until some 
suitable criteria is achieved. Because of the ill-posedness the 
solution of linearised data equation and quadratic equation 
require stabilization. 

For a recent survey on the connections of the different 
approaches see Ivanyshyn, Kress and Serranho [12,13]. For 
related work for the Laplace equation we refer to Kress and 
Rundell [20] for the Dirichlet boundary condition and Eckel 
and Kress [9] Altundag and Kress [2,3] and Altundag [1,4] 
for the transmission condition and Altundag [5] for the 
transmision-impedance boundary condition. Finally, for 
a recent survey on the second degree Newton method see 
Hettlich and Rundell [10] Kress and Lee [18] Kress, Tezel 
and Yaman [22]. 

(1.4)

(1.3)
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Provided  is not a Dirichlet eigenvalue of the negative 

Laplacian for , (2.7) has at most one solution. For the 
existence analysis and uniqueness of a solution, we refer to 
[2]. 

Numerical solution of the forward problem
To solve (2.8) numerically and present the inverse 
algorithm we assume the boundary curve  is defined by 

where  is a –periodic and smooth function. By 
 representing the dependence of the operators 

on the boundary curve, we introduce the parametrized 
single-layer operator 

by

and the normal derivative operators

by

where  and . For the related mapping property, we cite to [17,23]. 

The scheme of the current manuscript is described as 
follows: In the second section we describe the solution of 
the forward problem via a single-layer potential approach 
as a base of our inverse algorithm. In the third section, we 
explain numerical solution of the forward algorithm. In the 
fourth section, the inverse algorithm is explained deeply. In 
the final section, we illustrate the feasibility of the method 
by demonstrating some numerical examples comparing the 
result with those for the Johansson and Sleeman method in 
[2], for the hybrid method in [4], and for the simultaneous 
linearization method in [3]. 

The forward problem
The forward problem (1.1)–(1.3) has at most one solution 
(see [7,19] for the three-dimensional case). Existence of 
a solution can be seen [7,19] for the three-dimensional 

case. The solution of the forward scattering problem 
is established in [2]. The forward scattering problem 
is solved via single-layer potential approach. The 
fundamental solution to the Helmholtz equation is given 
by 

where  represents wave number and  denotes the 
Hankel function of first kind and order zero. Using the 
notation of [8], in a Sobolev space setting, we introduce 
the single-layer potential operators 

By using the jump relations on the boundary , the 
single-layer potentials 

solve the forward problem (1.1)–(1.3) provided the 
densities  and  fulfil 

(2.5)

(2.6)

(2.7)

(2.8)

(3.1)
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by

and the parametrized normal derivative operators 

by 

for . We made use of  and  for any vector . The parameterized form of 
(2.8) has the representation as follows 

The kernels 

and 

of the operators  and  can be written in the form 

(3.2)

(3.3)
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impenetrable scatterer to the case of penetrable scatterer. 
To do that it requires to introduce far-field operator of the 
form  by 

By considering the equations (2.7) and (3.5) we deduce 
that far-field pattern for the solution to forward problem 

in terms of the solution to (2.8). Now, we can state the 
following theorem as a basis of inverse scattering problem. 

Theorem 4.1. Assume that far-field pattern  and 
an incident plane wave  are given. Assume  and , the 
boundary curve  fulfil the following equations 

The far-field pattern of the single-layer potential  
with density  is given by 

where 

Table 1 illustrates some numerical result for the far 
field pattern  with respect to forward direction  and 

 with respect to opposite direction .  is 
chosen as a direction of incident field and the wave numbers 
are  and . 

The inverse problem
We progressed to explain an iterative scheme for solving 
the inverse obstacle scattering problem. We extend 
the inverse algorithm suggested by by Kress and Lee 
[18] that combines the ideas of Hettlich and Rundell 
[10] and Johansson and Sleeman  [14] from the case of 

For the boundary integral equations with kernels of the 
form (3.3) a combined quadrature and collocation methods 
based on trigonometric interpolation, we refer to [8] or [21] 
and we also refer to [17] for the related error analysis. 

To illustrate a numerical example, we examine the 
scattering of an incident field from a sufficiently long 
homogeneous dielectric cylinder. Its cross section consists 
of a non-convex kite-shaped and it is expressed by the 
parametric form 

where 

 and  denote the Bessel functions of order zero and 
one respectively. The functions , and  turn out 
to be analytic with diagonal terms 

in terms of Euler’s constant  and 

(3.4)

(4.2)

(3.5) (4.1)

(4.3)
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Then the parametrized form of (4.3) is transformed of the form 

Then boundary curve  solves the inverse obstacle 
scattering problem. 

The system of boundary integral equations (4.3) is 
linear with respect to the densities and non-linear with 
respect to the boundary curve . What is more, it is ill-
posed. The ill-posedness of the inverse problem is reflected 
through the ill-posedness of the third integral equation, the 
far field equation denoted as data equation. In the current 
paper, we are going to proceed as follows: Given a current 
approximation  for  in a first step the well-posed 
field equations can be solved for two densities on 
. Then in a second step, keeping the densities fixed, the ill-

(4.4)

(4.5)

(4.6)

Table 1. Approximate numerical value for the forward scattering problem

    ]  

8 -0.6017247940 -0.0053550779 -0.2460323014 0.3184957768  

16 -0.6018967551 -0.0056192337 -0.2461831740 0.3186052686  

32 -0.6019018135 -0.0056277492 -0.2461946976 0.3186049949  

64 -0.6019018076 -0.0056277397 -0.2461946846 0.3186049951  

posed data equation can be linearised with respect to the 
boundary curve and we solve the linearised first degree data 
equation for  a predictor. In a third step, keeping the densities 
fixed, we solve non-linear quadratic equation recursively for 
some steps to obtain a corrector. In a fourth step, we update 
the boundary approximation by . To 
describe the procedure in more detail, we also require the 
parametrized version 

of the far field operator as given by 

For a fixed  the Fréchet derivative  of the operator  with respect to the boundary curve  in the direction  is 
given by 

for . Then the linearization of the third equation in (4.5) at  with respect to the direction  reads 

(4.7)

(4.7) is a linear equation for the predictor  but it is ill-posed. The ill-posedness is inherited from Fréchet derivative of 
the boundary. 

For a fixed  the Fréchet derivative  of the operator  with respect to the boundary curve  in the direction  can 
be deduced of the form 
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Using the second degree approximation the equation (4.7) is replaced by the quadratic equation 

As in the inspire of Hettlich and Rundell [10], the nonlinear quadratic equation (4.9) is solved in two steps, namely a 
predictor and a corrector step. The predictor step coincides with the Johansson and Sleeman method [14]. For this step, we 
solve ill-posed linearized data equation (4.7) via Tikhonov regularization with Sobolev penalty term  and regularization 
parameter  to obtain a predictor . After  obtained , in the corrector step the ill-posed linear equation can be 
expressed as follows 

Equation(4.10) is solved recursively for , 
. Since equation(4.10) is ill-posed, it requires stabilization. 
We use Tikhonov regularization with Sobolev penalty term 

 and regularization parameter . 

Now, we can describe the algorithm as follows: 
given an approximation for the boundary curve  with 
parametrization , each iteration step of the proposed 
inverse algorithm consists of fourth parts. 

1. We solve the first two well-posed equations of 
(4.5), i.e., the field equations for the densities  
and . 

2. Keeping  fixed, we solve the ill-posed linearized 
data equation (4.7) for a predictor . Since the 
kernels of the integral operators in (4.7) are smo-
oth, for its numerical approximation the compo-
site trapezoidal rule can be employed. Because 
of the ill-posedness the solution of (4.7) requires 
stabilization, for example, by Tikhonov regulari-
zation. 

3. Keeping  fixed, we solve the linearized second 
degree equation (4.10) via Tikhonov regularizati-
on recursively in  steps to obtain the corrector 

. 
4. We update the boundary approximation by  

and return to first step until some suitable criteria 
is achieved. The following stopping criterion is 
implemented and it is given by the relative error 

where  is the computed far field pattern for after  
iteration steps and where  
and . 

We represent the boundary parametrization of the 
form 

with a non-negative function . The increments are of 
the form 

with a real function . For the approximation procedure, 
we assume that  and its update  have the form of a tri-
gonometric polynomial of degree , 

The linearised equations (4.7) and (4.10) are solved in the 
least squares sense, penalized via Tikhonov regularization, 
for the unknown coefficients  and  of 
the trigonometric polynomial representing the update . 
From the our numerical example, we observe that it is more 
advantageous to use an  Sobolev penalty term rather 
than an  penalty term in the Tikhonov regularization. 

(4.8)

(4.9)

(4.10)

(4.11)

(4.12)

(4.13)

(4.14)
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We interpret the operators  and  as an ill-posed 
linear operator having the mapping properties of form 

for some small . 

As a theoretical basis for the application of Tikhonov 
regularization we refer to [11]. Under the assumption of star-

for . The inverse algorithm can be described as follows: Given an approximation , we firstly solve the first 
two equations in (4.16) for  to obtain  densities  and . Secondly, we solve the 
linearised equation 

for the predictor  by interpreting them as one ill-posed equation with an operator from  and 
applying Tikhonov regularization. Thirdly we solve linearized second degree equation 

(4.15)

like boundaries, the operator  and  are injective if  is 
not a Neumann eigenvalue for the negative Laplacian in . 

We also extend the above algorithm for finitely many 
incident plane waves. Let  are  incident plane 
waves with different incident directions and  
be the corresponding far-field patterns for scattering from 

. The inverse scattering problem is to reconstruct the 
unknown . This is equivalent to solve 

(4.16)

Numerical examples
As proof of concept rather than a documentation of 
a fully developed code, in this final section we present 
some numerical examples exhibiting the feasibility 
of our approach. In order to prevent an inverse crime, 
the synthetic far-field data were obtained by using the 
boundary integral equations based on a combined single- 
and double layer potential approach (see [7,19]). We use the 
numerical algorithm explained in [8,17,16] 64 quadrature 
points are used. The linearised data equation (4.7) and 
linearised second degree data equation (4.10) were solved 
by Tikhonov regularization with an H2 penalty term, 
i.e., p=2 in (4.15). The regularized equation is solved by 
Nyström’s method with the composite trapezoidal rule. 
The table 5.2 illustrates the types of contour given by 
corresponding representation formula.

In all our five examples we used R=8 as a number of 
incident waves with the directions d=(cos(2pr/R), sin(2pr/R), 
r=1,..., R  and J=10 as degree for the approximating trigo-
nometric polynomials in (4.14) and M=10 as the number of 
recursion and the wave numbers ko=1 and kd=5 + 1i. The 
initial guess is given by the dotted line, the exact boundary 

curves are given by the dashed (blue) lines and the recons-
tructions by the full (red) lines. For simplicity, for the stop-
ping rule we chose e (s) the same for all noise levels since 
this already gave satisfactory reconstructions. In according 
with the general convergence results on regularized Gauss–
Newton method (see [6]) for the regularization parameters 
we used decreasing sequences 

with  positive and  chosen by trial and 
error. The iteration numbers and the regularization 
parameters  and  for the Tikhonov regularization 
of (4.7) and (4.10), respectively, were chosen by trial and 
error. However, to illustrate the feasibility and stability of 
our method we used the same regularization parameter 
in all examples. These were chosen as  
and . 

Random errors are obtained by 

(5.1)

(4.17)

(4.18)
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with the random variable  and .  

In the first Figure 1, second Figure 2, third Figure 3, 
fourth Figure 4, and fifth Figure 5 examples illustrate re-
constructions obtained after 13, 15, 15, 10, and 15 iterations 
respectively. 

Table 3 illustrates the convergence behaviour of the 
proposed algorithm. The first column represents iteration 
number N and the other columns represent relative error 
determined by (4.11) for each contour 5.2. 

Our examples clearly indicate the feasibility of the 
proposed algorithm with a reasonable stability against noise. 
From our further numerical experiments it is observed 
that using more than one incident wave improved on the 
accuracy of the reconstruction and the stability. 

Furthermore, an appropriate initial guess is important 
to ensure numerical convergence of the iterations. Our 
examples also indicate that the proposed algorithm with the 
numerical reconstructions are superior to those obtained 
via by Johonsson and Sleeman method [14] in [2] to those 
obtained via by the hybrid method in [4]. Moreover, the 
proposed algorithm has as the same efficiency of accuracy 
and stability as the simultaneous linearization method 
in [3]. However, the proposed algorithm requires less 
computational effort than the simultaneous linearization 
method. Therefore, it is superior the simultaneous 
linearization method with respect to computational cost. 
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Table 3. Relative error at each iteration step

N Apple-Sh. Dropped-Sh. Kite-Sh. Peanut-Sh. R. Triangel  

1 0.6757221101 0.6360551737 0.6368500557 0.2148574440 0.8949045371  

2 0.1643964696 0.1657433896 0.2976995503 0.0503726493 0.3733278852  

3 0.0422092172 0.0281626370 0.1881878713 0.0067460381 0.2176997240  

4 0.0142325900 0.0161566231 0.1346324897 0.0025621311 0.0940590296  

5 0.0096240121 0.0137267005 0.1076783088 0.0024559183 0.0415419160  

6 0.0081622629 0.0124983950 0.0910946349 0.0023434131 0.0205255193 

7 0.0062161463 0.0114739054 0.0796446254 0.0022429730 0.0115610162 

8 0.0043983846 0.0105610342 0.0710851110 0.0021531523 0.0078191797  

9 0.0031519393 0.0098295139 0.0643294142 0.0020709805 0.0062761911  

10 0.0024892871 0.0093579625 0.0587910366 0.0019941389 0.0055382041  

11 0.0021832518 0.0091470771 0.0541263151 Terminated 0.0050712243 

12 0.0020280692 0.0091156042 0.0501207838 0.0047028951 

13 0.0019307739 0.0091655215 0.0466334592 0.0043807490  

14 Terminated 0.0092326307 0.0435672694 0.0040879823  

15 0.0092904674 0.0408523510 0.0038178513  

16 Terminated Terminated Terminated 

Table 2. Boundary Curves

Types Representations

Dropped-shaped :   

Apple-shaped :    

Kite-shaped :

Peanut-shaped :
   

Rounded triangle :    
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Figure 1. Reconstruction of the apple-shaped contour 5.2 for exact data (left), 3% noise (middle) and 5% noise (right)

Figure 2. Reconstruction of dropped-shaped contour 5.2 for exact data (left), 3% noise (middle) and 5% noise (right)

Figure 3. Reconstruction of kite-shaped contour 5.2 for exact data (left), 3% noise (middle) and 5%  noise (right)

Figure 4. Reconstruction of peanut-shaped contour 5.2 for exact data (left), 3% noise (middle) and 5% noise (right)

Figure 5. Reconstruction of rounded-triangle-shaped contour 5.2 for exact data (left), 3% noise (middle) and 5% noise (right)
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NATIONAL & INTERNATIONAL SCIENTIFIC EVENTS

Sixth Nanoscience and Nanotechnology 
Symposium (NNS 2015)
Venue: The Sunan Hotel Solo
Location: Solo, Indonesia 

BEGINS: Nov 04, 2015 08:00 AM 
Ends: Nov 05, 2015 

Experimental Fluid Mechanics 2015

Venue: Kaiserstein Palace
Location: Prague, Czech Republic 

BEGINS: Nov 17, 2015 05:00 PM 
Ends: Nov 20, 2015 02:00 PM  

International Conference on Structural 
Engineering, New Technology and Methods 
(ICSENM’16)
Venue: Clarion Congress Hotel Prague
Location: Prague, Czech Republic 

BEGINS: Mar 30, 2016 
Ends: Mar 31, 2016  

Third International Conference on Mechanical 
Engineering (Meche-2015)

Venue: Dubai,UAE
Location: Dubai,, United Arab Emirates 

BEGINS: Nov 06, 2015 08:00 AM 
Ends: Nov 07, 2015 06:00 PM 

Sixth International Conference on Metals in 
Genetics, Chemical Biology and Therapeutics 
(ICMG-2016)
Venue: Indian Institute of Science
Location: Bangalore, Karnataka, India 

BEGINS: Feb 17, 2016 09:00 AM 
Ends: Feb 20, 2016 04:00 PM 

Interflam 2016

Venue: Royal Holloway College, Univ. of London
Location: Egham, Nr Windsor, Surrey, UK 

BEGINS: Jul 04, 2016 09:00 AM 
Ends: Jul 06, 2016 05:00 PM 

Biotechnology for Better Tomorrow

Venue: DT by Hilton Tampa Airport Westshore
Location: tampa, Florida, United States 

BEGINS: Oct 28, 2015 
Ends: Oct 31, 2015  

Second International Conference on Electrical and 
Electronics Engineering (ELEL 2015)

Venue: Dubai,UAE
Location: Dubai,, United Arab Emirates 

BEGINS: Nov 06, 2015 08:00 AM 
Ends: Nov 07, 2015 06:00 PM 

ASME 2015 International Mechanical Engineering 
Congress Exposition
Venue: George R Brown Convention Center
Location: Houston, Texas, United States 

BEGINS: Nov 13, 2015 
Ends: Nov 19, 2015  

3rd International Conference on Rehabilitation 
and Maintenance in Civil Engineering
Venue: Sahid Jaya Hotel
Location: Solo, Indonesia 

BEGINS: Nov 19, 2015 
Ends: Nov 21, 2015 

2016 International Conference on Mechanical, 
Manufacturing, Modeling and Mechatronics (IC4M 
2016)
Venue: Le Meridien Kuala Lumpur
Location: Kuala Lumpur, Malaysia 

BEGINS: Feb 27, 2016 09:00 AM 
Ends: Feb 29, 2016 05:00 PM  

6th International Chemical and Environmental 
Engineering Conference

Venue: Hotel Royal
Location: Kuala Lumpur, Malaysia 

BEGINS: Dec 27, 2015 08:00 AM 
Ends: Dec 29, 2015 12:00 PM

www.hjse.hitit.edu.tr
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