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tunceracar@ymail.com

Managing Editor

Osman Alagoz
Department of Mathematics, Faculty of Science and Arts, Bilecik Şeyh Edebali University, Bilecik, Türkiye
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Research Article

Generalized Cesàro summability of Fourier series and its
applications

OKTAY DUMAN*

ABSTRACT. In this paper, by using generalized Cesàro means based on q-integers, we study on approximating
continuous and periodic functions by their Fourier series. We also discuss its connection with the concept of statistical
convergence. At the end of the paper, some applications and graphical illustrations are also provided.
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1. INTRODUCTION

The question of whether the Fourier series of a periodic function converges to the given
function is researched by a field known as classical harmonic analysis. It is well-known that
convergence is not necessarily given in the general case. However, by using some summability
methods, such as Cesàro means and Riesz means, the convergence is possible in some sense
(see, for instance, [21]). In the present paper, by using generalized Cesàro means based on q-
integers (see the next section for details), we study on approximating continuous and periodic
functions by their Fourier series.

Let Sn(f) denote the partial sums of an integrable and 2π-periodic function f, that is

Sn(f ;x) =
a0
2

+

n∑
k=1

(ak cos kx+ bk sin kx) ,

where

ak :=
1

π

∫ π

−π
f(t) cos ktdt, k = 0, 1, ...

and

bk :=
1

π

∫ π

−π
f(t) sin ktdt, k = 1, 2, ... .

Then, we may write that

Sn(f ;x) =
1

π

∫ π

−π
f(x+ t)Dn(t)dt,
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136 Oktay Duman

where Dn(t) denotes Dirichlet’s kernel given by

Dn(t) =
sin ((n+ 1/2) t)

2 sin (t/2)
.

Furthermore, the classical Cesàro means of Sn(f) can be written as follows:

σn(f ;x) =
S0(f ;x) + S1(f ;x) + ...+ Sn(f ;x)

n+ 1

=
1

π

∫ π

−π
f(x+ t)

(
1

n+ 1

n∑
k=0

Dk(t)

)
dt

=
1

π

∫ π

−π
f(x+ t)Kn(t)dt,

where Kn(t) denotes Fejér’s kernel given by

(1.1) Kn(t) =
sin2 ((n+ 1/2)t)

2 (n+ 1) sin2(t/2)
.

Now, let C2π denote the space of all continuous and 2π periodic functions. Then, it is well-
known that, for any f ∈ C2π, the sequence (σn(f)) is uniformly convergent to f, i.e., (Sn(f)) is
uniformly Cesàro summable to f.

In order to generalize this summability, we will consider the generalized Cesàro means
based on q-integers introduced in [1, 4].

2. Q-CESÀRO SUMMABILITY OF FOURIER SERIES

We first recall some concepts and notation from the q-calculus (see [11] for details). For a
given q > 0, the q-integer [n]q is given by

[n]q := 1 + q + q2 + · · ·+ qn−1 with [0]q = 0.

Then, for each n = 1, 2, . . . , we may write that

[n]q =
1− qn

1− q
for q 6= 1.

Now, for a given q > 0, consider the q-Cesàro matrix C(q) = [cnk(q)] (k, n = 0, 1, 2, . . .) defined
by (see [1, 4])

(2.2) cnk (q) =

{
qk

[n+1]q
, k = 0, 1, ..., n

0, otherwise.

Then, we can write the matrix C(q) as follows:

C(q) =



1 0 0 · · · 0 0 · · ·
1

[2]q

q
[2]q

0 · · · 0 0 · · ·
1

[3]q

q
[3]q

q2

[3]q
· · · 0 0 · · ·

...
...

...
...

...
...

. . .
1

[n+1]q

q
[n+1]q

q2

[n+1]q
· · · qn

[n+1]q
0 · · ·

...
...

...
...

...
...

. . .


.

Observe that the case of q = 1 reduces to the classical Cesàro matrix. About regularity of
q-Cesàro matrix, we can say the following:
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• For any fixed q ≥ 1, the matrix C(q) is regular (see [1]).
• For a given 0 < q < 1, the corresponding matrix C(q) cannot be regular due to the fact

that [n+ 1]q → 1
1−q as n→∞.

• Instead of a fixed q, take a sequence q = (qn) such that the following conditions hold:

(2.3) 0 < qn < 1 for all n ∈ N0 = {0, 1, ...}

and

(2.4) lim
n→∞

qn = 1.

Then,C(q) is still regular. Indeed, from (2.3) and (2.4) ,we may write that [n+1]qn →∞
as n → ∞ (see, for instance, [17, 18, 19]). Hence, using the well-known Silverman-
Toeplitz conditions, we immediately get the regularity ofC(q) for q = (qn) (see Example
2.1 for such a sequence).

Because the sequence of partial sums (Sn(f)) need not converge to f , we may try looking at
their q-Cesàro means as follows:

σn(f ; q;x) =
1

[n+ 1]q

n∑
k=0

qkSk(f ;x)

=
S0(f ;x) + qS1(f ;x) + ...+ qnSn(f ;x)

[n+ 1]q
,

which implies

σn(f ; q;x) =
1

π

∫ π

−π
f(x+ t)

(
1

[n+ 1]q

n∑
k=0

qkDk(t)

)
dt.

Hence, we may write that

(2.5) σn(f ; q;x) =
1

π

∫ π

−π
f(x+ t)Kn(q; t)dt,

where

(2.6) Kn(q; t) :=
1

2[n+ 1]q

n∑
k=0

qk
sin ((k + 1/2) t)

sin (t/2)
,

say q-Fejér’s kernel.
We should note that the q-Cesàro means in (2.5) may be regarded as a special case of Nörlund

or Riesz means of the partial sums of Fourier series. However, it is more convenient to examine
the behavior of the corresponding q-Fejér’s kernel in (2.6) by taking into account the known
properties of the q-integers. Another important reason for using q-integers in this process is
that it is possible to weaken the classical limit condition needed in the approximation (see
Section 3 for details).

We now start with the fundamental properties of q-Fejér’s kernel.

Lemma 2.1. Let q > 0 and n ∈ N0. Then, we get the followings:

(a) Kn(q; t) =
(1 + q) sin (t/2) + qn+2 sin ((n+ 1/2)t)− qn+1 sin ((n+ 3/2)t)

2[n+ 1]q sin (t/2)
{
(1− q)2 cos2 (t/2) + (1 + q)2 sin2 (t/2)

} .

(b) Kn(q; t) =
(n+ 1)

[n+ 1]q

{
qnKn(t) +

n−1∑
k=0

(
qk − qk+1

)
Kk(t)

}
,

where Kn(t) is the classical Fejér’s kernel given by (1.1).



138 Oktay Duman

(c)
1

π

∫ π
−πKn(q; t)dt =

n+ 1

[n+ 1]q
.

(d) If 0 < q ≤ 1, then Kn(q; ·) ≥ 0.

Proof. (a) From the definition of Kn(q; t) in (2.6), we may write that

Kn(q; t) =
1

2[n+ 1]q sin (t/2)
Im

{
n∑
k=0

qkei(k+1/2)t

}

=
1

2[n+ 1]q sin (t/2)
Im

{
eit/2

n∑
k=0

(
qeit
)k}

=
1

2[n+ 1]q sin (t/2)
Im
{
eit/2

1− qn+1ei(n+1)t

1− qeit

}
=

1

2[n+ 1]q sin (t/2)
Im
{
1− qn+1ei(n+1)t

e−it/2 − qeit/2

}
.

Observe that

Im
{
1− qn+1ei(n+1)t

e−it/2 − qeit/2

}
=

An(q, t)−Bn(q, t)
(1− q)2 cos2 (t/2) + (1 + q)2 sin2 (t/2)

,

where

An(q, t) = (1 + q)
(
1− qn+1 cos ((n+ 1)t)

)
sin (t/2) ,

Bn(q, t) = (1− q) qn+1 sin ((n+ 1)t) cos (t/2) .

Hence, using some appropriate trigonometric identities, we obtain that

An(q, t)−Bn(q, t) =(1 + q) sin (t/2) + qn+2 sin ((n+ 1/2)t)

− qn+1 sin ((n+ 3/2)t) ,

which immediately gives the equality in (a).
(b) If we use Abel’s partial sums identity in (2.6) , then we observe from (1.1) that

Kn(q; t) =
(n+ 1)

[n+ 1]q

n∑
k=0

qk
sin ((k + 1/2) t)

2(n+ 1) sin (t/2)

=
(n+ 1)

[n+ 1]q

{
qnKn(t) +

n−1∑
k=0

(
qk − qk+1

)
Kk(t)

}
,

which completes the proof of (b).
(c) We may write from (b) that

1

π

∫ π

−π
Kn(q; t)dt

=
n+ 1

[n+ 1]q

{
qn
(
1

π

∫ π

−π
Kn(t)dt

)
+ (1− q)

n−1∑
k=0

qk
(
1

π

∫ π

−π
Kk(t)dt

)}
.
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Since 1
π

∫ π
−πKn(t)dt = 1, we see that

1

π

∫ π

−π
Kn(q; t)dt =

n+ 1

[n+ 1]q

{
qn + (1− q)

n−1∑
k=0

qk

}

=
n+ 1

[n+ 1]q
{qn + (1− q)[n]q}

=
n+ 1

[n+ 1]q
,

which gives (c).
(d) It is clear from (b), since 0 < q ≤ 1. �

Remark 2.1. If one takes q = 1 in Lemma 2.1 then (a) implies

Kn(1; t) =
2 sin(t/2) + sin ((n+ 1/2)t)− sin ((n+ 3/2)t)

8(n+ 1) sin3 (t/2)

=
1− cos ((n+ 1)t)

4(n+ 1) sin2 (t/2)

=
sin2 ((n+ 1)t/2)

2(n+ 1) sin2(t/2)

=Kn(t),

and (b) implies the same equality Kn(1; t) = Kn(t), and also (c) and (d) implies the classical results
1
π

∫ π
−πKn(t)dt = 1 and Kn(·) ≥ 0, respectively.

Theorem 2.1. Assume that the sequence q = (qn) satisfies the conditions (2.3) and (2.4). Then, for
the operators in (2.5), we get

lim
n→∞

σn(f ; qn;x) = f(x) uniformly with respect to x

for every f ∈ C2π.

Proof. Since the operators in (2.5) are positive and linear, from the well-known Korovkin theo-
rem for 2π-periodic continuous functions (see [2, 12]), it is enough to show that

(2.7) σn (fi; qn;x) ⇒ fi(x) for i = 0, 1, 2,

where f0(x) = 1, f1(x) = sinx and f2(x) = cosx. As usual, the symbol ⇒ denotes the uniform
convergence. Now, it is easy to check that

(2.8) σn(f0; qn;x) = f0(x) = 1.

From the definition of the operators, we observe that

σn (f1; qn;x) =
S0(f1;x) + qnS1(f1;x) + q2nS2(f1;x) + · · ·+ qnnSn(f1;x)

[n+ 1]qn

=
0 + qn sinx+ q2n sinx+ · · ·+ qnn sinx

[n+ 1]qn

=
qn + q2n + · · ·+ qnn

[n+ 1]qn
sinx,

which implies

(2.9) σn (f1; qn;x) =

(
1− 1

[n+ 1]qn

)
sinx.
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n = 2

n = 5

n = 10

f

-5 0 5

0.0

0.5

1.0

1.5

2.0

2.5

3.0

FIGURE 1. q-Cesàro approximation to the function f(x) = |x| by the operators
σn(f ; qn;x) associated with the sequence q = (qn) given by (2.11)

Similarly, we also get

(2.10) σn (f2; qn;x) =

(
1− 1

[n+ 1]qn

)
cosx.

Taking limit as n→∞ in (2.8), (2.9) and (2.10) and also considering the assumptions (2.3) and
(2.4), we obtain (2.7) , which completes the proof. �

Example 2.1. Define the function f , for x ∈ [−π, π], by f(x) = |x| and extend its domain periodically
to the whole real line which coincides on [−π, π]. Consider the sequence q = (qn) given by

(2.11) qn = 1− 1

n+ 2
.

Then, all conditions of Theorem 2.1 holds, which implies

lim
n→∞

σn(f ; qn;x) = f(x)

uniformly with respect to x. This (uniform) q-Cesàro summability is indicated in Figure 1 with the
parameter values n = 2, 5, 10.

Example 2.2. Consider the 2π-periodic and even function f defined on [0, π] by

(2.12) f(x) =

∞∑
k=1

1

k2
sin
((

2k
3

+ 1
) x
2

)
.

Then, according to Weierstrass M-test, we get the continuity of f on R. Hence, Theorem 2.1 implies
that, for any sequence q = (qn) satisfying (2.3) and (2.4), lim

n→∞
σn(f ; qn;x) = f(x) uniformly with

respect to x. However, one can observe that the classical partial sums of the function f in (2.12) cannot
converge to f at the origin. More precisely, the sequence (Sn(f ; 0)) diverges to the infinity as n → ∞
(see, for instance, [20]).
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3. EXTENSION TO THE STATISTICAL CONVERGENCE AND CONCLUDING REMARKS

In this section, we will work on the situation where the limit condition in (2.4) is weakened.
For example, we can consider the concept of statistical convergence (see [8] by Fast). We note
that this type of convergence has been introduced a few years earlier by Zygmund with the
name “almost convergence” (see [21, Vol. II, Chap. XIII]). Later on, the statistical convergence
has been frequently used not only in the summability theory, but also in the approximation
theory (see [3, 6, 7, 10, 13, 14, 15, 16]). We recall that the (asymptotic) density, δ(K), of a set
K ⊂ N is defined by

δ(K) := lim
n→∞

1

n+ 1
#{0 ≤ k ≤ n : k ∈ K}

provided that the limit exists, where the symbol # denotes the cardinal number of a set. Using
this density, a sequence (xn) is said to be statistically convergent to a number L, denoted by
st− lim

n→∞
xn = L, if for every ε > 0,

δ ({0 ≤ k ≤ n : |xk − L| ≥ ε}) = 0,

that is
lim
n→∞

1

n+ 1
#{0 ≤ k ≤ n : |xk − L| ≥ ε} = 0.

It is well-known that every convergent sequence is statistically convergent to the same value,
but the converse is not always true. Furthermore, for a given sequence (xn), st− lim

n→∞
xn = L if

and only if there exists an index set K = {kn : n ∈ N0} of density 1 such that the subsequence
(xkn) converges to L (in the usual sense) as n→∞ (see [5, 9] for further properties of statistical
convergence).

For a given sequence q = (qn) with 0 < qn < 1, we replace the limit condition (2.4) with the
following weaker condition:

(3.13) st− lim
n→∞

qn = 1.

In this case, the corresponding q-Cesàro matrix in (2.2) does not need to be regular. For exam-
ple, consider the sequence q = (qn) defined by

(3.14) qn =


1

2

(
1− 1

n+ 2

)
, if n = m2 (m = 0, 1, ...)

1− 1

n+ 1
, otherwise.

Observe that, in this case, [m2 + 1]qm2 → 2 as m → ∞. Despite this negative situation, we
obtain the following statistical approximation theorem.

Theorem 3.2. Assume that the sequence q = (qn) satisfy the conditions (2.3) and (3.13). Then, for the
operators in (2.5), we get

(3.15) st− lim
n→∞

σn(f ; qn;x) = f(x) uniformly with respect to x

for every f ∈ C2π.

Proof. This immediately follows from the statistical Korovkin theorem for periodic functions
(see [6]) since, for each i = 0, 1, 2,

st− lim
n→∞

σn(fi; qn;x) = fi(x) uniformly with respect to x,

where fi are the test functions stated before. �
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n = 4

n = 9

n = 25

sinx

(sinx) /2

-3 -2 -1 0 1 2 3

-1.0

-0.5

0.0

0.5

1.0

FIGURE 2. q-Cesàro approximation to the function f1(x) = sinx by
(σn(f1; qn;x)) associated with the sequence q = (qn) given by (3.14) fails for
the values n = m2

Remark 3.2. We know from Example 2.2 that there exists a function f in C2π such that approximation
to f by the partial sums (Sn(f)) fails. Now consider the sequence q = (qn) given by (3.14). Then,
using the test function f1(x) = sinx, we get

σm2 (f1; qm2 ;x) =

(
1− 1

[m2 + 1]qm2

)
sinx→ sinx

2
(as m→∞),

which is indicated in Figure 2 for some values n = m2. Hence, for the sequence q = (qn) in (3.14) ,
q-Cesàro approximation in Theorem 2.1 fails either. However, one can obtain from Theorem 3.2 that
(3.15) holds for any function in C2π . This situation is indicated in Figure 3 for some values n 6= m2,
where the set of all nonnegative integers n satisfying n 6= m2 has density one.
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sinx

n = 8

n = 13

n = 20

-3 -2 -1 0 1 2 3

-1.0

-0.5

0.0

0.5

1.0

FIGURE 3. Statistical q-Cesàro approximation to the function f1(x) = sinx by
(σn(f1; qn;x)) associated with the sequence q = (qn) given by (3.14) for the
values n 6= m2
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1. INTRODUCTION

The Functional Analysis theory is typically built on spaces having at least the structures
of vector spaces (essentially infinite-dimensional) endowed with a topology. The notions of
Topological Vector space, Metric space, Normed space, Banach space, Hilbert space are a kind
of chain of structures, each of them beginning with a set of properties which allows to build
an entire theory. The overall result is a branch of Mathematical Analysis of great interest in
its own and in applications to several other fields like PDEs. The central notion of norm raises
naturally the question of how it can be generated: important questions are to establish whether a
topology is induced by a norm (see the classical result by Kolmogorov, for instance Swartz [139,
Theorem 1 p.182]), and whether a given metric can be derived from some norm (see e.g. Singh,
Narang [138]), and, on the other hand, the check that inner products induce a norm ensures
that properties defining inner products allow to gain results known for normed spaces. Norms
of the most familiar infinite dimensional spaces (such as sequence spaces or Lebesgue spaces
over sets in Euclidean spaces) characterize the elements of the spaces they generate in the sense
that an element belongs to the space if and only if its norm is finite.

The relevance of the notion we are going to treat in this paper is that it allows to characterize
easily certain sets of functions, namely, the sets of functions on which a certain functional,
built through a so-called modular, is finite. Several norms are modulars (in Preface of the book
Kozlowski [95] we read: roughly speaking, modulars are the functionals that generalize norms), but
the heart of the matter is that modulars are not necessarily norms, and this may happen even
for functionals characterizing – through its finiteness – vector spaces: in such case, the crucial
role of the modular is that it allows to define a new functional (on the set where it is defined if it
is a vector space, otherwise in its linear hull) which is a norm. Hence again, modulars represent
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a way to answer to the question of how generate a norm. The most popular (we could also say:
historical) example is that one of Orlicz spaces: if Ω ⊂ Rn is a Lebesgue measurable set with
positive measure and if Φ is a non-negative, convex, increasing function over [0,∞[, vanishing
at zero, then the condition

ρ(f) =

∫
Ω

Φ(|f(x)|)dx <∞

defines a set of measurable functions on Ω; but, in general, ρ does not enjoy the properties of
a norm. In the case of functions Φ satisfying the ∆2 condition (see e.g. Rao, Ren [134, Theo-
rem 2 p.46] for details), the set {f : ρ(f) < ∞}, endowed with usual addition and scalar
multiplication, is a vector space; but ρ is never a norm, unless Φ(t) = ct for some c > 0. The
well known norm of classical Orlicz spaces is maybe the most standard example of norm built
from a modular (in this case from ρ).

Overall, a natural question is to establish which properties should define a modular ρ so that
one can build, starting from ρ, a structure of normed space.

While the classical structures (topological spaces, metric spaces, normed and Banach spaces,
etc.) studied in Functional Analysis are defined in standard ways, the literature containing the
notion of modular starts frequently from sets of axioms which may have differences among
authors. This is not a serious problem, because each treatise must be built from all their neces-
sary prerequisites. However, a comparison between the various notions seems missing at our
knowledge, because authors are mostly interested in deriving their particular results. The goal
of this paper is to give a contribution to this apparent lack of investigation, which may be of
help for researchers which try to extend results previously known in classical structures to the
context of modular spaces and need to choose a suitable set of properties from which to derive
their results.

The plan of the paper is the following: in Section 2, we recall the definitions of normed and
Riesz spaces: this will be of help when we will need to specify the domains of the modulars
we will consider; some of the modulars introduced by Nakano are recalled and studied in Sec-
tion 3, which contains Theorem 3.1 about how to build, starting from a modular, a structure of
normed space; we will devote Section 4 to modulars introduced after Nakano by various au-
thors; some of these notions – besides, of course, those ones introduced by Nakano – are among
the most quoted in literature. They will be not presented in chronological order, because it will
be privileged someway the mathematical sequence of the structures, even if the chain of mod-
ulars we will consider cannot be ordered rigorously: from the logical point of view the various
notions of modular spaces are someway pairwise slanting. We hope that this paper will raise
new questions, even from old literature, never studied in a systematic way; few ideas will be
listed in the final Section 5.

We will see that the notion of modular is strongly linked, not only historically, to ordered
vector spaces. In Subsection 2.2, we will recall that this topic has been within the interests of
Professor Francesco Altomare, to which this paper is dedicated.

We close this section pointing out that the term modular is used also in contexts different
from that one considered in this paper: for instance, it is used in abstract set function theory
(see the comment on the property (P.3.1.11) below) and in the framework of finite lattices (see
e.g. Section 4 in Kohonen [84]).

2. NORMED SPACES AND RIESZ SPACES

In next subsection, we recall the standard notion of norm (see e.g. Dunford, Schwartz [46,
p.59] or Megginson [118, p.ix or Definition 1.2.1 p.9] ), which represents in fact the most impor-
tant category of one of the next sets of modulars.
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2.1. Normed spaces. LetR be a real or complex vector space. A functional

(2.1) ‖ · ‖ : R → [0,+∞[

is said to be a norm if it satisfies the following properties (f, g ∈ R, λ ∈ R or λ ∈ C ):
(P.2.1.1) ‖f‖ = 0⇔ f = 0,
(P.2.1.2) ‖λf‖ = |λ|‖f‖,
(P.2.1.3) ‖f + g‖ 6 ‖f‖+ ‖g‖.
Norms appear in every book dealing with Functional Analysis and/or Function spaces and
their applications; normed spaces are not a topic of interest of this paper. However, when we
think to the norm as functional, it may be of interest to highlight some interesting properties:
for instance, the triangle inequality can be strengthened. In this framework, we mention just
two papers about inequalities for the norm, see Maligranda [111, 112].

2.2. Riesz spaces. The set of the real numbers R may be enriched by the structure of complete
ordered field, but it is also the substructure for an ordered vector field over R itself. In other fa-
miliar vector spaces order relations can be defined, but the compatibility with operations must
be lost: for instance, it is well known from undergraduate Calculus that in R2 one cannot define
at all an order compatible with the structure of field. However, a partial order compatible with
the structure of vector space can be defined (see e.g. Example 2.1 below). One gets this way an
important structure, which can be built also starting from other well known sets: for instance,
the real vector spaceM of the Lebesgue measurable real-valued functions defined in (0,1) ⊂ R.
We are going to recall the definition of this structure.

The Riesz spaces (see Nakano [126, p.9], who called them “semi-ordered linear spaces”; for a
modern exposition see e.g. Luxemburg, Zaanen [107, p.48]) are real vector spaces R, where a
binary relation (= subset ofR×R), denoted by>, is defined (for semiorders see also Luce [104,
Section 2 p.181]; roughly speaking, we stress that elements f, g such that both f 6 g, g 6 f do
not hold, are allowed), satisfying a set of properties, which in turn is divided in other sets of
properties with appropriate terminology. The various definitions are collected in the following
scheme, where α ∈ R:

f > g , g > h ⇒ f > h

f > f

f > g , g > f ⇒ f = g

 partial
ordering

f > g , h ∈ R ⇒ f + h > g + h

f > g , α > 0 ⇒ αf > αg



(partially)
ordered
vector
space

∀f, g ∃f ∨ g ∈ R : f ∨ g > f, f ∨ g > g
h > f ∨ g ∀h : h > f, h > g

}
lattice

property



(semiordered)
vector lattice

or
lattice

ordered
vector space

or
Riesz space

or
semiordered
linear space

There exists a norm ‖ · ‖ such that, setting

“absolute value of f” = |f | := f ∨ (−f) ∈ R ,
|f | > |g| ⇒ ‖f‖ > ‖g‖ (lattice norm property)

(note that this implies ‖ f || = ‖ |f | || , see (P.3.1.9) below)



normed
Riesz
space

The norm ‖ · ‖ is complete



Banach
lattice
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The element f ∨ g is, by definition, the least upper bound of the set {f, g}; its existence for all sets
of two elements is equivalent to the existence of the greatest lower bound f ∧ g for all sets of
two elements, because it can be easily shown that (−f) ∧ (−g) = −f ∨ g (see e.g. Aliprantis,
Border [11, Theorem 8.6 (1.) p.318]). For a treatise on lattices and order, see Davey, Priestley
[40].
Example 2.1. Examples of Banach lattices. Banach lattices are common in Analysis. R with usual
operations, as real vector space, is a Banach lattice, the standard ∨ being the maximum of
two real numbers. Also, the Euclidean space Rn under the componentwise ordering (see e.g.
Zaanen [149, Example 1.2 (i) p.2])

x = (x1, . . . , xn) > y = (y1, . . . , yn) ⇔ xi > yi ∀i = 1, . . . , n
is a Riesz space under

x ∨ y = (max{x1, y1}, . . . ,max{xn, yn})
(see e.g. Aliprantis, Border [11, Example 8.1, n.1, p.313]), and with the Euclidean norm it be-
comes a Banach lattice (see e.g. Aliprantis, Border [11, Example 9.1 p.348]).

Also, classical Lebesgue spaces are examples of Banach lattices (see e.g. Meyer-Nieberg
[121, Example (v) p.9]), under the ordering defined by f > g whenever f(x) > g(x) almost
everywhere; this is stated also in Altomare, Campiti [13, (1.2.39) p.30].

Moreover, the Banach space of all real valued continuous functions on a compact Hausdorff
space X , endowed with the pointwise order and the supremum norm, is a Banach lattice (see
e.g. Meyer-Nieberg [121, Example (ii) p.8]). For other examples, see Chill, F., Król [32, Remark
4.4 p.522] and Szankowski [140]. �

The reader can find several examples of Riesz spaces in Luxemburg, Zaanen [107, Example
11.2 p.48], Zaanen [149, Example 4.2 p.13 and Example 7.3 p.28]. Other interesting examples
are in Aliprantis, Border [11, Examples 8.1 p.313].

We remark that properties of ordered vector spaces play a role in Korovkin-type approxima-
tion theory, a subject in which Professor Francesco Altomare gave important contributions (see
the treatise Altomare, Campiti [13]).

We close this section showing, through next examples, that structures having the properties
above are not only abstract, but they really exist. In particular, we are going to see that any
additional property required in the chain of notions above is necessary, because it is not a
consequence of the previous ones.
Example 2.2. There exist ordered sets (i.e., sets with partial ordering) without a real vector space struc-
ture. N, the natural numbers with the usual order, constitute an ordered set. Obviously with
the usual notion of addition N cannot have a real vector spaces structure (because, for instance,
the opposite of 1 is missing), but we can assert that it cannot exist any notion of sum and scalar
multiplication which gives to N a real vector space structure. In fact, α1 should belong to N for
every α ∈ R, but this cannot happen because N has not the cardinality of the continuum. �
Example 2.3. There exist (real) ordered sets without the lattice property. Consider for instance
C1([0,2]) as the real vector space of all continuously differentiable real-valued functions on
the closed interval [0,2]: it is a real vector space with the usual pointwise sum and pointwise
scalar multiplication. It has a partial ordering with > defined pointwise. However, there exist
couples of functions in C1([0,2]) without a least upper bound (in C1([0,2])). Take for instance
f(x) = x, g(x) = 2 − x. Then, a C1(0,2) function f ∨ g satisfying the properties f ∨ g > f ,
f ∨ g > g, h > f ∨ g ∀h : h > f, h > g does not exist. In fact, on the contrary, from f ∨ g > f ,
f ∨ g > g it would be (f ∨ g)(x) > max{x, 2− x} and any function h of the type

h(x) = α(x)(f ∨ g)(x) + (1− α(x)) max{x, 2− x},
where α ∈ C1(0,2), 0 6 α(x) 6 1, α 6≡ 1, α(1) = 1 (hence α′(1) = 0; say, α(x) = exp(−(x− 1)2))
would be such that

h ∈ C1(0,2), max{x, 2− x} 6 h(x) 6 (f ∨ g)(x), h 6= f ∨ g
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which is absurd. �
Example 2.4. There exist a Riesz space without the lattice norm property. An example of Riesz
space is the Sobolev space W 1,p(Ω), that we consider here for 1 6 p 6 ∞ and Ω ⊂ Rn (n > 2)
open bounded set. It is the real vector space of the real valued functions in Lp(Ω) whose weak
derivatives of first order exist in Lp(Ω); endowed with the norm (here, as usual, f = D0f )

‖f‖W 1,p(Ω) =
∑

06|β|61

‖Dβf‖Lp(Ω) if 1 6 p 6∞,

it becomes a Banach space (see e.g. Brezis [28, Proposition 9.1 p.264], Gilbarg, Trudinger [66,
Section 7.5 p.153], Adams, Fournier [2, Theorem 3.3 p.60]). Moreover, under the ordering de-
fined by f > g whenever f(x) > g(x) almost everywhere, it becomes a Riesz space: in fact, it
is well known that the positive part of a weakly differentiable function is again a weakly dif-
ferentiable function, and Df+ = χ{f>0}Df (see e.g. Gilbarg, Trudinger [66, Lemma 7.6 p.152]),
from which f ∈W 1,p(Ω) entrains f+, f− ∈W 1,p(Ω), and therefore from

f ∨ g = [(f − g) ∨ 0] + g = (f − g)+ + g,

it is immediate to realize that the lattice property holds: if f, g ∈ W 1,p(Ω), then also f ∨ g ∈
W 1,p(Ω). On the other hand, the lattice norm property does not hold. We can verify this
statement on a particular case. Let Ω = (0,1) × (0,1) ⊂ R2, f(x, y) ≡ 1, g(x, y) ≡ x. Then,
f, g ∈W 1,p(Ω), |f | > |g|; but

‖f‖W 1,p(Ω) = ‖f‖Lp(Ω) +

∥∥∥∥∂f∂x
∥∥∥∥
Lp(Ω)

+

∥∥∥∥∂f∂y
∥∥∥∥
Lp(Ω)

= ‖1‖Lp(Ω)

and

‖g‖W 1,p(Ω) = ‖g‖Lp(Ω)+

∥∥∥∥∂g∂x
∥∥∥∥
Lp(Ω)

+

∥∥∥∥∂g∂y
∥∥∥∥
Lp(Ω)

= ‖g‖Lp(Ω)+

∥∥∥∥∂g∂x
∥∥∥∥
Lp(Ω)

= ‖x‖Lp(Ω)+‖1‖Lp(Ω),

hence ‖f‖W 1,p(Ω) < ‖g‖W 1,p(Ω). The conclusion is that W 1,p(Ω) is not a Banach lattice (for a
delicate result in this direction see Pełczyński, Wojciechowski [131]). We stress, however, that
there are situations where the lattice norm property is not needed for the whole Sobolev space,
but just for the space to which f and |Df | belong (see the recent study in Jain, Molchanova,
Singh, Vodopyanov [74], where a characterization in terms of the boundedness of the maximal
operator is proved).

We recall here also another example, which is in a finite dimensional vector space. Consider
the following example from Chill, F., Król [32, Remark2.3(a) p.513]. If we equip the Riesz space
R2 with either of the norms

N1(x1, x2) :=

|x1|+ |x2| if x1x2 ≥ 0

sup{|x1|, |x2|} if x1x2 < 0
or

N2(x1, x2) :=

sup{|x1|, |x2|} if x1x2 ≥ 0

|x1|+ |x2| if x1x2 < 0
,

since Ni(1,−1) 6= Ni(1, 1) = Ni(|(1,−1)|), then (R2, Ni), i = 1, 2, do not enjoy the lattice norm
property. �
Example 2.5. There exist a normed Riesz space whose norm does not satisfy the completeness property.
A first, immediate, example is Q, the set of rational numbers endowed with usual operations. A
second example is C([0,1]), the real vector space of all continuous real-valued functions on the
closed interval [0,1]: it is a real vector space with the usual pointwise sum and pointwise scalar
multiplication, and it has a partial ordering with > defined pointwise. It is a normed space
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under theL1 lattice norm ‖f‖ :=
∫ 1

0 |f(x)|dx, but such norm is not complete (see e.g. Aliprantis,
Border [11, p.348]): setting for instance fn(x) = min{x−1/2, n}, fn(0) = 0, the sequence (fn) is
a Cauchy sequence not converging to any element in C([0,1]). However, as written above,
endowed with the standard supremum norm, it is a Banach lattice.

Another example is the following. Let R be the space of sequences f = (a1, a2, . . . , an, . . .),
where all the ai’s are real numbers, and ai 6= 0 for only finitely many values of i. It is a real
vector space with the usual pointwise sum and pointwise scalar multiplication, and it has a
partial ordering with> defined pointwise. If f = (a1, a2, . . . , an, . . .) and g = (b1, b2, . . . , bn, . . .),
then clearly

f ∨ g = (max{a1, b1},max{a2, b2}, . . . ,max{an, bn}, . . .).
Setting ‖f‖ = max

i
{|ai|}, we obtain a Riesz space, however, the norm is not complete because,

for instance, setting

fn =

(
1,

1
2
,

1
3
, . . . ,

1
n
, 0, 0, 0, . . .

)
n ∈ N,

the sequence (fn)n∈N is a Cauchy sequence not converging to any element inR. �

3. SOME NAKANO MODULARS

Modulars were historically introduced by Hidegorô Nakano. The reader interested in the
life and in the scientific activity of Hidegorô Nakano should consult the beautiful exposition
by Maligranda [113]. Nakano introduced and studied modulars in various different frame-
works: he introduced modulars on universally continuous semi-ordered linear spaces (actually
called Dedekind complete Riesz spaces), and gave a generalized version for general semi-ordered
linear spaces (actually called Riesz spaces, see Nakano [126]). In a subsequent paper, he intro-
duced a still more general definition for real vector spaces without assuming the existence of
an order (Nakano [127]). Here, we will limit ourselves to these three notions (so that we can de-
serve attention to notions introduced later) which do not cover all variants, appeared already
in the pioneering book Nakano [126] (which are, for instance, complete modulars, monotone
complete modulars, simple modulars, semi-simple modulars, singular modulars, linear mod-
ulars, etc.) or in other papers (see e.g. Nakano [129, 130]).

For our goals, it is convenient to fix a unique notation for the discussion about the vari-
ous notions of modulars. It is therefore natural that our symbols may differ from the original
references.

Modulars introduced by Nakano are particular functionals defined on real vector spaces or
on richer structures (as Riesz spaces), which will be denoted always by R. In the sequel, the
same symbol will be used also to denote complex vector spaces (in which case complex will be
specified). Elements of R will usually be denoted by f, g, h, . . ., and the zero vector in R will
be denoted by 0; greek letters α, β, . . . will be used to denote constants in R which act as scalar
multipliers, and the real number zero will be denoted by 0 (so that it can be easily distinguished
by 0 ∈ R). Modulars will be denoted by ρ. Natural numbers are denoted by N (= {1, 2, . . .}).

3.1. Nakano modulars on Dedekind complete Riesz spaces. A Riesz space R is said to be
Dedekind complete (Nakano used to say universally continuous, as recalled in Luxemburg, Zaanen
[107, p.124]) if every non-empty subset ofRwith an upper bound admits inR the supremum,
i.e., the least upper bound (equivalently, if every non-empty subset of R with a lower bound
admits in R the infimum). The definition makes sense because the notion of Riesz space re-
quires the existence of a supremum (or of an infimum) only for sets of two elements (which
can be shown to be equivalent to the same requirement for finite sets, see Luxemburg, Zaanen
[107, (vii) p.56]), and the extension to every non-empty subset is not automatic, as we can see
from Example 3.8 below.
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Example 3.6. Some standard examples of Dedekind complete Riesz spaces. Rn, as Riesz space with
the usual coordinatewise ordering, is Dedekind complete (see Zaanen [149, p.65]). More gen-
erally, the Riesz space of all real (pointwise) functions on any non-empty set X (if X is finite,
consisting of n points, we get back Rn), endowed with pointwise ordering, is Dedekind com-
plete (see e.g. Luxemburg, Zaanen [107, p.466]).

The affine functions on a closed interval [a, b] in R are a Dedekind complete Banach lattice
with the Euclidean norm (see Zaanen [149, p.67]).

Moreover, the classical Lebesgue spaces (on totally σ−finite measures, i.e., the elements of
the Lebesgue spaces are defined on a measure space which is union of a countable collection of
sets of finite positive measure) are examples of Dedekind complete Banach lattices, and there-
fore Dedekind complete Riesz spaces (see e.g. Meyer-Nieberg [121, Example (v) p.9]). Another
example is L0(X), the Riesz space – under the a.e. ordering – of all measurable real-valued
functions over a measure space (X,Λ, µ) where µ is non-negative, σ−additive (equivalently,
countably additive, i.e., the measure of the union of a countable collection of pairwise disjoint
sets coincides with the sum of the measures) and σ−finite, with identification of the func-
tions which are equal almost everywhere on X , which is Dedekind complete (see e.g. Boccuto,
Riečan, Vrábelová [26, p.37], Luxemburg, Zaanen [107, p.459]). �

In order to understand how abstract Dedekind complete Riesz spaces can be, we exhibit
the details of an example of such a structure (we will mainly follow Luxemburg [106, p.110]),
whose elements are, in general, not functions but measures.
Example 3.7. A Dedekind complete Riesz space of measures. Let X be a non-empty set and let Λ be
an algebra (i.e., a non-empty family of subsets closed under finite unions and complementation,
that is, if A,B ∈ Λ, then A ∪ B ∈ Λ and X \ A ∈ Λ, see e.g. Aliprantis, Border [11, p.129];
for instance, if X is a topological space, one can consider the Borel sets in X) in X whose
elements will be called measurable sets. LetC(X,Λ) be the completion of the real-valued Λ−step
functions (i.e., linear combinations of characteristic functions of measurable sets) with respect
to the topology of the uniform convergence, i.e., with respect to the supremum norm. Let R
be the (norm) dual space of C(X,Λ), usually denoted by ba(X,Λ), i.e., the vector space of the
linear and bounded (⇔ continuous) operators X → R (see e.g. Aliprantis, Border [11, Sect.6.3
p.230]; this norm dual space is not to be confused with the order dual of Riesz spaces, made
of linear functionals which are bounded in the sense of the order, see e.g. Aliprantis, Border
[11, p.327] – the two spaces may be different!). This dual can be represented by the space of
the finitely additive set functions µ on Λ (finitely additive means that for each finite family of
pairwise disjoint sets {Ai} whose union belongs to Λ, µ computed in the union equals the
sum of the µ(Ai)’s, see Aliprantis, Border [11, p.374]) of finite total variation ‖µ‖1. Here, ‖µ‖1
denotes the total variation of µ over X , defined by

‖µ‖1 = lim
π
V (µ;π) = lim

π

n∑
k=1

|µ(Ek)|,

where π = π(E1, . . . , En) is a Λ−partition (note that the limit exists since V (µ;π) is increasing
in π). If f ∈ C(X,Λ) and µ ∈ ba(X,Λ), then the bilinear form determining the duality between
C(X,Λ) and ba(X,Λ) is denoted by

< f, µ >=

∫
X

fdµ.

It can be proved (see Aliprantis, Border [11, p.374], see also Meyer-Nieberg [121, Example (vi)
p.9]) that R = ba(X,Λ) is a Dedekind complete Banach lattice (in particular, a Riesz space)
under the ordering defined by µ > ν whenever µ(A) > ν(A) for all A ∈ Λ (see Aliprantis,
Border [11, p.314]). The induced supremum is given by

µ∨ν(E) = µ(E)+sup{(ν−µ)(A) : A ∈ Λ, A ⊂ E} = sup{µ(A)+ν(E \A) : A ∈ Λ, A ⊂ E}. �
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Example 3.8. There exists a Riesz space which is not Dedekind complete. Consider an infinite set X ,
and let R be the Riesz space of all real-valued functions defined on X whose range is finite,
with the pointwise ordering. Then, R is not a Dedekind complete Riesz space (see Aliprantis,
Burkinshaw [12, Example 2.13(3) p.15] or Luxemburg, Zaanen [107, (iii) p.139]). We give here
the full details of the proof. Fix a sequence (xi)i∈N of pairwise disjoint elements in X , and
consider the subset {fi}i∈N ⊂ R, where

fi(x) =

{
j−1 if x = xj and j 6 i

0 otherwise
.

Clearly, {fi}i∈N admits an upper bound, because every fi is smaller than the function identi-
cally 1 (which has finite range); however, we can show that the supremum does not exist. In
fact, let g ∈ R be an upper bound for {fi}i∈N; we show that there exists h ∈ R such that h < g,
h being an upper bound for {fi}i∈N as well. Since g has a finite range, there exists k ∈ N such
that k−1 does not belong to the range of g. Set

h(x) =

{
g(x) if x 6= xk

k−1 if x = xk
.

Since fk(xk) 6 g(xk), we have k−1 6 g(xk), and since k−1 does not belong to the range of g,
we can assert that in fact k−1 < g(xk). It follows that h < g. On the other hand, fi 6 h for all
i ∈ N: if x 6= xk, then fi(x) 6 h(x) because it is equivalent to fi(x) 6 g(x); if x = xk and i < k,
then fi(xk) = 0 < k−1 = h(xk); finally, if x = xk and i > k, then fi(xk) = k−1 = h(xk).

Another example of Riesz space which is not Dedekind complete is C([0, 1]) (see e.g. Meyer-
Nieberg [121, p.7]), which has been considered in Example 2.5: the set {xα}0<α<1 ⊂ C([0, 1]) is
bounded by the constant function 1, but it does not admit a supremum in C([0, 1]).

Finally, the Riesz space of all real bounded functions f over the interval [0, 1] ⊂ R such that
f(x) 6= f(0) holds for at most countably many x, with pointwise ordering, is not Dedekind
complete (see e.g. Luxemburg, Zaanen [107, (ii) p.139] for details). �

In Dedekind complete Riesz spaces, it is defined a monotone convergence (see Nakano [126,
p.17]) as follows (here Λ denotes a set of indices):

fλ ↑λ∈Λ f ⇔

{
∀λ1, λ2 ∈ Λ ∃λ ∈ Λ such that fλ > fλ1 ∨ fλ2

f = least upper bound of {fλ}λ∈Λ

.

A functional ρ defined on a Dedekind complete Riesz spaceR is said to be a (Nakano) modular
on a Dedekind complete Riesz space (see Nakano [126, p.153]) if it satisfies the following properties
(f, fλ, g ∈ R, α ∈ R):
(P.3.1.1) 0 ≤ ρ(f) ≤ ∞, ∀f ∈ R,
(P.3.1.2) ρ(αf) = 0, ∀α ≥ 0 ⇒ f = 0,
(P.3.1.3) ∀ f ∈ R, ∃α > 0 such that ρ(αf) <∞,
(P.3.1.4) ∀ f ∈ R, α→ ρ(αf) is a convex function,
(P.3.1.5) |f | ≤ |g| ⇒ ρ(f) ≤ ρ(g),
(P.3.1.6) f ∧ g = 0 ⇒ ρ(f + g) = ρ(f) + ρ(g),
(P.3.1.7) 0 ≤ fλ ↑λ∈Λ f ⇒ ρ(f) = sup

λ∈Λ
ρ(fλ).

When onR a modular is defined,R is said to be a modulared space.
Let us record few consequences of this definition of modular:

(P.3.1.8) ρ(0) = 0.
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Proof. By (P.3.1.3), for some α > 0 it is ρ(α0) <∞, but, since α0 = 0, we have ρ(0) <∞; on the
other hand, since 0 ∧ 0 = 0 and 0 + 0 = 0, by (P.3.1.6)

ρ(0) = ρ(0 + 0) = ρ(0) + ρ(0) = 2ρ(0),

from which ρ(0) = 0. �

(P.3.1.9) ρ(f) = ρ(|f |).

Proof. Since |f | 6 |f | ∨ (−|f |) = ||f ||, by (P.3.1.5), with g replaced by |f |, we have ρ(f) 6 ρ(|f |);
on the other hand, setting h = 0 in the triangle inequality ||f | − |h|| 6 |f + h| (whose simple
proof coincides with the standard one for real numbers, however, for Riesz spaces see e.g.
Luxemburg, Zaanen [107, Theorem 12.1 p.62]), we get ||f || 6 |f |, and again by (P.3.1.5), with f
replaced by |f | and g replaced by f , we get the reversed inequality. �

(P.3.1.10) lim
α→0

ρ(αf) = 0, ∀f ∈ R.

Proof. For every f ∈ R, using the compatibility of > with respect with the addition (included
in the definition of order given in the scheme at the beginning of subsection 2.2), we have

|f | = f ∨ (−f) = f + f ∨ (−f)− f = (2f) ∨ 0− f = (2f) ∨ 0 + [f ∨ 0− f ]− f ∨ 0

= 2(f ∨ 0) + [0 ∨ (−f)]− (f ∨ 0) = (f ∨ 0) + (−f) ∨ 0 > 0 + (−f) ∨ 0

= (−f) ∨ 0 > 0.

(3.2)

On the other hand, for α ∈ R,
(3.3) |αf | = (αf) ∨ (−(αf)) = (αf) ∨ ((−α)f) = |α|(f ∨ (−f)) = |α||f |.
Now, let 0 6 α1 < α2 6 1, so that α2 − α1 > 0. Using the compatibility of > with respect with
the scalar multiplication, by (3.2), we have (α2 − α1)|f | > 0. Then, by (3.3), using again the
compatibility of >with respect with the addition,

|α1f | = α1|f | 6 α1|f |+ (α2 − α1)|f | = α2|f | = |α2f |
from which, by (P.3.1.5), we get that α ∈ [0, 1] → ρ(αf) is an increasing function. Now, by
(P.3.1.8), we have ρ(0) = 0, by (P.3.1.3) the same function is finite around α = 0, and by (P.3.1.4)
the same function is also continuous. Property (P.3.1.10) is therefore proved. �

Remark 3.1. The proof above uses implicitly some properties which are true also in the more general
framework of ordered vector spaces. Readers interested in a systematic exposition containing a huge se-
quence of simple propositions may consult, for instance, Luxemburg, Zaanen [107, Chapter 2, Section
11 p.48].
A less immediate consequence is the identity (see Nakano [126, (12) p.154]).
(P.3.1.11) ρ(f ∨ g) + ρ(f ∧ g) = ρ(f) + ρ(g) for f, g > 0.
It should be remarked, here, that in the abstract set function theory (which is not within the
topic of this paper), the property (P.3.1.11) alone (where f, g are sets, ∨ is the union and ∧ the
intersection) defines ρ as modular (for details see Konig [89, p.11], see also Weber [146]).
By using a very technical result (one of the tools being Zorn’s Lemma), Nakano obtains the
convexity of ρ inR (see Nakano [126, Theorem 36.8 p.163]):
(P.3.1.12) ρ(αf + βg) 6 αρ(f) + βρ(g) for α, β > 0, α+ β = 1
and also, in the same statement,
(P.3.1.13) ρ(f + g) > ρ(f) + ρ(g) > ρ(f − g) for f, g > 0.
A description of the whole theory built by Nakano and the several contributions concerning
vector lattices are out of the goal of this paper; the reader interested in this topic is warmly
invited to read the already mentioned nice exposition by Lech Maligranda [113], full of his-
torical details. We mention here also Koshi, Shimogaki [93], where the authors introduced the
quasi−modular spaces, weakened the theory of modular spaces and summarized the work in
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Nakano [126]. The same authors then built a theory developed in Koshi, Shimogaki [92], Koshi
[91]. See also Yamamuro [147].

For our purposes, we just highlight that essentially the model example of modular satisfying
properties (P.3.1.1)-(P.3.1.7) is the following, highlighted by Nakano himself in the introduction
in [126, p.4]. If Φ(ξ, t) is measurable as a function of t for 0 6 t 6 1, and non-decreasing, convex
as a function of ξ > 0, Φ(0, t) = 0, Φ(ξ, t) = limε→0+ Φ(ξ − ε, t) for ξ > 0, and Φ(αt, t) < ∞ for
some αt > 0, then the classR of all real a. e. measurable functions ϕ on [0, 1] such that∫ 1

0
Φ(α|ϕ(t)|, t)dµt <∞

for some α > 0, is a Dedekind complete Riesz space, and

(3.4) ρ(ϕ) :=

∫ 1

0
Φ(|ϕ(t)|, t)dµt <∞

is a modular on R. In particular, R can be the Lebesgue space L1(Ω, µ). For another, less
standard, example, see Albrycht, Orlicz [10].
Example 3.9. There exist norms which are (Nakano) modulars (on Dedekind complete Riesz space).
The model example discussed above, in the case Φ(ξ, t) = ξ, reduces R to the Lebesgue space
L1(Ω, µ), and the corresponding modular ρ is the standard norm in L1(Ω, µ). A still more par-
ticular, nevertheless relevant, example is that one of µ equal to the sum of a finite number n of
Dirac masses: in this case the set of the a.e. measurable functions can be identified with Rn.
The identification holds also as Riesz spaces: the a.e. ordering of measurable functions corre-
sponds to the componentwise ordering, and the modular ρ, which is the L1 norm, corresponds
to the so-called Taxicab norm or Manhattan norm. �
Example 3.10. There exist norms which are not (Nakano) modulars (on Dedekind complete Riesz
space). Norms of well known spaces whose elements are real measurable functions, in gen-
eral, are not modulars. The key point is property (P.3.1.6), which is a fundamental tool to get
the convexity property (P.3.1.12), but it throws away some important norms, for instance, the
norm in Lp(Ω, µ), 1 < p <∞: in fact, if for instance A,B ⊂ Ω are disjoint and µ(A) = µ(B) = 1,
then χA ∧ χB = 0 and

ρ(χA + χB) = ‖χA + χB‖Lp(Ω,µ) = (µ(A) + µ(B))1/p = 21/p

6= 2 = µ(A) + µ(B) = ‖χA‖Lp(Ω,µ) + ‖χB‖Lp(Ω,µ) = ρ(χA) + ρ(χB),

and therefore (P.3.1.6) is not satisfied. As in the previous example, the consideration of the case
of measures which are sums of Dirac masses tells that when n ≥ 2 the Euclidean norm is not a
modular on Rn, in the sense introduced in Nakano [126]. �

3.2. Nakano modulars on Riesz spaces. Still in the same Nakano [126], there is a notion of
modular over Riesz spaces which does not satisfy necessarily the Dedekind completeness as-
sumption, which clearly plays its role in property (P.3.1.7). Since such property had a role in
the proof of convexity, then the one-dimensional convexity (P.3.1.4) is changed definitively in
the whole convexity of the modular, and this had some consequences also on other properties.
We are going to list the resulting set of properties, which define modulars that Nakano called
general modulars. A functional ρ defined on a Riesz space R is said to be a (Nakano) modular on
Riesz space (see Nakano [126, p.271]) if it satisfies the following properties (f, fλ, g ∈ R, α ∈ R):
(P.3.2.1) 0 ≤ ρ(f) ≤ ∞, ∀f ∈ R,
(P.3.2.2) ρ(αf) = 0, ∀α ≥ 0 ⇒ f = 0,
(P.3.2.3) ∀ f ∈ R, ∃α > 0 such that ρ(αf) <∞,
(P.3.2.4) ρ(αf + βg) 6 αρ(f) + βρ(g) for α, β > 0, α+ β = 1,
(P.3.2.5) |f | ≤ |g| ⇒ ρ(f) ≤ ρ(g),
(P.3.2.6) ρ(f + g) > ρ(f) + ρ(g) > ρ(f ∨ g) for f, g > 0,
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(P.3.2.7) sup
06α<1

ρ(αf) = ρ(f).

The consequences (P.3.1.8), (P.3.1.9), (P.3.1.10) are still true with almost the same proofs. It is
worth to make a comment on (P.3.2.7). Given f ∈ R, if for some 0 6 α < 1 we have ρ(αf) =∞,
then (P.3.2.7) is not a condition on ρ, because (P.3.2.7) is satisfied: in fact, in all Riesz spaces it
is known that |αf | = |α|f | (the proof in (3.3) does not use the Dedekind completeness), and
therefore, by (P.3.1.9), since α > 0,

ρ(αf) = ρ(|αf |) = ρ(|α|f |) = ρ(α|f |) 6 ρ(|f |) = ρ(f).

On the other hand, if for all 0 6 α < 1 we have ρ(αf) <∞, then

sup
06α<1

ρ(αf) 6 sup
|f|>|g|
ρ(g)<∞

ρ(g) 6 ρ(f),

hence, (P.3.2.7) is not weaker than

sup
|f|>|g|
ρ(g)<∞

ρ(g) = ρ(f)

which is a condition on ρ called by Nakano modular continuity (see Nakano [126, p.182] and
Nakano [126, p.192]).

When considering Nakano modulars on Riesz spaces, the gain is, for instance, the possibility
to consider the modular (3.4) restricted to the Riesz space of all real-valued functions whose
range is finite, with the pointwise ordering, considered in Example 3.8. However, the gain of
new structures still leaves out, in general, several norms. In fact, a norm ‖ · ‖ satisfying (P.3.2.6)
and, at the same time, the triangle inequality, necessarily must satisfy

‖f + g‖ = ‖f‖+ ‖g‖ for f, g > 0,

which is not satisfied, for instance, by the norm in Lp(Ω, µ) when p > 1 (as we saw in Exam-
ple 3.10). Moreover, it would be good to have a notion of modular which admits norms on
structures not enjoying the requirements imposed by Riesz spaces, for instance, the real vector
space C1([0, 1]) considered in Example 2.3 (as ordered vector space which is not a Riesz space)
which is a normed space (see e.g. Kufner, John, Fučik [101, (1) p.25]) when endowed with the
(standard) norm

‖f‖C1([0,1]) = sup
x∈[0,1]

|f(x)|+ sup
x∈[0,1]

|f ′(x)|.

The hole is filled again by Nakano, in a 1951 paper, as we are going to see.

3.3. Nakano modulars on real vector spaces. A functional ρ defined on a real vector space R
is said to be a (Nakano) modular on real vector space (see Nakano [127]) if it satisfies the following
properties (f, g ∈ R):
(P.3.3.1) 0 ≤ ρ(f) ≤ ∞,
(P.3.3.2) ρ(f) = ρ(−f),
(P.3.3.3) ∃ f ∈ R , ∃α > 0 such that ρ(αf) <∞,
(P.3.3.4) ρ(αf) = 0, ∀α > 0 ⇔ f = 0,
(P.3.3.5) sup

06α<1
ρ(αf) = ρ(f),

(P.3.3.6) ρ is convex: 0 6 α 6 1 ⇒ ρ(αf + (1−α)g) 6 αρ(f) + (1−α)ρ(g) (0 ·∞ = 0).
Remark 3.2. Unfortunately reference is not easily accessible, and properties (P.3.3.1)-(P.3.3.6) are taken
from the review MR44048 (13,362a) in MathSciNet, where the list of properties is given in a style raising
doubts. This means that our translation into a precise style could be not faithful with the original source.
The sentence “m(λx) =∞ for all positive λ does not occur for any x” appearing in the review could have
different interpretations; maybe the original source intends, “For any x, m(λx) = ∞ for all positive λ
does not occur”, because the existence of x in (P.3.3.3) is trivial (hence, there would be no reason to have
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this extra property) in the case ρ(0) = 0, hence implicit in (P.3.3.4). However, the whole question is not
really important, because we will never use it and we stated it just to try to respect the historical value
of this notion. We observe that in Nakano’s terminology (see e.g. [129]), an element x ∈ R is said to be
finite whenever ρ(λx) < ∞ for all λ > 0, is said to be a null element if ρ(λx) = 0 for all λ > 0, and a
modular ρ is said to be pure if 0 is the only null element: when applying results from a set of axioms, it
may be worth to choose properties which avoid unpleasant situations (for instance: all elements must be
finite and/or the modular must be pure, etc.).
Proposition 3.1. Norms ‖ · ‖ on a real vector spaceR are (Nakano) modulars (on real vector space).

Proof. Property (P.3.3.1) follows directly from (2.1). Property (P.3.3.2) follows applying (P.2.1.2)
with α = −1: ‖f‖ = |−1|‖f‖ = ‖−f‖. Property (P.3.3.3) holds choosing any f ∈ R, any α ∈ R,
because by (2.1) the norm is always finite. About property (P.3.3.4), if ‖αf‖ = 0 ∀α ≥ 0, then
by (P.2.1.2) we have α‖f‖ = 0 ∀α ≥ 0, which means that ‖f‖ = 0. By (P.2.1.1), we get f = 0.
The viceversa comes directly again from (P.2.1.1). Property (P.3.3.5) is consequence of (P.2.1.2):

sup{‖λf‖ : 0 6 λ < 1} = sup{λ‖f‖ : 0 6 λ < 1} = ‖f‖.

Finally, convexity follows by (P.2.1.3) and (P.2.1.2): for 0 6 α 6 1, f, g ∈M,

‖αf + (1− α)g‖ 6 ‖αf‖+ ‖(1− α)g‖ = α‖f‖+ (1− α)‖g‖.

�

As a consequence of Proposition 3.1, the norms of several well known spaces highly used
in Analysis and applications are modulars, for instance, Musielak-Orlicz spaces (and there-
fore Orlicz spaces and variable Lebesgue spaces with their weighted versions), Lorentz spaces,
grand and small Lebesgue spaces, spaces of continuous differentiable functions, Hölder-conti-
nuous differentiable functions, Morrey and Campanato spaces, Sobolev spaces. Such spaces
are treated in many books, an incomplete list being Adams, Fournier [2], Bennett, Sharpley
[24], Brezis [28], Castillo, Rafeiro [31], Cruz-Uribe, F. [38], Cruz-Uribe, Martell, Pérez [39],
Demengel, Demengel [41], Diening, Harjulehto, Hästö, Růžička [43], Edmunds, Evans [47],
Edmunds, Triebel [49], Fiorenza [64], Genebashvili, Gogatishvili, Kokilashvili, Krbec [65], Har-
julehto, Hästö [69], Haroske [70], Haroske, Triebel [71], Kokilashvili, Krbec [85], Kokilashvili,
Meskhi, Rafeiro, Samko [86, 87], Kufner [100], Kufner, John, Fučik [101], Lindenstrauss, Tzafriri
[102, 103], Maligranda [110], Maz’ja [116], Mendez, Lang [119], Meskhi [120], Musielak [124],
Pick, Kufner, John, Fučik [132], Rakotoson [133], Rao, Ren [134], Schmeisser, Triebel [137],
Triebel [142], Triebel [143], Triebel [141], Turett [144]. We mention here also other nonstan-
dard norms, which are obtained as roots of polynomials (Anatriello, F., Vincenzi [15]) or as
fixed points (F., Talponen [63]).
Example 3.11. There exist (Nakano) modulars (on real vector space) which are not norms. If R is a
normed space with norm ‖ · ‖, setting ρ(f) = ‖f‖2, we have a modular which is not a norm.
The fact that it is not a norm is a consequence of (P.2.1.2): since

ρ(αf) = ‖αf‖2 = α2‖f‖2 = α2ρ(f),

then ρ cannot satisfy (P.2.1.2) if α 6= 0, 1,−1. On the other hand, ρ is a modular: the proof of
properties (P.3.3.1)-(P.3.3.6) using (2.1), (P.2.1.1)-(P.2.1.3) is immediate. The reader may check
that, in general, the square can be replaced by any nondecreasing, convex function on [0,+∞[
assuming value 0 in the origin and not identically 0. �

Norms are also special quasinorms, however, in next example, we will see that quasinorms
are not necessarily modulars. Incidentally, we recall that the notion of modular in Nakano [129]
includes quasinorms, but we will not deal with it in this paper.
Example 3.12. There exist quasinorms, i.e., functionals ρ : R → [0,∞[ such that for some C > 0, for
every f, g ∈ R: (j) ρ(f) = 0 if and only if f = 0, (jj) ρ(λf) = |λ|ρ(f) for all λ ∈ R, (jjj) ρ(f + g) 6
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C(ρ(f) + ρ(g)) which are not (Nakano) modulars (on real vector space). We consider the following
example, borrowed from Anatriello, F., Vincenzi [15, Example 2.1 p.4]: setR = L1(0, 1) and

ρ(f) = (2− sin(π|suppf |))
∫ 1

0
|f(x)|dx,

where |suppf | denotes the measure of the support of f . It is easy to check that it is a quasinorm,
using the fact that the factor of the integral on the right hand side is in the interval [1, 2]. On
the other hand, ρ is not a (Nakano) modular because it is not convex: in fact,

ρ

(
1
2
χ(0, 1

2 ) +
1
2

(−χ( 1
2 ,1))

)
= 2

∫ 1

0

1
2
χ(0, 1

2 )(x) +
1
2
χ( 1

2 ,1)(x)dx = 1;

on the other hand,

1
2
ρ
(
χ(0, 1

2 )

)
+

1
2
ρ
(
−χ( 1

2 ,1)

)
=

1
2

∫ 1

0
χ(0, 1

2 )(x)dx+
1
2

∫ 1

0
χ( 1

2 ,1)(x)dx =
1
4

+
1
4

=
1
2
.

�
Example 3.13. There exist (Nakano) modulars (on real vector space) for which ρ(f) = 0 does not
imply f = 0. LetM be the vector space of the Lebesgue measurable functions defined in the
real interval (0,1), with values in the set of the real numbers R (i.e., almost everywhere finite),
and let us set

ρ(f) =

{
0 if ess sup |f | 6 1
∞ if ess sup |f | > 1

.

It is easy to check that ρ is a modular. Moreover, ρ vanishes on any function whose modulus
is bounded by 1. We stress that this example is standard, and it appears in literature also with
minor variations (see e.g. Koshi [90], Bachar, Mendez, Bounkhel [17, (2)]). �

The importance of Nakano modulars relies upon the following result, appeared in a prim-
itive form in Nakano [126, Theorem 43.6 p.192]. The heart of the matter is that properties
(P.3.3.1)-(P.3.3.6) guarantee the existence of a vector subspace on which a certain functional,
whose expression is given explicitly, is a norm. The expression in (3.6) below is usually said
to be Luxemburg norm (because it is known from the celebrated Luxemburg’s thesis, see [105,
Definition 1 p.43], given in the restricted framework of Orlicz spaces), however, following
Maligranda (see [113] and [108, Comment 2]), we call it Luxemburg-Nakano norm. How-
ever, it should be stressed also what it is remarked in Diening, Harjulehto, Hästö, Růžička
[43, p.25] (see also Maligranda [73]), namely, that the Luxemburg norm has the structure of
the Minkowski functional introduced in Kolmogoroff [88] long before; in Diening, Harjule-
hto, Hästö, Růžička [43, Remark 2.1.16] it is shown that the proof of the fact that it is a norm
comes from a more general (and nowadays classical) statement of Functional Analysis (see e.g.
Schechter [136, 12.29.g p.317]).
Theorem 3.1. Let ρ be a (Nakano) modular on a real vector spaceR, and set

R̃ :=

{
f ∈ R : the set

{
λ > 0 : ρ

(
f

λ

)
<∞

}
is non-empty

}
.

The following statements hold:

(i) R̃ is a vector subspace ofR (in particular, R̃ is non-empty).

(ii) R̃ =

{
f ∈ R : lim

λ→0+
ρ(λf) = 0

}
.

(iii) For every α > 0,

(3.5) R̃ =

{
f ∈ R : the set

{
λ > 0 : ρ

(
f

λ

)
6 α

}
is non-empty

}
.
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(iv) The functional ‖ · ‖α : R̃ → [0,+∞[ defined by

(3.6) ‖f‖α := inf

{
λ > 0 : ρ

(
f

λ

)
6 α

}
(Luxemburg-Nakano norm)

is a norm on R̃.

(v) For all f ∈ R̃, we have ‖f‖α = inf
λ>0

max

{
1

λ
,
ρ(λf)

αλ

}
.

(vi) The norms ‖f‖α are pairwise equivalent, and if α > β > 0, then for all f ∈ R̃

(3.7) ‖f‖α 6 ‖f‖β 6
α

β
‖f‖α.

(vii) The functional ||| · |||α : R̃ → [0,+∞[ defined by

(3.8) |||f |||α := inf
λ>0

α+ ρ(λf)

αλ
(Amemiya norm)

is a norm on R̃.
(viii) The norms ‖ · ‖α and ||| · |||α are equivalent, and for all f ∈ R̃

‖f‖α 6 |||f |||α 6 2‖f‖α.

Proof of (i). By (P.3.3.4), if f = 0, then ρ(0) = ρ(1f) = 0, hence R̃ is non-empty and we have
also that 0 ∈ R̃. Now, we show that R̃ is a subspace of R. If f ∈ R̃ is such that for some λ > 0
we have ρ(f/λ) <∞, then for every α > 0 also αf ∈ R̃, because we have ρ(αf/(αλ)) <∞. On
the other hand, let f, g ∈ R̃ be such that ρ(f/λ1) < ∞, ρ(g/λ2) < ∞, where λ1, λ2 > 0. By the
convexity property (P.3.3.6), we have

ρ

(
f + g

λ1 + λ2

)
= ρ

(
λ1

λ1 + λ2

f

λ1
+

λ2

λ1 + λ2

g

λ2

)
6

λ1

λ1 + λ2
ρ

(
f

λ1

)
+

λ2

λ1 + λ2
ρ

(
g

λ2

)
<∞,

hence also the sum of elements of R̃ belongs to R̃. �

Proof of (ii). Let f ∈ R̃, hence ρ(f/λ0) < ∞ for some λ0 > 0. Recalling again that by (P.3.3.4)
ρ(0) = ρ(10) = 0, by the convexity property (P.3.3.6), for every 0 6 λ 6 1/λ0, we have

0 6 ρ(λf) = ρ

(
λλ0

f

λ 0
+ (1− λλ0)0

)
6 λλ0ρ

(
f

λ 0

)
+ (1− λλ0)0,

from which, letting λ→ 0, we get

R̃ ⊂
{
f ∈ R : lim

λ→0+
ρ(λf) = 0

}
.

Viceversa, if f ∈ R is such that
lim
λ→0+

ρ(λf) = 0,

then for λ small we have
ρ(λf) < 1 <∞,

hence, we get also

R̃ ⊃
{
f ∈ R : lim

λ→0+
ρ(λf) = 0

}
.

Part (ii) is therefore proved. �

Remark 3.3. Equality (ii) is currently used in literature. For instance, recently, it has been stated in
Costarelli, Vinti [36, p.9, after (3)].
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Remark 3.4. In principle, the same proof of Part (ii) could have been used to prove (P.3.1.10), because
we just used convexity (which is still true, see (P.3.1.12)). However, we observed that the proof of
(P.3.1.12) is very technical; in the case of Part (ii), convexity is directly in the assumption (P.3.3.6).

Proof of (iii). Equality (3.5) follows from (ii) and the definition of R̃: in fact, if for some f ∈ R
the set

{
λ > 0 : ρ

(
f
λ

)
6 α

}
is non-empty, then f is such that

{
λ > 0 : ρ

(
f
λ

)
<∞

}
is non-

empty, therefore in (3.5) the ⊃ holds; on the other hand, if f ∈ R̃, by (ii), we have

(3.9) lim
λ→0+

ρ(λf) = 0

and therefore the definition of limit gives that for every α > 0 there exists λ0 > 0 such that
ρ(λ0f) < α, hence

1

λ 0
∈
{
λ > 0 : ρ

(
f

λ

)
6 α

}
,

from which (3.5) follows. �

Proof of (iv). We begin by showing that ‖ · ‖α satisfies (P.2.1.1). We have

‖0‖α = inf

{
λ > 0 : ρ

(
0

λ

)
6 α

}
,

and since for every λ > 0

ρ

(
0

λ

)
= 0 < α,

we have ‖0‖α = 0. On the other hand, let f ∈ R̃ be such that ‖f‖α = 0, so that

ρ

(
f

λ

)
6 α ∀λ > 0.

Fix β > 0, and let λ > 0 be such that 0 < βλ < 1. By the convexity property (P.3.3.6), we have

(3.10) ρ(βf) = ρ

(
βλ

f

λ
+ (1− βλ)0

)
6 βλρ

(
f

λ

)
+ (1− βλ)0 6 βλ · α,

from which, letting λ → 0, we get ρ(βf) = 0 for all β > 0. By property (P.3.3.4), we conclude
that f = 0.

We now show (P.2.1.2). Fix f ∈ R̃, so that ‖f‖α is well defined and finite. If λ = 0, we have
to show that ‖0f‖α = 0‖f‖α, i.e., ‖0‖α = 0, but this is already known from (P.2.1.1). If λ 6= 0,
by property (P.3.3.2),

‖λf‖α : = inf

{
µ > 0 : ρ

(
λf

µ

)
6 α

}
= inf

{
µ > 0 : ρ

(
|λ|f
µ

)
6 α

}
= inf

{
µ|λ| > 0 : ρ

(
f

µ

)
6 α

}
= |λ| inf

{
µ > 0 : ρ

(
f

µ

)
6 α

}
= |λ|‖f‖α.
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Finally, we show that ‖ · ‖α satisfies (P.2.1.3). At first, we observe that for every f ∈ R̃, f 6= 0,

(3.11) ρ

(
f

‖f‖α

)
6 α :

in fact, on the contrary, by property (P.3.3.5), it would exist 0 < λ < 1 such that

ρ

(
λf

‖f‖α

)
> α,

hence ‖f‖α/λ > ‖f‖α does not belong to the set defining ‖f‖α, which is absurd. Now let
f, g ∈ R̃, f, g 6= 0 (otherwise (P.2.1.3) is trivially true). We have

ρ

(
f + g

‖f‖α + ‖g‖α

)
= ρ

(
‖f‖α

‖f‖α + ‖g‖α
f

‖f‖α
+

‖g‖α
‖f‖α + ‖g‖α

g

‖g‖α

)
6

‖f‖α
‖f‖α + ‖g‖α

ρ

(
f

‖f‖α

)
+

‖g‖α
‖f‖α + ‖g‖α

ρ

(
g

‖g‖α

)
6

‖f‖α
‖f‖α + ‖g‖α

α+
‖g‖α

‖f‖α + ‖g‖α
α = α

from which ‖f + g‖α 6 ‖f‖α + ‖g‖α. �

Remark 3.5. Recently, it has been shown that (3.11) holds for every convex pseudomodulars on real
vector spaces which are left lower semicontinuous (see F., Talponen [63, Proposition 1.2] for details);
for Musielak-Orlicz spaces see Harjulehto, Hästö [69, Lemma 3.2.3 p.53], for variable Lebesgue spaces
see Cruz-Uribe, F. [38, Proposition 2.21 p.24]).

Proof of (v). Let us set temporarily (it is the symbol of norm without α)

‖f‖ = inf
λ>0

max

{
1

λ
,
ρ(λf)

αλ

}
.

Fix f ∈ R, and let us split the positive λ’s into two sets. If λ > 0 is such that ρ(λf) 6 α, then

ρ

(
f

1/λ

)
6 α,

from which we get ‖f‖α 6 1/λ. On the other hand, if λ > 0 is such that α < ρ(λf) < ∞, then
by the convexity property (P.3.3.6), we have

ρ

(
f

ρ(λf)/(αλ)

)
= ρ

(
αλf

ρ(λf)

)
6

α

ρ(λf)
ρ(λf) = α,

and therefore in this case ‖f‖α 6 ρ(λf)/(αλ). Note that the same inequality is obviously true
if ρ(λf) =∞. Overall, in any case, for every λ > 0, we get ‖f‖α 6 ‖f‖.

Viceversa, it will be sufficient to show that ‖f‖ is smaller than any positive number which is
in the set defining ‖f‖α. Let us denote such generic positive number by 1/µ, so that

(3.12) ρ

(
f

1/µ

)
6 α.

We have

‖f‖ = inf
λ>0

max

{
1

λ
,
ρ(λf)

αλ

}
6 max

{
1

µ
,
ρ(µf)

αµ

}
6

1

µ
.

Since the infimum of all 1/µ satisfying (3.12) is ‖f‖α, we get also the inequality ‖f‖ 6 ‖f‖α. �
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Proof of (vi). Fix f ∈ R̃. If α > β > 0, then clearly{
λ > 0 : ρ

(
f

λ

)
6 β

}
⊂
{
λ > 0 : ρ

(
f

λ

)
6 α

}
,

hence

inf

{
λ > 0 : ρ

(
f

λ

)
6 β

}
> inf

{
λ > 0 : ρ

(
f

λ

)
6 α

}
,

i.e.,
‖f‖α 6 ‖f‖β .

On the other hand, if

λ ∈
{
λ > 0 : ρ

(
f

λ

)
6 α

}
,

then

ρ

(
β

αλ
f

)
= ρ

(
β

α

f

λ
+

(
1− β

α

)
0

)
6
β

α
ρ

(
f

λ

)
+

(
1− β

α

)
0 6

β

α
α = β,

hence
αλ

β
∈
{
µ > 0 : ρ

(
f

µ

)
6 β

}
,

from which

‖f‖β 6
αλ

β
.

Passing to the infimum over λ, we get the right wing inequality in (3.7). �

Proof of (vii). We begin by showing that ||| · |||α satisfies (P.2.1.1). If f = 0, then |||f |||α = 0: in
fact,

|||0|||α = inf
λ>0

α+ ρ(λ0)

αλ
= inf
λ>0

1

λ
= 0.

On the other hand, if f ∈ R̃ is such that |||f |||α = 0, we have

(3.13) 0 = |||f |||α = inf
λ>0

α+ ρ(λf)

αλ
> inf
λ>0

max

{
1

λ
,
ρ(λf)

αλ

}
= ‖f‖α > 0,

hence ‖f‖α = 0, from which we already showed in (iv) that f = 0. Property (P.2.1.2) follows
observing that

|||λf |||α = inf
µ>0

α+ ρ(µλf)

αµ
= inf
µ>0

α+ ρ(µ|λ|f)

αµ
= inf
µ>0

α+ ρ(µf)

α(µ/|λ|)

= |λ| inf
µ>0

α+ ρ(µf)

αµ
= |λ||||f |||α.

Finally, we show that ||| · |||α satisfies (P.2.1.3). At first, we observe that for every f, g ∈ R̃,
for arbitrary ε > 0 there exist λ, µ > 0 such that

α+ ρ(λf)

αλ
< |||f |||α + ε,

α+ ρ(µg)

αµ
< |||g|||α + ε,
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and therefore, by the convexity property (P.3.3.6), we have

|||f + g|||α 6
α+ ρ

(
λµ
λ+µ (f + g)

)
α λµ
λ+µ

=
λ+ µ

αλµ

[
α+ ρ

(
µ

λ+ µ
λf +

λ

λ+ µ
µg

)]
6
λ+ µ

αλµ

[
α+

µ

λ+ µ
ρ (λf) +

λ

λ+ µ
ρ (µg)

]
=

1

µ
+

1

λ
+
ρ (λf)

αλ
+
ρ (µg)

αµ
< |||f |||α + |||g|||α + 2ε,

from which |||f + g|||α 6 |||f |||α + |||g|||α. �

Proof of (viii). Estimates in the chain (3.13) show already that not only for f = 0, but for all
f ∈ R̃, we have

‖f‖α 6 |||f |||α.
On the other hand, for all f ∈ R̃, by (v), we have

|||f |||α = inf
λ>0

α+ ρ(λf)

αλ
6 inf
λ>0

2 max

{
1

λ
,
ρ(λf)

αλ

}
= 2‖f‖α.

�

Remark 3.6. It can happen that the vector subspace R̃ is strictly contained in R: for instance, in the
case of the modular in Example 3.13, we have R̃ = L∞(0,1) (M = R. Of course, if one introduces
modulars imposing the further condition that (3.9) must hold on the whole vector space, then R̃ = R
(see e.g. Biegert [25, (M4) p.295]). �

Theorem 3.1, especially in the case α = 1, is well known and repetitively quoted and proved
in literature, often with some variants in the assumptions and/or with only some of the im-
plications included in our exposition. For instance, it appears in Diening, Harjulehto, Hästö,
Růžička [43, Theorem 2.1.7 p.24], where essentially (i)-(iv) are proved. In Harjulehto, Hästö
[69, Lemma 3.1.3. p.48] the result is proved in the framework of Generalized Orlicz spaces:
in this case the interest is in the assumptions on the modular, written in terms of properties
of Φ−functions. For the case of variable Lebesgue spaces, see e.g. Cruz-Uribe, F. [38, Theo-
rem 2.17]. In Maligranda [110, Theorem 1.2 p.5] (see also Maligranda [113, Theorem 4 p.125],
Musielak [124, Theorem 1.5 p.3], Bardaro, Musielak, Vinti [23, Theorem 1.1(b) p. 4]) the asser-
tions in Theorem 3.1 are analyzed in the case of a weaker assumption of convexity (introduced
in Musielak, Orlicz [125]; we will consider it later, see property (P.4.1.4)): in such case (ii) is not
necessarily true and the two vector subspaces ofR are denoted with different symbols. Equal-
ity (ii) appears in Mendez, Lang [119, Lemma 1.3.1 p.28], and in the same reference Proposition
1.3.2 contains the proof of (iv), which appears also in Edmunds, Mendez, Lang [48, Proposition
1.3 p.11]. The idea to introduce the parameter α in the statement of Theorem 3.1 is inspired by
Miranda [122, (49.7) p.265, proof in p. 266], stated for Orlicz spaces; the same trick has been
used also more recently, see e.g. Greco, Iwaniec, Moscariello [68, Lemma 4.2]: the advantage is
to get a “clean” Hölder inequality (this is explicitly remarked in Miranda [122, (49.IV) p.270]).

Theorem 3.1 opens the way to define the norm of some of the familiar function spaces. If it
is applied to a modular which is already a norm, one gets again the same norm (multiplied by
a constant if α 6= 1): setting, say, ρ(f) = ‖f‖ in

‖f‖α = inf

{
λ > 0 : ρ

(
f

λ

)
6 α

}
,
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one gets

‖f‖α = inf

{
λ > 0 :

∥∥∥∥fλ
∥∥∥∥ 6 α} = inf

{
λ > 0 :

∥∥∥∥fα
∥∥∥∥ 6 λ} =

1

α
‖f‖,

and the same happens substituting ρ with ‖ · ‖ in

|||f |||α = inf
λ>0

α+ ρ(λf)

αλ
:

in fact,

|||f |||α = inf
λ>0

α+ ρ(λf)

αλ
= inf
λ>0

α+ ‖λf‖
αλ

= inf
λ>0

1

λ
+
‖f‖
α

=
1

α
‖f‖.

However, the value of Theorem 3.1 is that it is the key to define function spaces from modulars
which are not norms. The most “popular” example is that one known as Musielak-Orlicz space
(as stressed by Maligranda in [108, Comment 1], they should be called variable Orlicz spaces or
Orlicz-Nakano spaces, because – as highlighted also in Bardaro, Musielak, Vinti [23, Section 1.5] –
they were introduced in Nakano [126]), whose standard norm is the Luxemburg-Nakano norm
built from a modular of the type

ρ(f) =

∫
Ω

Φ(x, f)dµ.

Musielak-Orlicz spaces never lost their interest among researchers: we mention for instance
the recent research Youssfi, Ahmida [148] on approximation results, and applications in Ah-
mida, Chlebicka, Gwiazda, Youssfi [4], Ahmida, F., Youssfi [5]. The example of Musielak-Orlicz
spaces is not only popular, but in some sense is the example of modular, because under suitable
assumptions, modulars have an integral representations of this type (see Drewnowski, Orlicz
[45] for details; see also Kranz, Wnuk [98]).

Note that also other norms are defined using the same machinery, for instance, the Orlicz-
Lorentz spaces, which are a common generalization of the Orlicz spaces and the Lorentz spaces
(see part 4 of Mastyło [115], Maligranda [109], Kaminska [75, 76, 77], Montgomery-Smith [123],
Kamińska, Leśnik, Raynaud [78]).

Moreover, we observe that one could introduce the grand Lebesgue spaces over a (Lebesgue)
measurable set Ω ⊂ Rn, n > 1, 0 < |Ω| < ∞ (see F., Formica, Gogatishvili [53] and the more
recent papers Farroni, F., Giova [50], Di Fratta, F., Slastikov [42], F., Formica [52]), as the set of
the real valued, measurable functions such that

ρ(f) = sup
0<ε<p−1

ε

|Ω|

∫
Ω

|f(x)|p−εdx <∞;

the Luxemburg-Nakano norm build from this modular gives back the usual norm (see F.,
Giannetti [55, Remark 4.3])

‖f‖Lp)(Ω) = sup
0<ε<p−1

(
ε

|Ω|

∫
Ω

|f(x)|p−εdx
) 1
p−ε

.

We recall that still in the same paper by Nakano (Nakano [127]), other norms appear (“first
norm”, “second norm”), whose expressions involve the so-called modular bounded linear func-
tionals overR.

A comparison between the (Nakano) modulars on Riesz spaces and the (Nakano) modulars
on real vector spaces is in order. In the former notion, property (P.3.2.5) requires the structure of
Riesz space, because the absolute value of some f ∈ R is defined in the terms of the order, while
the latter requires just the general structure of vector space, which is a minimum requirement
to state the convexity property (P.3.3.6).

After a look at the properties defining the two notions and the consequences of the first one,
it is immediate to realize that:



164 Alberto Fiorenza

Proposition 3.2. If R is a Riesz space and if ρ satisfies the properties defining the (Nakano) modulars
on Riesz spaces, then ρ satisfies also the properties defining the (Nakano) modulars on real vector spaces.

We close this section quoting the existence of another notion of modular, again by Nakano,
again on real vector spaces (besides the already mentioned Nakano [129]): according to Musi-
elak [124, p.164], Nakano in his second book [128, Sect.78 p.204] gave a notion of modular,
which is more restrictive with respect to that one analyzed here. In fact, it is assumed that for
every f ∈ R there exists a λ > 0 such that ρ(λf) <∞ ; therefore, for instance, the Example 3.13
would be excluded (because, for instance, f(x) = 1/x would be such that ρ(λf) = ∞ for all
λ > 0) and this restriction is not necessary to get Theorem 3.1.

4. SOME POST NAKANO MODULARS

4.1. Musielak-Orlicz modulars: a way to weaken convexity. A functional ρ defined on a real
vector spaceR is said to be a (Musielak-Orlicz) modular (see Musielak, Orlicz [125]) if it satisfies
the following properties (f, g ∈ R):
(P.4.1.1) 0 6 ρ(f) 6∞,
(P.4.1.2) ρ(f) = ρ(−f),
(P.4.1.3) ρ(f) = 0 ⇔ f = 0,
(P.4.1.4) 0 6 α 6 1 ⇒ ρ(αf + (1− α)g) 6 ρ(f) + ρ(g).

It must be noted that the original definition is with (P.4.1.1) replaced by−∞ 6 ρ(f) 6∞, but
the authors proved (see 1.02(a) therein) that from (P.4.1.2) and (P.4.1.4) one gets that ρ(f) > 0,
therefore the notion given in this paper is equivalent to the original one.
Proposition 4.3. Norms ‖ · ‖ on a real vector spaceR are (Musielak-Orlicz) modulars.

Proof. Property (P.4.1.1) follows directly from (2.1). Property (P.4.1.2) follows applying (P.2.1.2)
with α = −1: ‖f‖ = | − 1|‖f‖ = ‖ − f‖. Property (P.4.1.3) coincides with (P.2.1.1). Finally,
property (P.4.1.4) follows by (P.2.1.3) and (P.2.1.2): for 0 6 α 6 1, f, g ∈M,

‖αf + (1− α)g‖ 6 ‖αf‖+ ‖(1− α)g‖ = α‖f‖+ (1− α)‖g‖ 6 ‖f‖+ ‖g‖.
�

Example 4.14. There exist (Musielak-Orlicz) modulars which are not norms. IfR is a normed space
with norm ‖ · ‖, setting ρ(f) = ‖f‖2, we have a modular which is not a norm. The fact that it
is not a norm has been shown in Example 3.11. On the other hand, ρ is a modular: the proof
of properties (P.4.1.1)-(P.4.1.4) is immediate. The reader may check that, in general, the square
can be replaced by any increasing, convex function on [0,+∞[ assuming value 0 in the origin.

�
The original paper Musielak, Orlicz [125] contains a list of examples of modulars. More

examples are e.g. in Maligranda [110] (where the second chapter is entirely dedicated to exam-
ples of modulars) and the list in Bardaro, Musielak, Vinti [23, Example 1.5 p.5] (we highlight
the interesting (e) in p.7, due to the same authors, mentioned again in the final Section 5).

Next two examples show that the class of Musielak-Orlicz modulars and the class of Nakano
modulars (on real vector space) are not comparable with respect to inclusion.
Example 4.15. There exist Nakano modulars (on real vector space) which are not Musielak-Orlicz
modulars. In Example 3.13, we have seen that there exist Nakano modulars for which ρ(f) = 0
does not imply f = 0, i.e., such that (P.4.1.3) does not hold. �
Example 4.16. There exist Musielak-Orlicz modulars which are not Nakano modulars (on real vector
space). Set R = R, ρ(x) :=

√
|x| for every f ∈ R. Clearly ρ is a Musielak-Orlicz modular; in

particular, (P.4.1.4) holds because for 0 6 α 6 1, x, y ∈ R,

ρ(αx+ (1− α)y) =
√
|αx+ (1− α)y| 6

√
α|x|+ (1− α)|y| 6

√
|x|+

√
|y| = ρ(x) + ρ(y).

On the other hand, ρ is not a Nakano modular, because the convexity property (P.3.3.6) is lost.
�
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The previous example shows that Musielak-Orlicz modulars may loose convexity, which has
been used in Theorem 3.1 to prove that the Luxemburg-Nakano norm satisfies the properties
of the norm. And in fact, we can consider the following:
Example 4.17. There exist Musielak-Orlicz modulars ρ such that

(4.14) [f ] := inf

{
λ > 0 : ρ

(
f

λ

)
6 1

}
is not a norm. LetM be the real vector space of the Lebesgue measurable functions defined in
the real interval (0,1), with values in R (i.e., almost everywhere finite), and let us set

ρ(f) =

∫ 1

0

√
|f(x)|dx, f ∈M.

After the chain of inequalities in the previous example, clearly ρ is a modular. However, in this
case

[f ] =

(∫ 1

0

√
|f(x)|dx

)2

which is not a norm, because the triangle inequality (P.2.1.3) fails (see e.g. Castillo, Rafeiro [31,
p.51 and Theorem 3.79 p.124], where the authors proved also that {[f ] < ∞} is not normaliz-
able). More generally, one can consider modulars of the type ρ(f) = ‖f1/q‖Lp(0,1), with q > p.

�
On the other hand, convexity is not necessary, for a modular ρ, to get that (4.14) is a norm:

the Musielak-Orlicz modular in Example 4.16 is not convex, nevertheless, in this case (4.14)
gives [f ] = |f | (see also the example in Maligranda [110, Remark 5 p.8]).

Musielak-Orlicz modulars are the starting point of a rich theory developed in the book by
Musielak [124] (see also Maligranda [110]), where the definition has been extended to complex
vector spaces, replacing property (P.4.1.2) ρ(f) = ρ(−f) with ρ(eitf) = ρ(f) for all t ∈ R. They
owe its success from a result, proved in the original paper Musielak, Orlicz [125], analogous
to Theorem 3.1: from (P.4.1.1)-(P.4.1.4), hence even without the convexity property (P.3.3.6)
(replaced by the weaker property (P.4.1.4)), it is possible to build, on the vector subspace ofR

(4.15) R̃ =

{
f ∈ R : lim

λ→0+
ρ(λf) = 0

}
,

a kind of “norm”, called F−norm (originated by Mazur, Orlicz [117, 1.82 p.105] in the frame-
work of Orlicz spaces; in Maligranda [113, p.128] it is called Mazur-Orlicz F−norm), defined
by

(4.16) ‖f‖ρ := inf

{
λ > 0 : ρ

(
f

λ

)
6 λ

}
.

This functional, which is a modified version of the Luxemburg-Nakano, satisfies almost all the
properties of a norm (see e.g. Maligranda [110, Theorem 1.1 p.2], Bardaro, Musielak, Vinti [23,
Theorem 1.1(a) p.4], Rolewicz [135, Theorem 1.2.4 p.8]; a version for quasi-modular spaces is
in Koshi, Shimogaki [92]). For this reason, quite frequently, in literature, the notion of modular
is given in the Musielak-Orlicz sense, and therefore, in particular, with the weaker version
of convexity (P.4.1.4) (see e.g. Maligranda [110, p.1], Rolewicz [135, p.6], Abdou, Khamsi [1,
Definition 2.1 p.4047], Mantellini, Vinti [114], etc.). The missing property is the homogeneity
property (P.2.1.2): in fact, at first, in Maligranda [110, Example 1 p.4] it is observed that setting
ρ(f) = ‖f‖, where ‖ · ‖ is some norm, then ‖f‖ρ = ‖f‖1/2 (which clearly does not satisfy
(P.2.1.2)). Moreover, it must be noted also that in general (ii) of Theorem 3.1 does not hold for
Musielak-Orlicz modulars: a careful look at the proof tells that, while the inclusion

(4.17)
{
f ∈ R : lim

λ→0+
ρ(λf) = 0

}
⊂
{
f ∈ R : the set

{
λ > 0 : ρ

(
f

λ

)
<∞

}
is non-empty

}
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is immediate (see also Maligranda [110, Property 2 p.2]), the opposite inclusion has been proved
in (ii) using convexity, which is now missing. The fact that the inclusion (4.17) can be proper is
shown by the following:
Example 4.18. There exist Musielak-Orlicz modulars ρ such that{

f ∈ R : lim
λ→0+

ρ(λf) = 0
}

(
{
f ∈ R : the set

{
λ > 0 : ρ

(
f

λ

)
<∞

}
is non-empty

}
.

SetR = R and

ρ(x) :=

{
0 if x = 0

1 + x2 if x 6= 0
, x ∈ R.

Note that ρ is not convex and that properties (P.4.1.1)-(P.4.1.4) are satisfied: the first three are
immediate; about (P.4.1.4) it suffices to consider the three cases
? xy = 0: if, say, y = 0, since ρ(0) = 0, the property is reduced to 0 6 α 6 1 ⇒ ρ(αx) 6 ρ(x),
which is true because, if x 6= 0, the inequality is equivalent to 1 + (αx)2 6 1 + x2; if x = 0, it is
reduced to 0 6 0;
? xy > 0: it suffices to recall that x→ 1 + x2 is convex;
? xy < 0: in this case there are two possibilities: if αx + (1 − α)y 6= 0, then again it suffices to
recall that x → 1 + x2 is convex; otherwise, the inequality to be proved is reduced, taking into
account that ρ(0) = 0, to 0 6 ρ(x) + ρ(y).

The two sets to be analyzed are different, because clearly{
x ∈ R : lim

λ→0+
ρ(λx) = 0

}
= {0}

and {
x ∈ R : the set

{
λ > 0 : ρ

(x
λ

)
<∞

}
is non-empty

}
= R.

�
The existence of examples like Example 4.18 motivates the fact that in the literature con-

cerning Musielak-Orlicz modulars the vector space on which norms are considered is that one
given in (4.15).

We close this section recalling that Musielak-Orlicz modulars are not only a tool to build
norms, but there are contexts where modulars are of interest in their own. For instance, we
mention the modular inequalities studied in Cruz-Uribe, Di Fratta, F. [37]: the replacement
of norms with modulars, in Harmonic Analysis, has often the effect to restrict the validity of
certain inequalities to a smaller set of functions.

4.2. Q-quasi convex Musielak-Orlicz modulars: the role of Q-quasi convexity. The notion
of Q-quasi convexity in the framework of modular spaces goes back to Bardaro, Musielak,
Vinti [22], where the authors considered Musielak-Orlicz modulars ρ on the vector space of the
µ−measurable complex-valued functions over a measure space (X,Λ, µ) with σ−finite mea-
sure, with equality µ−a.e. . They imposed on ρ the condition

ρ

(∫
X

p(t)h(t)dµ(t)

)
6 Q

∫
X

p(t)ρ(Qh(t))dµ(t)

satisfied for some Q > 1, for every p(·) ∈ L1(X), p(·) > 0,
∫
X
p(t)dµ(t) = 1, and every h(·)

µ−measurable complex-valued functions over (X,Λ, µ) (note that in Bardaro, Musielak, Vinti
[22] the function h is written with a second variable, because the paper concerns double inte-
grals – in fact, in such paper the authors extend the Fubini-Tonelli identity for double integral
to the more general context of modulars, obtaining inequalities which are then applied to linear
and nonlinear integral operators).
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The generalization to the abstract setting is the notion of Q-quasi convex Musielak-Orlicz mod-
ular (see Bardaro, Mantellini [21]), where Q> 1 is the parameter involved in the property (ad-
ditional to (P.4.1.1)-(P.4.1.4))

(Q) 0 6 α 6 1 ⇒ ρ(αf + (1− α)g) 6 Qαρ(Qf) +Q(1− α)ρ(Qg).
It is clear that 1-quasi convex modulars are convex and that the greater is Q, the weaker is the

condition (for a detailed study of properties quasiconvex functions on [0,∞[ see Gogatishvili,
Kokilashvili [67, Section 1 p.646]). However, whatever Q> 1 is given, Q-quasi convex mod-
ulars are an important selection of Musielak-Orlicz modulars: in fact, while in general (ii) of
Theorem 3.1 does not hold for Musielak-Orlicz modulars, the Q-quasi convexity ensures that
(ii) of Theorem 3.1 is still true, namely,{

f ∈ R : lim
λ→0+

ρ(λf) = 0
}

=

{
f ∈ R : the set

{
λ > 0 : ρ

(
f

λ

)
<∞

}
is non-empty

}
(see e.g. Bardaro, Mantellini [21] and references therein). Moreover, it must be stressed that
1-quasi convex modulars, i.e., the class of the convex Musielak-Orlicz modulars, is not com-
parable with the class of the Nakano modulars on real vector spaces (note that modulars in
both classes enjoy the standard convexity property): in fact in Example 4.15, (which goes back
to Example 3.13), we saw that there exist Nakano modulars which are not Musielak-Orlicz
modulars; on the other hand, we can consider the following:
Example 4.19. There exist 1-quasi (hence Q-quasi, for any given Q> 1) convex modulars, i.e., convex
Musielak-Orlicz modulars which are not Nakano modulars on real vector spaces. Let M be the real
vector space of the Lebesgue measurable functions defined in the real interval (0,1), with values
in R (i.e., almost everywhere finite), and let us set

ρ(f) =

{
ess sup |f | if ess sup |f | < 1
∞ if ess sup |f | > 1

.

Then, ρ is a convex Musielak-Orlicz modular, but it is not a Nakano modular on real vector
spaces, because the property (P.3.3.5) sup

06α<1
ρ(αf) = ρ(f) is missing (it suffices to consider

f ≡ 1). �
For applications of Q-quasi convex modulars, see e.g. Bardaro, Musielak, Vinti [23], Bardaro,

Mantellini [20] (see also Bardaro, Boccuto, Dimitriou, Mantellini [18] for Q-quasi semiconvex
modulars).

We mention also that Bardaro and Mantellini introduced also another class of abstract mod-
ular spaces, which we will not treat in this exposition: they are generated by modulars defined
on the vector space of measurable real functions defined on a locally compact Hausdorff topo-
logical space (see Bardaro, Mantellini [19] for details).

4.3. Luxemburg Banach function spaces: a selection of norms of spaces of functions. A func-
tional ρ defined on L0

+(X), the cone of the non-negative elements of L0(X) (which in turn is
the vector space of the µ−measurable real-valued functions over a complete measure space
(X,Λ, µ) – complete means that µ(E) = 0 implies F ∈ Λ for any set F ⊂ E), σ−additive
and σ−finite, with identification of the functions which are equal almost everywhere on X) is
said to be a Banach function norm (see Luxemburg [105]) if it satisfies the following properties
(f, g ∈ L0

+(X)):
(P.4.3.1) 0 6 ρ(f) 6∞,
(P.4.3.2) ρ(f) = 0 ⇔ f = 0 ,
(P.4.3.3) ρ(f + g) 6 ρ(f) + ρ(g) ,
(P.4.3.4) ρ(αf) = αρ(f), ∀α ≥ 0 (0 · ∞ = 0),
(P.4.3.5) fn ∈ L0

+(X) (n ∈ N) , fn ↑ f a.e. ⇒ ρ(fn) ↑ ρ(f),
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(P.4.3.6) E ⊂ X “bounded” ⇒ ρ(χE) <∞,
(P.4.3.7) E ⊂ X “bounded” ⇒ ∃ cE > 0 such that

∫
E
fdµ 6 cE ρ(f), ∀f ∈ L0

+(X).
Here, as usual, χE denotes the characteristic function of E. Moreover, E “bounded”set in a

measure space (which cannot mean that E is contained in a ball, since we don’t assume that
X is a metric space and therefore balls are not defined) means that if X is the union of a fixed,
once for all, increasing sequence of setsXn, (n ∈ N) of finite measure µ, then there existsm ∈ N
such that E ⊂ Xm.

Now, let R be the complex vector space of the µ−measurable complex-valued functions on
X such that ρ(|f |) <∞ (here, of course, | · | denotes the modulus in C). While ρ is not defined
on a vector space, the functional ρ(| · |) is defined on the complex (and therefore also real)
vector space R (for complex vector spaces which can be considered also real vector spaces the
reader may consult Brezis [28, Section 11.4 p.361]), and using (P.4.3.1)-(P.4.3.4) it is immediate to
realize that it is a norm onR (this is stated also, for instance, in Bennett, Sharpley [24, Theorem
1.4 p.3]). Properties (P.4.3.5)-(P.4.3.7) impose further conditions on the norm, which allow to
build the theory begun with the Luxemburg’s thesis [105] and described in several treatises
(for instance, Bennett, Sharpley [24]).

We already noticed, in Proposition 3.1, that all norms are Nakano modulars on real vector
spaces. Therefore, it is legitimate to include the functional ρ(| · |) among special Nakano mod-
ulars. Analogously, by Proposition 4.3, the functional ρ(| · |) is also a special Musielak-Orlicz
modular. The theory goes on setting ‖f‖ := ρ(|f |) for all f ∈ R and the resulting normed
spaces, widely known as Banach function spaces, include several classical Banach spaces of func-
tions, some of them listed in next example.
Example 4.20. Examples of Banach function spaces. Several function spaces treated in the books
listed after Proposition 3.1 are Banach function spaces: many are classical, such as Lebesgue,
Lorentz, Orlicz spaces (which include the Zygmund spaces and the space denoted by EXP,
which is the Orlicz space generated by Φ(t) = et − 1) and the Musielak-Orlicz spaces, which
include the weighted Lebesgue spaces and the variable exponent Lebesgue spaces (see e.g.
Cruz-Uribe, F. [38]). We mention here also the Orlicz-Lorentz spaces, already considered af-
ter Theorem 3.1. Of still high interest we mention the grand Lebesgue spaces (see the survey
F., Formica, Gogatishvili [53]; a detailed proof of the properties of Banach function spaces is
in Anatriello [14]) and small Lebesgue spaces (see e.g. F. [51], F., Rakotoson [61], Capone, F.
[30], F., Krbec, Schmeisser [60]). Grand and small Lebesgue spaces stimulated the introduc-
tion of several variants and generalizations, such as the weighted grand Lebesgue spaces (see
e.g. F., Gupta, Jain [56], F., Kokilashvili [58]), the weighted grand variable Lebesgue spaces
(see e.g. F., Kokilashvili, Meskhi [59] and references therein), the GΓ spaces introduced in F.,
Rakotoson [62], which are special cases of the GΓ spaces with double weights (see F., Formica,
Gogatishvili, Kopaliani, Rakotoson [54], Ahmed, F., Formica, Gogatishvili, Rakotoson [3]). We
close the (obviously incomplete) list mentioning the (maybe most) important spaces L1 + L∞

and L1 ∩ L∞: all rearrangement-invariant Banach function spaces X over resonant measure
spaces satisfy

L1 ∩ L∞ ⊂ X ⊂ L1 + L∞

(see Bennett Sharpley [24, Theorem 6.6] for details; see also Chill, F., Król [32]). �
It must be stressed that Banach function spaces are, in some sense, the “nicest” Banach spaces

of functions, because properties (P.4.3.5)-(P.4.3.7) allow to prove in a unified theory several re-
sults (concerning, for instance, separability, duality, reflexivity); however, they do not cover all
possible Banach spaces of functions (in spite of the standard name “Banach function spaces”),
as we are going to see in next
Example 4.21. Examples of Banach spaces of functions which are not “Banach function spaces”. An
important class of Banach spaces of functions is that of the Sobolev spaces. They are not Banach
function spaces: in fact, property (P.4.3.5) applied to the sequence f, g, . . . , g, . . . entrains that
|f | 6 |g| ⇒ ‖f‖ 6 ‖g‖, but this implication is generally not true (see Example 2.4, when we
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showed that the lattice norm property does not hold). More generally, other examples are all
the proper, closed Banach subspaces of Banach function spaces: for instance, if Ω ⊂ Rn, the
Banach space exp, defined as the closure in L∞(Ω) in EXP , is not a Banach function space.

We quote also the John-Nirenberg BMO space and other BMO-like spaces like the recent ones
introduced in Bourgain, Brezis, Mironescu [27] (see also D’Onofrio, Greco, Perfekt, Sbordone,
Schiattarella [44]), which are Banach spaces whose elements are measurable functions modulo
constants, and only representatives from each equivalence class belong to L0. �

4.4. Kozlowski modular function spaces: modulars for applications of function space the-
ory. In order to treat problems linked to nonlinear operators (e.g., to find a maximal domain of
continuity, or to establish the existence of fixed points, or to find conditions for the extension
of functions of several complex variables to holomorphic functions, etc.), in 1988 Kozlowski
introduced the modular function spaces, i.e., a class of function spaces defined through modu-
lars (hence definitively something more concrete with respect to the abstract theory built from
modulars on fairly general structures) having the properties necessary to develop both a gen-
eral theory and tools for several applications. Starting from integrals, which can be seen as
functionals depending both on functions and sets, now modulars are defined on the pair (E ,Σ).
Here, E denotes the vector space of all P−simple functions, i.e., (finite) linear combinations of
characteristic functions of pairwise disjoint sets in a non-trivial δ−ring (a ring closed with re-
spect to countable intersections) P of subsets of a non-empty set X , with values in a Banach
space (S, | · |). On the other hand, Σ ⊃ P denotes the smallest σ−algebra of subsets ofX having
the properties:

(∗)1 E ∩A ∈ P; ∀E ∈ P , A ∈ Σ,

(∗)2 there exists a non-decreasing sequence X1 ⊂ X2 ⊂ · · · , Xi ∈ P; X =

∞⋃
i=1

Xi.

A functional ρ : (E ,Σ)→ [0,∞] is said to be a (Kozlowski) function modular (see Kozlowski [94])
if it satisfies the following properties (f, g ∈ E , E,E1, . . . , En, . . . , F ∈ Σ):
(P.4.4.1) 0 6 ρ(f,E) 6∞,
(P.4.4.2) ρ(0, E) = 0,
(P.4.4.3) |f(x)| 6 |g(x)|, ∀x ∈ E ⇒ ρ(f,E) 6 ρ(g,E),
(P.4.4.4) ρ(f, ·) is a σ−submeasure:

(i) ρ(f, ∅) = 0, (ii) ρ(f,E) 6 ρ(f, F ) if E ⊂ F , (iii) ρ(f,∪En) 6
∑
ρ(f,En),

(P.4.4.5) lim
α→0+

ρα(E) := lim
α→0+

sup{ρ(g,E) : g ∈ E , |g(x)| 6 α ∀x ∈ E} = 0,

(P.4.4.6) ( ∃α > 0 : ρα(E) = 0 ) ⇒ ( ρβ(E) = 0, ∀β > 0 ),
(P.4.4.7) For every α > 0, ρα is order continuous on P :

for each sequence (En) ⊂ Σ such that En ↘ ∅, lim
n→∞

ρα(En) = 0.

Next result, in line with the statements given for the previous modulars, is the essence of
Kozlowski [94, Theorem 2.5 p.91]:
Theorem 4.2. Let M(X,S) be the vector space consisting of all measurable functions f : X →
S, i.e., of the functions f for which there exists a sequence of P−simple functions (fn) such that
limn→∞ fn(x) = f(x) for every x ∈ X , with identification of functions which differ only on ρ−null
sets (i.e., sets on which ρα is zero for all α > 0).

The functional

(4.18) f ∈M(X,S) → ρ(f,X) := sup{ρ(g,X) : g ∈ E , |g| 6 |f | in E} ∈ [0,∞]

is a Musielak-Orlicz modular.
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It must be noticed that by Musielak-Orlicz modular it must be intended the aforementioned
extension, made in the Musielak’s book [124], of the original Musielak-Orlicz modulars to com-
plex vector spaces.

Theorem 4.2 inserts Kozlowski modulars into the Musielak-Orlicz theory, so that now it is
automatically defined the modular function space as R̃ defined in (4.15) (setting R = M(X,S)
therein), endowed with the F-norm (4.16). According to one of the main features of the Musielak-
Orlicz theory, in general the theory is not affected by convexity, even if in some occasions this
assumption allows to rephrase/improve the results. As a consequence, from a general perspec-
tive, without the explicit addition of assumptions, the modular (4.18) is not a Nakano modular.

After the definition of (Kozlowski) function modular, a natural question arises, namely, how
to build such kind of modulars. Roughly speaking, ρ(f,E) mimics the integral of |f | over E,
but in general, if ρ is a Nakano modular on M(X,S), the functional

(4.19) ρ̂ : (f,E) 3 (E ,Σ) → ρ̂(f,E) := ρ(fχE) ∈ [0,∞]

is not necessarily a Kozlowski modular: it suffices to consider, for instance, Sobolev spaces
norms (see Example (2.4)): since they are norms, they fit into the category of Nakano modulars
on real vector spaces (see Proposition 3.1), however, as shown in Example 2.4, the correspond-
ing ρ̂ does not satisfy property (P.4.4.3). In Kozlowski [96] the author uses the trick (4.19) to
build modulars, starting from the following notion.

A nontrivial functional ρ defined onM∞, the space of all extended measurable functions,
i.e., all functions f : X → [−∞,∞] such that there exists a sequence {gn} ⊂ E , |gn| 6 |f |
and gn(x) → f(x) for all x ∈ X , is said to be a regular convex function modular if it satisfies the
following properties (f, g ∈M∞):
(P.4.4.i) 0 6 ρ(f) 6∞,
(P.4.4.ii) ρ(f) = ρ(−f),
(P.4.4.iii) ρ(f) = 0 ⇔ f = 0,
(P.4.4.iv) ρ is convex: 0 6 α 6 1 ⇒ ρ(αf+(1−α)g) 6 αρ(f)+(1−α)ρ(g) (0·∞ = 0),
(P.4.4.v) ρ is monotone: |f(x)| ≤ |g(x)|, ∀x ∈ X ⇒ ρ(f) ≤ ρ(g),
(P.4.4.vi) ρ is orthogonally subadditive: A,B ∈ Σ, A∩B 6= ∅ ⇒ ρ(fχA∪B) ≤ ρ(fχA)+ρ(fχB),
(P.4.4.vii) ρ has the Fatou property: fn ∈M∞ (n ∈ N) , fn(x) ↑ f(x), ∀x ∈ X ⇒ ρ(fn) ↑ ρ(f),
(P.4.4.viii) ρ is order continuous in E : fn ∈M∞ (n ∈ N), |fn(x)| ↓ 0, ∀x ∈ X ⇒ ρ(fn) ↓ 0.

The following result (see Kozlowski [96, p.479, after Definition 2.2]) is a method to build
modulars:
Proposition 4.4. LetM be the vector space consisting of all functions f ∈M∞ which are ρ−a.e. finite,
i.e., finite up to a ρ−null set (A ∈ Σ is ρ−null if ρ(fχA) = 0 for every f ∈ E), with identification of
functions which differ only on ρ−null sets. If ρ is a regular convex function modular, then the functional
in (4.19):

ρ̂ : (f,E) 3 (M,Σ) → ρ̂(f,E) := ρ(fχE) ∈ [0,∞]

is a Kozlowski modular.
Regular convex function modulars are particular Nakano modulars on real vector spaces,

hence Kozlowski modulars built from Proposition 4.4 are an important category of modulars,
which benefit either the theory shown in Kozlowski [95], either, for instance, Theorem 3.1. It
is worth to mention, here, that regular convex function modulars generate in a natural way
a quite general structure called modulated topological vector space, introduced very recently in
Kozlowski [97].
Example 4.22. Examples of Modular function spaces. Musielak-Orlicz spaces (see Kozlowski [95,
Sect. 4.1p.86]), defined through the modular

ρ(f,E) =

∫
E

φ(x, |f(x)|)dµ,
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where µ is a σ−additive measure on (X,Σ) and φ = φ(x, u) is measurable and locally integrable
in x ∈ X , continuous in u > 0, and such that φ(x, 0) = 0 for every x ∈ X , φ(x,∞) = ∞,
and, finally, φ(·, u) > 0 ρ−a.e. for every u > 0 are Modular function spaces. Moreover, one
can consider generalizations of Musielak-Orlicz spaces (see Kozlowski [95, Sect. 4.2.1 p.92])
defined through

ρ(f,E) = sup
µ

∫
E

φ(x, |f(x)|)dµ,

where µ varies in a family of σ−additive measures on (X,Σ); the theory includes Lorentz type
Lp−spaces (see Kozlowski [95, Sect. 4.2.2 p.93]) defined through

ρ(f,E) = sup
z

∫
E

|f(x)|pz(x)dµ,

where µ is a fixed measure and z varies in a family of non-negative µ−measurable functions;
moreover, the theory includes also countably modulared spaces (see Kozlowski [95, Sect. 4.2.3
p.93]), whose modulars are defined, for instance, as suprema of modulars, and, for instance,
also a class of Fenchel-Orlicz spaces (see Kozlowski [95, Sect. 4.2.4 p.94]), which are Orlicz-like
spaces constituted by functions Banach-space valued.

Modular function spaces have an extensive applications to Fixed Point Theory: see the pi-
oneering paper Khamsi, Kozlowski, Reich [82] and e.g. Khamsi, Kozlowski [81], Al-Mezel,
Al-Solamy, Ansari [9], Alfuraidan, Khamsi, Manav [8], Alfuraidan, Bachar, Khamsi [7] and
references therein.
4.5. Chistyakov modular metric spaces: structures born from modulars on arbitrary sets.
In the opposite direction with respect to the previous class of modulars, there exist questions
where the notion of modular over vector spaces (or, in fact, any algebraic structure) is restrictive
and therefore it may be of help an abstract notion of modular acting on arbitrary sets, which
leads to an extension of the theories built by Nakano and Musielak-Orlicz.

Let X be a non-empty set. A functional

w : (0,∞)×X ×X → [0,∞]

is said to be a metric modular on X (see Chistyakov [33, 34, 35]) if it satisfies the following
properties:
(P.4.5.1) Given x, y ∈ X ,

w(λ, x, y) = 0 for all λ > 0 ⇔ x = y,

(P.4.5.2) w(λ, x, y) = w(λ, y, x) for all λ > 0, x, y ∈ X ,
(P.4.5.3) w(λ+ µ, x, y) 6 w(λ, x, z) + w(µ, y, z) for all λ, µ > 0, x, y, z ∈ X .

Now fix an element x0 ∈ X arbitrarily. The subsets of X of the type

Xw := {y ∈ X : lim
λ→∞

w(λ, x, y) = 0}

are said to be modular sets. Endowed with the metric given by

d0
w(x, y) = inf{λ > 0 : w(λ, x, y) 6 λ},

Xw becomes a metric space. Moreover, setting

d1
w(x, y) = inf

λ>0
(λ+ w(λ, x, y)),

also d1
w is a metric and d0

w 6 d
1
w 6 2d0

w on Xw ×Xw. The analogy with Theorem 3.1 is evident;
for examples, variants and applications see Chistyakov [33, 34], Ansari, Demma, Guran, Lee,
Park [16], Aksoy, Karapinar, Erhan, Rakoc̆ević [6]. For a survey on Generalized metric spaces,
see Khamsi [80].

We close this subsection mentioning the paper Turkoglu, Manav [145], where a new type of
modular metric space has been introduced.
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4.6. A recent class of Banach-function-norm-like modulars. A classical result in Sobolev space
theory states that in general, if Ω ⊂ Rn is an open set andN ⊂ Ω is a closed set of zero Lebesgue
measure,

W 1,p
0 (Ω) 6= W 1,p

0 (Ω \N).

At a first look this is surprising, because functions in Sobolev spaces are defined a.e. and
the class of measurable functions on Ω coincides with the class of measurable functions on
Ω \ N . But recalling that functions in Sobolev spaces with zero boundary values are defined
as approximations of regular functions which attain value zero on the boundary, then it is
clear that even a very small set N – even a single point – forces a decay of regular functions
on N and the approximation recognizes, or does not recognize, such decay depending on the
topology. The interplay between the smallness ofN and the topology has its heart in the notion
of capacity, and in fact the precise result is the following (see e.g. Heinonen, Kilpeläinen, Martio
[72, Theorem 2.43 p.51], Kilpeläinen, Kinnunen, Martio [83, Theorems 4.6, 4.8, Remark 4.2(4)]):

W 1,p
0 (Ω) = W 1,p

0 (Ω \N)

(i.e., the closure in W 1,p(Ω) of the space of C1 functions in Ω coincides with the closure of the
space of C1 functions having compact support in Ω \N ) if and only if capp(N) = 0, where

capp(N) = inf

{∫
Rn
|u|pdx+

∫
Rn
|∇u|pdx : u ∈W 1,p(Rn), u = 1 in an open set containingN

}
.

This statement can be generalized in several different ways: since Lebesgue spaces are par-
ticular Orlicz, Lorentz or variable exponent Lebesgue spaces, similarly one can consider the
corresponding Sobolev spaces with zero boundary values and prove analogous removability
results for sets with zero capacity. The whole question has been investigated in a quite general
framework in F., Giannetti [55], where the Lebesgue norm (which appears either in the norm in
Sobolev spaces and in the definition of capacity) has been replaced by a functional more gen-
eral than a norm of a Luxemburg Banach function space, namely, a modular. Unfortunately
the minimal requirements to impose to modulars, requirements needed for the extension of
such classical result, do not match in any notion of modular considered before: all of them
have some extra and/or missing property. For instance, the regular convex function modu-
lars considered in Section 4.4 are convex, while for the removability result it is needed just the
orthogonal subadditivity. The notion of modular introduced in F., Giannetti [55, Section 2] –
which looks very close to that one of Banach function norm, but which allows, for instance,
suitable powers of norms (see F., Giannetti [55, Example 2.7]) – is the following: let Ω ⊂ Rn be
an open set and letM(Ω) be the set of all measurable, real valued functions with respect to the
Lebesgue measure, defined on Ω. Given a mapping ρX(·) :M(Ω)→ [0,∞], the set

X(Ω) = {u ∈M(Ω) : ρX(u) <∞}
is a modular function space over Ω if the pair (X(Ω), ρX) satisfies the following properties for
all u, v ∈M(Ω):

i ρX(u) = ρX(|u|) and ρX(u) = 0 if and only if u ≡ 0,
ii |u| 6 |v| a.e. ⇒ ρX(u) 6 ρX(v),

iii ρX(u+ v) 6 ρX(u) + ρX(v) ∀u, v : uv ≡ 0,
iv if E ⊂ Ω is measurable set and |E| <∞, then ρX(χE) <∞,
v |uj | ↑ |u| a.e. ⇒ ρX(uj) ↑ ρX(u),

vi ∀k > 1, ∃ ck > 1 : ρX(ku) 6 ckρX(u).
A link with the Banach function spaces in the sense of Bennett, Sharpley is the following:

adding the assumption of the convexity of ρX and the imbedding in L1, one gets a full set of
axioms which, analogously to Theorem 3.1, allows to build a Banach function space (see F.,
Giannetti [55, Proposition 4.1] for details).
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We close this subsection recalling that property vi is well known in Orlicz spaces theory, and
that in the framework of modular spaces it has been considered also in Krbec [99], where an
interpolation method in modular spaces has been built, generalizing the well known K-method
(see e.g. Bennett, Sharpley [24], Maligranda [110], Triebel [142]). We note that modulars in
Krbec [99] must be convex and do not satisfy necessarily the Fatou property v.

5. HINTS FOR FURTHER RESEARCH

1. For every set of properties defining a modular, prove independence. Namely, for each prop-
erty, find an example of functional which is not a modular and which satisfies all the other
properties.

2. For each couple of distinct modulars, are there nontrivial additional properties to impose to
a modular, so that one notion fits into the other? Results of this type seem missing, even for
the popular Musielak-Orlicz notion of modular. Answers could be different in the case of
finite/infinite dimensional vector spaces.

3. Recently, in F., Jain [57], it has been shown that if ρ(f) = ‖f‖L1(0,`) and ψ : [0, `] → [0,∞[ is
absolutely continuous, nondecreasing, and such that ψ(`) > ψ(0), ψ(t) > 0 for t > 0, then

ρ

(
ψ′(·)
ψ(·)2

∫ ·
0

f∗(s)ψ(s)ds

)
≈ ρ(f),

where by f∗ we denote the decreasing rearrangement of f . It would be interesting to extend
the validity of these two inequalities to some class of modulars.

4. In Example 4.17, we showed Musielak-Orlicz modulars for which the Luxemburg-Nakano
norm is not a norm; however, after Example 4.17 we observed that convexity is not necessary
for having that the Luxemburg-Nakano norm is a norm. Find a necessary and sufficient
condition for a Musielak-Orlicz modular so that the Luxemburg-Nakano norm is a norm.

5. Different modulars may generate the same Luxemburg-Nakano norm: are there criteria to
characterize the whole class of modulars, for a given norm?

6. Is the sum of modulars a modular? Are suprema of modulars, modulars? Is the multiple of
a modular, a modular? Is a functional equivalent to a modular, a modular? These questions
could be posed by each category of modulars, and in case of negative answers it would
be interesting to know conditions on modulars so that the answers become positive. In
particular, such kind of questions can be posed for the grand modulars introduced in Farroni,
F., Giova [50, 3.11 p.762].

7. In literature, several particular Musielak-Orlicz modulars are well known (e.g., those ones
generating Orlicz spaces, variable Lebesgue spaces, weighted Lebesgue spaces, double-
phase functionals, etc.), frequently applied in several contexts (say, Harmonic Analysis,
PDEs, etc.). A maybe less explored functional, in applications, is a functional of the fol-
lowing type, which combines Orlicz and variable exponents:

f →
∫

Ω

Φ(|f |p(x))dx.

This functional is suggested by a look at Bardaro, Musielak, Vinti [23, Example 1.5(e) p.7]
and it appears e.g. in an estimate for the local maximal operator (see Capone, Cruz-Uribe, F.
[29]).
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[6] Ü. Aksoy, E. Karapınar, İ. M. Erhan and V. Rakočević: Meir-Keeler type contractions on modular metric spaces, Filo-
mat, 32 (10) (2018), 3697–3707.

[7] M. R. Alfuraidan, M. Bachar and M. A. Khamsi: On monotone contraction mappings in modular function spaces,
Fixed Point Theory Appl., 2015:28 (2015).

[8] M. R. Alfuraidan, M. A. Khamsi and N. Manav: A fixed point theorem for uniformly Lipschitzian mappings in modular
vector spaces, Filomat, 31 (2017), 5435–5444.

[9] S. A. R. Al-Mezel, F. R. M. Al-Solamy and Q. H. Ansari: Fixed point theory, variational analysis, and optimization,
CRC Press, (2014).

[10] J. Albrycht, W. Orlicz: A note on modular spaces. II, Bull. Acad. Polon. Sci. Sér. Sci. Math. Astronom. Phys., 10
(1962), 99–106.

[11] C. D. Aliprantis, K. C. Border: Infinite dimensional analysis–A hitchhiker’s guide., third ed., Springer, Berlin, (2006).
[12] C. D. Aliprantis, O. Burkinshaw: Locally solid Riesz spaces, Academic Press [Harcourt Brace Jovanovich, Publish-

ers], New York-London, (1978), Pure and Applied Mathematics, 76.
[13] F. Altomare, M. Campiti: Korovkin-type approximation theory and its applications, De Gruyter Studies in Mathemat-

ics, 17, Walter de Gruyter & Co., Berlin, (1994).
[14] G. Anatriello: Iterated grand and small Lebesgue spaces, Collect. Math., 65 (2) (2014), 273–284.
[15] G. Anatriello, A. Fiorenza and G. Vincenzi: Banach function norms via Cauchy polynomials and applications, Internat.

J. Math., 26 (10) (2015), 1550083.
[16] A. H. Ansari, M. Demma, L. Guran, J. R. Lee and C. Park: Fixed point results for C-class functions in modular metric

spaces, J. Fixed Point Theory Appl., 20 (3) (2018), 103.
[17] M. Bachar, O. Méndez and M. Bounkhel: Modular uniform convexity of Lebesgue spaces of variable integrability,

Symmetry, 10 (12) (2018), 708.
[18] C. Bardaro, A. Boccuto, X. Dimitriou and I. Mantellini: Abstract Korovkin-type theorems in modular spaces and

applications, Cent. Eur. J. Math., 11 (10) (2013), 1774–1784.
[19] C. Bardaro, I. Mantellini: Approximation properties in abstract modular spaces for a class of general sampling-type

operators, Appl. Anal., 85 (4) (2006), 383–413.
[20] C. Bardaro, I. Mantellini: Korovkin theorem in modular spaces, Comment. Math. (Prace Mat.), 47 (2) (2007), 239–253.
[21] C. Bardaro, I. Mantellini: A Korovkin theorem in multivariate modular function spaces, J. Funct. Spaces Appl., 7 (2)

(2009), 105–120.
[22] C. Bardaro, J. Musielak and G. Vinti: Some modular inequalities related to the Fubini-Tonelli theorem, Proc. A. Raz-

madze Math. Inst., 118 (1998), 3–19.
[23] C. Bardaro, J. Musielak and G. Vinti: Nonlinear integral operators and applications, De Gruyter Series in Nonlinear

Analysis and Applications, 9, Walter de Gruyter & Co., Berlin, (2003).
[24] C. Bennett, R. Sharpley: Interpolation of operators, Pure and Applied Mathematics, 129, Academic Press, Inc.,

Boston, MA, (1988).
[25] M. Biegert: On a capacity for modular spaces, J. Math. Anal. Appl., 358 (2) (2009), 294–306.
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1. INTRODUCTION

In 1904, Fejér [3] investigated the arithmetic means of the partial sums of the trigonometric
Fourier series of a one-dimensional function f , the so called Fejér means and proved that if the
left and right limits f(x− 0) and f(x+ 0) exist at a point x, then the Fejér means

σnf(x) :=

n∑
k=−n

(
1− |k|

n

)
f̂(k)eıkx

converge to (f(x − 0) + f(x + 0))/2. Here, f̂(k) denotes the k-th Fourier coefficient. One year
later, Lebesgue [11] extended this theorem and obtained that every one-dimensional integrable
function is Fejér summable at each Lebesgue point, thus almost everywhere. Some years later,
M. Riesz [15] generalized this theorem for the Cesàro means of one-dimensional integrable
functions (the definition can be found later).

The Cesàro summability is investigated in a great number of papers (see e.g. Gát [4, 5, 6],
Goginava [7, 8, 9], Simon [17, 18], Nagy, Persson, Tephnadze and Wall [13, 14] and Weisz
[19, 20]). In this short note, we generalize the result of Lebesgue and Riesz to this summa-
bility of multi-dimensional functions. We generalize the Lebesgue points and introduce the
so called strong Lebesgue points. It is known that almost every point is a strong Lebesgue
point of f ∈ L1(logL)

d−1(Td). We introduce the strong Hardy-Littlewood maximal function
Msf and show that the Cesàro means of f ∈ L1(logL)

d−1(Td) can be estimated by Msf point-
wise. Our main result is the following. If Msf(x) is finite and x is a strong Lebesgue point of
f ∈ L1(logL)

d−1(Td), then
lim
n→∞

σαnf(x) = f(x),
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where σαnf denotes the n-th Cesàro means of the Fourier series of f . This implies the conver-
gence of the Cesàro means almost everywhere as well as covers the one-dimensional results
mentioned above. Note that L1(logL)

d−1(Td) ⊃ Lp(Td) with 1 < p ≤ ∞. The results are not
true for L1(Td) if d > 1. Similar theorems are known for the θ-means generated by a single
function θ (see Feichtinger and Weisz [2] and the references therein). However, those results
and proofs do not contain the results for Cesàro means. For the multi-dimensional Cesàro
means, we need new ideas.

2. STRONG MAXIMAL FUNCTION AND STRONG LEBESGUE POINTS

Let us fix d ∈ N. For a set Y 6= ∅, let Yd be its Cartesian product Y× . . .× Y taken with itself
d times. We briefly write Lp(Td) instead of the Lp(Td, λ) space equipped with the norm

‖f‖p :=
(∫

Td
|f |p dλ

)1/p

(1 ≤ p <∞),

with the usual modification for p =∞, where λ is the Lebesgue measure. We identify the torus
T with [−π, π]. Set log+ u := max(0, log u). For k ∈ N and 1 ≤ p < ∞, a measurable function f
is in the set Lp(logL)k(Td) if

‖f‖Lp(logL)k :=

(∫
Td
|f |p(log+ |f |)k dλ

)1/p

<∞.

For k = 0, we get back the Lp(Td) spaces. We have for all k ∈ P and 1 ≤ p < r ≤ ∞ that

Lp(Td) ⊃ Lp(logL)k−1(Td) ⊃ Lp(logL)k(Td) ⊃ Lr(Td).
For f ∈ L1(Td), the strong Hardy-Littlewood maximal function is defined by

Msf(x) := sup
h∈Rd+

1∏d
j=1(2hj)

∫ h1

−h1

· · ·
∫ hd

−hd
|f(x− t)| dt.

For d > 1, it is known that there is a function f ∈ L1(Td) such thatMsf =∞ almost everywhere
(see Jessen, Marcinkiewicz and Zygmund [10] and Saks [16]). Thus, in contrary to the one-
dimensional case, Ms cannot be of weak type (1, 1) if d > 1. However, we know the following
weak type inequality. If f ∈ L(logL)d−1(Td), then

(2.1) sup
ρ>0

ρλ(Msf > ρ) ≤ C + C
∥∥∥|f | (log+ |f |)d−1∥∥∥

1
.

Moreover, for 1 < p ≤ ∞, we have

(2.2) ‖Msf‖p ≤ Cp‖f‖p (f ∈ Lp(Td)).

In this paper, the constants C and Cp may vary from line to line. If f ∈ L1(logL)
d−1(Td), then

lim
h→0

1∏d
j=1(2hj)

∫ h1

−h1

· · ·
∫ hd

−hd
f(x− t) dt = f(x)

for almost every x ∈ Td. Here h → 0 means that hj → 0 for all j = 1, . . . , d. Note that this
result does not hold for all f ∈ L1(Td) if d > 1 (see Jessen, Marcinkiewicz and Zygmund [10]
and Saks [16]).

Motivated by this convergence result, a point x ∈ Td is called a strong Lebesgue point of
f ∈ Lp(Td) if

lim
h→0

1∏d
j=1(2hj)

∫ h1

−h1

· · ·
∫ hd

−hd
|f(x− t)− f(x)| dt = 0.
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Theorem 2.1. Almost every point x ∈ Td is a strong Lebesgue point of f ∈ L1(logL)
d−1(Td).

This is not true for f ∈ L1(Td) if d > 1. Note that L1(logL)
d−1(Td) ⊃ Lp(Td) for all 1 < p ≤

∞. For the results of this section, see Chang and Fefferman [1], Zygmund [21] or Weisz [19, 20].

3. RECTANGULAR CESÀRO SUMMABILITY

For α 6= −1,−2, . . . and n ∈ N, let

Aαn :=

(
n+ α

n

)
=

(α+ 1)(α+ 2) · · · (α+ n)

n!
.

Then Aα0 = 1, A0
n = 1 and A1

n = n + 1 (n ∈ N). The k-th Fourier coefficient of a d-dimensional
integrable function f ∈ L1(Td) is defined by

f̂(k) =
1

(2π)d

∫
Td
f(x)e−ık·x dx (k ∈ Zd),

where u · x :=
∑d
k=1 ukxk for x = (x1, . . . , xd) ∈ Rd and u = (u1, . . . , ud) ∈ Rd. Since the

Fourier series of f has bad convergence properties (see e.g. Weisz [20]), we consider the Cesàro
summability.

Let f ∈ L1(Td), n = (n1, . . . , nd) ∈ Nd and α = (α1, . . . , αd) ∈ Rd+. The n-th rectangular
Cesàro means σαnf of the Fourier series of f and the Cesàro kernel Kα

n are introduced by

σαnf(x) :=
1∏d

i=1A
α
ni−1

∑
|k1|≤n1

· · ·
∑
|kd|≤nd

d∏
i=1

Aαni−1−|ki|f̂(k)e
ık·x

and

Kα
n (t) :=

1∏d
i=1A

α
ni−1

∑
|k1|≤n1

· · ·
∑
|kd|≤nd

d∏
i=1

Aαni−1−|ki|e
ık·t,

respectively. It is easy to see that

σαnf(x) =
1

(2π)d

∫
Td
f(x− t)Kα

n (t) dt

and

Kα
n = Kα1

n1
⊗ · · · ⊗Kαd

nd
,

where the functions Kαi
ni are the one-dimensional Cesàro kernels. The Cesàro means are also

called (C,α)-means. If all αi = 1, then we get back the rectangular Fejér means. For the one-
dimensional Cesàro kernels, it is known (see Zygmund [21]) that

(3.3) Kα
n (t) ≤ Cmin

(
n,

1

nα|t|α+1

)
and

sup
n∈N

∫
T
|Kα

n | dλ ≤ C,

where n ∈ N, 0 < α ≤ 1 and t ∈ (−π, π).
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4. UNRESTRICTED CONVERGENCE AT LEBESGUE POINTS

Before proving the main results of this paper, we introduce the Herz space E∞(Rd) with the
norm

‖f‖E∞ :=

∞∑
k1=−∞

· · ·
∞∑

kd=−∞

2k1+...+kd ‖f1Pk‖∞ <∞,

where

Pk := Pk1 × · · · × Pkd (k ∈ Zd)

and

Pi = {x ∈ R : 2i−1π ≤ |x| < 2iπ} (i ∈ Z).

Obviously, L1(Rd) ⊃ E∞(Rd). First, we will estimate pointwise the maximal operator

σα∗ f := sup
n∈Nd

|σαnf |

by the strong Hardy-Littlewood maximal function. To this end, we introduce the functions

hαj (t) := min
{
1, |t|−αj−1

}
(t ∈ R)

and

hα := hα1 ⊗ · · · ⊗ hαd .

We get from (3.3) that

1

nj

∣∣∣∣(1(−π,π)Kαj
nj

)( t

nj

)∣∣∣∣ ≤ C

nj
min

{
nj ,

nj
|t|αj+1

}
= Chαj (t) (t ∈ R).(4.4)

It is easy to see that

(4.5) ‖hα‖E∞(Rd) =

d∏
j=1

‖hαj‖E∞(R) ≤ Cα.

Theorem 4.2. Suppose that 0 < αj ≤ 1 for all j = 1, . . . , d. If f ∈ L1(Td) and x ∈ Td, then

σα∗ f(x) ≤ CMsf(x).

Proof. Observe that

|σαnf(x)| =
1

(2π)d

∣∣∣∣∫
Rd
f(x− t)

(
1(−π,π)dK

α
n

)
(t) dt

∣∣∣∣
=

1

(2π)d

∞∑
k1=−∞

· · ·
∞∑

kd=−∞

∫
Pk1 (n1)

· · ·
∫
Pkd (nd)

|f(x− t)|
∣∣(1(−π,π)dKα

n

)
(t)
∣∣ dt,

where

Pkj (nj) := {x ∈ R : 2kj−1π/nj ≤ |x| < 2kjπ/nj} (j = 1, . . . , d).
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Then,

|σαnf(x)| ≤
1

(2π)d

∞∑
k1=−∞

· · ·
∞∑

kd=−∞

∫
Pk1 (n1)

· · ·
∫
Pkd (nd)

|f(x− t)| dt

× sup
t∈Pk1 (n1)×···×Pkd (nd)

∣∣(1(−π,π)dKα
n

)
(t)
∣∣

=
1

(2π)d

∞∑
k1=−∞

· · ·
∞∑

kd=−∞

∫
Pk1 (n1)

· · ·
∫
Pkd (nd)

|f(x− t)| dt

× sup
t∈Pk1×···×Pkd

∣∣∣∣(1(−π,π)dKα
n

)( t1
n1
, . . . ,

td
nd

)∣∣∣∣ .(4.6)

Consequently, by (4.4),

|σαnf(x)| ≤
1

(2π)d

∞∑
k1=−∞

· · ·
∞∑

kd=−∞

2k1+...+kdMsf(x) sup
t∈Pk
|hα(t)|

= C ‖hα‖E∞(Rd)Msf(x).

Inequality (4.5) finishes the proof. �

Inequalities (2.1) and (2.2) imply:

Corollary 4.1. Suppose that 0 < αj ≤ 1 for all j = 1, . . . , d. If f ∈ L1(logL)
d−1(Td), then

sup
ρ>0

ρλ(σα∗ f > ρ) ≤ C + C ‖f‖L1(logL)d−1 .

If 1 < p ≤ ∞ and f ∈ Lp(Td), then
‖σα∗ f‖p ≤ Cp‖f‖p.

The usual density argument due to Marcinkiewicz and Zygmund [12] implies:

Corollary 4.2. Suppose that 0 < αj ≤ 1 for all j = 1, . . . , d. If f ∈ L1(logL)
d−1(Td), then

lim
n→∞

σαnf = f a.e. .

In this paper, n → ∞ means that nj → ∞ for all j = 1, . . . , d. Now, we prove that the
convergence in Corollary 4.2 holds at each strong Lebesgue point, whenever the corresponding
strong Hardy-Littlewood maximal function is finite.

Theorem 4.3. Suppose that 0 < αj ≤ 1 for all j = 1, . . . , d. If Msf(x) is finite and x is a strong
Lebesgue point of f ∈ L1(logL)

d−1(Td), then

lim
n→∞

σαnf(x) = f(x).

Proof. Let

G(u) :=

∫ u1

−u1

. . .

∫ ud

−ud
|f(x− t)− f(x)| dt (u ∈ Rd+).

Since x is a strong Lebesgue point of f , for all ε > 0, we can find an integer m ≤ 0 such that

(4.7)
G(u)∏d
j=1(2uj)

≤ ε if 0 < uj ≤ 2mπ, j = 1, . . . , d.

Since
1

(2π)d

∫
Td
Kα
n (t) dt = 1,
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we have

|σαnf(x)− f(x)| ≤
1

(2π)d

∫
Rd
|f(x− t)− f(x)|

∣∣(1(−π,π)dKα
n

)
(t)
∣∣ dt := A1(x) +A2(x),

where

A1(x) :=
1

(2π)d

m+blog2 n1c∑
k1=−∞

· · ·
m+blog2 ndc∑
kd=−∞

×
∫
Pk1 (n1)

· · ·
∫
Pkd (nd)

|f(x− t)− f(x)|
∣∣(1(−π,π)dKα

n

)
(t)
∣∣ dt

and

A2(x) :=
1

(2π)d

∑
π1,...,πd

∞∑
kπ1=m+blog2 nπ1c+1

. . .

∞∑
kπj=m+blog2 nπj c+1

∞∑
kπj+1

=−∞

. . .

∞∑
kπd=−∞

×
∫
Pk1 (n1)

· · ·
∫
Pkd (nd)

|f(x− t)− f(x)|
∣∣(1(−π,π)dKα

n

)
(t)
∣∣ dt.

Here {π1, . . . , πd} is a permutation of {1, . . . , d} and 1 ≤ j ≤ d. As in (4.6),

A1(x) ≤ C
m+blog2 n1c∑
k1=−∞

· · ·
m+blog2 ndc∑
kd=−∞

∫
Pk1 (n1)

· · ·
∫
Pkd (nd)

|f(x− t)− f(x)| dt

× sup
t∈Pk1×···×Pkd

∣∣∣∣(1(−π,π)dKα
n

)( t1
n1
, . . . ,

td
nd

)∣∣∣∣
≤ C

m+blog2 n1c∑
k1=−∞

· · ·
m+blog2 ndc∑
kd=−∞

G

(
2k1π

n1
, . . . ,

2kdπ

nd

) d∏
j=1

nj

 sup
t∈Pk
|hα(t)| .

Inequalities (4.7), (4.5) and 2kj/nj ≤ 2m imply

A1(x) ≤ Cε
m+blog2 n1c∑
k1=−∞

· · ·
m+blog2 ndc∑
kd=−∞

2k1+...+kd sup
t∈Pk
|hα(t)| ≤ Cε ‖hα‖E∞(Rd) ≤ Cαε.

Similarly,

A2(x) ≤ C
∑

π1,...,πd

∞∑
kπ1=m+blog2 nπ1c+1

. . .

∞∑
kπj=m+blog2 nπj c+1

∞∑
kπj+1

=−∞

. . .

∞∑
kπd=−∞

×
∫
Pk1 (n1)

· · ·
∫
Pkd (nd)

|f(x− t)− f(x)| dt

 d∏
j=1

nj

 sup
t∈Pk
|hα(t)|

≤ Cp
∑

π1,...,πd

∞∑
kπ1=m+blog2 nπ1c+1

. . .

∞∑
kπj=m+blog2 nπj c+1

∞∑
kπj+1

=−∞

. . .

∞∑
kπd=−∞

× 2k1+...+kd sup
t∈Pk
|hα(t)|

(
Msf(x) + |f(x)|

)
.

Since Msf(x) and f(x) are finite, the fact blog2 nπjc → ∞ as T → ∞ imply that A2(x) → 0 as
n→∞. �
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In the one-dimensional case, if x is a strong Lebesgue point, then Msf(x) is finite and
L1(logL)

d−1(Td) = L1(Td), hence we get back the results due to Lebesgue [11] and Riesz [15]
mentioned in the introduction. Recall that L1(logL)

d−1(Td) ⊃ Lp(Td) for 1 < p ≤ ∞ and
d > 1. Since by Theorem 2.1 and (2.1) almost every point is a strong Lebesgue point and the
strong maximal operator Msf is almost everywhere finite for f ∈ L1(logL)

d−1(Td), Theorem
4.3 implies Corollary 4.2. If f is continuous at a point x, then x is also a strong Lebesgue point.
So we obtain:

Corollary 4.3. Suppose that 0 < αj ≤ 1 for all j = 1, . . . , d. If Msf(x) is finite and
f ∈ L1(logL)

d−1(Td) is continuous at a point x, then

lim
n→∞

σαnf(x) = f(x).
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ABSTRACT. In this paper, some recent applications of the so-called Generalized Bernstein polynomials are collected.
This polynomial sequence is constructed by means of the samples of a continuous function f on equispaced points of
[0, 1] and depends on an additional parameter which can be suitable chosen in order to improve the rate of convergence
to the function f , as the smoothness of f increases, overcoming the well-known low degree of approximation achieved
by the classical Bernstein polynomials or by the piecewise polynomial approximation. The applications considered
here deal with the numerical integration and the simultaneous approximation. Quadrature rules on equidistant nodes
of [0, 1] are studied for the numerical computation of ordinary integrals in one or two dimensions, and usefully em-
ployed in Nyström methods for solving Fredholm integral equations. Moreover, the simultaneous approximation
of the Hilbert transform and its derivative (the Hadamard transform) is illustrated. For all the applications, some
numerical details are given in addition to the error estimates, and the proposed approximation methods have been
implemented providing numerical tests which confirm the theoretical estimates. Some open problems are also intro-
duced.
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1. INTRODUCTION

Bernstein polynomials Bmf constitute a classical approximation of a continuous function
f based on the samples of f at equidistant nodes of [0, 1]. They have been widely studied in
literature (see for instance [23], [3]) and provide a constructive proof of the Weierstrass theorem,
since the positive Bernstein operators Bm : f → Bmf fits the assumptions of the Korovkin
theorem (see e.g. [2]).

On the other hand, in many applications, the available data are often the values of the tar-
get function at equally spaced point sets, which would make suitable to apply the Bernstein
polynomials. However, such polynomials are rarely used in the numerical approximation be-
cause a rate of convergence faster than 1

m cannot be obtained for more regular functions than
absolutely continuous functions f s.t. ‖f ′′ϕ2‖ <∞, where ϕ(x) =

√
x(1− x) (see e.g. [13]).

In order to get an higher rate of approximation, independently Micchelli [30], Felbeker [17]
and Mastroianni-Occorsio [24] introduced and studied the following combinations of iterates
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of the Bernstein operator Bm

(1.1) Bm,s = I − (I −Bm)s =

s∑
i=1

(
s

i

)
(−1)i−1Bim, s ∈ N,

where Bim = Bm(Bi−1m ), i ≥ 1, B0
m = I and I is the identity operator.

Similarly to Bm, for all s ∈ N, the operators Bm,s map continuous functions f into polyno-
mials of degreem. The polynomialsBm,sf are known in the literature as Generalized Bernstein
polynomials of parameter s (shortly GBs polynomials). Like Bmf , they require the samples of
f at them+1 equispaced points of [0, 1] and interpolate f at the extremes. However, differently
from the "originating" Bernstein operator, GBs operators are not always positive, as it can be
clearly expected, since as m ∈ N is fixed and s → ∞, we have that Bm,sf → Lmf uniformly
in [0, 1], where Lmf is the Lagrange polynomial interpolating f at the same equispaced nodes
[24].

Nonetheless, for any fixed s ∈ N and m → ∞, we have that Bm,sf → f uniformly in [0, 1]
and suitable choices of the additional parameter s > 1, allow to increase the approximation
rate achieved by the classical Bernstein polynomials, being m−s the saturation order of Bm,s
[30]. In addition, as main property and, in some sense, cornerstone of the study, in [30, 24] the
authors independently stated how the rate of convergence in approximating f improves as the
smoothness of f increases. To be more precise, they proved that any function f ∈ C2s([0, 1])
can be uniformly approximated by the sequence {Bm,sf}m∈N with the rate of convergence
O (m−s) . A more refined error estimate was proven in [19] by using the Ditzian–Totik ϕ−
modulus of f having order 2s. GBs polynomials were further investigated from other many
authors and from many different points of view (see e.g. [4], [36], [38], [15], [8], [10], [34], [35]).
In particular, a short history of GBs polynomials can be found in [19], with a wide bibliography
on the topic.

The aim of the present paper is to "promote" GBs approximation in the applications by col-
lecting some numerical methods based on GBs polynomials, which show how these polynomi-
als may be useful from the applicative point of view.

It is in fact known that in many applications the samples of f are sometimes obtained by
devices, or by measures detected at equidistant times. Such an experimental nature of the data
precludes the use of those global techniques of approximation that have optimal performance,
but are based on specified (non uniform) distribution of nodes such as the zeros of orthogonal
polynomials.

On the contrary, GBs polynomials require data at equally spaced points and, differently from
piecewise polynomials or ordinary Bernstein approximations, as the smoothness of f increases,
suitable choices of s allow to improve the rate of convergence. For this reason, GBs polynomials
might be fruitfully used in the applications, where the data are taken at equidistant nodes.

In particular, they have been successfully employed in some applications that we will sum-
marize in this paper, where we provide some improvements of the already known results.

The numerical quadrature of ordinary integrals on the interval [0, 1] and on the square [0, 1]2,
the numerical solution of Fredholm Integral Equations of the second kind (FIEs) on such do-
mains, and, finally, the numerical computation of the finite Hilbert and Hadamard transforms
on [0, 1] are the applications we will deal with.

FIEs play an important role in various fields of the applied sciences, since they model many
problems in elasticity, fluid-dynamics, etc. . Also, the Hilbert transform is widely used for
applications in several fields. Among them, there are partial differential equations, optics
(X-ray crystallography, electron-atom scattering), electrodynamics and quantum mechanics
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(Kramers-Kronig relation), signal processing (phase retrieval, transfer functions of linear sys-
tems, spectral factorization) (see e.g. [22]). Moreover, both the Hilbert and Hadamard trans-
forms, the latter regarded as the first derivative of the Hilbert one, are widely used to formulate
boundary–value problems in many areas of mathematical physics (potential theory, fracture
mechanics, aerodynamics, elasticity, etc.) in terms of singular integral equations in (0, 1) (see
e.g. [21, 27, 28, 29, 37] and the references therein). Hence, numerical methods based on GBs
for the above applications can be applied in different contexts whenever the discrete data are
available at equally spaced nodes.

We recall that in [32, 33] stable and convergent quadrature and cubature rules have been
obtained by replacing the integrand by GBs polynomials in one and in two variables. Based
on these rules, in the same papers, Nyström methods have been proposed for the numerical
solution of one and two-dimensional FIEs. Studying such equations in Sobolev type spaces,the
authors proved that in both the dimensions the methods are numerically stable, convergent
and the involved linear systems are well-conditioned. Here, we extend the results given in [32]
by providing error estimates in the wider class of Hölder–Zygmund spaces. Moreover, in the
bivariate case, we consider the tensor product of GBs operators using different values for both
the degrees and the parameters. In this way, we get a more flexible approximation tool than
that proposed in [33].

The approximation of the Hilbert transform in (0, 1), by means of GBs polynomials, was
firstly investigated in [25, 26]. Such idea has been recently revised in [18], where the simulta-
neous approximation of the Hilbert transform and its first derivative was proposed in (−1, 1).

In this paper, following the ideas in [18], we construct quadrature rules for both the Hilbert
and Hadamard transforms in (0, 1), by means of a shrewd use of the simultaneous approxima-
tion by GBs polynomials. Such approach allows to approximate both the integral transforms,
by using the same samples of f at a grid of equally spaced nodes. Moreover, as in [18], some im-
provements from both the theoretical and computational point of view, are achieved w.r.t. those
shown in [25, 26]. We determine weighted pointwise estimates of the quadrature errors, in the
general case of density functions satisfying the Dini-type conditions involving the Ditzian–
Totik moduli of smoothness [13], as well as in the case of smoother functions in Sobolev and
Hölder–Zygmund spaces. Concerning the numerical computation, recurrence relations for the
quadrature coefficients in [0, 1] are given either for the Hilbert and the Hadamard transforms.
Moreover, such new recurrence relations preserve the more stable Bernstein polynomial basis
and do not require the transformation into the basis {1, x, . . . , xm} as done in [25, 26].

For all the applications, we give some numerical tests and graphs in order to confirm the the-
oretical results and to show some numerical evidences on the role of the involved parameters
m and s and the interaction between them.

Finally along the paper, the reader can find some open problems that could be interesting
for further investigations.

The outline of the paper is as follows. Section 2 contains some notation and preliminary re-
sults about the approximation tools and the functional spaces. Section 3 is devoted to the GBs
polynomials, their properties and the convergence results also for the simultaneous approxi-
mation. In Section 4, the quadrature formula based on GBs approximation is proposed. Section
5 is devoted to the Nyström method based on the quadrature rule of Section 4. Section 6 con-
tains the results on the simultaneous approximation of the Hilbert and Hadamard transforms.
Section 7 shows some recent results in the bivariate case. Finally, Section 8 includes some com-
putational details, that describe the practical implementation of the formulae based on GBs
polynomials, and used in the paper. The tests given for each application were performed in
double precision arithmetic.
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2. NOTATION AND PRELIMINARY RESULTS

In the sequel, C will denote a generic positive constant which may differ at different occur-
rences and C 6= C(a, b, ..) indicates that C is independent of a, b, ... . Moreover, if A,B > 0
depend on some parameters the notation A ∼ B means that there are fixed constants C1, C2 > 0
(independent of the parameters in A,B) such that C1A ≤ B ≤ C2A.

For any integerm ≥ 0, we setNm
0 := {0, 1, 2, . . . ,m} and denote by Pm the set of all algebraic

polynomials of degree at most m. In the Banach space C0([0, 1]) of the continuous functions on
[0, 1] endowed with the uniform norm ‖f‖ := maxx∈[0,1] |f(x)|, the error of best approximation
of f ∈ C0([0, 1]) in Pm is defined as

Em(f) = min
P∈Pm

‖f − P‖

and the Weierstrass theorem ensures that

f ∈ C0([0, 1])⇐⇒ lim
m→∞

Em(f) = 0.

A constructive proof of this result is given by the well-known Bernstein polynomials

(2.2) Bmf(x) =

m∑
k=0

pm,k(x)f (tk) , tk :=
k

m
, x ∈ [0, 1], m ≥ 1,

where

(2.3) pm,k(x) =

(
m

k

)
xk(1− x)m−k, k ∈ Nm

0 , x ∈ [0, 1],

are the fundamental Bernstein polynomials of degreem, which satisfy the following recurrence
relation

(2.4) pm,k(x) = (1− x)pm−1,k(x) + xpm−1,k−1(x), k ∈ Nm
0 , m ≥ 1,

being pm,k(x) ≡ 0, for k /∈ Nm
0 .

It is well–known that, for all f ∈ C2([0, 1]) and m ∈ N sufficiently large, Bernstein polyno-
mials satisfy

‖f −Bmf‖ ≤
C
m
, C 6= C(m),

and that the convergence rate does not improve by increasing the smoothness of f as, instead,
it happens for Em(f).

A useful tool to measure the smoothness of f ∈ C0([0, 1]) is the following Ditzian–Totik
modulus of smoothness [13, (2.1.2)]

ωrϕ(f, t) = sup
0<h≤t

‖∆r
hϕf‖, r ∈ N,

defined by means of the following finite differences with variable step–size

∆r
hϕ(x)f(x) =

r∑
k=0

(−1)k
(
r
k

)
f

(
x+ (r − 2k)

h

2
ϕ(x)

)
,

where throughout the paper, it is ϕ(x) :=
√
x(1− x) and x ∈ [0, 1].

Denoting by ACLoc the space of all locally absolutely continuous functions on [0, 1] (i.e.
which are absolutely continuous in every closed subinterval [a, b] in (0, 1)), such modulus can
be estimated by means of the following equivalent K–functional [13, Th. 2.1.1]

(2.5) ωrϕ(f, t) ∼ Kr,ϕ(f, tr) := inf{‖f − g‖+ tr‖g(r)ϕr‖ : g(r−1) ∈ ACLoc}.
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Similarly to the classical modulus of smoothness given by

ωr(f, t) = sup
0<h≤t

‖∆r
hf‖, r ∈ N,

ωr(f, t) ∼ Kr(f, t
r) := inf{‖f − g‖+ tr‖g(r)‖ : g(r−1) ∈ ACLoc},

we have
lim
t→0

ωrϕ(f, t) = 0, ∀f ∈ C0([0, 1]).

Nevertheless, by taking the variable step–size hϕ(x), that decreases more and more as x ap-
proaches to the extremes of [0, 1], the Ditzian–Totik modulus better describes the behaviour
of the polynomial approximation close to the endpoints. In fact, the following Jackson and
Stechkin-type inequalities hold true [13, Th. 7.2.1 and Th. 7.2.4]

Em(f) ≤ Cωrϕ
(
f,

1

m

)
, ∀r < m, C 6= C(m, f),(2.6)

ωrϕ(f, t) ≤ Ctr
∑

0≤k≤1/t

(1 + k)r−1Ek(f), C 6= C(t, f)(2.7)

and these direct and converse results yield [13, Corollary 7.2.5]

(2.8) Em(f) = O(m−r)⇐⇒ ωkϕ(f, t) = O(tr), k > r > 0.

We point out that the implication "=⇒" does not hold for the classical moduli, that are related
to the Ditzian–Totik ones as follows

ωrϕ(f, t) ≤ Cωr(f, t), C 6= C(f, t), r ∈ N.

Now, let us consider the following Sobolev–type spaces

Wr =
{
f ∈ C0([0, 1]) : f (r−1) ∈ ACLoc, ‖f (r)ϕr‖ <∞

}
, r ∈ N,

equipped with the norm ‖f‖Wr
:= ‖f‖ + ‖f (r)ϕr‖. By virtue of the previous results, the fol-

lowing properties hold for all f ∈Wr and r ∈ N,

Em(f) ≤ C
mr

, C 6= C(m),(2.9)

ωkϕ(f, t) ≤ Ctr‖f (r)ϕr‖, ∀k ≥ r, C 6= C(t, f),(2.10)

ωrϕ(f, t) = o(tr) =⇒ f ∈ Pr−1.(2.11)

Denoting by Ck([0, 1]) the space of all continuously differentiable functions till the order k ∈ N,
we also recall that classical moduli satisfy

(2.12) ωk(f, t) ≤ Ctr‖f (r)‖, ∀f ∈ Cr([0, 1]), ∀k ≥ r, C 6= C(t, f).

The Hölder–Zygmund type spaces based on Ditzian–Totik modulus of smoothness are defined
as follows

(2.13) Zλ =

{
f ∈ C0 : sup

t>0

ωrϕ(f, t)

tλ
<∞, r > λ

}
, ∀λ > 0

and equipped with the norm

(2.14) ‖f‖Zλ = ‖f‖+ sup
t>0

ωrϕ(f, t)

tλ
, r > λ.
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For any λ > 0, the space Zλ constitutes a particular case of the Besov–type spaces studied in
[14] and in the case λ = r ∈ N and the previously introduced Sobolev spaceWr in continuously
imbedded in Zr. More generally, it has been proved that [14, Theorem 2.1]

(2.15) ‖f‖Zλ ∼ ‖f‖+ sup
n>0

(n+ 1)λEn(f), ∀λ > 0.

Such equivalence ensures that the definitions (2.13) and (2.14) are indeed independent of the in-
teger r > λwe choose. Moreover, (2.15) yields the following characterization of the continuous
functions f ∈ Zλ
(2.16) f ∈ Zλ ⇐⇒ En(f) = O(n−λ), ∀λ > 0.

In particular, for all f ∈ Zλ and any r > λ > 0, we get

(2.17) ωrϕ(f, t) ≤ Ctλ‖f‖Zλ , C 6= C(f, t).

3. THE GENERALIZED BERNSTEIN POLYNOMIALS

Let f ∈ C0([0, 1]) and

(3.18) Bimf(x) := Bm(Bi−1m f)(x), B0
mf := f, m, i ∈ N

be the i-th iterate of the Bernstein polynomial (2.2). Fixed an integer parameter s ≥ 1, the
Generalized Bernstein polynomial of parameter s and degree m ∈ N is defined as follows

(3.19) Bm,sf(x) =

s∑
i=1

(−1)i+1

(
s

i

)
Bimf(x).

Such GBs polynomials have been independently introduced and studied in [30], [17], [24].
By (3.19) and (3.18), for any m, s ∈ N, the polynomial Bm,sf takes the form

(3.20) Bm,sf(x) =

m∑
j=0

p
(s)
m,j(x)f

(
j

m

)
, 0 ≤ x ≤ 1,

where

(3.21) p
(s)
m,j(x) =

s∑
i=1

(
s

i

)
(−1)i−1Bi−1m pm,j(x), j = 0, . . . ,m

are the so–called fundamental Generalized Bernstein polynomials of degree m.
Note that the map Bm,s : f ∈ C0([0, 1])→ Bm,sf ∈ Pm is a linear map, not always positive,

and for ∀m, s ∈ N, we have

Bm,sf(0) = f(0); Bm,sf(1) = f(1),

Bm,sei(x) = xi, i = 1, 2, ei(x) := xi.

For all degrees m ∈ N, if we fix s = 1, then we get the classical Bernstein polynomial, i.e.,
Bm,1 = Bm. For increasingly s ∈ N, the sequence {Bm,sf}s, continuously links Bernstein
polynomials Bmf to the Lagrange polynomials Lmf ∈ Pm interpolating f at the nodes {ti}mi=0,
i.e.,

(3.22) Lmf(x) =

m∑
k=0

f(tk)lm,k(x), lm,k(x) =

m∏
k 6=i=0

x− ti
tk − ti

.

Such property, advisable in different contexts (see [38], [34], [5]), was given in the following.
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Theorem 3.1. [24] For any f ∈ C0([0, 1]), we have

(3.23) lim
s→∞

Bm,sf(x) = Lmf(x)

uniformly w.r.t. x ∈ [0, 1].

Figure 1 displays the behaviour of the fundamental GBs polynomials p(s)m,k, with fixed m, k

and increasing values of the parameter s. The plots confirm the continuous relation between
Bernstein and Lagrange polynomials. In fact, as s→∞, in Figure 1 we see that the fundamen-
tal GBs polynomial p(s)m,k(x) uniformly tends to the k−th fundamental Lagrange polynomial
lm,k(x), according with Theorem 3.1.
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FIGURE 1. Plots of the fundamental GBs and Lagrange polynomials p(s)m,k(x)

and lm,k(x) for m = 3, k = 1 on the left and m = 2, k = 2 on the right

For all m, s ∈ N, the fundamental GBs polynomials {p(s)m,j(x)}mj=0 form a partition of the
unity, i.e.,

m∑
j=0

p
(s)
m,j(x) = 1, ∀x ∈ [0, 1].

A handle vectorial form of the basis {p(s)m,k}mk=0 is given by the following theorem proved in
[34].

Theorem 3.2. For all m, s ∈ N and for any x ∈ [0, 1], let p
(s)
m (x) = [p

(s)
m,0(x), p

(s)
m,1(x), . . . , p

(s)
m,m(x)]

be the row–vector of fundamental GBs polynomials that, for s = 1, reduces to the vector of fundamental
Bernstein polynomials pm(x) = [pm,0(x), . . . , pm,m(x)]. Moreover, let Cm,s be the following square
matrix of order (m+ 1)

Cm,s :=A−1[I − (I −A)s] = [I − (I −A)s]A−1(3.24)

=[I + (I −A) + (I −A)2 + · · ·+ (I −A)s−1],
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where I is the identity matrix and A ∈ R(m+1)×(m+1) is defined by

(3.25) Ai,j = pm,j(ti), ti =
i

m
, (i, j) ∈ Nm

0 ×Nm
0 .

We have

(3.26) p(s)
m (x) = pm(x) · Cm,s, ∀m, s ∈ N, ∀x ∈ [0, 1].

Moreover, for any f ∈ C0([0, 1]), the polynomial Bm,sf can be represented in the following form

(3.27) Bm,sf(x) = pm(x) · Cm,s · fm, ∀m, s ∈ N, ∀x ∈ [0, 1],

where fm ∈ Rm+1 is the sampling (column) vector of the function f evaluated at the nodes ti, i.e.,

(3.28) fm :=

[
f(0), . . . , f

(
i

m

)
, . . . , f(1)

]T
.

Remark 3.1. Theorem 3.2 provides a useful tool for computing GBs polynomial. Indeed from (3.27), it
follows that the GBs polynomial Bm,sf can be considered as the m−th classical Bernstein polynomial of
a function g having a suitable sampling vector, i.e.,

Bm,sf(x) = Bmg(x) = pm(x) · gm,
where the sampling vector of g is given by

gm := Cm,s · fm.
As a consequence, we can compute the polynomial Bm,sf by using the de Casteljau recursive scheme,
which, as it is well-known, is a fast and stable algorithm [16].

Additional details on the fast computation of GBs polynomials are given in Section 7. In
the sequel, we are going to analyze the approximation provided by GBs polynomials of fixed
parameter s ∈ N and increasing degrees. About the estimate of the remainder term f −Bm,sf ,
the following error bound in C0([0, 1]) was proved in [19].

Theorem 3.3. [19] Let s ∈ N be fixed. Then, for all m ∈ N and any f ∈ C0([0, 1]), we have

(3.29) ‖f −Bm,sf‖ ≤ C
{
ω2s
ϕ

(
f,

1√
m

)
+
‖f‖
ms

}
, C 6= C(m, f).

Moreover, for any 0 < µ ≤ 2s, we obtain

‖f −Bm,sf‖ = O(m−
µ
2 ), m→∞ ⇐⇒ ω2s

ϕ (f, t) = O(tµ)

and the o–saturation class is characterized by the equivalence

‖f −Bm,sf‖ = o(m−s) ⇐⇒ f is a linear function.

Applying the properties of the moduli of smoothness given in Section 2, several error esti-
mates can be deduced from (3.29). In particular, for all m, s ∈ N, by (2.11) and by (2.17), we
have

‖f −Bm,sf‖ ≤
C√
mr

, C 6= C(m), ∀f ∈Wr, r ≤ 2s,(3.30)

‖f −Bm,sf‖ ≤
C√
mλ

, C 6= C(m), ∀f ∈ Zλ, λ < 2s.(3.31)

Hence, we remark that by introducing the additional parameter s ∈ N, the saturation order
m−1 occurring with classical Bernstein polynomials is enlarged to m−s and, using the same
function samples at the (m + 1) equidistant nodes of [0, 1], the GBs polynomial may provide
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the square root of the order of the best uniform polynomial approximation of f in Pm (see
(2.16)).

Nevertheless, s cannot be chosen arbitrarily high and the reason is given by Theorem 3.1,
stating that for s → ∞ the operator Bm,s tends to the Lagrange interpolating polynomial on
equispaced points, which is a well known unstable operator.

In order to show the real degree in approximating a given function f , for increasing values
of m and s, in Table 1, we report the maximum errors

Em,sf = max
x∈X
|f(x)−Bm,sf(x)|,

attained in a sufficiently large set X ⊂ [0, 1], for the test function f(x) = |x− 0.6| 72 ∈ Z 7
2

, whose

theoretical error goes like O
(
m−

7
4

)
. In each column of Table 1, the errors for m fixed and s

varying, starting from 26 on, until the errors decrease, are reported. The empty boxes mean
that for the corresponding s, the error does not decrease anymore. We note that for anym there

s m = 16 m = 32 m = 64 m = 128 m = 256 m = 512 m = 1024
26 2.50e− 5 6.90e− 6 1.95e− 6 5.47e− 7 1.49e− 7 3.7e− 8 9.86e− 9
27 1.93e− 5 5.20e− 6 1.46e− 6 4.10e− 7 1.09e− 7 2.76e− 8 6.81e− 9
28 3.78e− 5 4.08e− 6 1.15e− 6 3.20e− 7 8.45e− 8 2.16e− 8 4.58e− 9
29 3.31e− 6 9.34e− 7 2.57e− 7 6.69e− 8 1.73e− 8 2.98e− 9
210 7.34e− 7 2.11e− 7 5.42e− 8 1.46e− 8 2.07e− 9
211 6.52e− 7 1.77e− 7 4.47e− 8 1.22e− 8 2.07e− 9
212 1.50e− 7 3.74e− 8 1.02e− 8 2.04e− 9
213 1.29e− 7 3.31e− 8 8.44e− 9 1.97e− 9
214 1.12e− 7 2.93e− 8 6.98e− 9 1.89e− 9
215 9.89e− 8 2.59e− 8 5.74e− 9 1.79e− 9
216 2.29e− 8 4.70e− 9 1.67e− 9
217 2.02e− 8 3.81e− 9 1.60e− 9
218 1.79e− 8 3.24e− 9 1.50e− 9

TABLE 1. Convergence behaviour w.r.t. m and s

exist a threshold s̃ = s̃(m), until which the errors decrease, while for s > s̃ the situation is quite
reversed. In these reverse cases, m has to be increased for speeding up again the convergence.
To highlight this behaviour, in Fig. 2, we plotted the error curves w.r.t. the same function
f(x) = |x− 0.6| 72 , for fixed m and s varying from 26 to 218.

The investigation on the mutually relation between m and s for obtaining the optimal s for
each m is still an open problem.

In Figure 3, the plots of the polynomials Bm,sf , for m fixed and s varying, are given. Since
in the whole interval the curves seem to coincide, on the right a magnification is given in the
restricted interval [0.5, 0.7].

In conclusion of the section, let us consider the case that f is a continuously differentiable
function up to a certain order k ∈ N. In this case, GBs polynomials can be used for the simulta-
neous approximation of f and its first k derivatives. In fact, we have

lim
m→∞

‖f (k) − (Bm,sf)(k)‖ = 0, ∀f ∈ Ck,
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FIGURE 2. Plots of Em,sf for s = 2n, n = 6, 7, . . . , 18. On the abscissas the
values of n are reported.
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FIGURE 3. On the left the plots of the functions f(x) = |x − 0.6| 72 and Bm,sf
for m = 31 and different values of s. On the right the same plots are zoomed
in [0.5, 0.7].

where the derivatives of GBs polynomials are all based on the same sampling vector of f .
Some computational details on the derivatives of the GBs polynomials can be found in Section
7. Here, we recall the following error estimate.
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Theorem 3.4. [15, Corollary 1.6] Let s ≥ 1 be fixed. Then, for all m, k ∈ N and any f ∈ Ck, we have

‖(f −Bm,sf)(k)‖ ≤ C


ω2s
ϕ

(
f ′,

1√
m

)
+ ωs

(
f ′,

1

m

)
+ ω

(
f ′,

1

ms

)
, k = 1

ω2s
ϕ

(
f (k),

1√
m

)
+ ωs

(
f (k),

1

m

)
+
‖f (k)‖
ms

, k ≥ 2

,

where ω := ω1 and C 6= C(m, f).

4. A QUADRATURE RULE ON EQUALLY SPACED KNOTS

Based on GBs polynomials, the following quadrature rule was introduced in [24]

(4.32)
∫ 1

0

f(x)dx = Σ(s)
m f +R(s)

m f,

where the quadrature sum is defined by

(4.33) Σ(s)
m f :=

∫ 1

0

Bm,sf(x)dx =

m∑
j=0

Q
(s)
j f

(
j

m

)
, Q

(s)
j :=

∫ 1

0

p
(s)
m,j(x) dx

and the quadrature error is given by

R(s)
m f =

∫ 1

0

[f(x)−Bm,sf(x)] dx.

Such rule is easy to construct since the quadrature weights are representable in the following
form [35]

Q
(s)
j =

1

m+ 1

m∑
i=0

(Cm,s)i,j , j ∈ Nm
0 ,

where (Cm,s)i,j denotes the (i, j)–entry of the matrix Cm,s in (3.24).
We point out that these quadrature weights are not always positive. Nevertheless, the quad-

rature formula is always stable. Indeed, by Theorem 3.3 and by the Uniform Boundedness
Principle, it is possible to deduce the following theorem of convergence and stability.

Theorem 4.5. [32] For all f ∈ C0([0, 1]) and any s,m ∈ N, there holds

(4.34) |R(s)
m f | ≤ C

(
ω2s
ϕ

(
f,

1√
m

)
+
‖f‖
ms

)
, C 6= C(f,m), C = C(s).

Moreover, the quadrature formula is stable, i.e.,

sup
m

m∑
j=0

|Q(s)
j | <∞.

By estimate (4.34), it is possible to deduce the order of convergence for functions belonging
to several functional spaces. For instance, if f ∈ Wr with r ∈ N, then for sufficiently large m
and for any integer s ≥ r

2 , we have by (2.10)

(4.35) |R(s)
m f | ≤ C

(
‖f (r)ϕr‖√

mr
+
‖f‖
ms

)
, C 6= C(f,m), C = C(s).

Another example is given for f ∈ Zλ. Indeed for any s > λ
2 , by (2.17), we get

(4.36) |R(s)
m f | ≤ C ‖f‖Zλ√

mλ
, C 6= C(f,m), C = C(s).
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Now, we propose two tests, comparing the performance of formula (4.33) with the classical
Romberg integration scheme ∫ 1

0

f(t)dt = TN,Nf + eNf,

where TN,N is the Romberg rule and eNf denotes the quadrature error. This rule besides the
well-known triangular scheme (see e.g. [11]), can be also represented as a linear combination
of the samples of f

(4.37) TN,Nf =

2N∑
i=0

σif

(
i

2N

)
,

that is a more convenient form in the implementation of other procedure, for instance in Nys-
tröm methods for integral equations. Details on the coefficients σi are given in [32]. Here, we
only recall the following result about the convergence which holds true for functions having a
continuous derivative of fixed order r ≥ 1 in [0, 1] [7]:

(4.38) |eNf | ≤ C
2(r−1)

2/4

(2π)r
‖f (r)‖
(2N )r

, ∀N ≥ r − 1

2
, f ∈ Cr([0, 1]),

where C is a positive constant independent of f and depending on N and r and such that
1.5 ≤ C ≤ 3.1.

Example 4.1.

I(f1) =

∫ 1

0

cos(x)(1− x)
5
2 dx, I(f2) =

∫ 1

0

√
1− sin2(x)

3
dx.

In order to compare rules (4.33) and (4.37), we choose m = 2N in (4.33), reporting in Tables 2 and 3
the absolute errors. The empty boxes mean that no improvement is attained w.r.t. the errors obtained for
the same values of m.

The values of the integrals I(f1) ∼ 0.2744041660389273 and I(f2) ∼ 0.9526594143223039835
were computed with 16 and 19 exact digits respectively by means of the software Mathematica.

m Romberg s = 32 s = 64 s = 2048
8 1.41e− 06 1.35e− 06 1.47e− 06 9.04e− 07

16 1.47e− 07 1.70e− 07 1.39e− 07 7.98e− 08
32 1.39e− 08 1.53e− 08 1.22e− 08 6.51e− 09
64 1.28e− 09 1.35e− 09 1.07e− 09 5.54e− 10

128 1.15e− 10 1.19e− 10 9.43e− 11 4.81e− 11
256 1.03e− 11 1.05e− 11 8.31e− 12 4.30e− 12
512 9.10e− 13 9.31e− 13 7.35e− 13 3.91e− 13
1024 8.11e− 14 8.26e− 14 6.54e− 14 1.67e− 14

TABLE 2. Errors for I(f1)

Regarding I(f1), according to (4.35) and (4.38), since f1 ∈ W5 ∩ C2([0, 1]) the error R(s)
m f will go

as O(m−
5
2 ), while the error eN of the Romberg rule will behave like O(m−2), where m = 2N .

About the second (elliptic) integral, we note that f2 ∈ Wr for any r and the convergence is very fast
by both the quadrature rules.
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m Romb s = 64 s = 256 s = 1024
8 5.46e− 09 5.33e− 09 1.72e− 09 4.44e− 11

16 2.29e− 11 1.43e− 11 6.26e− 13 2.18e− 13
32 5.66e− 15 1.33e− 15 2.22e− 15
64 1.11e− 16 1.11e− 16

128 4.44e− 16 1.11e− 15
256 2.22e− 16 3.33e− 16

TABLE 3. Errors for I(f2)

So, the tables show that the two quadrature rules are comparable for small values of s. However, in
both the cases, by using the same number of samples m the free parameter s can be enhanced, allowing
to gain better results.

We remark that in both the previous examples the speed of convergence is faster than the
theoretical estimate of this speed. For instance, in the case of I(f1) with m = 1024, the errors
would be around 9.5 × 10−7 for the Romberg formula and 2.8 × 10−8 for the GBs rule. This
means in particular that estimate (4.34) is not sharp.

So an open problem is to estimate R(s)
m f "directly" or, which is the same, to have an L1

estimate of f − Bm,sf . In addition, it would be useful to understand how the constant C in
(4.34) depends on s.

5. A NYSTRÖM METHOD FOR SOLVING FREDHOLM INTEGRAL EQUATIONS

Based on the quadrature rule (4.33), a Nyström method has been introduced in [32] for solv-
ing the following Fredholm Integral Equation (FIE)

(5.39) f(x)− µ
∫ 1

0

f(t)k(x, t)dt = g(x), µ ∈ R, x ∈ [0, 1].

Such equation can be rewritten in operator form as follows

(5.40) (I −K)f = g,

where I denotes the identity operator and

(5.41) Kf(x) := µ

∫ 1

0

k(x, t)f(t) dt, x ∈ [0, 1].

It is known [6] that if the kernel k(x, t) is continuous, then K : C0([0, 1]) → C0([0, 1]) is a
compact operator.

In order to consider the case of more regular kernels, here and in the sequel, we will use the
notation kt (respectively kx) for the bivariate function k(x, t) considered as a function of the
single variable x (respectively t). Using this notation, it is also known [20, Proposition 4.12]
that if k is continuous w.r.t. both the variables and we have

(5.42) sup
t∈[0,1]

‖kt‖Zλ < +∞, λ > 0,

then K : f ∈ C0([0, 1]) → Kf ∈ Zλ is a countinuous map and hence, due to the compact
embedding Zλ ⊂ C0([0, 1]) ([20, Lemma3.2]), we have that K : Zλ → Zλ is a compact operator.

The previous mapping properties and the Fredholm Alternative yield the following theorem
concerning the existence, the uniqueness and the degree of smoothness of the solution of the
FIE (5.39).
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Theorem 5.6. Suppose that the homogeneous equation associated with (5.40) has only the trivial solu-
tion. If the kernel k is continuous w.r.t. both the variables in [0, 1], then there exists a unique solution of
(5.40), that is f∗ ∈ C0([0, 1]), for any continuous function g.
If, in addition, for some λ > 0 we have kt ∈ Zλ uniformly w.r.t. t ∈ [0, 1], i.e., (5.42) holds, then (5.40)
is uniquely solvable in the Hölder–Zygmund spaces Zρ with 0 < ρ ≤ λ, that is f∗ ∈ Zρ, for all g ∈ Zρ.

In order to numerically solve the FIE (5.39), we recall that several fast convergent methods
can be found in the literature concerning projection and Nyström methods based on Gauss-
Jacobi quadrature rules (see for instance [6] and [12] and the references therein).

Nevertheless, many problems in engineering and mathematical physics are often modelled
by (5.39), where the only available data are discrete values of the kernel k and the right–hand
side g at a uniform grid of nodes. In such cases, the implementation of all the methods based
on Jacobi zeros needs a further approximation step in order to derive, from the available data,
the sampling vectors at the involved Jacobi grid. On the other hand, classical methods based
on piecewise polynomial approximation are also available (see [6]) but they offer lower degree
of approximation.

On the contrary, the Nyström method based on the quadrature rule (4.33) can be directly
applied to numerically solve the equation in the case that the values of the kernel k and the
term g are known at equidistant nodes of [0, 1]. To be more precise, in order to find a numerical
approximation of the solution f∗, for all m, we consider the following approximation Km of
the operator K

(5.43) Kmf(x) = µ

m∑
i=0

Q
(s)
i k(x, ti)f(ti), ti =

i

m
, s ∈ N,

where Q(s)
i are the weights of the quadrature rule (4.33) that has been applied to Kf(x) given

by (5.41). The operator Km defines the following approximate equation

(5.44) (I −Km)fm = g

whose solution fm, if existing, has to satisfy the following identity that is a consequence of
(5.44) and (5.43)

(5.45) fm(x) = µ

m∑
i=0

Q
(s)
i k(x, ti)α

∗
i + g(x), α∗i := fm(ti), x ∈ [0, 1].

This function is known as the Nyström interpolant of the solution f∗. In order to compute
the unknowns α∗i , i ∈ Nm

0 , we collocate the approximate equation (5.44) on the knots th, with
h ∈ Nm

0 , obtaining the following linear system of (m + 1) equations and (m + 1) unknowns
{αi}i∈Nm0

(5.46) αh − µ
m∑
i=0

Q
(s)
i k(th, ti)αi = g(th), ti =

i

m
, h ∈ Nm

0 .

The solution of this system, if existing, provides the values {α∗i }mi=0 that we need in (5.45) and
vice versa, the values fm(ti), i ∈ Nm

0 , are solutions of system (5.46). In other words, (5.44) and
(5.46) are equivalent.

Denoting by Vm the coefficient matrix of the system (5.46) and by cond(Vm) = ‖Vm‖∞
‖V−1m ‖∞ its condition number w.r.t. the matrix infinity norm, we have the following result
which extends a previous one stated for Sobolev spaces in [32].
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Theorem 5.7. If for some λ > 0, the kernel k satisfies (5.42) and

(5.47) sup
x∈[0,1]

‖kx‖Zλ < +∞,

then for all integers m ∈ N and s > λ/2, the system (5.46) is uniquely solvable and well-conditioned,
i.e.,

cond(Vm) ≤ C, C 6= C(m).

Moreover, for all g ∈ Zλ the unique solution f∗ ∈ Zλ of the FIE (5.39) can be approximated by its
Nyström interpolant fm in (5.45) according with the following error estimate

‖f∗ − fm‖ ≤ C
‖f‖Zλ√
mλ

,(5.48)

where C 6= C(m, f∗) and C = C(s).

Proof. The proof can be led using classical arguments (see for instance [6, Th.4.1.2]). Indeed,
it is well known that if the Nyström method is based on a quadrature formula converging
for continuous functions, then the linear system (5.46) in uniquely solvable and the condition
number of the matrix of coefficients is bounded by ‖I − Km‖‖(I − Km)−1‖ that is uniformly
bounded for the collectively compactness of the sequence {Km}m. Moreover, it is also known
that

‖f∗ − fm‖ ∼ ‖Kf∗ −Kmf
∗‖.

Therefore, the Theorem is proved if we estimate the quadrature error for the function kxf
∗.

Taking into account (4.36), we have just to estimate ‖f∗kx‖Zλ , being f∗, kx ∈ Zλ, uniformly
w.r.t. x. Fix x ∈ [0, 1]. Using (2.15), we have

‖f∗kx‖λ ∼ ‖f∗kx‖+ sup
n

(n+ 1)λEn(f∗kx).

In the case n = 2m is not hard to prove that

E2m(f∗kx) ≤ 2‖kx‖Em(f∗) + ‖f∗‖Em(kx).

Analogously if n = 2m+ 1, then

E2m+1(f∗kx) ≤ 2‖kx‖Em+1(f∗) + ‖f∗‖Em(kx).

Therefore,
‖f∗kx‖+ sup

n
(n+ 1)λEn(f∗kx) ≤ C (‖kx‖‖f∗‖Zλ + ‖f∗‖‖kx‖Zλ) .

Hence, assuming the sup on x ∈ [0, 1] and holding (5.47), we finally get

sup
x
‖f∗kx‖Zλ ≤ C‖f∗‖Zλ , C 6= C(m, f∗)

and (5.48) follows. �

Remark 5.2. The convergence estimate (5.48) says that if the known functions in equation (5.39) are
in Zλ, then the order of convergence is O(m−

λ
2 ). This means that in the Hölder–Zygmund spaces the

method converges with an order that is the half of the order of the best polynomial approximation in Zλ
(see (2.16)).

In the sequel, we propose a numerical test in order to check the previous theoretical estimate.
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Example 5.2. We consider the following equation

f(x)− 0.2

∫ 1

0

f(t)|x− t|7.5 dt = | arctan(x− 0.5)|10.4.

Here, µ = 0.2, the kernel k(x, t) = |x− t|7.5 ∈ Z7.5 w.r.t. both the variables and g(x) = | arctan(x−
0.5)|10.4 ∈ Z10.4. In Table 4, we report the maximum errors attained in a discrete sufficiently large set
of point in [0, 1], for increasing values of m and s.

m s = 16 s = 32 s = 64
16 0.71e− 02 0.34e− 02 0.16e− 02
32 0.58e− 04 0.43e− 05 0.37e− 06
64 0.41e− 07 0.15e− 09 0.15e− 10
128 0.18e− 11 0.27e− 14 0.24e− 14
256 0.12e− 14 0.33e− 15 0.69e− 15

TABLE 4. Errors by means of the Nyström interpolant

According with (5.48) the theoretical error behaves like O(m−15/4) for s > 3 and as shown in Table
4, the Nyström method goes faster than the attended speed of convergence. For instance, the machine
precision is attained for m = 256, s = 32.

6. SIMULTANEOUS APPROXIMATION OF THE HILBERT TRANSFORM AND ITS FIRST DERIVATIVE

For any f ∈ C0([0, 1]), let

(6.49) Hf(t) =

∫
−

1

0

f(x)

x− t
dx and H1f(t) =

∫
=

1

0

f(x)

(x− t)2
dx, 0 < t < 1,

be the (finite) Hilbert and Hadamard transforms of f , respectively, where we used the single
and double bar-integral notation to indicate that the integrals have to be understood as the
Cauchy principal value integral and the Hadamard finite–part integral, respectively, namely
(see for instance [31], [37, (1.3)])

Hf(t) = lim
ε→0

[∫ t−ε

0

f(x)

x− t
dx+

∫ 1

t+ε

f(x)

x− t
dx

]
, 0 < t < 1,

(6.50) H1f(t) = lim
ε→0

[∫ t−ε

0

f(x)

(x− t)2
dx+

∫ 1

t+ε

f(x)

(x− t)2
dx− 2f(t)

ε

]
, 0 < t < 1.

An alternative definition interprets the Hadamard transform as the first derivative of the Hilbert
transform, i.e.,

(6.51) H1f(t) =
d

dt

∫
−

1

0

f(x)

x− t
dx, 0 < t < 1

and in that case that f ′ is Hölder continuous on [0, 1], the definitions (6.51) and (6.50) are indeed
equivalent (see [37]).

Both the previous transforms are widely used in many areas of mathematical physics (poten-
tial theory, fracture mechanics, aerodynamics, elasticity, etc.), where several boundary–value
problems can be formulated as singular integral equations in [0, 1] involving such integrals (see
e.g. [21, 27, 28, 29, 37] and the references therein).

The following theorem provide some upper bounds of |Hf(t)| and |H1f(t)|, respectively, in
the case that a Dini-type condition is satisfied by f and f ′, respectively. We omit the proof since
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it can be deduced mutatis mutandis by the analogous results in [9, Th.2.1],[18], concerning the
case [−1, 1].

Theorem 6.8. Let 0 < t < 1. For all functions f such that

(6.52)
∫ 1

0

ωϕ(f, u)

u
du <∞,

we have

log−1
(

e

t(1− t)

)
|Hf(t)| ≤ C

(
‖f‖+

∫ 1

0

ωϕ(f, u)

u
du

)
, C 6= C(f, t).

Moreover, if

(6.53)
∫ 1

0

ωϕ(f ′, u)

u
du <∞,

then we have

(6.54) ϕ2(t)|H1f(t)| ≤ C
(
‖f‖+

∫ 1

0

ωϕ(f ′, τ)

τ
dτ

)
, C 6= C(f, t).

In many applications, the data are discrete and often consist of only the values of f at
equidistant points of [0, 1]. In this case, the simultaneous approximation properties of GBs
polynomials turn out to be useful in constructing quadrature rules for the simultaneous ap-
proximation of the Hilbert and Hadamard transforms.

As regards the Hilbert transform, a first numerical approach based on GBs polynomials
can be found in [25, 26]. Such method has been recently improved in [18], where efficient
quadrature rules provide the simultaneous approximation of Hf(t) and H1f(t) by using the
same samples of f , taken at equidistant nodes of [−1, 1]. Here, we consider similar quadrature
rules on the interval [0, 1].

Such formulas have been constructed starting from the following standard decompositions

Hf(t) =

∫ 1

0

f(x)− f(t)

x− t
dx+ f(t) log

(
1− t
t

)
H1f(t) =

∫ 1

0

f(x)− f(t)− f ′(t)(x− t)
(x− t)2

dx+ f ′(t) log

(
1− t
t

)
− f(t)

t(1− t)

that are based on the ordinary integrals

Ff(t) :=

∫ 1

0

f(x)− f(t)

x− t
dx,(6.55)

F1f(t) :=

∫ 1

0

f(x)− f(t)− f ′(t)(x− t)
(x− t)2

dx.(6.56)

These integrals are approximated by the following quadrature rules based on the GBs polyno-
mials

Ff(t) = Fm,sf(t) + Φm,sf(t)

F1f(t) = F1
m,sf(t) + Φ1

m,sf(t),
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where Φm,sf and Φ1
m,sf denotes the quadrature errors and Fm,sf , F1

m,sf are quadrature sums
defined as follows

Fm,sf(t) :=

∫ 1

0

Bm,sf(x)−Bm,sf(t)

x− t
dx,(6.57)

F1
m,sf(t) :=

∫ 1

0

Bm,sf(x)−Bm,sf(t)− (Bm,sf)
′
(t)(x− t)

(x− t)2
dx.(6.58)

Recalling (3.20), the above integrals can be written as follows

Fm,sf(t) =

m∑
j=0

f

(
j

m

)
D

(s)
m,j(t), D

(s)
m,j(t) :=

∫ 1

0

p
(s)
m,j(x)− p(s)m,j(t)

x− t
dx(6.59)

F1
m,sf(t) =

m∑
j=0

f

(
j

m

)
D

(s)

m,j(t), D
(s)

m,j(t) :=
d

dt
D

(s)
m,j(t).(6.60)

Thus, assuming at first instance that the values f(t), f ′(t) are available, we get the following
quadrature rules for the Hilbert and Hadamard transforms at the point t ∈ (0, 1)

Hf(t) = Fm,sf(t) + f(t) log

(
1− t
t

)
+ Φm,sf(t)(6.61)

=: Hm,sf(t) + Φm,sf(t),

H1f(t) = F1
m,sf(t) + f ′(t) log

(
1− t
t

)
− f(t)

t(1− t)
+ Φ1

m,sf(t)(6.62)

=: H1
m,sf(t) + Φ1

m,sf(t).

In the case that the values of f(t) and f ′(t) are unknown, we approximate them by Bm,sf(t)
and its derivative, respectively, obtaining

Hf(t) = Fm,sf(t) + log
(1− t

t

)
Bm,sf(t) + Em,sf(t)(6.63)

=: Hm,sf(t) + Em,sf(t)

and

H1f(t) = F1
m,sf(t) + log

(1− t
t

)
(Bm,sf)

′
(t)− 1

t(1− t)
Bm,sf(t) + E1m,sf(t)(6.64)

=: H1
m,sf(t) + E1m,sf(t),

where Em,sf(t), E1m,sf(t) denote the errors and the remaining part at the right–hand side of
(6.63), (6.64) reduces to a quadrature sum based on the same samples of f .

Further numerical details on the computation of the previous quadrature rules will be given
in Section 7. In the sequel, we are going to discuss the convergence rate of such formulas.

The following result has been stated in [18] for the interval [−1, 1].

Theorem 6.9. Let 0 < t < 1. For all f ∈ C0([0, 1]) satisfying (6.52), we get

|Em,sf(t)| ≤ Clog

(
e

t(1− t)

)[
logm ‖f −Bm,sf‖+

∫ 1
m

0

ωrϕ(f, u)

u
du

]
, C 6= C(m, f, t).

Moreover, in the case that (6.53) holds, we have

(6.65) ϕ2(t)|E1m,sf(t)| ≤ C

[
‖f −Bm,sf‖+ logm‖(f −Bm,sf)′‖+

∫ 1
m

0

ωrϕ(f ′, u)

u
du

]
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with r < m and C 6= C(m, f, t).
Finally, the errors Φm,sf(t) and Φ1

m,sf(t) satisfy the same estimates of Em,sf(t) and E1m,sf(t), and in
addition we have

|Φm,sf(t)| ≤ C‖(f −Bm,sf)′‖, ∀f ∈ C1([0, 1]), C 6= C(m, f, t),(6.66)

|Φ1
m,sf(t)| ≤ C‖(f −Bm,sf)′′‖, ∀f ∈ C2([0, 1]), C 6= C(m, f, t).(6.67)

From this theorem, several error estimates of the quadrature errors can be obtained by the er-
ror estimates of GBs polynomials recalled in Section 3 and based on several moduli of smooth-
ness of f and f ′. For instance, as regards the approximation of the Hilbert transform, by (3.29)
and Theorem 3.4, we get that

log−1
(

e

t(1− t)

)
| Em,sf(t)| ≤ C logm

[
ω2s
ϕ

(
f,

1√
m

)
+
‖f‖
ms

]
+ C

∫ 1
m

0

ωrϕ(f, u)

u
du

holds with r < m and C 6= C(m, f, t), for any f satisfying (6.52). Moreover,

|Φm,sf(t)| ≤ C
[
ω2s
ϕ

(
f ′,

1√
m

)
+ ωs

(
f ′,

1

m

)
+ ω

(
f ′,

1

ms

)]
, ∀f ∈ C1([0, 1]).

For brevity, we omit the details and only state the following corollary to Theorem 6.9, which
easily follows by using (2.10) and (2.17) in the estimates of Theorem 3.3 and Theorem 3.4.

Corollary 6.1. Let 0 < t < 1. For any given s ∈ N and sufficiently large m ∈ N, as regards the
quadrature errors for the Hilbert transform, we have

|Em,sf(t)| ≤ C log

(
e

t(1− t)

)
‖f‖Wr√
mr

logm, ∀f ∈Wr, r ≤ 2s,

|Em,sf(t)| ≤ C log

(
e

t(1− t)

)
‖f‖Zλ√
mλ

logm, ∀f ∈ Zλ, 0 < λ < 2s,

with C 6= C(m, f, t). The same estimate holds for |Φm,sf(t)|, which also satisfies

|Φm,sf(t)| ≤ C√
mk

, ∀f ∈ Ck+1([0, 1]), 1 ≤ k ≤ 2s, C 6= C(m, t).

Moreover, concerning the approximation of the Hadamard transform, we have

ϕ2(t)|E1m,sf(t)| ≤ C logm√
mk

, ∀f ∈ Ck+1([0, 1]), 1 ≤ k ≤ 2s, C 6= C(m, t)

and the error Φ1
m,sf(t) satisfies the same estimate and

|Φ1
m,sf(t)| ≤ C√

mk
, ∀f ∈ Ck+2([0, 1]), 1 ≤ k ≤ 2s, C 6= C(m, t).

We conclude by proposing the following test.

Example 6.3. Consider Hf(t), H1f(t) with f(x) = ex

1+x2 . By the previous algorithms, the recon-
struction of Hf(t) and H1f(t), has been performed in high precision (more than 10 exact digits) by
using only 200 samples of f for both of them. In the graph are shown the approximation Hm,sf(t) and
H1
m,sf(t) of the functionsHf(t) andH1f(t), respectively.
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FIGURE 4. Hm,sf and H1
m,sf , m = 200, s = 20

7. BIVARIATE GBS POLYNOMIALS AND APPLICATIONS

7.1. The bivariate generalized Bernstein operator. Let S = [0, 1]2 and C(S) indicate the space
of continuous functions f in two variables, equipped with the uniform norm on the square S

‖f‖S = max
(x,y)∈S

|f(x, y)|.

Denote by m = (m1,m2), m1,m2 ∈ N and by s = (s1, s2), s1, s2 ∈ N. From now on, let
Pij =

(
i
m1
, j
m2

)
, (i, j) ∈ Nm1

0 × Nm2
0 and Pm1,m2 denote the space of the bivariate algebraic

polynomials of degree m1 w.r.t. the variable x and m2 w.r.t. the variable y.
With these notation and by Bm,s given in (3.20), we can introduce the bivariate Generalized

Bernstein operator Bm,s on S as the tensor product

Bm,s := Bm1,s1 ⊗Bm2,s2 : C(S)→ Pm1,m2
, m = (m1,m2), s = (s1, s2).

This operator with m1 = m2 and s1 = s2 was introduced in [33]. Here, we are proposing a
more general definition in order to get a more flexible approximation tool, according to the
different smoothness properties of the approximating bivariate function, with respect to the
single variables. In other words, we want to make the most of the advantages of the definition
of Bm,s as a tensor product.

By definition and taking into account (3.20), the polynomial Bm,sf(x, y) can be expressed as

(7.68) Bm,sf(x, y) =

m1∑
i=0

m2∑
j=0

p
(s1)
m1,i

(x)p
(s2)
m2,j

(y)f(Pij)

with
{
p
(s)
m,k

}
k∈Nm0

defined in (3.21).
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Let f ∈ C(S). For s = (1, 1), Bm,sf reduces to the bivariate Bernstein polynomial (see for
instance [10] for the case m1 ≡ m2),

Bmf(x, y) =

m1∑
i=0

m2∑
j=0

pm1,i(x)pm2,j(y)f(Pij).

Using the vector representation for the Bernstein basis, the bivariate Bernstein polynomial
can be rewritten as

(7.69) Bmf(x, y) = pm1
(x)TFmpm2

(y),

where the entries of the matrix Fm ∈ R(m1+1)×(m2+1) are

(7.70) (Fm)i,j = f(Pij), (i, j) ∈ Nm1
0 ×Nm2

0 .

Extending some properties holding true in the univariate case, it is not hard to prove that Bm,sf
interpolates f at the corners of the square S and preserves bivariate polynomials of degree 1 in
each variable separately.

By (3.26), Bm,sf can be also represented in the Bernstein basis. Indeed, using the definiton
of Cm,s given in (3.24), it results

(7.71) Bm,sf(x, y) = pm1(x)TCm1,s1FmC
T
m2,s2pm2(y).

Setting

(7.72) Gm,s = Cm1,s1FmC
T
m2,s2 ,

by (7.71), it follows

(7.73) Bm,sf(x, y) = pm1(x)TGm,spm2(y),

i.e., according to (7.69) the polynomial Bm,sf can be seen as the bivariate Bernstein polynomial
of a continuous function g such that g(Pij) = (Gm,s)i,j , (i, j) ∈ Nm1

0 ×Nm2
0 .

From now on, let fx and fy denote the function f(x, y) when considered as a function of the
only variable y and x, respectively.

We give a convergence result of the proposed approximation which is a generalization of
that given in [33].

Theorem 7.10. Let f ∈ C(S). For any fixed s = (s1, s2), it results

(7.74) ‖Bm,sf‖S ≤ 2s1+s2‖f‖S, ∀m.

Moreover, for m1 and m2 sufficiently large (say m1,m2 > m0 fixed)

‖f −Bm,sf‖S ≤ C

{
sup
y∈[0,1]

[
ω2s1
ϕ

(
fy,

1
√
m1

)
+
‖fy‖
ms1

1

]
(7.75)

+ sup
x∈[0,1]

[
ω2s2
ϕ

(
fx,

1
√
m2

)
+
‖fx‖
ms2

2

]}
,

where C is a positive constant depending on s1, s2 and independent of f , m1 and m2.

Proof. The proof can be led repeating word by word that of Theorem 3.1 in [33]. Indeed, denot-
ing by ‖A‖∞, the infinity norm of a matrix A, then it results ‖Cmh,sh‖∞ ≤ 2sh − 1 and hence
(7.74) immediately follows by (7.72) and (7.73). Moreover, (7.75) can be deduced with the same
arguments in [33], taking into account estimate (3.29). �
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Remark 7.3. From the previous estimate, it is possible to deduce the rate of convergence of the approxi-
mation according to the smoothness properties of f ∈ C(S) . For instance, if fy ∈ Wr1 and fx ∈ Wr2 ,
uniformly w.r.t. y and x respectively, then choosing s1 ≥ r1

2 and s2 ≥ r2
2 , by (2.10), we immediately

deduce that

(7.76) ‖f −Bm,sf‖S ≤ C

{
sup
y∈[0,1]

[
‖fy‖Wr1√

mr1
1

+
‖fy‖
ms1

1

]
+ sup

x∈[0,1]

[
‖fx‖Wr2√

mr2
2

+
‖fx‖
ms2

2

]}
.

Estimate (7.76) suggests that when the smoothness of the function f is different w.r.t the two variables,
then it is possible to obtain a significant reduction in the computational cost, both in terms of function
samples and in the construction of matrices Cmh,sh , h = 1, 2, with respect to the case m1 = m2.

7.2. A cubature rule. The above introduced Bm,s operator can be usefully employed in the
numerical cubature. Indeed for integrals of the type

∫
S
f(x, y)dxdy, it is possible to deduce the

following cubature rule ∫
S

f(x, y)dxdy =

∫
S

Bm,sf(x, y)dxdy + Rm,sf(7.77)

=: Σm,sf + Rm,sf.

By (7.73) and taking into account that∫ 1

0

pm,k(t)dt =
1

m+ 1
, k ∈ Nm

0 ,

it is not hard to prove that

(7.78) Σm,sf =

m1∑
i=0

m2∑
j=0

T
(s)
i,j f(ti, tj),

where for any (i, j) ∈ Nm1
0 ×Nm2

0 ,

T
(s)
i,j =

1

(m1 + 1)(m2 + 1)

(
m1∑
r=0

(Cm1,s1)r,i

)(
m2∑
k=0

(Cm2,s2)k,j

)
.

The previous rule for m1 = m2 and s1 = s2 was introduced in [33]. The stability and con-
vergence of the cubature rule are stated in the next theorem which can be obtained as a direct
application of (7.75).

Theorem 7.11. With the notation used in (7.77)-(7.78) and for any f ∈ C(S), the cubature formula is
convergent , holding

|Rm,sf | ≤ C

{
sup
y∈[0,1]

[
ω2s1
ϕ

(
fy,

1
√
m1

)
+
‖fy‖
ms1

1

]
(7.79)

+ sup
x∈[0,1]

[
ω2s2
ϕ

(
fx,

1
√
m2

)
+
‖fx‖
ms2

2

]}
, C 6= C(m, f), C = C(s)

and numerically stable, i.e.,

(7.80) sup
m1

sup
m2

m1∑
i=0

m2∑
j=0

|T(s)
i,j | <∞.



208 Donatella Occorsio, Maria Grazia Russo and Woula Themistoclakis

Remark 7.4. As for the generalized Bernstein approximation, also in this case from estimate (7.79),
it is possible to deduce suitable convergence order for specific classes of functions. For instance for
functions that are in Sobolev spaces w.r.t the single variable and estimate like (7.76) can be obtained also
for Rm,sf . In addition taking into account the different estimates w.r.t the single variables of f , it is
possible to construct, with the same attained error, a cubature rule with a computational saving respect
both the computation of the function samples and the construction of the weights of the rule.

Now, we want to give just two examples of the proposed cubature formula. In both cases,
the value of the integral is computed in machine precision by means of a Gaussian cubature
formula obtained as a tensor product of two Gauss-Legendre rules.

Example 7.4. Consider the double integral∫ 1

0

∫ 1

0

cos(xy)e|y−0.2|
17
3 dx dy ∼ 9.779542891104441e− 01.

The integrating function is in Wr1 for any integer r1 with respect to the variable x, while is in W5 with
respect to the variable y. Therefore from (7.79), we get that the order of convergence of the formula is
O(m−5/2). Nevertheless, it is clear that m1 and s1 could be taken reasonably small while m2 has to
increase in order to get an high number of correct digits. Therefore we fixed m1 = 64, s1 = 1024, while
for any value of m2 we consider different values for s2. The results are shown in the following Table 5

m2 s2 = 4 s2 = 8 s2 = 16 s2 = 32 s2 = 64 s2 = 128
64 6.31e− 07 7.04e− 08 1.86e− 08 6.69e− 09 2.86e− 09 1.38e− 09
128 6.04e− 08 2.79e− 09 4.18e− 10 9.29e− 11 2.57e− 11 8.39e− 12
256 6.22e− 09 1.05e− 10 8.00e− 12 1.01e− 12 1.63e− 13 3.13e− 14
512 6.89e− 10 4.01e− 12 1.38e− 13 8.10e− 15 7.77e− 16 1.32e− 15
1024 8.05e− 11 1.63e− 13 7.77e− 16 9.99e− 16 1.33e− 15 1.44e− 15

TABLE 5. Absolute errors for Example 7.4

As the table shows, the numerical behavior in surely better than the theoretical estimate predicts. More-
over, it is possible to show that increasing m1 does not lead to any relevant improvement in the exact
digits in the results.

Example 7.5. Consider the double integral∫ 1

0

∫ 1

0

e(x+y)
2

| sin(y)− 0.5| 72 dx dy ∼ 4.8794503105779e− 02.

The integrating function is in Wr1 for any integer r1 with respect to the variable x while is in W3 with
respect to the variable y. Therefore from (7.79), we get that the order of convergence of the formula is
O(m−3/2). As in the previous example, we fix m1 and s1, while m2 is taken increasing in order to get
an high number of correct digits. Therefore we fixed m1 = 256, s1 = 4096, while for any value of m2

we consider different values for s2. The results are shown in the following Table 6.

Also in this case, if we take higher values for m1, no benefits can be found on the obtained results.
Moreover also here it is evident that for a fixed value of m2, the choice of higher values for s2 leads to
gain more exact digits, till some threshold s̃2 depending onm2 (see for instance the results form2 = 256
and s2 = 32, 64, 128 or m2 = 512 and s2 = 16, 32, 64, 128).
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m2 s2 = 4 s2 = 8 s2 = 16 s2 = 32 s2 = 64 s2 = 128
64 1.14e− 06 6.53e− 08 8.69e− 09 1.48e− 09 1.90e− 10 6.92e− 11
128 1.18e− 07 2.57e− 09 1.69e− 10 2.19e− 11 8.05e− 12 6.62e− 12
256 1.31e− 08 1.05e− 10 3.08e− 12 4.11e− 13 2.85e− 13 2.79e− 13
512 1.53e− 09 4.72e− 12 5.92e− 14 1.22e− 14 1.11e− 14 1.11e− 14
1024 1.84e− 10 2.35e− 13 1.41e− 15 5.55e− 16 5.55e− 16 5.55e− 16

TABLE 6. Absolute errors for Example 7.5

7.3. Fredholm integral equations on the square. In this section, we want to show a possible
application of the cubature rule introduced above to the numerical approximation of the so-
lution of a Fredholm integral equation (FIE) defined on S . For the sake of simplicity, we will
limit ourselves to the case m1 = m2 and s1 = s2, but all the results, mutatis mutandis can be
obtained in the more general case.

First of all, we introduce the following bivariate Sobolev–type space

(7.81) Wr =

{
f ∈ C(S) :Mrf := max

{
max

(x,y)∈S
|f (r)y (x)ϕr(x)|, max

(x,y)∈S
|f (r)x (y)ϕr(y)|

}
<∞

}
,

where the superscript (r) denotes the r-th derivative of the one-dimensional function fy or fx
and the function ϕ(z) =

√
z(1− z). Wr will be equipped with the norm ‖f‖Wr = ‖f‖S+Mrf .

Let us consider the following bivariate FIE on the square S

(7.82) f(x, y)− µ
∫
S

f(z, t)k(x, y, z, t)dz dt = g(x, y), (x, y) ∈ S,

where µ ∈ R, k defined on S×S and g defined on S are given functions, while f is the unknown
function. Denoting by

Kf(x, y) = µ

∫
S

k(x, y, z, t)f(z, t) dz dt

(7.82) can be rewritten in operatorial form as

(7.83) (I−K)f = g,

where I is the identity operator on C(S). Here and in the sequel, we will denote k(z,t) for
meaning that the function of four variables k is considered as a function of the only pair (x, y).

Using standard arguments, it is possible to prove that if k(x, y, z, t) is continuous, then K :
C(S) → C(S) is compact and consequently the Fredholm Alternative holds true for (7.83) in
C(S) (see for instance [6]). Moreover if for some r ∈ N,

(7.84) sup
(z,t)∈S

‖k(z,t)‖Wr
< +∞,

then Kf ∈Wr for any f ∈ C(S).
Starting with the cubature rule (7.78) written with m1 = m2 =: m and s1 = s2 =: s, we can

define the following discrete operator

Kmf(x, y) = µ

m∑
i=0

m∑
j=0

T
(s)
i,j k(x, y, ti, tj)f(ti, tj)

and consider the operator equation

(7.85) (I−Km)fm = g,
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where fm is unknown. Collocating on the pairs (th, t`), (h, `) ∈ Nm
0 × Nm

0 , the quantities
βij = f(Pi,j), (i, j) ∈ Nm

0 ×Nm
0 , come out to be the unknowns of the linear system

(7.86) βh` − µ
m∑
i=0

m∑
j=0

T
(s)
i,j k(th, t`, ti, tj)βij = g(th, t`), (h, `) ∈ Nm

0 ×Nm
0 .

The matrix solution (β∗ij)i,j=0,1...,m of this system, if it exists, allows us to construct the Nyström
interpolant in two variables

(7.87) fm(x, y) = µ

m∑
i=0

m∑
j=0

T
(s)
i,j k(x, y, ti, tj)β

∗
ij + g(x, y)

which will approximate the unknown f . Now, denote by Γm,s the coefficient matrix of system
(7.86), which is a (m+ 1) block matrix, the entries of which are matrices of order m+ 1.

Denoting by cond(Γm,s) the condition number in infinity norm of Γm,s, the following theo-
rem holds true (see [33]).

Theorem 7.12. Assume that k is continuous w.r.t. its four variables and that Ker{I −K} = {0} in
C(S). Denote by f the unique solution of (7.85) in C(S) for a given g ∈ C(S). If in addition, for some
r ∈ N, k satisfies (7.84), g ∈Wr, and

(7.88) sup
(x,y)∈S

‖k(x,y)‖Wr < +∞,

then, for m sufficiently large, the system (7.86) is uniquely solvable and well-conditioned too, since

cond(Γm,s) ≤ C, C 6= C(m), C = C(s).

Moreover, for any s ≥ r
2 , there results

‖f − fm‖S ≤ C
‖f‖Wr√
mr

,(7.89)

where C 6= C(m, f) and C = C(s).

Remark 7.5. Several computational details and numerical tests about the proposed Nyström method
can be found in [33]. In particular, in that paper the case in which the function kernel k(x, y, z, t) shows
some symmetry was discussed. Indeed, the symmetry properties of the kernel are inherited by the matrix
Γm,s. And this fact could be useful for reducing the computational effort in solving the linear system
(7.86).

8. COMPUTATIONAL DETAILS

8.1. On the computation of Bm,sf . In order to construct Bm,sf as defined in (3.27), we give
some computational details about the matrix Cm,s [33]. Such matrix is defined by the matrix
A in (3.25) which can be constructed by rows by making use of the triangular scheme in (2.4).
In this way, for each row, m2 long operations are required. On the other hand, since A is
centrosymmetric, i.e., A = JAJ, where J is the counter-identity matrix of order m + 1 (i.e.,
Ji,j = δi,m−j , ∀i, j ∈ Nm

0 , being δh,k the Kronecker delta), it will be enough to compute only
the first

(
m+1
2

)
rows for odd m, or

(
m+2
2

)
rows, when m is even. Therefore, the construction of

A requires about m
3

2 long operations. Furthermore, since the product of two centrosymmetric
matrices can be performed in almost m3

4 long operations [1], the matrix Cm,s in (3.24) can be
constructed in almost (s−2)m3/4 long operations, instead of (s−2)m3 ones, i.e., with a saving
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of about the 75%. A more significant reduction is achieved when the parameter s = 2p, p ∈ N .
Indeed, by using [32, (14)]

(8.90) Cm,2p = Cm,2p−1 + (I −A)2
p−1

Cm,2p−1 ,

that allow to the following relation among the polynomials

(8.91) Bm,2pf(x) = 2Bm,2p−1f(x)−B2
m,2p−1f(x),

the matrix Cm,s can be determined by 2(log2 s − 1) products of centrosymmetric matrices and
therefore requiring almost m3

2 (log2 s − 1) long operations. For instance, for s = 256, if we use
definition (3.24), then we have 255 products of centrosymmetric matrices that require about
255m

3

4 ∼ 63.7m3 long operations. On the contrary, if we use (8.90), then approximatively only
3.5m3 long operations are needed.

8.2. Computation of the derivatives of Bm,sf . As regards the first derivative of the Bernstein
polynomials Bm,sf , by (3.27), we obtain the following useful representation

(8.92) (Bm,sf)
′
(x) = p1

m(x)Cm,sfm,

where fm was defined in (3.28) and we set

p1
m(x) := [p′m,0(x), . . . , p′m,m(x)],

where

(8.93) p′m,k(x) = m (pm−1,k−1(x)− pm−1,k(x)) , k ∈ Nm0 ,

with the usual convention pm,j(x) = 0 if j /∈ Nm0 .

8.3. Coefficients of the quadrature rules for Hilbert and Hadamard transforms. The coeffi-
cients of the rule (6.59) take the following expression

(8.94) D
(s)
m,j(t) =

m∑
i=0

(Cm,s)i,j

∫ 1

0

pm,i(x)− pm,i(t)
x− t

dx =:

m∑
i=0

(Cm,s)i,jqm,i(t),

where the polynomials qm,i(t) can be computed via recurrence relation as stated in the follow-
ing proposition.

Proposition 8.1. For all m ∈ N, m > 1, the polynomials qm,k(t), with k ∈ Nm0 , satisfy the following
recurrence relation

q0,0(t) = 0, q1,0(t) = −1, q1,1(t) = 1,

qm,0(t) = (1− t)qm−1,0(t)− 1

m
,

qm,k(t) = (1− t)qm−1,k(t) + tqm−1,k−1(t), 1 ≤ k ≤ m− 1,

qm,m(t) = tqm−1,m−1(t) +
1

m
.
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Proof. For 1 ≤ k ≤ m − 1, by using recurrence relation (2.4) and taking into account that∫ 1

0
pm,k(x)dx = 1

m+1 for all k ∈ Nm0 , we get

qm,k(t) =

∫ 1

0

(1− x)pm−1,k(x)− (1− t)pm−1,k(t)

x− t
dx

+

∫ 1

0

xpm−1,k−1(x)− tpm−1,k−1(t)

x− t
dx

= qm−1,k(t)−
∫ 1

0

xpm−1,k(x)− tpm−1,k(t)

x− t
dx

+

∫ 1

0

xpm−1,k−1(x)− tpm−1,k−1(t)

x− t
dx

= qm−1,k(t)− 1

m
− tqm−1,k(t) +

1

m
+ tqm−1,k−1(t)

= (1− t)qm−1,k(t) + tqm−1,k−1(t).

For k = 0,

qm,0(t) =

∫ 1

0

(1− x)pm−1,0(x)− (1− t)pm−1,0(t)

x− t
dx = qm−1,0(t)− 1

m
− tqm−1,0(t)

= (1− t)qm−1,0(t)− 1

m
.

For k = m, we proceed in the same way. �

Setting

(8.95) qm(t) = [qm,0(t), qm,1(t), . . . , qm,m(t)],

the quadrature rule (6.59) can be rewritten as

(8.96) Fm,sf(t) = qm(t)Cm,s fm.

Moreover, the quadrature ruleHm,s in (6.63) tales the form

(8.97) Hm,sf(t) =

[
qm(t) + log

(1− t
t

)
pm(t)

]
Cm,sfm.

About the coefficients of the formula (6.60), by (6.59) and (8.94), we get ∀j ∈ Nm0 ,

(8.98) D
(s)

m,j(t) =

m∑
i=0

(Cm,s)i,jdm,i(t), dm,i(t) := q′m,i(t),

where the polynomials dm,i(t), i = 0, . . . ,m can be computed recursively according to next
proposition which easily follows by Proposition 8.1.

Proposition 8.2. For all m ∈ N, m > 1, the polynomials dm,k(t), k ∈ Nm0 , satisfy the following
recurrence relation

d1,0(t) = 0, d1,1(t) = 0,

dm,0(t) = (1− t)dm−1,0(t)− qm−1,0(t),

dm,k(t) = (1− t)dm−1,k(t)− qm−1,k(t) + tdm−1,k−1(t) + qm−1,k−1(t), 0 < k < m,

dm,m(t) = tdm−1,m−1(t) + qm−1,m−1(t).
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Setting
dm(t) = [dm,0(t), dm,1(t), . . . , dm,m(t)] ,

the quadrature rule (6.60) takes the following form

(8.99) F1
m,sf(t) = dm(t)Cm,s fm.

Finally by (8.99), (3.27) and (8.92), the rule H1
m,s defined in (6.64) takes the following vectorial

form

(8.100) H1
m,sf(t) =

[
dm(t) + log

(1− t
t

)
p1
m(t)− 2

t(1− t)
pm(t)

]
Cm,sfm.
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1. INTRODUCTION

Durrmeyer operators introduced in [10] and independently by Lupaş [17], were one of the
most fecund source of inspiration in approximation by positive linear operators. They were be
known especially after the paper by Derriennic [7]. In References, we give only a very partial
review of contributions in this field. The extension to Jacobi weight was considered by the
author in [20], see also [21], [5]. The limit of Durrmeyer operators with Jacobi weight yields
the so named "genuine" Durrmeyer operators considered firstly by Chen [6], Goodman and
Sharma [14], see also [19], [26], [11]. The eigen-structure of this operators was studied in [22].
For other modifications of Bernstein-Durrmeyer operators mention [18], [27], [16], [3], [1], [15].

In this paper, we are especially interested in the following modification. In [24], there was
constructed a family of operators depending on a parameter ρ, with property that they pre-
serve linear functions, which make a link between the genuine-Durrmeyer operators and the
Bernstein operators in the following mode:

Uρn(f)(x) = (1− x)nf(0) + xnf(1) +

n∑
k=0

∫ 1

0
f(t)tkρ−1(1− t)(n−k)ρ−1dt

B(kρ, (n− k)ρ)
pn,k(x),

where pn,k(x) =
(
n
k

)
xk(1−x)n−k, (0 ≤ k ≤ n), f ∈ C[0, 1], x ∈ [0, 1]. For ρ = 1, these operators

coincide with genuine–Durrmeyer operators and on the other hand limρ→∞ Uρn = Bn, where
Bn are the Bernstein operators. These operators are studied more completely in Gonska and
the author in [12]. The eigen-structure of operators Uρn was given in Gonska, Raşa, Stănilă [13].

The extension of Durrmeyer operators on a simplex is very natural. Mention that the first
Durrmeyer operators on a simplex were considered by Derriennic [8]. The multidimensional
Durrmeyer operators with Jacobi weight were considered by Ditzian [9] and the equivalent of
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the "genuine"-Durrmeyer operators on a simplex are given by Waldron [28]. The genuine Dur-
rmeyer operators on a simplex preserves affine functions. The generalization of the Durrmeyer
operators on a simplex with regard to a arbitrary measure was made by Berdysheva and Jetter
[4], see also [25].

The aim of this paper is to extend operators Uρn on a simplex, obtaining the family of opera-
tors Uρn, which preserve affine functions.

We also construct an additional class of operators Mρ,a
n , depending on a scalar parameter ρ

and on a vector parameter a and we prove that operators Uρn are the limit of operators Mρ,a
n

when a → (−1, . . . ,−1). This class of operators Mρ,a
n allows to obtain more simply certain

properties of operators Uρn.

2. PRELIMINARIES AND DEFINITIONS

Let p ∈ N. For any vector x = (x1, . . . , xp), denote |x| = x1 + . . .+xp. For any p ∈ R, consider
the standard simplex in Rp.

∆p = {(x1, . . . , xp)| xi ≥ 0, |x| ≤ 1}.

If g ∈ C(∆p), p ∈ N, denote by
∫

∆p
g the volume integral of g on ∆p.

Fix m ∈ N. Denote ek = (0, . . . , 0, 1, 0, . . . , 0) ∈ Rm,(1 ≤ k ≤ m), where the digit 1 appears
at the k-th place. Denote also e0 = (0, . . . , 0) ∈ Rm.

Let x = (x1, . . . , xm) ∈ Rm. Denote the Euclidean norm of x by ‖x‖ =
√
x2

1 + . . .+ x2
m, and

the L1 norm of x by ‖x‖1 = |x1|+ . . .+ |xm|. If f ∈ C(∆m), denote ‖f‖ = maxx∈∆m
|f(x)|.

For vectors v0, . . . ,vp ∈ Rm, denote

∆[v0,...,vp] =

{
p∑
i=0

tivi

∣∣∣t0, . . . , tp ≥ 0, t0 + . . . tp = 1

}
,

the simplex with vertices v0, . . . ,vp. Numbers t0, . . . , tp are the barycenter coordinates of a
point in ∆[v0,...,vr]. Note that ∆m = ∆[e0,...,em].

Fix also a number n ∈ N. Put

Λ = {k = (k0, . . . , km)|k ≥ 0, |k| = n}.

For k ∈ Λ, denote supp k := {i ∈ {0, 1, . . . ,m}|ki > 0}. If supp k = {i0 < . . . < ip}, define
Dk = ∆[ei0 ,...,eip ].

If g ∈ C(Dk), denote by
∫
Dk

g dσ the integral of g on Dk. In the case when Dk = ∆m,∫
Dk

g dσ =
∫

∆m
g. If g ∈ C(∆m), then the restriction of g to Dk is denoted also by g.

For k ∈ Λ, with supp k = {i0 < . . . < ip} consider function θk : ∆p → Dk defined by

(2.1) θk(xi1 , . . . , xip) =

p∑
s=1

xiseis +

(
1−

p∑
s=1

xis

)
ei0 , (xi1 , . . . , xip) ∈ ∆p.

Lemma 2.1. Let k ∈ Λ, with supp k = {i0 < . . . < ip}.
i) If i0 = 0, then

(2.2)
∫
Dk

gdσ =

∫
∆p

g ◦ θk, g ∈ C(Dk);

ii) If i0 > 0, then

(2.3)
∫
Dk

gdσ =
√
p+ 1

∫
∆p

g ◦ θk, g ∈ C(Dk).
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Proof. Let prove ii). We have θ(∆p) = Dk. We can write θk(xi1 , . . . , xip) = ei0 +
∑p
s=1 xis(eis −

ei0). Then ∂θk
∂xis

= eis − ei0 . Hence

det[∂θk · (∂θk)T ] := det

[〈 ∂θk
∂xis

,
∂θk
∂xit

〉]
1≤s,t≤p

= det


2 1 . . . 1
1 2 . . . 1
...

...
. . .

...
1 1 . . . 2

 = p+ 1.

Then, ∫
Dk

g dσ =

∫
∆p

(g ◦ θk)
√

det[∂θk · (∂θk)T ] =
√
p+ 1

∫
∆p

g ◦ θk.

Using the same method, point i) is immediate. �

Let k = (k0, . . . , km) ∈ Λ. For x = (x1, . . . , xm) ∈ ∆m, denote

pn,k(x) =

(
n

k0 k1 . . . km

)
(1− |x|)k0(x1)k1 . . . (xm)km ,

where (
n

k0 k1 . . . km

)
=

n!

k0!k1! . . . km!
.

The Bernstein operators on the simplex ∆m are given by

(2.4) Bn(f)(x) =
∑
k∈Λ

f

(
k

n

)
pn,k(x), f ∈ C(∆m), x ∈ ∆m.

Fix a number ρ > 0. For k ∈ Λ such that supp k = {i0, . . . , ip} consider function Qρk : Dk → R
defined by

(2.5) Qρk

(
p∑
s=0

tseis

)
=

p∏
s=0

t
kisρ−1
s ,

p∑
s=0

tseis ∈ Dk.

For β = (β0, . . . , βp), b0, . . . , bp > 0, consider multidimensional beta function

B(β) =
Γ(β0) . . .Γ(βp)

Γ(|β|)
,

where Γ is gamma function. If p = 0, then B(β) = 1.
Let k ∈ Λ, supp k = {i0 < . . . < ip}. From relation (2.5) and relations (2.2) and (2.3), it follows
that ∫

Dk

Qρkdσ = B(ki0ρ, . . . , kipρ), if i0 = 0;(2.6) ∫
Dk

Qρkdσ =
√
p+ 1B(ki0ρ, . . . , kipρ), if i0 > 0.(2.7)

Definition 2.1. Operators Uρn : C(∆m)→ C(∆m) are defined by

(2.8) Uρn(f)(x) =
∑
k∈Λ

F ρn,k(f)pn,k(x), f ∈ C(∆m), x ∈ ∆m,

where

(2.9) F ρn,k(f) =

∫
Dk

fQρkdσ∫
Dk

Qρkdσ
, k ∈ Λ, f ∈ C(∆m).

Remark 2.1. For ρ = 1, operators Uρn coincide with operators constructed by Waldron [28].
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Definition 2.2. For a vector a = (a0, . . . , am), with ai > −1, (0 ≤ i ≤ m), ρ ≥ 1 and n ∈ N
define

(2.10) Mρ,a
n (f,x) =

∑
k∈Λ

F ρ,an,k(f)pn,k(x), f ∈ C(∆m), x ∈ ∆m,

where

(2.11) F ρ,an,k(f) =

∫
∆m

fP ρ,ak∫
∆m

P ρ,ak

, f ∈ C(∆m), k ∈ Λ

and

P ρ,ak (x) =

m∏
s=0

xksρ+ass , x = (x1, . . . , xm) ∈ ∆m, x0 = 1− |x|.

3. LINK PROPERTIES

Theorem 3.1. For any ρ ≥ 1, n ∈ N and f ∈ C(∆m), we have

(3.12) lim
a→−1

Mρ,a
n (f)(x) = Uρn(f)(x), uniformly for x ∈ ∆m,

where −1 = (−1, . . . ,−1) ∈ Nm+1.

Proof. It is sufficient to show that

(3.13) lim
a→−1

F ρ,an,k(f) = F ρn,k(f), k ∈ Λ, f ∈ C(∆m).

If supp k = {0, 1, . . . ,m}, then it is possible to pass to limit a → −1 by simple replacement
ρ = −1, because

lim
a→−1

F ρ,an,k(f) =

∫
∆m

(fQρk) ◦ θk∫
∆m

Qρk ◦ θk
=

∫
Dk

fQρkdσ∫
Dk

Qρkdσ

and these integrals exist.
In the sequel, we consider that supp k = {i0 < . . . < ip} ⊂ {0, 1, . . . ,m}, with p < m. Also, we
denote {ip+1, . . . , im} := {0, 1, . . . ,m} \ supp k.

If p = 0, then Dk = {ei0} and πk(x) = ei0 , x ∈ ∆m. Then
∫
∆m

(f◦πk)Pρ,ak∫
∆m

Pρ,ak
= f(ei0) and on the

other hand it follows F ρn,k(f) =

∫
Dk

(fQρk)◦θk∫
Dk

Qρk◦θk
= f(ei0) and (3.13) is clear. We consider now that

p ≥ 1. We have to consider two cases.
Case 1. 0 6∈ supp k. Then, 0 ∈ {ip+1, . . . , im}. Consider function πk : ∆m → Dk, given by

πk(x) =

p∑
s=1

xiseis +

(
1−

p∑
s=1

xis

)
ei0 , x ∈ ∆m.

Hence Dk = ∆[ei0 ,...,eip ] = π(∆m). We decompose

(3.14) F ρ,an,k(f) =

∫
∆m

(f ◦ πk)P ρ,ak∫
∆m

P ρ,ak

+

∫
∆m

(f − f ◦ πk)P ρ,ak∫
∆m

P ρ,ak

.

We show that

(3.15) lim
a→−1

∫
∆m

(f ◦ πk)P ρ,ak∫
∆m

P ρ,ak

= F ρn,k(f).
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We can write∫
∆m

(f ◦ πk)P ρ,ak

=

∫ 1

0

dxi1

∫ 1−xi1

0

dxi2 . . .

∫ 1−
∑p−1
s=1 xis

0

f(πk(x))

p∏
s=1

x
kisρ+ais
is

Vk(xi1 , . . . , xip)dxip ,

where

Vk(xi1 , . . . , xip) =

∫ 1−
∑p
s=1 xis

0

dxip+1 . . .

∫ 1−
∑m−1
s=1 xis

0

x
ki0ρ+ai0
i0

m∏
s=p+1

x
ais
is
dxim ,

where xi0 = 1−
∑m
s=1 xis . Denote u = 1−

∑p
s=1 xis . Using the change of variables xis = uyis ,

p+ 1 ≤ s ≤ m one obtains xi0 = u
(

1−
∑m
s=p+1 yis

)
and then

Vk(xi1 , . . . , xip) = um−p+
∑m
s=p+1 ais+ai0+ρki0B(ρki0 + ai0 + 1, aip+1

+ 1, . . . aim + 1)

= um−p+
∑m
s=p+1 ais+ai0+ρki0

Γ(ki0ρ+ ai0 + 1)
∏m
s=p+1 Γ(ais + 1)

Γ
(
ai0 +

∑m
s=p+1 ais + ρki0 +m− p+ 1

) .
We have

(3.16)
∫

∆m

P ρ,ak =

∏p
s=0 Γ(kisρ+ ais + 1)

∏m
s=p+1 Γ(ais + 1)

Γ (|a|+ nρ+m+ 1)
.

By combining the relations above, we get

(3.17)

∫
∆m

(f ◦ πk)P ρ,ak∫
∆m

P ρ,ak

=

∫ 1

0

dxi1

∫ 1−xi1

0

dxi2 . . .

∫ 1−
∑p−1
s=1 xis

0

f(πk(x))T a
k (xi1 , . . . , xip)dxip ,

where

T a
k (xi1 , . . . , xip) =

Γ(|a|+ nρ+m+ 1)

Γ
(
ai0 +

∑m
s=p+1 ais + ρki0 +m− p+ 1

)∏p
s=1 Γ(kisρ+ ais + 1)

×
p∏
s=1

x
kisρ+ais
is

(
1−

p∑
s=1

xis

)m−p+∑m
s=p+1 ais+ki0ρ+ai0

.(3.18)

It is possible to pass to limit a→ −1 in (3.18) and it follows

(3.19) lim
a→−1

T a
k (xi1 , . . . , xip) =

Γ(nρ)∏p
s=0 Γ(kisρ)

p∏
s=1

x
kisρ−1
is

(
1−

p∑
s=1

xis

)ρki0−1

.
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By taking into account relations (3.17), (3.19), (2.5), (2.7), (2.3) and then (2.9), we have succes-
sively

lim
a→−1

∫
∆m

(f ◦ πk)P ρ,ak∫
∆m

P ρ,ak

=

∫
∆p

(f ·Qρk) ◦ θk
B(ki0ρ, . . . , kipρ)

=

√
p+ 1

∫
∆p

(f ·Qρk) ◦ θk
√
p+ 1B(ki0ρ, . . . , kipρ)

=

∫
Dk

f ·Qρk dσ∫
Dk

Qρk dσ

= F ρn,k(f).

So that relation (3.15) was proved. Now, we show that

(3.20) lim
a→−1

∫
∆m

(f − f ◦ πk)P ρ,ak∫
∆m

P ρ,ak

= 0.

Consider on Rm the norm ‖x‖1, defined in the beginning. Let ε > 0. There exist 0 < δ < 1,
such that if x ∈ ∆m, ‖x − πk(x)‖ < δ, then |f(x) − f(πk(x))| < ε. Decompose ∆m = A ∪ B,
where A = {x ∈ ∆m| ‖x− πk(x)‖1 < δ} and B = ∆m \A. Then

(3.21)

∣∣∣∣∣
∫
A

(f − f ◦ πk)P ρ,ak∫
∆m

P ρ,ak

∣∣∣∣∣ ≤ ε.
Let x ∈ B. We have

x− πk(x) =

m∑
j=1

xjej −
p∑
s=1

xiseis −

(
1−

p∑
s=1

xis

)
ei0 =

m∑
s=p+1

xiseis +

(
−1 +

p∑
s=1

xis

)
ei0 .

Therefore

‖x− πk(x)‖1 =

m∑
s=p+1

xiseis + 1−
p∑
s=1

xis = x0 + 2

m∑
s=p+1

xis .

Since x0 ∈ {ip+1, . . . , im}, it results ‖x− πk(x)‖1 ≤ 3
∑m
s=p+1 xis . It follows that there is at least

an index j ∈ {ip+1, . . . , im}, such that xi ≥ δ
3m . Define

Bj =

{
x ∈ ∆m|xj ≥

δ

3m

}
, j ∈ {ip+1, . . . , im}.

From above, it follows that B ⊂
⋃
j∈{0,ip+1,...,im}Bj . Therefore∣∣∣∣∣

∫
B

(f − f ◦ πk)P ρ,ak∫
∆m

P ρ,ak

∣∣∣∣∣ ≤ 2‖f‖
∫
B
P ρ,ak∫

∆m
P ρ,ak

≤ 2‖f‖
∑

j∈{ip+1,...,im}

∫
Bj
P ρ,ak∫

∆m
P ρ,ak

.

We show that

(3.22) lim
a→−1

∫
Bj
P ρ,ak∫

∆m
P ρ,ak

= 0, j ∈ {ip+1, . . . , im}.

We can consider that aj < 0, (0 ≤ j ≤ m). Let j = ir, with p + 1 ≤ r ≤ m. In integral∫
Bj
P ρ,ak if we make the change of variables: xj = δ

3m +
(
1− δ

3m

)
yj and x` =

(
1− δ

3m

)
y`, for
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` ∈ {1, . . . ,m} \ {j}. Also x0 =
(
1− δ

3m

)
y0, where y0 = 1− (y1 + . . .+ ym). Then, we have the

equivalence (x1, . . . , xm) ∈ Bj ⇐⇒ (y1, . . . , ym) ∈ ∆m. We get∫
Bj

P ρ,ak

=

(
1− δ

3m

)m+nρ+|a|−air ∫
∆m

p∏
s=0

y
kisρ+ais
is

m∏
s=p+1, s 6=r

y
ais
is

(
δ

3m
+

(
1− δ

3m

)
yir

)air
.

Since air < 0 and δ
3m < 1, we obtain

(
δ

3m +
(
1− δ

3m

)
yir
)air ≤ (

δ
3m

)air ≤ (
δ

3m

)−1
= 3m

δ .
Consequently∫

Bj

P ρ,ak

≤3m

δ

(
1− δ

3m

)m+nρ+|a|−air
∏p
s=0 Γ(kisρ+ ais + 1)

∏m
s=p+1, s 6=r Γ(ais + 1)Γ(1)

Γ(nρ+ |a| − air +m+ 1)
.

By taking into account relation (3.16), it results:∫
Bj
P ρ,ak∫

∆m
P ρ,ak

≤ 3m

δ

(
1− δ

3m

)m+nρ+|a|−air Γ(nρ+ |a|+m+ 1)

Γ(nρ+ |a| − air +m+ 1)Γ(air + 1)
.

But

lim
a→−1

(
1− δ

3m

)m+nρ+|a|−air Γ(nρ+ |a|+m+ 1)

Γ(nρ+ |a| − air +m+ 1)
=

(
1− δ

3m

)nρ
Γ(nρ)

Γ(nρ+ 1)

and lima→−1 Γ(air + 1) =∞. Then, one obtains relation (3.22).
Case 2. i0 = 0. Then supp k = {0 = i0 < i1 < . . . < ip}, where 0 ≤ p ≤ m − 1. Define the
function πk : ∆m → Dk, by

πk(x) =

p∑
s=1

xiseis , x = (x1, . . . , xm) ∈ ∆m.

The method of the proof is similar as in Case 1. Consider the decomposition of the form given
in (3.14). First, we show the corresponding relation (3.15). For (xi1 , . . . , xip) ∈ ∆p, we denote

U(xi1 , . . . , xip) =

{
(xip+1

, . . . , xim)
∣∣∣xis ≥ 0, (p+ 1 ≤ s ≤ m),

m∑
s=p+1

xis ≤ 1−
p∑
s=1

xis

}
.

Then, we can write ∫
∆m

(f ◦ πk) · P ρ,ak

=

∫
∆p

f

(
p∑
s=1

xiseis

)
p∏
s=1

x
kisρ+ais
is

dxi1 . . . dxip

×
∫
U(xi1 ,...,xip )

m∏
s=p+1

x
ais
is
xk0ρ+a0

0 dxip+1
. . . dxim .
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Denote u = 1 − xi1 − . . . − xip . Using the change of variables x` = uyi` , p + 1 ≤ ` ≤ m in the
interior integral, we obtain∫

U(xi1 ,...,xip )

m∏
s=p+1

x
ais
is
xk0ρ+a0

0 dxip+1
. . . dxim

=um−p+a0+aip+1
+...+aim+k0ρB(k0ρ+ a0 + 1, aip+1

+ 1, . . . , aim + 1).

By taking also into account relation (3.16), we obtain∫
∆m

(f ◦ π) · P ρ,ak∫
∆m

P ρ,ak

=

∫
∆p

f

(
p∑
s=1

xiseis

)
p∏
s=1

x
kisρ+ais
is

(
1−

p∑
s=1

xis

)m−p+a0+
∑m
s=p+1 ais+k0ρ

dxi1 . . . dxip

× Γ(nρ+ |a|+m+ 1)

Γ(k0ρ+ a0 + aip+1
+ . . .+ aim +m− p+ 1)

∏p
s=1 Γ(kisρ+ ais + 1)

.

Using (2.1), (2.6), (2.2) and (2.9), it follows

lim
a→1

∫
∆m

(f ◦ πk) · P ρ,ak∫
∆m

P ρ,ak

=

∫
∆p

(f ·Qρk) ◦ θk
B(ki0ρ, . . . , kipρ)

=

∫
Dk

f ·Qρk∫
Dk

Qρk
= F ρn,k(f).

So that relation (3.15) is proved.
In order to prove the corresponding relation (3.20), let ε > 0 arbitrarily chosen. There is 0 <
δ < 1, such that inequality ‖x − πk(x)‖1 < δ, x ∈ ∆m implies |f(x) − f(πk(x))| < ε. Consider
the sets A = {x ∈ ∆m| ‖x− πk(x)‖1 < δ} and B = ∆m \A. We have∣∣∣∣∣

∫
∆m

(f − f ◦ πk)P ρ,ak∫
∆m

P ρ,ak

∣∣∣∣∣ ≤ ε+ 2‖f‖
∫
B
P ρ,ak∫

∆m
P ρ,ak

.

If x ∈ B, there is j ∈ {p+1, . . . ,m} such that xj ≥ δ
m . Indeed, otherwise we have ‖x−πk(x)‖1 =

xip+1
+ . . . xim < (m− p) δm ≤ δ, which is a contradiction. Define

Bj := {x = (x1, . . . , xm) ∈ ∆m|xj ≥
δ

m
}, j ∈ {ip+1, . . . , im}.

Therefore B ⊂
⋃m
j=p+1Bj , which implies∫

B
P ρ,ak∫

∆m
P ρ,ak

≤
m∑

j=p+1

∫
Bj
P ρ,ak∫

∆m
P ρ,ak

.

Fix r ∈ {p + 1, . . . ,m} and j = ir. With the change of variables xir = δ
m +

(
1− δ

m

)
yir and

x` =
(
1− δ

m

)
y`, ` ∈ {1, . . . ,m} \ {r}; the condition x ∈ Bj is equivalent to (y1, . . . , ym) ∈ ∆m.

We obtain x0 =
(
1− δ

m

)
y0 and then∫

Bj

P ρ,ak

=

(
1− δ

m

)m+nρ+|a|−ais ∫
∆m

m∏
`=0, ` 6=ir

yk`ρ+a`
(
δ

m
+

(
1− δ

m

)
yir

)air
dy1 . . . dym.

We have
(
δ
m +

(
1− δ

m

)
yir
)air ≤ ( δm)air < ( δm)−1

= m
δ . Then
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∫
Bj

P ρ,ak ≤ m

δ

(
1− δ

m

)m+nρ+|a|−air

×
∏p
s=0 Γ(kisρ+ ais + 1)

∏m
s=p+1, s 6=r Γ(ais + 1)Γ(1)

Γ(nρ+ |a| − air +m+ 1)
.

Using also relation (3.16), it follows∫
Bj
P ρ,ak∫

∆m
P ρ,ak

≤ m

δ

(
1− δ

m

)m+nρ+|a|−air Γ(nρ+ |a|+m+ 1)

Γ(nρ+ |a| − aj +m+ 1)Γ(aj + 1)
.

But

lim
a→1

(
1− δ

m

)m+nρ+|a|−air Γ(nρ+ |a|+m+ 1)

Γ(nρ+ |a| − aj +m+ 1)
=

(
1− δ

m

)nρ
Γ(nρ)

Γ(nρ+ 1)

and lima→1 Γ(aj + 1) =∞. Then, the corresponding relations (3.22) are true. Now, it is simple
to deduce that (3.20) is valid. �

Remark 3.2. In the case ρ = 1, Theorem 3.1 was proved in [28] but using a method which is
not applicable here. In unidimensional case, Theorem 3.1 was proved in [12].

Theorem 3.2. For any f ∈ C(∆m), we have

(3.23) lim
ρ→∞

Uρn(f)(x) = Bn(f)(x), uniformly for x ∈ ∆m.

Proof. It is sufficient to show that

(3.24) lim
ρ→∞

F ρn,k(f) = f

(
k1

n
, . . . ,

km
n

)
, k = (k0, k1, . . . , km) ∈ Λ, f ∈ C(∆m).

Let supp k = {i0, . . . , ip} ⊂ {0, 1, . . . ,m}, p ≥ 0. If p = 0, then relation (3.23) is immediate. Now
consider that p ≥ 1. We introduce simplified notations as follows. Denote µj = kij , (0 ≤ j ≤ p).

Recall that Dk =
{∑p

j=0 yjeij |yj ≥ 0, (0 ≤ j ≤ p),
∑p
j=0 yj = 1

}
. Define ϕ : ∆p → R by

ϕ(y) =

p∏
j=1

y
µj
j (1− |y|)µ0 , y = (y1, . . . , yp) ∈ ∆p.

We have ϕ ≥ 0 on ∆p. Since µj ≥ 1, 0 ≤ j ≤ p, it follows that ϕ = 0 on the frontier of ∆p.
Consequently, the maximum of ϕ is reached in the interior of domain ∆p. It is simple to show
that the unique interior critical point of ϕ is y∗ =

(
µ1

n , . . . ,
µp
n

)
∈ ∆p. Then, y∗ is the unique

maximum point of ϕ.
Define g ∈ C(∆p), g = f ◦ θk, where θk was defined in (2.1).
Let ε > 0 arbitrarily chose. We can choose a number r > 0, such that Br(y∗) = {y ∈ Rp| ‖y −
y∗‖ < r} ⊂ Int∆p and |g(y) − g(y∗)| < ε

2 , for all y ∈ Br(y
∗). Define M = max{ϕ(y)| y ∈

∆p \Br(y∗)}. Then M < ϕ(y∗). Choose M < M1 < ϕ(y∗). There is δ > 0, such that 0 < δ < r
and ϕ(y) ≥M1, for all y ∈ Bδ(y∗).
For ρ > 1, define Ψ = Ψρ,k ∈ C(∆p), Ψ = Qρk ◦ θk, where Qρk and θk are defined in (2.5) and
(2.1), respectively. Then we can write Ψ = ϕρ−1 · η, where

η(y) =

p∏
j=1

y
µj−1
j (1− |y|)µ0−1, y = (y1, . . . , y) ∈ ∆p.
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We have ∫
∆p\Br(y∗)

Ψ =

∫
∆p\Br(y∗)

(ϕ)ρ−1η ≤ ‖η‖Mρ−1vol(∆p)

and ∫
Br(y∗)

Ψ ≥
∫
Bδ(y∗)

(ϕ)ρ−1η ≥ h ·Mρ−1
1 vol(Bδ(y

∗)),

where h = min{η(y)| y ∈ Br(y∗)} > 0. Then∫
∆p\Br(y∗)

Ψ∫
Br(y∗)

Ψ
≤ ‖η‖ · vol(∆p)

h · vol(Bδ(y∗))

(
M

M1

)ρ−1

.

It is possible to choose ρ0 > 1, such that

2‖f‖ ·

∫
∆p\Br(y∗)

Ψ∫
Br(y∗)

Ψ
<
ε

2
, ∀ρ > ρ0.

Using formula (2.2) or formula (2.3) depending on the condition 0 ∈ supp k or 0 6∈ supp k, in
both cases it results

F ρn,k(f) =

∫
Dk

f ·Qρk dσ∫
Dk

Qρk dσ
=

∫
∆p

(f ·Qρk) ◦ θk∫
∆p
Qρk ◦ θk

=

∫
∆p
g ·Ψ∫

∆p
Ψ

.

Then, for ρ > ρ0:

|F ρn,k(f)− g(y∗)| =

∣∣∣∣∣
∫

∆p
g ·Ψ∫

∆p
Ψ
− g(y∗)

∣∣∣∣∣
≤

∫
∆p
|(g − g(y∗)| ·Ψ∫

∆p
Ψ

≤

∫
∆p\Br(y∗)

|g − g(y∗)| ·Ψ∫
∆p

Ψ
+

∫
Br(y∗)

|(g − g(y∗)| ·Ψ∫
∆p

Ψ

<
ε

2
+
ε

2
= ε.

Finally note that g(y∗) = f
(
k1

n , . . . ,
km
n

)
. �

4. CONVERGENCE PROPERTIES

The moments of operators play a crucial role in the study of the convergence properties of a
sequence of linear positive operators. The computation of moments of operators Mρ,a

n and Uρn
can be reduced to the moments of the Bernstein operators Bn.

Define the functions 1∆m
∈ C(∆m), 1∆m

(x) = 1 and pri ∈ C(∆m), (1 ≤ i ≤ m), pri(x) = xi,
x = (x1, . . . , xm) ∈ ∆m.

Define

‖ • −x‖(t1, . . . , tm) =

√√√√ m∑
i=1

(ti − xi)2.

Lemma 4.2. For m ∈ N, a = (a0, . . . , am) ∈ Rm+1, a > −1, ρ ≥ 1, n ∈ N and x = (x1, . . . , xm) ∈
∆m:
i) Mρ,a

n (1∆m
)(x) = 1,

ii) Mρ,a
n (pri)(x) = nρxi+ai+1

ρn+|a|+m+1 , (1 ≤ i ≤ m),
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iii) Mρ,a
n (‖ • −x‖2)(x) =

∑m
i=1

nρ(ρ+1)xi(1−xi)+λi(a,m,x)
(ρn+|a|+m+1)(ρn+|a|+m+2) , where

λi(a,m,x) := (|a|+m+ 1)(|a|+m+ 2)x2
i − 2(|a|+m+ 2)(ai + 1)xi + (ai + 1)(ai + 2).

Proof. For any k ∈ Λ, k = (k0, . . . , km), we have
a) F ρn,k(1∆m

) = 1;
b) F ρn,k(pri) = ρki+ai+1

ρn+|a|+m+1 , (1 ≤ i ≤ m);

c) F ρn,k(pr2
i ) = (ρki+ai+1)(ρki+ai+2)

(ρn+|a|+m+1)(ρn+|a|+m+2) , (1 ≤ i ≤ m).

Then, we can apply the known results for Bernstein operator on a simplex. �

By passing to limit a→ −1 and using Lemma 4.2 and Theorem 3.1, we obtain:

Corollary 4.1. For m ∈ N, ρ ≥ 1, n ∈ N and x = (x1, . . . , xm) ∈ ∆m:
i) Uρn(`) = `, for any affine function,

ii) Uρn(‖ • −x‖2)(x) = ρ+1
nρ+1

∑m
i=1 xi(1− xi).

Lemma 4.3. For m ≥ 2, we have

max

{
m∑
i=1

xi(1− xi)
∣∣∣(x1, . . . , xm) ∈ ∆m

}
=
m− 1

m
.

Proof. We can apply for instance the Kuhn-Tucker conditions for this maximization problem
and the optimum is obtained for xi = 1

m , (1 ≤ i ≤ m). �

For f ∈ C(∆m), h > 0, define

ω1(f, h) = sup{|f(x)− f(y)|, x,y ∈ ∆m, ‖x− y‖ ≤ h}.

Theorem 4.3. For m ∈ N, a = (a0, . . . , am) ∈ Rm+1, a > −1, and ρ ≥ 1, we have

(4.25) ‖Mρ,a
n (f)− f‖ ≤ 2ω1(f,

√
µn), f ∈ C(∆m), n ∈ N,

where
µn = sup

x∈∆m

Mρ,a
n (‖ • −x‖2)(x)

and

µn = O

(
1

n

)
, uniformly with regard to ρ ∈ [1,∞).

Proof. For m ≥ 2, from Lemma 4.2, Lemma 4.3, since |a|+m+ 1 > 0, it follows:

µn ≤
m∑
i=1

nρ(ρ+ 1)xi(1− xi) + ‖λi(a,m, •)‖
(nρ)2

≤ 1

n

[
ρ+ 1

ρ
· m− 1

m
+

1

nρ2

m∑
i=1

‖λi(a,m, •)‖

]
≤ 1

n

(
2 +

m∑
i=1

‖λi(a,m, •)‖

)
.

This final estimate exists also in the case m = 1. Then, we apply the generalized theorem of
Shisha and Mond, given in Altomare and Campiti [2]- Proposition 5.1.5. in the following form:

|L(f)(x)− f(x)| ≤
(

1 +
1

δ2
(L(e)(x)− e(x))

)
ω1(f, δ),

where L : C(K) → B(K) is a positive linear operator which preserves affine functions, K is a
compact set in an inner product space, e(x) = ‖x‖2, x ∈ K, f ∈ C(K) and δ > 0. Here, we take
K = ∆m, L = Mρ,a

n and δ =
√
µn. �
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Theorem 4.4. For m ∈ N and ρ ≥ 1, we have

|Uρn(f)(x)− f(x)| ≤ 2ω1

f,
√√√√ ρ+ 1

nρ+ 1

m∑
i=1

xi(1− xi)

 , f ∈ C(∆m), n ∈ N, x ∈ ∆m,

‖Uρn(f)− f‖ ≤ 2ω1

(
f,

√
ρ+ 1

nρ+ 1
·max

{1

4
,
m− 1

m

})
, f ∈ C(∆m), n ∈ N.

Proof. We apply Corollary 4.1, Lemma 4.3 and the generalized theorem of Shisha and Mond as
in the proof of Theorem 4.3. �

Corollary 4.2. For any f ∈ C(∆m), we have
i) limn→∞ ‖Mρ,a

n (f)− f‖ = 0, where a > −1, ρ ≥ 0,
ii) limn→∞ ‖Uρn(f)− f‖ = 0, where ρ ≥ 0, m ≥ 2.

Corollary 4.3. For any m ∈ N, ρ ≥ 1 and n ∈ N, operator Uρn interpolates each function f ∈ C(∆m)
in the vertices of the simplex ∆m, i.e.,

Uρn(f)(ei) = f(ei), (0 ≤ i ≤ m).

More refined estimates with second order moduli can be given for operators Uρn because
they reproduce the affine functions.

For f ∈ C(∆m, Y ), h > 0, define

ω2(f, h) = sup
{∣∣∣f(x)− 2f

(1

2
(x + y)

)
+ f(y)

∣∣∣, x,y ∈ ∆m, ‖x− y‖ < h
}
.

We apply the following scalar version of a theorem given in [23, Th. 7.2.4].
Theorem A. Let D ⊂ Rm be a compact convex set. Let F : C(D) → R be a functional given by a
positive Borel measure µ. Suppose µ(D) = 1. Let x ∈ D be the barycenter of µ. Then

|F (f)− f(x)| ≤
[
m+

1

2
h−2F (‖ • −x‖2)

]
ω2(f, h)

for f ∈ C(D), h > 0.

Theorem 4.5. For n ∈ N, ρ > 0, f ∈ C(∆m), m ≥ 2 and h > 0

‖Uρn(f)− f‖ ≤
(
m+

1

2h2

ρ+ 1

ρn+ 1
· m− 1

m

)
ω2(f, h).

Proof. For any fixed x ∈ ∆m, define the functional on C(∆m), F (f) = Uρn(f,x). This is a
functional defined by a positive Borel measure, say µ. From Corollary 4.1 - i), it follows that x
is the barycenter of µ. Then, we can apply Theorem A. �

An other second modulus can be defined as follows. For f ∈ C(∆m) and h > 0, define

ω̃2(f, h) = sup
{∣∣∣ p∑

i=1

λif(yi)− f(x)
∣∣∣, p ∈ N, x,yi ∈ ∆m,

x =

p∑
i=1

λiyi, λi ∈ (0, 1),

p∑
i=1

λi = 1, ‖x− yi‖ ≤ h
}
.

The theorem below is a scalar version of a result given in [23, Th. 6.2.9].
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Theorem B. Let D ⊂ Rm be a compact convex set. Let F : C(D) → R be a functional given by a
positive Borel measure µ. Suppose µ(D) = 1. Let x ∈ D be the barycenter of µ. Then

|F (f)− f(x)| ≤
[
1 + h−2F (‖ • −x‖2)

]
ω̃2(f, h)

for f ∈ C(D) and h > 0.
In a similar mode as in the proof of Theorem 4.5, we obtain

Theorem 4.6. For n ∈ N, ρ > 0, f ∈ C(∆m), m ∈ N and h > 0,

‖Uρn(f)− f‖ ≤
(

1 + h−2 ρ+ 1

ρn+ 1
·max

{1

4
,
m− 1

m

})
ω̃2 (f, h) .
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Res. Semin., 2 (1983), 101–106.
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[24] R. Păltănea: A class of Durrmeyer type operators preserving linear functions, Ann. Tiberiu Popoviciu Semin. Funct.

Equ. Approx. Convexity, 5 (2007), 109–117.
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ABSTRACT. In this paper, we establish a quantitative estimate for multivariate sampling Kantorovich operators by
means of the modulus of smoothness in the general setting of Orlicz spaces. As a consequence, the qualitative order of
convergence can be obtained, in case of functions belonging to suitable Lipschitz classes. In the particular instance of
Lp-spaces, using a direct approach, we obtain a sharper estimate than that one that can be deduced from the general
case.
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1. INTRODUCTION

The theory of generalized sampling-type operators is known since the 80’s, when it has been
introduced by P. L. Butzer and his school with the aim to study approximate version of the
celebrated Whittaker-Kotel’nikov-Shannon sampling theorem. It is closely related to positive
linear operators and therefore this work fits into a field of Approximation Theory in which
Prof. Francesco Altomare, to whom this paper is dedicated, has given basic and fundamental
results (see, e.g., [2–5]).

Considering the long relationship of esteem, sharing of scientific interests and friendship by
many of the authors of this paper with Prof. Francesco Altomare, it was an honor for us to have
been invited to write this contribution dedicated to him. He was and will certainly continue to
be a leading exponent of the Approximation Theory in Italy and abroad.

The Kantorovich version of the sampling-type operators has been introduced in [13], in one-
dimensional setting, with the aim to provide a family of linear operators suitable in order to
reconstruct not necessarily continuous signals. Indeed, approximation results have been es-
tablished in the very general context of Orlicz spaces ( [12, 32–34]), in which are included the
Lp-spaces and several other cases of well-known function spaces. Later on, a very complete
theoretical study on all the above operators have been given, see [1, 6–8, 10, 15, 22, 29, 30, 35].
For instance, saturation results and inverse theorems of approximation have been established
in [14, 26–28].
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The multivariate version of the above operators has been treated in [24] (see also [11]). This
revealed to be very useful in order to face the problem of image reconstruction in several ap-
plied fields, since digital images are typical examples of multivariate discontinuous signals.
For more details and, as concerns some applications of the above theory to concrete problems,
the readers can see [9, 16, 20, 21].

In the present paper, a quantitative estimate for the multivariate sampling Kantorovich op-
erators has been proved for functions belonging to Orlicz spaces. In order to get the above
task, a suitable definition of the modulus of smoothness, based on the modular of the space,
has been employed. We recall that the concept of modular arises from the theory of the modu-
lar spaces (see, e.g., [12, 32]), which represent a further generalization of the Orlicz spaces.
Moreover, let us remark that the results proved in the present paper contain, as particular cases,
some of the results established in [25] in the one-dimensional setting.

Formulating the prefixed results in the setting of Orlicz spaces allows a unifying approach
that naturally includes results in Lp-spaces, Zygmund spaces, exponential spaces, and others;
see, e.g., [12, 25, 32–34].

In particular, if we face the above problem in theLp-case (that coincides with the Orlicz space
generated by the ϕ-function ϕ(u) = up) by a direct approach, the modulus of smoothness of the
Orlicz space reduces to the usual Lp-modulus of smoothness ω(f, δ)p. This allows to exploit the
well-known properties of ω(f, δ)p in order to establish an estimate that turns out to be sharper
than that one achieved in the general (Orlicz) case.

Finally, the qualitative versions of the above results have been obtained assuming the in-
volved functions in suitable Lipschitz classes.

2. PRELIMINARY NOTIONS

We begin this section recalling the general setting of Orlicz spaces, in which we will work.
First, we recall the notion of ϕ-function. A function ϕ : R+

0 → R+
0 is said to be a ϕ−function if

it satisfies the following conditions:
(Φ1) ϕ is continuous and non-decreasing on R+

0 ;
(Φ2) ϕ (0) = 0, ϕ (u) > 0 for every u > 0;
(Φ3) lim

u→+∞
ϕ (u) = +∞.

For any fixed ϕ−function ϕ, we introduce the following modular functional Iϕ : M (Rn) →
[0,+∞] defined by

Iϕ [f ] :=

∫
Rn

ϕ (|f (x)|) dx

for every f ∈M (Rn) ,where hereM (Rn) denotes the set of all Lebesgue measurable functions
f : Rn → R. Then, the Orlicz space generated by a ϕ function ϕ is defined by

Lϕ (Rn) := {f ∈M (Rn) : Iϕ [λf ] < +∞ for some λ > 0} .

Now, we can recall a well-known concept of convergence in Orlicz spaces, i.e., the modular
convergence (see, e.g., [12,31,32]). We say that a net of functions (fw)w>0 ⊂ Lϕ (Rn) is modularly
convergent to a function f ∈ Lϕ (Rn) , if

(2.1) lim
w→+∞

Iϕ [λ (fw − f)] = lim
w→+∞

∫
Rn

ϕ (λ |fw (x)− f (x)|) dx = 0

for some λ > 0. Now, in order to establish a quantitative estimate for the order of approx-
imation of a family of linear multivariate operators, we recall the definition of the modulus
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of smoothness in Orlicz spaces Lϕ (Rn). For any fixed f ∈ M(Rn) and δ > 0, we define the
Orlicz-type modulus of smoothness by

(2.2) ω (f, δ)ϕ := sup
‖t‖2≤δ

Iϕ [f(·+ t)− f(·)] ,

where ‖ · ‖2 denotes the usual Euclidean norm of Rn. It is well-known (see [12, Theorem 2.4] )
that if f ∈ Lϕ(Rn), then there exists λ > 0 such that

lim
δ→0

ω (λf, δ)ϕ = 0.

Now, we recall the definition of the class of operators we work with. Let Πn =
(
tk
)
k∈Zn ⊂ Rn

be a sequence defined by tk = (tk1 , ..., tkn), where each (tki)ki∈Z , i = 1, ..., n is a sequence of
real numbers such that −∞ < tki < tki+1 < +∞, lim

ki→±∞
tki = ±∞ for every i = 1, ..., n and

there are two positive constants ∆, δ for which δ ≤ ∆ki := tki+1− tki ≤ ∆ for every i = 1, ..., n.
Moreover, we denote by

Rw,tk :=

[
tk1
w
,
tk1+1

w

]
× ...×

[
tkn
w
,
tkn+1

w

]
, (w > 0),

the n−dimensional interval associated to the sequence Πn. For the sake of simplicity, we denote
the Lebesgue measure of any Rw,tk by Ak/wn, where Ak := ∆k1 · ∆k2 · . . . · ∆kn . In general,
sequences of the form Πn are not necessarily equally distributed on Rn, in fact producing a
non-uniform sampling scheme. Clearly, if we consider the sequence tk = k, k ∈ Zn, we obtain
an equally spaced grid of nodes, with δ = ∆ = ∆ki = 1 and Ak = 1 for every k ∈ Zn. From
now on, a function χ : Rn → R will be called a kernel if it satisfies the following conditions:

(χ1) χ ∈ L1 (Rn) and is bounded in a neighborhood of 0 ∈ Rn;
(χ2) for every u ∈ Rn, with u = (u1, ..., un), we have∑

k∈Zn
χ
(
u− tk

)
= 1;

(χ3) for some β > 0,

mβ,Πn (χ) := sup
u∈Rn

∑
k∈Zn

∣∣χ (u− tk)∣∣ ∥∥u− tk∥∥β2 < +∞,

i.e., the discrete absolute moment of order β of χ is finite.

For examples of multivariate kernels see, e.g., [24]. We recall that, several (but not all) examples
of multivariate kernels are defined as the product of n one-dimensional kernels, such as the
Fejér kernel, the central B-splines, and many others ( [17–19]). Now, we recall the following
lemma that will be useful in the proof of the results of the next section.

Lemma 2.1. (see [24]) Let χ be a kernel satisfying conditions (χ1) and (χ3) . Then, we have

m0,Πn (χ) := sup
u∈Rn

∑
k∈Zn

∣∣χ (u− tk)∣∣ < +∞,

where the convergence of the series
∑
k∈Zn

∣∣χ (u− tk)∣∣ is uniform on the compact subsets of Rn.
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Thus, for any given kernel χ, the corresponding family of multivariate sampling Kantorovich
operators is defined by

(Sχwf) (x) :=
∑
k∈Zn

χ
(
wx− tk

)wn
Ak

∫
Rw,tk

f (u) du

 , x ∈ Rn,

where f : Rn → R is a locally integrable function such that the above series is convergent
for every x ∈ Rn. It is well-known that the above operators are well-defined, for instance, if
f ∈ L∞(R), or if f ∈ Lϕ(R), where ϕ is any convex ϕ-function (see [24]). In particular, in the
setting of Orlicz spaces, the modular convergence of the family Sχwf to f has been established
in Theorem 4.5 of [24].

3. MAIN RESULTS

In this section, we establish a quantitative estimate for the multivariate sampling Kantorovich
operators using the modulus of smoothness in Orlicz spaces Lϕ (Rn), recalled in Section 2.

Theorem 3.1. Let ϕ be a convex ϕ-function. Suppose that for any fixed 0 < α < 1, we have

(3.3) wn
∫

‖y‖
2
>1/wα

∣∣χ (wy)∣∣ dy ≤Mw−γ , as w → +∞

for suitable positive constants M , γ depending on α and χ. Then, for every f ∈ Lϕ (Rn) and a suitable
λf = λ > 0, the following estimate holds:

Iϕ [λ (Sχwf − f)] ≤
‖χ‖1

2δnm0,Πn (χ)
ω

(
2m0,Πn (χ) f,

1

wα

)
ϕ

+
MIϕ [4λm0,Πn (χ) f ]

2δnm0,Πn (χ)
w−γ

+
∆n

2δn
ω

(
2m0,Πn (χ) f,

√
n

∆

w

)
ϕ

for every sufficiently large w > 0, where m0,Πn (χ) < +∞ in view of Lemma 2.1. In particular, if
λ > 0 is sufficiently small, this inequality implies the modular convergence of multivariate sampling
Kantorovich operators Sχwf to f.

Proof. Let λ > 0 be fixed. Taking into account that ϕ is convex and non-decreasing, we have

Iϕ [λ (Sχwf − f)]

≤1

2


∫
Rn

ϕ

2λ

∣∣∣∣∣∣∣(Sχwf) (x)−
∑
k∈Zn

χ
(
wx− tk

) wn
Ak

∫
Rw,tk

f

(
u+ x−

tk
w

)
du

∣∣∣∣∣∣∣
 dx

+

∫
Rn

ϕ

2λ

∣∣∣∣∣∣∣
∑
k∈Zn

χ
(
wx− tk

) wn
Ak

∫
Rw,tk

f

(
u+ x−

tk
w

)
du− f (x)

∣∣∣∣∣∣∣
 dx


= : J1 + J2.
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Now, we estimate J1. Using Jensen inequality twice (see, e.g., [23]), the change of variable

y = x−
tk
w

, and Fubini-Tonelli theorem, we obtain

2J1 ≤
∫
Rn

ϕ

2λ
∑
k∈Zn

∣∣χ (wx− tk)∣∣ wn
Ak

∫
Rw,tk

∣∣∣∣f (u)− f
(
u+ x−

tk
w

)∣∣∣∣ du
 dx

≤ 1

m0,Πn (χ)

∫
Rn

∑
k∈Zn

∣∣χ (wx− tk)∣∣ϕ
2λm0,Πn (χ)

wn

Ak

∫
Rw,tk

∣∣∣∣f (u)− f
(
u+ x−

tk
w

)∣∣∣∣ du
 dx

≤ 1

m0,Πn (χ)

∫
Rn

∑
k∈Zn

∣∣χ (wx− tk)∣∣ wn
Ak

∫
Rw,tk

ϕ

(
2λm0,Πn (χ)

∣∣∣∣f (u)− f
(
u+ x−

tk
w

)∣∣∣∣) dudx
≤ 1

m0,Πn (χ) δn

∫
Rn

∣∣χ (wy)∣∣wn ∑
k∈Zn

∫
Rw,tk

ϕ
(
2λm0,Πn (χ)

∣∣f (u)− f
(
u+ y

)∣∣) dudy
=

1

m0,Πn (χ) δn

∫
Rn

∣∣χ (wy)∣∣wn ∫
Rn

ϕ
(
2λm0,Πn (χ)

∣∣f (u)− f
(
u+ y

)∣∣) dudy
=

1

m0,Πn (χ) δn

∫
Rn

wn
∣∣χ (wy)∣∣ Iϕ [2λm0,Πn (χ)

(
f (·)− f

(
·+ y

))]
dy.

Now, let 0 < α < 1 be fixed. We now split the above integral as follows:

1

m0,Πn (χ) δn


∫

‖y‖
2
≤1/wα

+

∫
‖y‖

2
>1/wα

wn
∣∣χ (wy)∣∣ Iϕ [2λm0,Πn (χ)

(
f (·)− f

(
·+ y

))]
dy

=:J1,1 + J1,2.

For J1,1, one has

J1,1 ≤
1

m0,Πn (χ) δn

∫
‖y‖

2
≤1/wα

wn
∣∣χ (wy)∣∣ω (2m0,Πn (χ) f,

∥∥y∥∥
2

)
ϕ
dy

≤ ω
(

2m0,Πn (χ) f,
1

wα

)
ϕ

wn

m0,Πn (χ) δn

∫
‖y‖

2
≤1/wα

∣∣χ (wy)∣∣ dy
≤ ω

(
2m0,Πn (χ) f,

1

wα

)
ϕ

‖χ‖1
m0,Πn (χ) δn

.

On the other hand, taking into account that ϕ is convex, for J1,2, we can write

J1,2 ≤
1

m0,Πn (χ) δn

∫
‖y‖

2
>1/wα

wn
∣∣χ (wy)∣∣ 1

2
{Iϕ [4λm0,Πn (χ) f (·)]

+Iϕ
[
4λm0,Πn (χ) f

(
·+ y

)]}
dy.
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Moreover, it can be easily seen that

Iϕ [4λm0,Πn (χ) f (·)] = Iϕ
[
4λm0,Πn (χ) f

(
·+ y

)]
for every y. Therefore, by assumption (3.3), we finally have

J1,2 ≤
1

m0,Πn (χ) δn

∫
‖y‖

2
>1/wα

wn
∣∣χ (wy)∣∣ Iϕ [4λm0,Πn (χ) f (·)] dy

≤ Iϕ [4λm0,Πn (χ) f ]

m0,Πn (χ) δn
Mw−γ

for w > 0 sufficiently large. Now, we can estimate J2. Using the singularity assumption (χ2),
we immediately have

2J2 ≤
∫
Rn

ϕ

2λ
∑
k∈Zn

∣∣χ (wx− tk)∣∣ wn
Ak

∫
Rw,tk

∣∣∣∣f (u+ x−
tk
w

)
− f (x)

∣∣∣∣ du
 dx.

Now, using twice Jensen inequality as above and the change of variable y = u−
tk
w
, we obtain

2J2 ≤
1

m0,Πn (χ)

∫
Rn

∑
k∈Zn

∣∣χ (wx− tk)∣∣ wn
Ak

∫
Rw,tk

ϕ

(
2λm0,Πn (χ)

∣∣∣∣f (u+ x−
tk
w

)
− f (x)

∣∣∣∣) dudx
≤ 1

m0,Πn (χ) δn

∫
Rn

∑
k∈Zn

∣∣χ (wx− tk)∣∣wn ∫
(
Rw,tk−

tk
w

)ϕ
(
2λm0,Πn (χ)

∣∣f (x+ y
)
− f (x)

∣∣) dydx,

where the symbol
(
Rw,tk −

tk
w

)
:=

[
0,

∆k1

w

]
× . . . ×

[
0,

∆kn

w

]
for every k ∈ Zn and w > 0.

Hence, by the Fubini-Tonelli theorem,

2J2 ≤
1

δn

∫
Rn

wn
∫

(
Rw,tk−

tk
w

) ϕ
(
2λm0,Πn (χ)

∣∣f (x+ y
)
− f (x)

∣∣) dydx

≤ wn

δn

∫
(
Rw,tk−

tk
w

) Iϕ
[
2λm0,Πn (χ)

(
f
(
·+ y

)
− f (·)

)]
dy

≤ wn

δn

∫
(∆w)

Iϕ
[
2λm0,Πn (χ)

(
f
(
·+ y

)
− f (·)

)]
dy,
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where (∆w) :=

[
0,

∆

w

]
× . . .×

[
0,

∆

w

]
. Then, we get

2J2 ≤
wn

δn

∫
(∆w)

ω

(
2m0,Πn (χ) f,

√
n

∆

w

)
ϕ

dy

≤ ∆n

δn
ω

(
2m0,Πn (χ) f,

√
n

∆

w

)
ϕ

,

which completes the proof. �

Remark 3.1.

(1) Note that, it is easy to show that for any kernels such that χ(u) = O(‖u‖−θ2 ), as ‖u‖2 →
+∞, for θ > 1, we have that assumption (3.3) is satisfied for some constant M > 0 and
γ = (1− α)(θ − 1) > 0 for every fixed 0 < α < 1 (see, e.g., [25]).

(2) For further examples of kernels satisfying assumption (3.3), with and without compact support,
the reader can refer to [15].

Now, we recall the definition of Lipschitz classes in Orlicz spaces Lϕ (Rn). We define by
Lipϕ (ν) , 0 < ν ≤ 1, the set of all functions f ∈M (Rn) such that there exists λ > 0 with

Iϕ [λ (f (·)− f (·+ t))] =

∫
Rn

ϕ (λ |f (x)− f (x+ t)|) dx = O (‖t‖ν2)

as ‖t‖2 → 0. From Theorem 3.1, we immediately obtain the following corollary.

Corollary 3.1. Under the assumptions of Theorem 3.1 with 0 < α < 1 and for any f ∈ Lipϕ (ν),
0 < ν ≤ 1, there exist K > 0 and λ > 0 such that

Iϕ [λ (Sχwf − f)] ≤ Kw−θ

for sufficiently large w > 0, where θ := min {αν, γ}.

Note that, the results established in Theorem 3.1 and Corollary 3.1 are valid in case of func-
tions belonging to Lϕ(Rn), with ϕ convex. Hence, applications can be easily obtained in some
well-known cases of Orlicz spaces, such as the Lp-spaces, the Zygmund (or interpolation)
spaces, and the exponential spaces. For more details concerning the above instances of Or-
licz spaces, see, e.g., [13, 24].

Actually, in the particular case of Lp-spaces (i.e., when ϕ (u) = up, u ∈ R+
0 , p ≥ 1), thanks

to the well-known properties of the first order modulus of smoothness in Lp, we can also es-
tablish the following direct quantitative estimate, which turns out to be sharper than that one
established in the general case considered in Theorem 3.1 (and consequently also in Corollary
3.1).

In order to obtain the above mentioned result for the multivariate sampling Kantorovich
operators, we recall, for f ∈ Lp (Rn), the definition of the Lp-first order modulus of smoothness
of f, given by

ω (f, δ)p = sup
‖h‖2≤δ

∫
Rn

|f (t+ h)− f (t)|p dt

1/p

,

with δ > 0, 1 ≤ p < +∞. We can prove the following estimate.
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Theorem 3.2. Suppose that

(3.4) Mp (χ) :=

∫
Rn

|χ (t)| ‖t‖p2 dt < +∞

for some 1 ≤ p < +∞. Then, for every f ∈ Lp (Rn) , the following quantitative estimate holds

‖Sχwf − f‖p ≤
[2m0,Πn (χ)]

(p−1)/p

δn/p
[‖χ‖1 +Mp (χ)]

1/p
ω (f, 1/w)p

+

(
∆

δ

)n/p
m0,Πn (χ)ω

(
f,
√
n

∆

w

)
p

for every sufficiently large w > 0.

Proof. Proceeding as in the first part of the proof of Theorem 3.1, and using the Minkowsky
inequality, the concavity and hence the subadditivity of the function | · |1/p, we have

‖Sχwf − f‖p ≤

∫
Rn

∑
k∈Zn

∣∣χ (wx− tk)∣∣ wn
Ak

∫
Rw,tk

∣∣∣∣f (u)− f
(
u+ x−

tk
w

)∣∣∣∣ du

p

dx


1/p

+

∫
Rn

∑
k∈Zn

∣∣χ (wx− tk)∣∣ wn
Ak

∫
Rw,tk

∣∣∣∣f (u+ x−
tk
w

)
− f (x)

∣∣∣∣ du

p

dx


1/p

=: J1 + J2.

We now estimate J1. Proceeding as in the proof of Theorem 3.1, i.e., applying Jensen inequality

twice, Fubini-Tonelli theorem and the change of variable y = x−
tk
w

, we get

Jp1 =

∫
Rn

∑
k∈Zn

∣∣χ (wx− tk)∣∣ wn
Ak

∫
Rw,tk

∣∣∣∣f (u)− f
(
u+ x−

tk
w

)∣∣∣∣ du

p

dx

≤ m0,Πn (χ)
p−1

∫
Rn

∑
k∈Zn

∣∣χ (wx− tk)∣∣
wn
Ak

∫
Rw,tk

∣∣∣∣f (u)− f
(
u+ x−

tk
w

)∣∣∣∣ du

p

dx

≤ m0,Πn (χ)
p−1

∫
Rn

∑
k∈Zn

∣∣χ (wx− tk)∣∣
wn
Ak

∫
Rw,tk

∣∣∣∣f (u)− f
(
u+ x−

tk
w

)∣∣∣∣p du
 dx

≤ m0,Πn (χ)
p−1

∫
Rn

∑
k∈Zn

∣∣χ (wy)∣∣
wn
Ak

∫
Rw,tk

∣∣f (u)− f
(
u+ y

)∣∣p du
 dy

≤ m0,Πn (χ)
p−1

δn

∫
Rn

wn
∣∣χ (wy)∣∣

∑
k∈Zn

∫
Rw,tk

∣∣f (u)− f
(
u+ y

)∣∣p du
 dy
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=
m0,Πn (χ)

p−1

δn

∫
Rn

wn
∣∣χ (wy)∣∣

∫
Rn

∣∣f (u)− f
(
u+ y

)∣∣p du
 dy

≤ m0,Πn (χ)
p−1

δn

∫
Rn

wn
∣∣χ (wy)∣∣ω (f, ∥∥y∥∥

2

)p
p
dy

≤ m0,Πn (χ)
p−1

δn

∫
Rn

wn
∣∣χ (wy)∣∣ (1 + w

∥∥y∥∥
2

)p
ω

(
f,

1

w

)p
p

dy

≤ m0,Πn (χ)
p−1

δn
2p−1ω

(
f,

1

w

)p
p

∫
Rn

wn
∣∣χ (wy)∣∣ [1 +

(
w
∥∥y∥∥

2

)p]
dy

=
m0,Πn (χ)

p−1

δn
2p−1ω

(
f,

1

w

)p
p


∫
Rn

wn
∣∣χ (wy)∣∣ dy +

∫
Rn

wn
∣∣χ (wy)∣∣ (w ∥∥y∥∥

2

)p
dy


=
m0,Πn (χ)

p−1

δn
2p−1ω

(
f,

1

w

)p
p

(‖χ‖1 +Mp (χ)) < +∞

for every w > 0, where ‖χ‖1 and Mp (χ) are both finite, in view of (χ1) and (3.4). Note that, in
the above estimates, we used the well-known inequality:

ω(f, λδ)p ≤ (1 + λ)ω(f, δ)p, λ, δ > 0.1

Now, we estimate J2. Using Jensen inequality twice, the change of variable y = u −
tk
w

and
Fubini-Tonelli theorem, we have

Jp2 =

∫
Rn

∑
k∈Zn

∣∣χ (wx− tk)∣∣ wn
Ak

∫
Rw,tk

∣∣∣∣f (u+ x−
tk
w

)
− f (x)

∣∣∣∣ du

p

dx

≤
∫
Rn


∑
k∈Zn

∣∣χ (wx− tk)∣∣ wn
Ak

∫
(
Rw,tk−

tk
w

)
∣∣f (x+ y

)
− f (x)

∣∣ dy


p

dx

≤ m0,Πn (χ)
p−1

∫
Rn

∑
k∈Zn

∣∣χ (wx− tk)∣∣

wn

Ak

∫
(
Rw,tk−

tk
w

)
∣∣f (x+ y

)
− f (x)

∣∣ dy


p

dx

1 In general, this inequality does not hold in the case of ω(f, δ)ϕ (i.e., in Orlicz spaces).
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≤ m0,Πn (χ)
p−1

δn

∫
Rn

∑
k∈Zn

∣∣χ (wx− tk)∣∣wn


∫
(
Rw,tk−

tk
w

)
∣∣f (x+ y

)
− f (x)

∣∣p dy
 dx

≤ m0,Πn (χ)
p

δn

∫
Rn

wn

 ∫
(∆w)

∣∣f (x+ y
)
− f (x)

∣∣p dy
 dx,

where (∆w) :=

[
0,

∆

w

]
× . . .×

[
0,

∆

w

]
. Then, we obtain

Jp2 ≤
m0,Πn (χ)

p

δn

∫
(∆w)

wn

∫
Rn

∣∣f (x+ y
)
− f (x)

∣∣p dx
 dy

≤ m0,Πn (χ)
p

δn

∫
(∆w)

wn

[
ω

(
f,
√
n

∆

w

)
p

]p
dy

=
m0,Πn (χ)

p

δn
∆n

[
ω

(
f,
√
n

∆

w

)
p

]p
.

This proves the theorem. �

Note that also assumption (3.4) is quite standard and it is satisfied for kernels χ having
sufficiently rapid decay, as for instance χ with compact support. Moreover, we remark that
assumption (3.4) implies (3.3) but, in this context, (3.4) appears more natural to assume rather
than (3.3). Also, note that what it allows us to achieve a sharper quantitative estimate depends
only on the properties of the Lp-modulus of smoothness.

As made in the general context of Orlicz spaces, from the above quantitative estimate, we
can directly deduce the qualitative order of approximation, assuming f in suitable Lipschitz
spaces.

Firstly, we recall that the Lipschitz class of Zygmund-type in Lp-spaces, with 0 < α ≤ 1, are
defined as follows:

(3.5) Lip (α, p) := {f ∈ Lp (Rn) : ‖f (·+ t)− f (·) ‖p = O (‖t‖α2 ) , as ‖t‖2 → 0} .

Now, we can state the following result.

Corollary 3.2. Suppose that

Mp (χ) :=

∫
Rn

|χ (t)| ‖t‖p2 dt < +∞
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for some 1 ≤ p < +∞. Then, for every f ∈ Lip (α, p) , 0 < α ≤ 1, we have

‖Sχwf − f‖p ≤
[2m0,Πn (χ)]

(p−1)/p

δn/p
[‖χ‖1 +Mp (χ)]

1/p
C1

1

wα

+

(
∆

δ

)n/p
m0,Πn (χ)C1

(√
n

∆

w

)α
for every sufficiently large w > 0, where C1 > 0 is the constant coming from definition (3.5).

ACKNOWLEDGMENTS

The authors (except the second one) are members of the Gruppo Nazionale per l’Analisi
Matematica, la Probabilità e le loro Applicazioni (GNAMPA) of the Istituto Nazionale di Alta
Matematica (INdAM), of the network RITA (Research ITalian network on Approximation), and
of the UMI group “Teoria dell’Approssimazione e Applicazioni".
The authors L. Angeloni, D. Costarelli, and A.R. Sambucini have been partially supported
within the 2020 GNAMPA-INdAM Project “Analisi reale, teoria della misura ed approssi-
mazione per la ricostruzione di immagini”, while the authors L.Angeloni, A.R. Sambucini and
G. Vinti within the projects: (1) Ricerca di Base 2017 dell’Università degli Studi di Perugia -
“Metodi di teoria degli operatori e di Analisi Reale per problemi di approssimazione ed ap-
plicazioni", (2) Ricerca di Base 2018 dell’Università degli Studi di Perugia - "Metodi di Teoria
dell’Approssimazione, Analisi Reale, Analisi Nonlineare e loro Applicazioni", (3) “Metodi e
processi innovativi per lo sviluppo di una banca di immagini mediche per fini diagnostici"
funded by the Fondazione Cassa di Risparmio di Perugia, (FCRP), 2018, (4) "Metodiche di
Imaging non invasivo mediante angiografia OCT sequenziale per lo studio delle Retinopatie
degenerative dell’Anziano (M.I.R.A.)", funded by FCRP, 2019.

REFERENCES

[1] T. Acar, D. Costarelli and G. Vinti: Linear prediction and simultaneous approximation by m-th order Kantorovich type
sampling series, Banach J. Math. Anal., 14 (4) (2020), 1481-1508.

[2] F. Altomare, M. Campiti: Korovkin-type approximation theory and its applications, De Gruyter studies in Mathematics,
(2011).

[3] F. Altomare, M. Cappelletti Montano and V. Leonessa: On a Generalization of Szász-Mirakjan-Kantorovich Operators,
Results Math., 63 (2013), 837-863.

[4] F. Altomare, M. Cappelletti Montano, V. Leonessa and I. Rasa: A generalization of Kantorovich operators for convex
compact subsets, Banach J. Math. Anal., 11 (3) (2017), 591-614.

[5] F. Altomare, M. Cappelletti Montano, V. Leonessa and I. Rasa: Elliptic differential operators and positive semigroups
associated with generalized Kantorovich operators, J. Math. Anal. Appl., 458 (1) (2018), 153-173.

[6] L. Angeloni, D. Costarelli, M. Seracini, G. Vinti and L. Zampogni: Variation diminishing-type properties for multivari-
ate sampling Kantorovich operators, Bollettino U.M.I., Special issue dedicated to Prof. Domenico Candeloro, 13 (4)
(2020), 595-605.

[7] L. Angeloni, D. Costarelli and G. Vinti: A characterization of the convergence in variation for the generalized sampling
series, Ann. Acad. Sci. Fenn. Math., 43 (2018), 755-767.

[8] L. Angeloni, D. Costarelli and G. Vinti: Convergence in variation for the multidimensional generalized sampling series
and applications to smoothing for digital image processing, Ann. Acad. Sci. Fenn. Math., 45 (2020), 751-770.

[9] F. Asdrubali, G. Baldinelli, F. Bianchi, D. Costarelli, A. Rotili, M. Seracini and G. Vinti: Detection of thermal bridges
from thermographic images by means of image processing approximation algorithms, Appl. Math. Comput., 317 (2018),
160-171.

[10] C. Bardaro, I. Mantellini: Voronovskaya formulae for Kantorovich type generalized sampling series, Int. J. Pure Appl.
Math., 62 (3) (2010), 247-262.

[11] C. Bardaro, I. Mantellini: Asymptotic formulae for multivariate Kantorovich type generalized sampling series, Acta Math.
Sinica (ES), 27 (7) (2011), 1247-1258.

[12] C. Bardaro, J. Musielak and G. Vinti: Nonlinear Integral Operators and Applications, in: de Gruyter Series in Nonlinear
Analysis and Applications, vol. 9, Walter de Gruyter & Co., Berlin, (2003).



240 L. Angeloni, N. Çetin, D. Costarelli, A. R. Sambucini and G. Vinti

[13] C. Bardaro, P. L. Butzer, R. L. Stens and G. Vinti: Kantorovich-type generalized sampling series in the setting of Orlicz
spaces, Sampl. Theory Signal Image Process., 6 (1) (2007), 29-52.

[14] M. Cantarini, D. Costarelli and G. Vinti: A solution of the problem of inverse approximation for the sampling Kantorovich
operators in case of Lipschitz functions, Dolomites Res. Notes Approx. DRNA, 13 (2020), 30-35.

[15] N. Çetin, D. Costarelli and G. Vinti: Quantitative estimates for nonlinear sampling Kantorovich operators, arXiv
2102.08651 (2021).

[16] F. Cluni, D. Costarelli, V. Gusella and G. Vinti: Reliability increase of masonry characteristics estimation by sampling
algorithm applied to thermographic digital images, Probabilist Eng. Mech., 60 (2020), 103022.

[17] L. Coroianu, S. G. Gal: Lp- approximation by truncated max-product sampling operators of Kantorovich-type based on
Fejer kernel, J. Integral Equations Applications, 29 (2) (2017), 349-364.

[18] L. Coroianu, S. G. Gal: Approximation by truncated max-product operators of Kantorovich-type based on generalized
(Φ,Ψ)-kernels, Math. Methods Appl. Sci., 41 (17) (2018), 7971-7984.

[19] L. Coroianu, S. G. Gal: Approximation by max-product operators of Kantorovich type, Stud. Univ. Babes-Bolyai Math.,
64 (2) (2019), 207-223.

[20] D. Costarelli, M. Seracini and G. Vinti: A segmentation procedure of the pervious area of the aorta artery from CT images
without contrast medium, Math. Methods Appl. Sci., 43 (2020), 114-133.

[21] D. Costarelli, M. Seracini and G. Vinti: A comparison between the sampling Kantorovich algorithm for digital image
processing with some interpolation and quasi-interpolation methods, Appl. Math. Comput., 374 (2020), 125046.

[22] D. Costarelli, A. R. Sambucini and G. Vinti: Convergence in Orlicz spaces by means of the multivariate max-product
neural network operators of the Kantorovich type, Neural Comput. & Applic., 31 (9) (2019), 5069-5078.

[23] D. Costarelli, R. Spigler: How sharp is the Jensen inequality ?, J. Inequal. Appl., 2015:69 (2015) 1-10.
[24] D. Costarelli, G. Vinti: Approximation by Multivariate Generalized Sampling Kantorovich Operators in the Setting of

Orlicz Spaces, Bollettino U.M.I., Special issue dedicated to Prof. Giovanni Prodi, 9 (4) (2011), 445-468.
[25] D. Costarelli, G. Vinti: A quantitative estimate for the sampling Kantorovich series in terms of the modulus of continuity

in Orlicz spaces, Constr. Math. Anal., 2 (1) (2019), 8-14.
[26] D. Costarelli, G. Vinti: An inverse result of approximation by sampling Kantorovich series, Proc. Edinburgh Math. Soc.,

62 (1) (2019), 265-280.
[27] D. Costarelli, G. Vinti: Inverse results of approximation and the saturation order for the sampling Kantorovich series, J.

Approx. Theor., 242 (2019), 64-82.
[28] D. Costarelli, G. Vinti: Saturation by the Fourier transform method for the sampling Kantorovich series based on bandlim-

ited kernels, Anal. Math. Phys., 9 (2019), 2263-2280.
[29] E. D’Aniello, M. Maiuriello: A survey on composition operators on some function spaces, Aequat. Math., (2020).
[30] A. Krivoshein, M. A. Skopina: Multivariate sampling-type approximation, Anal. Appl., 15 (4) (2017), 521-542.
[31] J. Musielak, W. Orlicz: On modular spaces, Studia Math., 28 (1959), 49-65.
[32] J. Musielak: Orlicz Spaces and Modular Spaces, in: Lecture Notes in Mathematics, vol. 1034, Springer-Verlag, Berlin,

(1983).
[33] M. M. Rao, Z.D. Ren: Theory of Orlicz Spaces, Marcel Dekker Inc., Pure and Appl. Math., New York-Basel-Hong

Kong, (1991).
[34] M. M. Rao, Z. D. Ren: Applications of Orlicz Spaces, Marcel Dekker Inc., Monographs and Textbooks in Pure and

applied Mathematics, vol. 250, New York, (2002).
[35] G. Vinti, L. Zampogni: Approximation by means of nonlinear Kantorovich sampling type operators in Orlicz spaces, J.

Approx. Theor., 161 (2009), 511-528.

LAURA ANGELONI

UNIVERSITY OF PERUGIA

DEPARTMENT OF MATHEMATICS AND COMPUTER SCIENCES

1, VIA VANVITELLI, 06123 PERUGIA, ITALY

ORCID: 0000-0002-2214-6751
E-mail address: laura.angeloni@unipg.it



Multivariate sampling Kantorovich operators: quantitative estimates in Orlicz spaces 241

NURSEL ÇETIN

ANKARA HACI BAYRAM VELI UNIVERSITY

POLATLI FACULTY OF SCIENCE AND LETTERS

DEPARTMENT OF MATHEMATICS

06900, ANKARA, TURKEY

ORCID: 0000-0003-3771-6523
E-mail address: nurselcetin07@gmail.com

DANILO COSTARELLI

UNIVERSITY OF PERUGIA

DEPARTMENT OF MATHEMATICS AND COMPUTER SCIENCES

1, VIA VANVITELLI, 06123 PERUGIA, ITALY

ORCID: 0000-0001-8834-8877
E-mail address: danilo.costarelli@unipg.it

ANNA RITA SAMBUCINI

UNIVERSITY OF PERUGIA

DEPARTMENT OF MATHEMATICS AND COMPUTER SCIENCES

1, VIA VANVITELLI, 06123 PERUGIA, ITALY

ORCID: 0000-0003-0161-8729
E-mail address: anna.sambucini@unipg.it

GIANLUCA VINTI

UNIVERSITY OF PERUGIA

DEPARTMENT OF MATHEMATICS AND COMPUTER SCIENCES

1, VIA VANVITELLI, 06123 PERUGIA, ITALY

ORCID: 0000-0002-9875-2790
E-mail address: gianluca.vinti@unipg.it



CONSTRUCTIVE MATHEMATICAL ANALYSIS
4 (2021), No. 2, pp. 242-252
http://dergipark.gov.tr/en/pub/cma

ISSN 2651 - 2939

Research Article

Approximation in weighted spaces of vector functions
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ABSTRACT. In this paper, we present the duality theory for general weighted space of vector functions. We mention
that a characterization of the dual of a weighted space of vector functions in the particular case V ⊂ C+(X) is
mentioned by J. B. Prolla in [6]. Also, we extend de Branges lemma in this new setting for convex cones of a weighted
spaces of vector functions (Theorem 4.2). Using this theorem, we find various approximations results for weighted
spaces of vector functions: Theorems 4.2-4.6 as well as Corollary 4.3. We mention also that a brief version of this paper,
in the particular case V ⊂ C+(X), is presented in [3], Chapter 2, subparagraph 2.5.
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cone, antialgebraic set with respect to a pair (M,C).
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1. INTRODUCTION

The weighted spaces of scalar functions was introduced and studied by L. Nachbin in [4] (see
also [5]). We recall that if V is a Nachbin family of upper semi-continuous functions on the
locally compact spaces X , then the weighted space associated to V , denoted by CV0(X), is the
set of all continuous functions f onX such that the function f ·v vanishes at infinity. Any weight
v ∈ V generate a seminorm pv : CV0(X)→ R+ defined by pv(f) = sup {v(x) · |f(x)| : x ∈ X}.
The locally convex topology defined by this family of seminorms is denoted by ωV and it will
be called the weighted topology on CV0(X). For some specific families of weights V , some
different classes of continuous functions on a locally compact space are obtained, namely the
functions with compact support, bounded functions, the functions vanishing at infinity, the
rapidly decreasing functions at infinity and so on. A characterization of the dual space of the
locally convex spaces (CV0(X), ωV ) was obtained by W. H. Summers in [7]. More precisely,
he showed that if V ≤ C+(X) then, the dual space [CV0(X)]∗ is isomorphic with the space
V ·Mb(X), where Mb(X) is the space of all bounded Radon measure on X . A similar result
for weighted spaces of vector functions, in the particular case V ⊂ C+(X), is mentioned by
J. B. Prolla in [6]. In Theorem 3.1 of this paper, we obtain a characterization of the dual of a
weighted space of vector functions in the general case of the upper semi-continuous weights.
The key to getting this result is a new result of Measure Theory, namely Proposition 2.1, in
which it is proved that if U : K(X,E) → R is a p−Radon measure, then there exists a smallest
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positive Radon measure on X , denoted by |U |, such that

|U(f)| ≤
∫
p ◦ fd |U | ,∀f ∈ K(X,E).

Using two fundamental tools in functional analysis: Hahn-Banach and Krein –Milman theo-
rems, in 1959, Louis de Branges [1] give a nice proof of Stone-Weierstrass theorem on algebras
of real continuous functions on a compact Hausdorff space. Some generalizations of de Branges
lemma for weighted space of scalar functions was obtained in [2]. In the last part of this paper,
we present a generalization of de Branges lemma for a convex cone in a weighted spaces of
vector functions (Theorem 4.2). Using this theorem, we obtain various approximations results
for weighted spaces of vector functions: Theorems 4.2-4.6 as well as Corollary 4.3.

2. WEIGHTED SPACES OF VECTOR FUNCTIONS

Let X be a locally compact Hausdorff space, let E be a locally convex complete space en-
dowed with a family P of seminorms of E. We denote by C(X,E) the set of all continuous
functions f : X → E and by C0(X,E) respectively K(X,E), the set of continuous functions
vanishing at infinity, respectively having compact support. We recall that a function f : X → E
vanishes at infinity if lim

x→∞
f(x) = 0, i.e., for any p ∈ P and any ε > 0, there exists a compact

subset Kε,p of X such that
p[f(x)] < ε, ∀x ∈ X\Kε,p.

Further, we shall denote by F0(X,E) the set of all functions f : X → E vanishing at infinity.

Definition 2.1. A family V of upper semi-continuous, non-negative functions on X such that for any
v1, v2 ∈ V and any λ ∈ R, λ > 0 there exists w ∈ V such that

vi(x) ≤ λ · w(x), ∀x ∈ X, i = 1, 2

will be called a Nachbin family on X . Any element of V will be called a weight.

If V is a Nachbin family of weights on X , we denote by

CV0(X,E) = {f ∈ C(X,E); v · f ∈ C0(X,E), ∀v ∈ V } .
We endow this linear space with so called the weighted topology ωV,P, given by the family of
seminorms ‖·‖v,p or ‖·‖pv defined by

‖f‖pv = ‖f‖v,p = sup {v(x) · p[f(x)], ∀x ∈ X} , ∀f ∈ CV0(X,E).

A base of neighborhoods of the origin in CV0(X,E) is the family (Bv,p)v∈V,p∈P given by

Bv,p =
{
f ∈ CV0(X,E); ‖f‖v,p ≤ 1

}
.

Further, the space CV0(X,E) endowed with the weighted topology ωV,P will be called the
weighted space of vector functions. As in the scalar case, one can see that K(X,E) is a dense
subset of CV0(X,E) with respect to the weighted topology ωV,P. For any p ∈ P and any f ∈
K(X,E), we denote

‖f‖p = sup
x∈X

p[f(x)].

Obviously, ‖f‖p < ∞ since p : E → R+ is a continuous function on the locally compact space
E and f(X) = f(Kf ) ∪ {0} is a compact subset of E, where Kf denotes the support of f . If

we endow K(X,E) with the family of seminorms
(
‖·‖p

)
p∈P

, then K(X,E) becomes a locally

convex space and we shall denote by τP the topology given by these seminorms
(
‖·‖p

)
p∈P

.
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Definition 2.2. A linear map U : K(X,E) → R is called a p−Radon measure, where p ∈ P, if for
any compact subset K ⊂ X there exists a positive number αK such that for any f ∈ K(X,E), f = 0
on X\K, we have

|U(f)| ≤ αK · ‖f‖p .
If αK does not depend of the compact K, then U is called a p− bounded Radon measure. The smallest
α ∈ R+, such that |U(f)| ≤ α · ‖f‖p will be denoted by ‖U‖p.

Proposition 2.1. If U : K(X,E) → R is a p−Radon measure, then there exists a smallest positive
Radon measure on X , denoted by |U |, such that

|U(f)| ≤
∫
p ◦ fd |U | , ∀f ∈ K(X,E).

Moreover, for any function ϕ ∈ K(X,R) , the map ϕU : K(X,E)→ R given by

ϕU(ψ) = U(ϕ · ψ), ∀ψ ∈ K(X,E)

is a p− bounded Radon measure and we have
a) ‖ϕU‖p = |ϕU | (1) and generally ‖U‖p = |U | (1) if U is p− bounded,
b) |ϕU | = |ϕ| · |U | , ‖ϕU‖p = |ϕU | (1) = (|ϕ| · |U |) (1) =

∫
|ϕ| d |U |.

Proof. Passing to a factorization, we may suppose that p is a norm on X . We consider a rela-
tively compact open subset D of the locally compact space X and for any ϕ ∈ K(X,R), ϕ ≥ 0
and suppϕ ⊂ D, we put by definition

|U | (ϕ) = sup {U(ψ); ψ ∈ K(X,E), p ◦ ψ ≤ ϕ} = sup {|U(ψ)| ;ψ ∈ K(X,E), p ◦ ψ ≤ ϕ} .
Since D is compact and ψ(x) = 0, if ϕ(x) = 0, we deduce that ψ = 0 outside D and therefore
there exists α ∈ R+ such that |U(ψ)| ≤ α · ‖ψ‖p ≤ α · ‖ϕ‖, where ‖ϕ‖ is the uniform norm of ϕ
on X . Hence |U | (ϕ) ≤ α · ‖ϕ‖ for all ϕ ∈ K(X,R), ϕ ≥ 0 and suppϕ ⊂ D. We show now that
for any ϕi ∈ K(X,R), ϕi ≥ 0, suppϕi ⊂ D, i = 1, 2, we have

|U | (ϕ1 + ϕ2) = |U | (ϕ1) + |U | (ϕ2).

The inequality |U | (ϕ1 + ϕ2) ≥ |U | (ϕ1) + |U | (ϕ2) follows just from the definition. Let ψ ∈
K(X,E), p(ψ) ≤ ϕ1 + ϕ2. For any n ∈ N∗, we consider the functions ψi ∈ K(X,E) given by

ψi =
ϕi

ϕ1 + ϕ2 + 1
n

· ψ, i = 1, 2.

Obviously, we have successively

p(ψi) = ϕi ·
p(ψ)

ϕ1 + ϕ2 + 1
n

≤ ϕi, i = 1, 2,

ψ − (ψ1 + ψ2) =
1

n
· ψ

ϕ1 + ϕ2 + 1
n

,

p (ψ − (ψ1 + ψ2)) ≤ 1

n
· p
(

ψ

ϕ1 + ϕ2 + 1
n

)
,

supp

(
ψ

ϕ1 + ϕ2 + 1
n

)
⊂ D, p

(
ψ

ϕ1 + ϕ2 + 1
n

)
≤ 1,

∣∣∣∣U ( ψ

ϕ1 + ϕ2 + 1
n

)∣∣∣∣ ≤ α,
|U(ψ)− U(ψ1)− U(ψ2)| ≤ α

n
, U(ψ) ≤ U(ψ1) + U(ψ2) +

α

n
,

U(ψ) ≤ |U | (ϕ1) + |U | (ϕ2) +
α

n
, ∀n ∈ N∗,

U(ψ) ≤ |U | (ϕ1) + |U | (ϕ2), |U | (ϕ1 + ϕ2) = sup {U(ψ); ψ ∈ K(X,E), p(ψ) ≤ ϕ1 + ϕ2} ,
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|U | (ϕ1 + ϕ2) ≤ |U | (ϕ1) + |U | (ϕ2), |U | (ϕ1 + ϕ2) = |U | (ϕ1) + |U | (ϕ2).

Obviously, we have
|U | (λ · ϕ) = λ · |U | (ϕ), ∀λ ∈ R+

and the map |U | : K+(X,R) → R+ is a positive Radon measure on X. Just from the definition,
we have

|U(ψ)| ≤ |U | (p(ψ)) , ∀ψ ∈ K(X,E).

On the other hand, taking a positive Radon measure µ on X such that |U(ψ)| ≤
∫
p(ψ)dµ then

for any ϕ ∈ K(X,R), ϕ ≥ 0, we have∫
ϕdµ ≥

∫
p(ψ)dµ, ∀ψ ∈ K(X,E), p(ψ) ≤ ϕ,∫

ϕdµ ≥ |U(ψ)| , ∀ψ ∈ K(X,E), p(ψ) ≤ ϕ,∫
ϕdµ ≥ |U | (ϕ), |U | ≤ µ on K+(X,R).

a) For any ϕ ∈ K(X,R), the map ϕU : K(X,E)→ R defined by ϕU(ψ) = U(ϕ · ψ) is linear and
we have

|ϕU(ψ)| ≤ αK · ‖ϕ · ψ‖p ≤ αK · ‖ϕ‖ · ‖ψ‖p ,
where K = suppϕ and therefore ϕU is a p− bounded Radon measure on K(X,E). Further, we
have

|ϕU | (1) =

∫
1d |ϕU |

= sup

{∫
hd |ϕU | ; 0 ≤ h ≤ 1, h ∈ K(X,R)

}
= sup {(ϕU) (ψ); ψ ∈ K(X,R), p(ψ) ≤ 1}
= ‖ϕU‖p

(In fact, for any p− bounded Radon measure U ′ : K(X,E) → R we have, using the definition
of |U ′|:

‖U ′‖p = |U ′| (1) =

∫
X

d |U ′|),

b) The inequality |ϕU | ≤ |ϕ| · |U | follows immediately. Indeed, if h ∈ K(X,R), h ≥ 0 then,

|ϕU | (h) = sup {U(ϕ · ψ); p(ψ) ≤ h}
≤ sup {|U | (p(ϕ · ψ) ; p(ψ) ≤ h}
= sup {(|ϕ| · |U |) (p(ψ)) ; p(ψ) ≤ h}
= (|ϕ| · |U |) (h).

Hence |ϕU | (h) ≤ |ϕ| · |U | (h) for any h ∈ K(X,R), h ≥ 0. For the converse inequality, we
restrict ourself to the case ϕ ≥ 0. Let us consider ψ ∈ K(X,E) such that p(ψ) ≤ h · ϕ and for
any n ∈ N∗, we consider the function fn ∈ K(X,E) defined by

fn =
ψ

ϕ+ 1
n

.

Obviously, p(fn) ≤ h and therefore

|ϕU | (h) ≥ U(ϕ · fn), p(ϕ · fn) ≤ h · ϕ, p (ψ − ϕ · fn) ≤ 1

n
· p(h).
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Since ψ = 0 outside K = suppϕ, we have

ψ − ϕ · fn = 0 on X\K, p (ψ − ϕ · fn) ≤ 1

n
· ‖h‖ , |U (ψ − ϕ · fn)| ≤ αK ·

1

n
· ‖h‖

and therefore

|ϕU | (h) ≥ U(ϕ · fn) ≥ U(ψ)− αK · ‖h‖ ·
1

n
, |ϕU | (h) ≥ U(ψ).

But
(ϕ |U |) (h) = |U | (ϕ · h) = sup {U(ψ); ψ ∈ K(X,E), p(ψ) ≤ h · ϕ} .

From the preceding two lines, we get |ϕU | (h) ≥ (ϕ |U |) (h) and finally |ϕU | = |ϕ| · |U |. �

Proposition 2.2. Let U : K(X,E) → E be a p−Radonn measure, f : X → R be an integrable
function with respect to the positive Radon measure |U | (i.e., f ∈ L1 (|U |)) and let(ϕn)n be a sequence
in K(X,R) such that lim

n→∞
ϕn(x) = f(x),|U | −a.e. on X and such that

lim
n→∞

∫
|f − ϕn| d |U | = 0.

Then, the sequence of p− bounded Radon measures (ϕnU)n is convergent to a p− bounded Radon
measure (depending of f only), denoted by fU , i.e., lim

n→∞
‖fU − ϕnU‖p = 0. Moreover, we have

|fU | = |f | · |U | .

Proof. Since lim
n→∞

∫
|f − ϕn| d |U | = 0, we deduce that lim

n,m→∞

∫
|ϕn − ϕm| d |U | = 0 and there-

fore, using Proposition 2.1, we have

lim
n,m→∞

‖ϕnU − ϕmU‖p = lim
n,m→∞

∫
|ϕn − ϕm| d |U | = 0.

Hence for any ψ ∈ K(X,E), the sequence (ϕnU(ψ))n of real numbers is convergent to a number
denoted fU(ψ) and for any ε > 0, there exists nε ∈ N∗ such that

|ϕnU(ψ)− ϕmU(ψ)| ≤ ‖ϕnU − ϕmU‖p · ‖ψ‖p ≤ ε · ‖ψ‖p , ∀n,m ≥ nε,

|fU(ψ)− ϕmU(ψ)| ≤ ε · ‖ψ‖p , ∀m ≥ nε,

|fU(ψ)| ≤ |ϕmU(ψ)|+ ε · ‖ψ‖p ≤
(
‖ϕmU‖p + ε

)
· ‖ψ‖p .

Hence fU is a p− bounded Radon measure on K(X,E), lim
m→∞

‖fU − ϕmU‖p = 0 (Particularly

if f = 0 |U | a.e., from the relation lim
n→∞

∫
|f − ϕn| d |U | = 0, we deduce lim

n→∞

∫
|ϕn| d |U | = 0 and

therefore lim
n→∞

‖ϕnU‖p = lim
n→∞

∫
|ϕn| d |U | = 0, lim

n→∞
(ϕnU) (ψ) = 0, ∀ψ ∈ K(X,E). This shows

that the element fU , previously defined, depends only on f, does not depend on the choice of
the sequence (ϕn)n tending to f ). Let now h ∈ K(X,R), 0 ≤ h ≤ 1 and let ψ ∈ K(X,E) be such
that p(ψ) ≤ h. We have

|fU(ψ)− ϕnU(ψ)| ≤ ‖fU − ϕnU‖p · ‖ψ‖p ≤ ‖fU − ϕnU‖ , ∀n ∈ N,

(ϕnU) (ψ)− ‖fU − ϕnU‖p ≤ fU(ψ) ≤ ϕnU(ψ) + ‖fU − ϕnU‖p ,
|ϕnU | (h)− ‖fU − ϕnU‖p ≤ |fU | (h) ≤ |ϕnU | (h) + ‖fU − ϕnU‖p .

Using Proposition 2.1 b), we deduce that

|ϕn| · |U | (h)− ‖fU − ϕnU‖p ≤ |fU | (h) ≤ |ϕn| · |U | (h) + ‖fU − ϕnU‖p
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|ϕn| · hd |U | − ‖fU − ϕnU‖p ≤ |fU | (h) ≤

∫
|ϕn| · hd |U |+ ‖fU − ϕnU‖p .

Passing to the limit on n, we get∫
|f | · hd |U | ≤ |fU | (h) ≤

∫
|f | · hd |U | ,

|fU | (h) =

∫
|f | · hd |U | = |f | · |U | (h).

The last equality holds for 0 ≤ h ≤ 1 and therefore for all h ∈ K(X,R), h ≥ 0, i.e.,

|fU | = |f | · |U | .
�

3. ON THE DUAL OF WEIGHTED SPACES OF VECTOR FUNCTIONS

Let E,P, X and V as in the preceding section. For any p ∈ P and v ∈ V , let

Bv,p = {f ∈ CV0(X,E); pv(f) ≤ 1} ,
where pv(f) = sup {v(x) · p[f(x)]; ∀x ∈ X} = ‖f‖v,p , ∀f ∈ CV0(X,E). The linear vector
space CV0(X,E) endowed with the family (pv)p∈P, v∈V of seminorms is a locally convex space
whose fundamental system of neighborhoods of the origin is just the family (Bv,p)v∈V, p∈P. We
recall that we have denoted by ωV,P the weighted topology on CV0(X,E) given by the family
of seminorms (pv)p∈P, v∈V . It is no lost of generality if we suppose that for any real number
α, α > 0, we have α · p ∈ P, α · v ∈ V for any p ∈ P and any v ∈ V . So the dual of the locally
convex space (CV0(X,E), ωV,P) is the set

⋃
v∈V,p∈PB

0
v,p, where

B0
v,p = {T : CV0(X,E)→ R; T linear, T (f) ≤ 1, ∀f ∈ Bv,p} .

If we denote by [CV0(X,E)]
∗ this dual, then for any subset M of CV0(X,E) (respectively of

[CV0(X,E)]
∗), we denote by M0 the polar of M i.e.,

M0 = {T ∈ [CV0(X,E)]∗; T (m) ≤ 1, ∀m ∈M}
respectively

M0 = {f ∈ CV0(X,E); m(f) ≤ 1, ∀m ∈M} .
The map onCV0(X,E)×[CV0(X,E)]∗ → R, (f, T )→ 〈f, T 〉 = T (f) is a natural duality between
the linear space CV0(X,E) and [CV0(X,E)]∗. The smallest topology on [CV0(X,E)]

∗ making
continuous the maps

T → 〈f, T 〉 : [CV0(X,E)]∗ → R, ∀f ∈ CV0(X,R)

is the weak topology on [CV0(X,E)]
∗. It is known (Alaoglu’s Theorem) that for any (p, v) ∈ P×

V , the set B0
p,v is a weakly compact subset of [CV0(X,E)]

∗. We know also that the topological
space [CV0(X,E)]

∗ is a Hausdorff one with respect to this weak topology. Moreover, since
K(X,E) is a dense subset of CV0(X,E) with respect to the weighted topology ωV,P, we deduce
that
1) any continuous linear functional L : CV0(X,E)→ R is completely determined by its restric-
tion to K(X,E),
2) the smallest topology on [CV0(X,E)]

∗ making continuous all linear functionals

T → 〈f, T 〉 : [CV0(X,E)]∗ → R, ∀f ∈ K(X,R)

is also a Hausdorff one and therefore its restriction to B0
p,v coincides with the restriction to B0

p,v

of the weak topology on [CV0(X,E)]
∗.
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We conclude that any element of the dual of the locally convex space (K(X,E), ωV,P |K(X,E) )
may be uniquely extended to an element of [CV0(X,E)]∗. The following assertion characterizes
the elements of [CV0(X,E)]

∗ in terms of Radon measures on K(X,E). With the above notations,
we have

Theorem 3.1. For any (p, v) ∈ P× V , we have
a) The restriction of any element T ∈ B0

p,v to K(X,E) is a p−Radon measure on K(X,E) such that the
function 1

v is integrable with respect to the positive Radon measure |T | on X .
Moreover, the following relation holds:∫

1

v
d |T | = ‖T‖p,v = sup {T (f); f ∈ Bp,v} ,

b) For any p−Radon measure U on K(X,E) such that the function 1
v is |U | − integrable, there exists

T ∈ B0
p,v such that U is the restriction of T to K(X,E).

Proof. a) Let T ∈ B0
p,v and let K be a compact subset of X . Since v : X → [0,∞) is an upper

semi-continuous function, its upper bound αK on K is finite. Let ϕ ∈ K(X,E) such that ϕ = 0
on X\K. We have

sup {v(x) · p(ϕ(x)) : x ∈ X} ≤ αK · sup {p(ϕ(x)) : x ∈ X} = αK · ‖ϕ‖p ,

ϕ

αK · ‖ϕ‖p
∈ Bp,v,

∣∣∣∣∣T
(

ϕ

αK · ‖ϕ‖p

)∣∣∣∣∣ ≤ 1, |T (ϕ)| ≤ αK · ‖ϕ‖p ,

i.e., the restriction of T to K(X,E), denoted also by T , is a p−Radon measure. We have

‖T‖p,v = sup {T (f), f ∈ CV0(X,E), pv(f) ≤ 1}
= sup {T (f), f ∈ K(X,E), pv(f) ≤ 1}

= sup

{
T (f), f ∈ K(X,E), p(f) ≤ 1

v

}
=

∫
1

v
d |T | .

b) Let U be a p−Radon measure on K(X,E) such that the function 1
v is |U | − integrable. Then,

we have

∞ >

∫
1

v
d |U | = sup

{∫
ϕd |U | ; ϕ ∈ K(X,R), 0 ≤ ϕ ≤ 1

v

}
= sup
ϕ≤ 1

v

{U(ψ); ψ ∈ K(X,E), p(ψ) ≤ ϕ}

= sup

{
U(ψ); ψ ∈ K(X,E), p(ψ) ≤ 1

v

}
= sup {U(ψ); ψ ∈ K(X,E), v(x) · p(ϕ(x)) ≤ 1}
= ‖U‖p,v .

�

Remark 3.1. From the above considerations, we deduce that:
The elements T ∈ B0

p,v are p−Radon measure on K(X,E) such that the function 1
v is |T | − integrable

and ‖T‖p,v =
∫

1
vd |T | ≤ 1.
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Proposition 3.3. Let T be a p− Radon measure, T ∈ B0
p,v . If f ∈ CV0(X,E), then

|T (f)| ≤
∫
p(f)d |T | .

Proof. Let (ψn)n be a sequence in K(X,E) such that lim
n→∞

‖f − ψn‖p,v = 0. We know that

|T (ψn)| ≤
∫
p(ψn)d |T | and T (f) = lim

n→∞
T (ψn). On the other hand

p(f − ψn) ≤
‖f − ψn‖p,v

v
on X,∫

p(f − ψn)d |T | ≤ ‖f − ψn‖p,v ·
∫

1

v
d |T | ≤ ‖f − ψn‖p,v∫

|p(f)− p(ψn)| d |T | ≤
∫
p(f − ψn)d |T | ≤ ‖f − ψn‖p,v ,∫

p(f)d |T | = lim
n→∞

∫
p(ψn)d |T | .

Hence
|T (f)| = lim

n→∞
|T (ψn)| ≤ lim

n→∞

∫
p(ψn)d |T | =

∫
p(f)d |T | .

�

Corollary 3.1. If T ∈ B0
p,v and f ∈ CV0(X,E) is such that f = 0 on supp |T |, then T (f) = 0.

4. LEMMA DE BRANGES AND APPROXIMATION RESULTS

In this section, we preserve all notations used in the preceding paragraphs. For any subset
A ⊂ CV0(X,E), we denote by A0 the polar of A, i.e.,

A0 = {T ∈ [CV0(X,E)]∗; T (a) ≤ 1, ∀a ∈ A} .
If C is a convex cone of the real vector space CV0(X,E) then, one can see that

C0 = {T ∈ [CV0(X,E)]∗; T (c) ≤ 0, ∀c ∈ C} .

Theorem 4.2. Let C be a convex cone in CV0(X,E), p ∈ P, v ∈ V and let L ∈ B0
p,v ∩ C0, L 6= 0 be

an extreme point of the convex and compact subset B0
p,v ∩ C0. If h ∈ C(X, [0, 1]) is such for any c ∈ C,

we have h · c |σ(|L|) ∈ C |σ(|L|) and (1− h) · c |σ(|L|) ∈ C |σ(|L|) , then h is constant on σ(|L|)− the
support of the positive Radon measure |L| on X.

Proof. Since L 6= 0 and L is an extreme point of the subsetB0
p,v∩C0, we have ‖L‖p,v =

∫
1
vd |L| .

If h is an arbitrary element inC(X, [0, 1]), then the map hL : K(X,E) → R, given by hL(ψ) =
L(h · ψ), is a p−Radon measure on K(X,E). It is not so difficult to show, using the definition,
that |hL| = |h| · |L|. Obviously, the function 1

v is |h| · |L| − integrable and using Remark 3.1 and
the relations

‖hL‖p,v =

∫
1

v
d |hL| =

∫
h

v
d |L| ≤

∫
1

v
d |L| ≤ 1,

we get hL ∈ B0
p,v . Analogously, the map (1 − h)L : K(X,E) → R given by (1 − h)L(ψ) =

L((1− h) · (ψ)) is a p−Radon measure and

‖(1− h)L‖p,v =

∫
1− h
v

d |L| ≤
∫

1

v
d |L| = 1, (1− h)L ∈ B0

p,v.

If we denote α = ‖hL‖p,v =
∫
h
v d |L| , β= ‖(1− h)L‖p,v =

∫
1−h
v d |L|, we have α + β =∫

1
vd |L| = 1. We remark also that the function 1

v is strictly positive on X. If α = 0, then
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h = 0 |L| a.e. on σ(|L|). Since the function h is continuous, it results that h = 0 on σ(|L|),
i.e., h is constant on σ(|L|). Analogously, if β = 0, we obtain h = 1 on σ(|L|), i.e., h is constant
on σ(|L|). We suppose further α 6= 0, β 6= 0 and we denote

L1 =
1

α
· hL, L2 =

1

β
· (1− h)L.

Obviously, ‖Li‖p,v = 1, i = 1, 2 and α · L1 + β · L2 = L. We show now that Li ∈ C0, i = 1, 2,
if for any c ∈ C there exist c1, c2 ∈ C such that h · c = c1, (1 − h) · c = c2 on σ(|L|). Since the
functions h · c, (1 − h) · c, c1, c2 belong to CV0(X,E) and h · c = c1 on σ(|L|), respectively
(1− h) · c = c2 on σ(|L|), using Corollary 3.1, we get

L(h · c) = L(c1) ≤ 0, L((1− h) · c) = L(c2) ≤ 0,

L1(c) =
1

α
· L(h · c) =

1

α
· L(c1) ≤ 0, L2(c) =

1

β
· L((1− h) · c) =

1

β
· L(c2) ≤ 0.

Hence L1, L2 belong to the setB0
p,v∩C0 and since L = α ·L1+β ·L2, we get L1 = L2 = L. Hence

|L1| = |L|, i.e., the measures h
α · |L| and |L| coincide and therefore h

α = 1 almost everywhere on
σ(|L|). But h is continuous and hence h = α on σ(|L|). �

Definition 4.3. A subset M ⊂ C(X, [0, 1]) is called complemented, if for any h ∈ M, the function
1−h belongs to M. If C ⊂ CV0(X,E) is a convex cone and M ⊂ C(X, [0, 1]) is a complemented family,
then a subset S ⊂ X is called antialgebraic with respect to the pair (M,C) (or simpler (M,C)−
antialgebraic), if any h ∈ M such that the restriction to S of the functions h · c and (1 − h) · c belong
to the restriction of C to S (i.e., h · c |S ∈ C |S , (1 − h) · c |S ∈ C |S ) for any c ∈ C, is a constant
function on S.

We can reformulate de Branges lemma (Theorem 4.2) as follows:

Corollary 4.2. For any extreme point L of B0
p,v ∩C0, the support σ(|L|) of the positive Radon measure

|L| on X is an antialgebraic subset with respect to the pair (C(X, [0, 1]),C). Further, we denote by S
the family of all subsets of X antialgebraic with respect to the pair (M,C).

The following assertions are almost obvious.
i) {x} ∈ S, ∀x ∈ X ,
ii) S1, S2 ∈ S, S1 ∩ S2 6= φ⇒ S1 ∪ S2 ∈ S,
iii) S ∈ S⇒ S̄ ∈ S,
iv) For any upper directed family (Sα)α∈I from S, we have

⋃
α∈I

Sα ∈ S.

If for any x ∈ X , we denote by Sx = ∪{S; S ∈ S, x ∈ S}, then we have

Sx = Sx ∈ S, Sx ∩ Sy = φ if Sx 6= Sy.

The family (Sx)x∈X is a partition of X and for any S ∈ S there exists x ∈ X such that S ⊂ Sx.
For the general theory of duality, we have for any convex cone C, C ⊂ CV0(X,E), the closure
C̄ in CV0(X,E) with respect to the weighted topology ωP,V coincides with the bipolar of C i.e.,
C̄ = C00. In the our special case, we have the following general approximation theorem.

Theorem 4.3. If C ⊂ CV0(X,E) is a convex cone, then the closure of C in (CV0(X,E), ωP,V ) is
given by

C =
{
f ∈ CV0(X,E); f |σ(|L|) ∈ C |σ(|L|) , ∀L ∈ Ext

(
B0
p,v ∩ C0

)
, ∀v ∈ V, ∀p ∈ P

}
.
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Proof. We show only that for any function g ∈ CV0(X,E)\C̄ there exist p ∈ P, v ∈ V and
L ∈ Ext

(
B0
p,v ∩ C0

)
such that g |σ(|L|) /∈ C |σ(µ) . Indeed, using Hahn-Banach separation

theorem, there exists T ∈ [CV0(X,E)]∗ such that T ∈ C0 and T (g) > 0. Let p ∈ P and v ∈ V
be such that |T (f)| ≤ ‖f‖p,v , ∀f ∈ CV0(X,E) i.e., |T |

(
1
v

)
≤ 1. Hence T ∈ B0

p,v ∩ C0. Since
B0
p,v ∩ C0 is a compact convex subset of [CV0(X,E)]∗ with respect to the weak topology and

T (g) > 0, it follows from Krein-Milman theorem that there exists L ∈ Ext
(
B0
p,v ∩ C0

)
such

that L(g) > 0. Since L ∈ C0, we deduce that
∫
ϕd |L| ≤ 0 for any ϕ ∈ C |σ (|L|) . Hence

g
∣∣∣σ(|L|) /∈ C |σ(|L|) . �

Let now M ⊂ C(X, [0, 1]) be a complemented family and for any x ∈ X let Sx be the greatest
(M,C)− antialgebraic subset of X containing x.

Theorem 4.4. If C ⊂ CV0(X,E) is a convex cone, then the closure of C in (CV0(X,E), ωP,V ) is
given by

C =
{
f ∈ CV0(X,E); f |Sx ∈ C |Sx , ∀x ∈ X

}
.

Proof. For any p ∈ P,v ∈ V and any extreme point L of the compact convex subset B0
p,v ∩ C0,

the support σ (|L|) is a (M,C)− antialgebraic subset of X . If we choose a point x ∈ σ (|L|), then
σ (|L|) ⊂ Sx, and therefore if f |Sx ∈ C |Sx , we have also f |σ(L) ∈ C |σ(L) . Further, we may
use Theorem 4.3. �

Theorem 4.5. If M ⊂ C(X, [0, 1]) is a complemented family and the convex cone C ⊂ CV0(X,E) is
stable with respect to the multiplication of M (i.e., c ·m ∈ C,∀c ∈ C,m ∈ M), then we have

C =
{
f ∈ CV0(X,E); f | [x]M ∈ C | [x]M , ∀x ∈ X

}
,

where for any x ∈ X we denote [x]M = {y ∈ X; m(y) = m(x), ∀m ∈ M}.

Proof. Using just the definitions and previous notations, we deduce that for any x ∈ X we have
[x]M = Sx. Further, we use Theorem 4.4. �

The following assertion needs to define so called “section in C” by the points of X , namely
to consider the following convex cone C(x) in E given by

C(x) = {c(x); c ∈ C}

and also its closure C(x) in E. Certainly the starting convex cone C in CV0(X,E) may be a
linear subspace and in this case C(x) is a linear subspace in E.

Theorem 4.6. If M ⊂ C(X, [0, 1]) is a complemented family and the convex cone C ⊂ CV0(X,E) is
stable with respect to the multiplication with elements of M and M separates the points of X , i.e., for any
x, y ∈ X there exists m ∈ M such that m(x) 6= m(y), then we have

C =
{
f ∈ CV0(X,E); f(x) ∈ C(x), ∀x ∈ X

}
.

Indeed, in this case, for any x ∈ X , we have [x]M = {x} and we close the proof applying
Theorem 4.5.

Corollary 4.3. If M ⊂ C(X, [0, 1]) is a complemented family, separating the points of X and W ⊂
CV0(X,E) is a linear subspace which is stable with respect to the multiplication with elements of M
and for any x ∈ X the section W(x) is a dense subset of the locally convex space (E,P), then

W = CV0(X,E).
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Remark 4.2. For the scalar case E = R, the density of W(x) in R is automatically fulfilled unless the
case where W(x) = {0} for the points x of a closed subset F ⊂ X. In this case, we have

W = {f ∈ CV0(X); f = 0 on F} .
Even this assertion may be drown from Theorem 4.6 as a particular case where there exists F ⊂ X such
that the section of C by x is trivial for all x ∈ F i.e., C(x) = {0E} , ∀x ∈ F . Anyway Theorem 4.6 may
be used in different manners to obtain density results.
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1. INTRODUCTION

The first references to the number e were published in 1618 in the table of an appendix of a
work on logarithms by John Napier [1, p. xiii]. The discovery of the constant itself is credited
to Jacob Bernoulli in 1690 who considered the problem of continuous compounding of interest,

e = lim
n→∞

(
1 +

1

n

)n

.

Leonhard Euler introduced the letter e as the base for natural logarithms, writing in a letter
to Christian Goldbach on 25 November 1731. In 1665, Newton [1, p. 151] discovered

e = 1 +
1

1!
+

1

2!
+

1

3!
+ · · · .

Let us consider the sequence

(1.1) (n+ 1)

(
1 +

1

n+ 1

)n+1

− n
(
1 +

1

n

)n

, n = 1, 2, . . . .

The sequence (1.1) is attributed to Felix A. Keller (see, e.g., [2], [3, p. 14], but its origin surely
lay in the Euler age). In 1998, H. J. Brothers and J. A. Knox [4, Eq. (8)] gave the following
approximation to e,

(x+ 1)
x+1

xx
− xx

(x− 1)x−1

= (1 + x)

(
1 +

1

x

)x

+ (1− x)
(
1− 1

x

)−x
= e

(
1 +

1

24x2
+

11

640x4
+

5525

580608x6
+O

(
1

x8

))
, x→∞.
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We recall an excellent result of Alzer and Berg [5, (2.2)]:

(1.2) (x+ 1)

(
e−

(
1 +

1

x

)x)
=
e

2
+

1

π

∫ 1

0

ss(1− s)1−s sin(π s)

x+ s
ds, x > 0.

Next, using the identity

1

x+ s
=

1

x+ a

∞∑
n=0

(
a− s
x+ a

)n

, a ≥ 0, |a− s| < |x+ a|, for s ∈ [0, 1],

from (1.2), we deduce that

(x+ 1)

(
e−

(
1 +

1

x

)x)
(1.3)

=
e

2
+

1

π

∞∑
n=0

1

(x+ a)
n+1

∫ 1

0

ss(1− s)1−s sin(π s) (a− s)n ds.

For a = 11
12 , (1.3) yields the result of Mortici and Hu [6, (3.1)];

for a = 1, (1.3) gives an expansion in [7];
for a = 0, x > 1, (1.3) becomes

(1.4) (x+ 1)

(
e−

(
1 +

1

x

)x)
=
e

2
+

1

π

∞∑
n=0

(−1)n

xn+1

∫ 1

0

ss(1− s)n+1−s sin(π s)ds.

We will review the integrals involved in (1.4) in subsection 3.1. The main result of the paper

is the series expansion (2.9) of the function x 7→
(
1 +

1

x+ a

)x+b

in terms of Bell polynomials.

This extends many known results.

1.1. Complete asymptotic expansion. Let (bn)n≥0 be a sequence of real numbers and f : (0,∞)→

R. Use the symbol O for Landau’s big “O” notation. We recall that
∞∑

n=0

bn
xn is said to be a com-

plete asymptotic expansion of f as x→∞, and use the notation

f(x) ∼
∞∑

n=0

bn
xn
, as x→∞,

if

f(x) =

p∑
n=0

bn
xn

+O(x−p−1), as x→∞

for all integers p ≥ 0.

1.2. The Bell polynomials. Let (xn)n≥1 be a sequence of numbers. The complete exponential
Bell polynomials Bn(x1, . . . , xn) (see, e.g., [8, Chapter 2, Section 8], [9, p. 134]) denoted in the
sequel by Belln[xi], are given by the formal series identity

(1.5) exp

( ∞∑
i=1

xi
ti

i!

)
=

∞∑
n=0

Belln[xi]
tn

n!
.

They may be recursively defined as

(1.6) Bell0[xi] := 1, Belln+1[xi] =

n∑
j=0

(
n

j

)
Belln−j [xi]xj+1, n = 0, 1, . . . .
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The following table can be obtained immediately from (1.6).

Bell0[xi] = 1,
Bell1[xi] = x1,
Bell2[xi] = x21 + x2,
Bell3[xi] = x31 + 3x2x1 + x3,
Bell4[xi] = x41 + 6x2x

2
1 + 4x3x1 + 3x22 + x4,

Bell5[xi] = x51 + 10x2x
3
1 + 10x3x

2
1 + 15x22x1 + 5x4x1 + 10x2, x3 + x5.

2. MAIN RESULTS

It is well known that if z 7→ g(z) is holomorphic in the disk |z| < R, then z 7→ exp(g(z)) is
holomorphic in the disk |z| < R. In consequence, the power series expansion of exp(g(z)) has a

radius of convergence at least R. So, if the power series
∞∑
i=1

xi
ti

i! has the radius of convergence

R > 0, then the formal equality (1.5) becomes an equality

(2.7) exp

( ∞∑
i=1

xi
ti

i!

)
=

∞∑
n=0

Belln[xi]
tn

n!
, |t| < R.

The following is the main result of the paper.

Theorem 2.1. Let a, b ∈ R. For

xi,a,b := (−1)ii!

(
(a+ 1)i+1 − ai+1

i+ 1
−
b
(
(a+ 1)i − ai

)
i

)
, i = 1, 2, . . . ,(2.8)

we obtain the following equality

(2.9)
(
1 +

1

x+ a

)x+b

= e

∞∑
n=0

Belln[xi,a,b]

n!

1

xn
, |x| > max(|a|, |a+ 1|).

Proof. The following expansion can be obtained by simple calculation,

(x+ b) log

(
1 +

1

x+ a

)
=(x+ b) log

1 + a+1
x

1 + a
x

(2.10)

=1 +

∞∑
i=1

(−1)ii!

(
(a+ 1)i+1 − ai+1

i+ 1
−
b
(
(a+ 1)i − ai

)
i

)
1

i!xi
,

|x| > max(|a|, |a+ 1|). Using (2.7), the proof is complete.
�

In particular, we obtain:



256 Ioan Gavrea and Mircea Ivan

Example 2.1. The following asymptotic expansions hold true:(
1 +

1

x+ a

)x+b

= e

−e(2a− 2b+ 1)

2

1

x

+
e
(
36a2 − 48ab+ 36a+ 12b2 − 24b+ 11

)
24

1

x2

−
e
(
104a3 − 168a2b+ 156a2 + 72ab2 − 168ab+ 94a− 8b3 + 36b2 − 50b+ 21

)
48

1

x3

+O(x−4), x→∞,

(
1 +

1

x+ a− 1
4

)x+a+ 1
4

= e+O(x−2), x→∞.

3. APPLICATIONS

All known or new results in this section stem from Theorem 2.1.

Corollary 3.1. From (2.9), we deduce

(x+ c)

(
1 +

1

x+ a

)x+b

− ex = e

∞∑
k=0

(
Bellk+1[xi,a,b]

(k + 1)!
+ c

Bellk[xi,a,b]

k!

)
· 1

xk
(3.11)

and, in particular,

(x+ c)

(
1

x+ a
+ 1

)x+b

− ex

=− 1

2
e(2a− 2b− 2c+ 1)

+e
(
36a2 − 48ab− 24ac+ 36a+ 12b2 + 24bc− 24b− 12c+ 11

) 1

24x

−e
(
104a3 − 168a2b− 72a2c+ 156a2 + 72ab2 + 96abc− 168ab

−72ac+ 94a− 8b3 − 24b2c+ 36b2 + 48bc− 50b− 22c+ 21
) 1

48x2

+O(x−3).

We note that particular cases of (2.9) can be found, e.g., in papers of H. J. Brothers and J. A.
Knox [4, 10], C. Mortici and X.-J. Jang [11], C. Mortici and Y. Hu [6].

3.1. Evaluating the integrals in (1.4). In this subsection, we obtain the following evaluation of
the integrals involved in (1.4).

Proposition 3.1.

(3.12) Jk :=

∫ 1

0

ss(1− s)k−s sin(πs) ds = (−1)kπ e
(
Bellk+1[xi,0,0]

(k + 1)!
+

Bellk[xi,0,0]

k!

)
,

k = 1, 2, . . . .
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Proof. Taking a = 0, b = 0, and c = 1 in (3.11), we obtain

(x+ 1)

(
1 +

1

x

)x

− ex = e

∞∑
k=0

(
Bellk+1[xi,0,0]

(k + 1)!
+

Bellk[xi,0,0]

k!

)
· 1

xk
, x > 1,(3.13)

where

(3.14) x0,0,i =
(−1)ii!
i+ 1

, i = 1, 2, . . . .

Comparing (1.4) with (3.13), we succeeded in calculating the integrals (3.12). �

For example, ∫ 1

0

ss(1− s)1−s sin(πs) ds = J1 =
eπ

24
,

J2 =
eπ

48
,

J3 =
73eπ

5760
,

J4 =
11eπ

1280
.

Note that MATHEMATICA and other assistant software failed to evaluate the integrals (3.12).

3.2. A generalized Keller function. Extend now the Keller sequence (1.1) to the function

(3.15) K(a, b, c;x) := (x+ c)

(
1 +

1

x+ a

)x+b

− (x+ c− 1)

(
1 +

1

x+ a− 1

)x+b−1

− e,

|x| > max(|a− 1|, |a|, |a+ 1|) = |a|+ 1.
From (3.11), we obtain

K(a, b, c;x) = e

∞∑
k=2

1

xk

(
c Bellk[xi,a,b]− (c− 1) Bellk[xi,a−1,b−1]

k!
(3.16)

+
Bellk+1[xi,a,b]−Bellk+1[xi,a−1,b−1]

(k + 1)!

)
,

|x| > |a|+ 1. We note that, for any parameters a, b, c ∈ R, the function K(a, b, c;x) is a O(x−2),
as x→∞. For example,

K(a, b, c;x)

=
e

24x2
·
(
−36a2 + 48ab+ 24ac− 36a− 12b2 − 24bc+ 24b+ 12c− 11

)
+

e

24x3
·
(
104a3 − 168a2b− 72a2c+ 84a2 + 72ab2 + 96abc− 72ab

−24ac+ 22a− 8b3 − 24b2c+ 12b2 − 2b+ 2c− 1
)

+O(x−4), x→∞.



258 Ioan Gavrea and Mircea Ivan

In particular, we obtain

K(a, a, 1;x) =
e− 12ea

24x2
+
e(4a(6a− 1) + 1)

24x3
+O(x−4), x→∞,

K

(
1

12
,
1

12
, 1;x

)
=

5e

144x3
+O(x−4), x→∞,

which are cases considered in [7] and [11]. Taking benefit of three free parameters a, b, c, we
obtain

K

(
−1

2
,

√
1

2
+

1√
6
,−1

6

√
9 +
√
6;x

)
=

(
3 + 5

√
6
)
e

720x4
+O(x−5).

3.3. On an expansion of Yang. In [12, Theorem 1], X. Yang obtained the following expansion

(3.17)
(
1 +

1

x

)x

= e

(
1−

∞∑
k=1

bk
(1 + x)k

)
, x > 0,

where

b1 =
1

2
, bk+1 =

1

k + 1

(
1

k + 2
−

k∑
i=1

bi
k + 2− i

)
, k = 1, 2, . . . .

We prove that Yang’s formula (3.17) is a particular case of the general Bell-type expansion (2.7)
for

t =
1

1 + x
and xi = −

(i− 1)!

i+ 1
, i = 1, 2, . . . .

Indeed, we have(
1 +

1

x

)x

e−1 = (1− t)1− 1
t e−1 = exp

(
(t− 1) log(1− t)− t

t

)
= exp

(
−
∞∑
i=1

ti

i(i+ 1)

)

= exp

(
−
∞∑
i=1

(i− 1)!

i+ 1
· t

i

i!

)
=

∞∑
k=0

Bellk[xi]

k!
· tk,

hence

(3.18)
(
1 +

1

x

)x

= e

∞∑
k=0

Bellk[xi]

k!
· 1

(1 + x)k
, x > 0.
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