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Keywords Abstract
PRISMA It seems to the authors that ‘testing’ for many of the Computer Engineering or Software
SDLC Engineering professionals or to laymen means the same as ‘code testing’ or ‘program testing’. Yet,

recalling the SDLC (Software Development Life Cycle) steps such as Planning, Analysis, Design,
Implementation or Construction and Maintenance, obviously will tell us that coding is just a piece
of SDLC included in the Implementation. Therefore, unit testing, integration testing, black box
texting or acceptance testing etc. would not cover the whole SDLC. One then needs any
methodology, if available, to encompass all steps of SDLC.

The major objective of this article has been to investigate the available methodologies applicable
for software testing. During our research, we met TMMi (Test Maturity Model integration) and
PRISMA (Product Risk Management) methodologies available in the professional arena. After
understanding the characteristics of these methodologies, we attempted to propose a new
methodology as a synthesis of these two methodologies.

The details of these two methodologies are given in this article, while a newly proposed
methodology described in the article will be applied on a web based problem to be reported later.
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1. INTRODUCTION
1.1. Preliminaries

In the early years of digital computers, testing process had focused on hardware [Gelperin & Hetzel (1988)
as an example]. The major concern was hardware reliability and software was then checked only for that
concern. [“Once a programmer wrote a program, the differences between the concepts of program
‘checkout’, ‘debugging’, and ‘testing” were not clear at that time. Baker distinguished in 1957 first, ‘testing’
from ‘debugging’”. This part is taken from the articles of Baker (1957) and Alam & Khan (2013) as an
example].

As we all know now that computer applications have become an intrinsic part of our lives and virtually
every business in every sector have depended on software. Software almost in all fields have increased in
number, size and complexity and thus, testing has become more significant because of its greater economic
risk. Software industry has been investing substantial effort and money to get higher quality products. In
fact, software engineer is now defined as an engineer whose objective is to develop cost-effective and high
quality software. However, software engineering field is still far from expected results. In addition to this
problem, diversification of application platforms with mobile computing, customer demands to access their

*Corresponding Author, e-mail: zaktas@baskent.edu.tr
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data and applications from everywhere and competitive market pressures are facts to live with.
Additionally, very high amount of data / information and knowledge that is shared between applications
have made the problem worse (Aktas, 1987; RTI, 2002).

Having a general introduction of software testing methodologies is the major objective of this article. After
understanding the characteristics of the available methodologies and summarizing them, a new
methodology is proposed briefly.

In the first Chapter, namely 1. INTRODUCTION, the article briefly introduces some preliminaries which
is followed by subsections that deal with software-testing related concepts such as Risk Management,
Capability Maturity Model Integration (CMMI), Test Maturity Model integration (TMMi), and Product
Risk Management. Their elaborations are given in the Chapters 2-4 of the article. Chapter 5 has a proposed
methodology for software testing. Article ends in Section 6: SUMMARY, CONCLUSIONS and FUTURE
WORK.

1.2. Software Testing and Risk Management

As noted by Broadleaf Capital International PTY Ltd (2012) “Risk is not something new to human being.
Yet, this knowledge is turned into a science only first in the last century”. This topic is elaborated in the
next Chapter, Chapter 2.

1.3. Software Testing and CMMI (Capability Maturity Model Integration)

The software industry has often tried to improve its development methodologies in order to improve its
product quality. A guideline that has been widely used for this purpose is known as the Capability Maturity
Model (CMM). Black (2011) has claimed that “The CMM and the Capability Maturity Model Integration
(CMMI) have often been regarded as a de-facto standard in the market for software development process
improvement”. ICT (Information and Communications Technology) spending on quality assurance (QA)
and testing has been rising steadily. ICT budget allocation for application quality and testing in software
development field has grown from 18 percent to 35 percent between 2012 and 2015 and it is expected to
be about 40 percent in the year 2018 (Capgemini, Sogeti & HP, 2015). Yet, CMM or CMMI has given only
a limited attention to testing (van Veenendaal & Cannegieter, 2013). The CMMI has two dedicated process
areas (Verification, VER and Validation, VAL). They provide more focus on testing at maturity Level 3
and they are summarized and presented in Table 1 (CMMI, 2010).

Therefore, testing community has created their own test process improvement models such as Test Maturity
Model integration (TMMIi) and Test Process Improvement (TPI) and other test methodologies.

Because risk and risk management are closely related concepts to software testing, the next Chapter, namely
Chapter 2, is devoted to this topic, as noted earlier.

Table 1. CMMI Process Areas Related with Testing

Process Area Description

Aims to ensure that selected work products would meet the specified

Verification — VER requirements of the product.

Validation — VAL Incrementally validates products against customer’s requirements

1.4. Software Testing and TMMi (Test Maturity Model integration)

“TMMi (Test Maturity Model integration) was developed to serve as a guideline and a reference framework
for test process improvement. It functions as a complementary model for CMMI to serve test managers,
test engineers and software quality professionals” (CMMI, 2010; van Veenendaal, 2012a,b). TMMi is a
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generic model and it is applicable to various life cycle models in various environments. One may also
implement TMMi for test process improvement even for agile software development methodologies.

1.5. Software Testing and Risk-Based Testing (RBT) and PRISMA (Product Risk Management)

The British Standards Institute has produced the BS 7925/2 standard which has two sections as test design
techniques and test measurement techniques. One may round out the list of techniques as “Random Testing”
and “Other Testing Techniques”. Random Testing (RT) has been the primary software-testing technique
for decades. Its effectiveness in detecting software failures has been often controversial (Liu et al., 2011a,b;
van Veenendaal, 2014). As a result of these concerns, Risk-based testing (RBT) concept has evolved from
“good enough quality” and “good enough testing” concepts and “heuristic risk-based testing” (Bach, 1997,
1998; Liu et al., 2011a,b). Its fundamental principles can be listed as (Bach, 1999):

- Exhaustive testing (exercising every possible path and every combination of inputs and
preconditions) is infeasible except for trivial cases;

- Selective testing techniques are needed to allocate test resources properly;

- The focus of testing has to be placed on features and aspects of software to reduce the failure risk
and to ensure the quality of the applications.

As noted by Graham et al. (2008) “These can be achieved by applying the principle of risk-based
prioritization of tests, known as Risk-Based Testing (RBT). The primary role of risk-based testing is to
optimize available resources and time without affecting the quality of the product”.

The PRISMA model is a risk-based testing approach and developed in a bottom-up fashion (van
Veenendaal, 2011, 2012a,b). It depends on:

- ldentifying the areas that have the highest level of business and/or technical risk;

- Assessing the impact of possible defects and the likelihood of the occurrence of these defects;

- Visualizing product risks (test items) in a product risk matrix by assigning numeric values to both
impact and likelihood.

2. SOFTWARE TESTING AND RISK MANAGEMENT
2.1. General

Due to lack of a common and comprehensive international standard, many varieties of standards or
regulations have been developed during the last two decades. Finally, the first global risk management
standard 1SO 31000:2009 (1SO, 2009a) was released. A list of important risk management standards were
given by Ciocoiu & Dobrea (2010).

2.2. The Definition of Risk

As noted above, the first global risk management standard is 1SO 31000:2009 (ISO, 2009a). It is together
with a revised set of definitions that are contained in ISO/IEC Guide 73:2009 (ISO, 2009b).

The definition of risk in the ISO 31000 standard is “the effect of uncertainty on objectives”. Guide 73 also
states that “an effect may be positive, negative or a deviation from the expected, and that risk is often
described by an event, a change in circumstances or a consequence” (1ISO, 2009a).

Organizations often have to contend with internal and external factors and influences which they may not
control and that generate uncertainty and thus risk. Such factors might assist or speed up the achievement
of objectives; but also prevent or delay the organization achieving its objectives.

2.3. Risk Management Process (RMP)

According to ISO 31000:2009, risk management process is defined as: “systematic application of
management policies, procedures and practices to the activities of communicating, consulting, establishing



4 A. Ziva AKTAS, Eray YAGDERELIL Doga SERDAROGLU
GU J Sci, Part A, 8(1): 1-15 (2021)

the context, and identifying, analyzing, evaluating, treating, monitoring and reviewing risk” (ISO, 2009a).
The main elements and overview of the risk management process are given as Figure 1.
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Figure 1. Main Elements of the Risk Management Process
2.4. Risk Characterization and Measurement

Risk analysis phase of risk management process involves consideration of the causes and sources of risk,
their positive and negative consequences, and the likelihood that those consequences can occur.
Fundamentally, risk is characterized and measured by considering consequences of what could happen and
the likelihoods of those consequences. From the definition, risk is a function of both likelihood and a
measure of consequence. In its simplest form risk can be defined as (Standards Australia/New Zealand,
2004):

Risk = A function of (Consequence and Likelihood) Q)

Consequences and their likelihoods are often combined to define a level of risk. The way in which
consequences and likelihood are expressed and the way in which they are combined to reflect the type of
risk and the purpose for which the risk assessment output is to be used. These should all be consistent with
the risk criteria. Risk analysis can be qualitative, semi-quantitative or quantitative, or a combination of
these, depending on the risk, the purpose of the analysis, and available data and resources.

Qualitative analysis is any method of analysis which uses description rather than numerical means to define
a level of risk. This information may be brought together and summarized as simple descriptions of
consequences and likelihoods of risks to use in a risk inventory table. However, criteria on which the
ranking can be based must be decided and/or devised.

If it is taken that the level of risk is proportional to each of its two components (consequence or likelihood)
the risk function simply becomes a product. As given in AS/NZS 4360:2004, this can be presented
mathematically as (Standards Australia/New Zealand, 2004):

Risk = Consequence % Likelihood or (R=C %X L) (2)

If the level of risk is not linearly dependent on one or two of its components (consequence and likelihood),
the risk function should include required weighting factor(s) and/or exponential operator for one or both of
the components (Roy, 2004).
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3. CAPABILITY MATURITY MODEL (CMM) AND CAPABILITY MATURITY MODEL
INTEGRATION (CMMI)

As noted earlier, a methodology named TMMi (Test Maturity Model integration) has an objective of
supporting test engineers in evaluating and improving their test processes. In developing this methodology
two other methodologies, namely CMMI (Capability Maturity Model Integration) and TMM (Test Maturity
Model) were used as guidelines (van Veenendaal & Cannegieter, 2013).

Capability Maturity Models are based on the premise of “the quality of a system or product is highly
influenced by the quality of the process used to develop and maintain it” (van Veenendaal, 2012a,b). CMMs
including CMMI focus on improving processes in an organization. They contain the essential elements of
effective processes and describe an evolutionary improvement path (through capability/maturity levels)
from ad hoc, immature processes to disciplined, mature processes with improved quality and effectiveness
(van Veenendaal, 2012a,b).

In the context of software development, the capability maturity model is a group of related strategies for
improving the software development process, irrespective of the actual software life-cycle model used.
Capability/Maturity Levels are used in CMMI for (Software) Development to describe an evolutionary path
recommended for an organization that wants to improve the processes it uses to develop software products
or services. Maturity Levels of the CMMI for Development are given in the Figure 2 (CMMI, 2010).

In the context of software development, the capability maturity model is a group of related strategies for
improving the software development process, irrespective of the actual software life-cycle model used.
Capability/Maturity Levels are used in CMMI for (Software) Development to describe an evolutionary path
recommended for an organization that wants to improve the processes it uses to develop software products
or services. Maturity Levels of the CMMI for Development are given in the Figure 2 (CMMI, 2010).

4. SOFTWARE TESTING AND TMMi (TEST MATURITY MODEL INTEGRATION)
4.1. General

Testing process in the TMMi (Test Maturity Model integration) includes all software product quality-
related activities. TMMi also uses the concept of maturity levels for process evaluation and improvement
similar to the CMMI stages. Each TMMi maturity level also includes process areas, goals and practices.
Thus, “the focus of testing changes from defect detection to defect prevention” (Capgemini, Sogeti & HP,
2015; CMMI Product Team 2010). “One also should note that the model is compliant with ISO 15504
standard, that is, Software Process Improvement and Capability Determination (SPICE) standard, for

process assessment” (CMMI, 2010).
2 Process Areas Level 5: Optimizing
(. Continuous Process Improvement
2 Process Areas Level 4: Quantitatively Measured
Quantitative Management

11 Process Areas Level 3: Defined
Process Standardization

7 Process Areas Level 2: Managed
Basic Project Management

Level 1: Initial
Ad hac and Chaotic

Figure 2. Maturity Levels of CMMI for Development

As noted earlier, TMMi similar to CMMI, has a leveled architecture for process improvement. There are
five stages and/or levels in the TMMi architecture. Each level/stage has a set of process areas that an
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organization needs to implement to achieve maturity at that level. Thus, they form a necessary foundation
for the next level (van Veenendaal, 2012a,b). TMMi maturity levels and process areas as given in TMMi
reference model are presented in Figure 3 (CMMI, 2010). In the following subsections, summary of five
levels of TMMi are given (CMMI, 2010; Capgemini-Sogeti-HP, 2015).

4.2. Level 1: Initial

Level 1 of TMMi has no defined process areas. Testing at this level is an undefined process; it is often taken
as part of debugging. In order to get the bugs out of the system, testing and debugging are interleaved. The
objective of testing at this level is to show that the software runs without major failures. Level 1 of TMMi
has no defined process areas. Testing at this level is an undefined process; it is often taken as part of
debugging. In order to get the bugs out of the system, testing and debugging are interleaved. The objective
of testing at this level is to show that the software runs without major failures.

4.3. Level 2: Managed

Testing becomes a managed process and it is clearly separated from debugging at this level. A company-
wide or program-wide test strategy is now established. The process discipline of maturity Level 2 makes it
possible that existing practices are made available during times of stress. The main objective of testing at
this level is to verify that the product satisfies the specified requirements. Yet, many consider testing as
being a project phase that follows coding.

- Level 5| Optimdzation
/f Defect Prevention
|- Quality control B
- Test Process Optimization

e (Lirwe) ) MAgasur ud
- Test Measurement
- Product Quakity Evalustion
- Advanced Peer Reviews
[ Livel 3 Defined
1 - Test Organization
- Test Traming Program
- Test Lifecych and Integration
_ - Nen-functional Testing

r - - Peer Reviews
[Lewel 2 Managed

TPpTY—— Test Policy and Strategy,

- - Test Plamning,
- Test Monitoring and Control,
- Test Design and Execution,
- Test Environment

Figure 3. TMMi Maturity Levels and Process Areas of TMMi
The process areas at TMMi Level 2 are given as (CMMI, 2010; Capgemini-Sogeti-HP, 2015):

- Test Policy and Strategy,

- Test Planning,

- Test Monitoring and Control,
- Test Design and Execution,

- Test Environment.

4.4, Level 3: Defined

At TMMi Level 3, testing is not a lifecycle phase after implementation. Testing is now completely
integrated into the development life-cycle and its associated milestones. Test planning is performed at an
early stage of the project, usually during the requirements phase, and is documented by means of a master
test plan. Organizations at TMMi Level 3 understand the importance of reviews for developing a quality
product. A formal review program is implemented. At Level 3, test designs and techniques are expanded
to include nonfunctional testing such as usability and/or reliability, depending on the business objectives,
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although they focus mainly on functionality testing at TMMi Level 2. The process areas at TMMi Level 3
are given as (CMMI, 2010; Capgemini-Sogeti-HP, 2015):

- Test Organization

- Test Training Program

- Test Lifecycle and Integration
- Non-functional Testing

- Peer Reviews

4.5. Level 4: Management and Measurement

Testing is a thoroughly defined, well-founded and a measurable process at this level. An organization-wide
test measurement program is used to evaluate the quality of the testing process, to assess productivity, and
to monitor improvements. Measurements are incorporated into the organization’s repository. Test
measurement program also supports fact-based decision-making and predictions related to test performance
and cost.

The presence of a measurement program allows an organization to implement a product- quality evaluation
process by defining quality needs, quality attributes such as reliability, usability and maintainability and
quality metrics. Product quality is understood in quantitative terms and is managed to the defined objectives
throughout the lifecycle.

Reviews and inspections are considered as parts of the test process at this level. The process areas at TMMi
Level 4 are given as follows (CMMI, 2010; Capgemini-Sogeti-HP, 2015):

- Test Measurement
- Product Quality Evaluation
- Advanced Peer Reviews

4.6. Level 5: Optimization

An organization has continuous focus on process improvement and fine-tuning at this level. The
organization is capable of continually improving its processes depending on a quantitative understanding
of statistically controlled processes. Test process performance is improved through incremental and
innovative process and technological improvements. The testing methods and techniques are continuously
optimized.

The three process areas at TMMi Level 5 are given as follows (CMMI, 2010; Capgemini-Sogeti-HP, 2015):

- Defect Prevention
- Quality control
- Test Process Optimization

5. SOFTWARE TESTING, RISK-BASED TESTING AND PRISMA APPROACH
5.1. General

Risk management has been the subject of research in software engineering since the works of Boehm (1989)
and Charette (1989). Many risk management models and frameworks such as, SERIM (Software
Engineering Risk Index Management), SERUM (Software Engineering Risk Understanding and
Management), SEI-SRE (Software Engineering Institute - Software Risk Evaluation), Riskit, ProRisk, etc.
have been proposed after two studies by Stern & Arias (2011) and Roy (2004). All these studies took risk
management in the context of software development and did not address supervising testing activities
according to risk management principles. In this respect, James Bach’s “heuristic risk-based testing”
proposal (1999) which was evolved from “good enough quality” and “good enough testing” concepts
(1997-1999), were the first studies applying risk management concepts to testing activities.
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The risk-based testing depends on the intuitive idea of to focus (identify and prioritize) test activities on
those scenarios that trigger the most critical situations for a software system and ensure that these critical
situations are both effectively mitigated and sufficiently tested (Roy, 2004; Wendland et al., 2012). In its
first form, the way proposed by Bach (1998), risk-based testing fundamentally depends on heuristic risk
analysis which can be performed by using one of two approaches: inside-out or outside-in. Inside-out begins
with details about the situation and identify risks associated with them, also known as bottom-up approach.
Outside-in begins with a set of potential risks and match them to the details of the situation, a more general
top-down approach. According to Bach (1998), risk-based testing aims at testing the right things of a system
at the right time and each test process is actually carried out in a risk-based way due to its sampling
characteristics. He further states that in most cases, the consideration of risk is rather made implicitly.

After Bach’s proposal, Amland’s (2000) work was the first study utilizing risk analysis fundamentals and
metrics to manage the test process by intelligent assessment by identifying the probability and the
consequences of individual risks. In this study, he defined a risk-based testing approach based on Karolak's
risk management process (Karolak, 1995). Risk-based testing approach as defined and diagrammed by
Amland (2000) is given as Figure 4. Oval boxes in Figure 4 explain how his risk-based testing model fits
in with the Karolak’s (1995) risk management process. In this regard, Amland’s study was considered to
be the first to introduce a systematic risk-based testing approach (Felderer & Ramler, 2014).

Test Plan

L I
Test e _'.I"r:':e ) Risk -
= 1
Risk I - . .
- Testing
| misk 4 -
] l ) .
= —— —_— e Test Metrics
L_MAortrix Cost sk " — i
- Risk /

- Risk

Figure 4. Risk-Based Testing
5.2. Related Work on Risk-Based Testing (RBT)

After these two pioneering works (Bach, 1998; Amland, 2000), many risk-based testing approaches have
been proposed by academia and industry due to its practical relevance and importance. Because of the
growing number of available risk-based testing approaches and its ever increasing usage in industrial test
processes there is a need about surveying, comparing and categorizing of all these studies. There are three
valuable articles that we identified serving this purpose. The first one is the article by Erdogan et al. (2014).
This article presented ““a systematic literature review on risk-based testing approaches.” They identified a
total of 32 peer-reviewed articles. The articles were then grouped into 24 approaches of which only two
approaches were found out about test-based risk assessment, while the remaining 22 were classified as
addressing various aspects of risk-based testing.

The second article was given by Felderer & Schieferdecker (2014). In this article, “the taxonomy of risk-
based testing has been developed by analyzing the works presented by 23 articles and it has been applied
to four selected works on risk-based testing.”

The third article was given by Felderer et al. (2014, 2015). “This article has focused on how risk estimation
is performed in different risk-based testing approaches, since risk estimation determines the importance of
the risk values assigned to tests and consequently the quality of the overall risk-based testing process.”
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5.3. PRISMA (Product Risk Management Approach)

The PRISMA model is a risk-based testing approach developed in bottom-up fashion. It can work at every
level of testing (Graham et al., 2008; van Veenendaal, 2011). PRISMA approach utilizes a risk
quantification method defined in (ISO 2009b) and in principle similar to the Barry Boehm’s concept of
“risk exposure”. According to Boehm (1989), “Risk exposure is defined as the relationship where the
probability of an unsatisfactory outcome and the loss due to the unsatisfactory outcome determine the
valence of the risk event (the expected value of the risk)” (Standards Australia/New Zealand, 2004). The
innovative aspect of the PRISMA approach is its assessment of every risk item from the point of many
impact factors and likelihood factors. It groups and calls impact factors as “business risks” (on x axis) and
likelihood factors as “technical risks” (on y axis) as shown in Figure 5.

IT

1 A%

< Technical Risks
(Likelihood of Defects)

Business Risks — (Impact of Defects]

Figure 5. Product Risk Matrix

The standard risk matrix is divided into four areas (quadrants I, Il, Il1 and 1V) as shown in Figure 5. Each
represents a different risk level and type. A different risk level/type most likely will lead to a different test
approach as documented in a test plan. The product risk matrix provides a general preview of the product
risks to the stakeholders and the decision makers. It is much easier to understand a visual overview than a
list of numbers.

Although there may be different impact and likelihood factors for every product, common impact factors
that are usually utilized to determine and quantify (assess) impact of risk (test) items in PRISMA approach
are given as follows (Graham et.al., 2008; van Veenendaal, 2012a,b):

- Critical areas (cost and consequences of failure);
- Visible areas;

- Mostly used areas;

- Importance to business;

- Cost of rework.

Likelihood factors that are often utilized to determine and assess importance of risk (test) items in PRISMA
approach are given as (Graham et.al., 2008; van Veenendaal, 2012a,b):

- Complex areas;

- Changed areas;

- New technology and methods;
- People involved ;

- Time pressure;

- Optimization;

- Defect history;

- Geographical spread.

Other likelihood factors to be considered are new development versus re-use, size of application and
number of entities interfaced.
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The standard PRISMA process consists of the following activities as given in Figure 6 (Graham et.al., 2008;
van Veenendaal, 2012a,b).

Initiating
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- 1

Extended Risk Identification |
Individual Preparation |..—

Processing Individual Scores

Comsensus Meeting

l

Defime Differentiated Test Approach

[
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I

Evaluation |

Figure 6. PRISMA Process Overview

Each step is outlined briefly in the following subsections:

a) Initiating

The main objectives in the initiating step are definition of the PRISMA process and setting of rules, factors,
value ranges and weights for factors. Initiating step includes the following tasks:

- Definition of the PRISMA process to be used in the organization and its documentation;
- Define impact and likelihood factors;

- Determine scoring ranges for factors;

- Define a weight for each factor;

- Scoring rules.

While implementing the PRISMA approach a standard process is defined. Process variations can be
implemented for different situations. This process shall be documented and disseminated as a handbook
within the organization. The likelihood and the impact factors shall be defined in a comprehensive way for
all stakeholders. The scoring range can be defined as 1 — 3 (low as 1, intermediate as 2 and high as 3), or
the range of 1 - 5 or 1 - 9. The experiences show that the best range suitable to most cases for scoring is the
1 - 5 range which is divided as low (1-2), intermediate (3-4) and high (5).

b) Planning

In the planning step, scope, stakeholders and product risks are identified and defined. The planning step is
essentially carried out by the test manager and includes the following tasks:

- Definition of scope;

- Select stakeholders;

- Gathering input documents;

- ldentifying risk items;

- Review of impact and likelihood factors and rules;
- Assignment of factors to stakeholders.
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The determined product risk items should be tagged uniquely and expressed in a comprehensive way for
the stakeholders. This will help the stakeholders follow the risk items in the future easily. Stakeholders can
be chosen among the project managers, developers, software architects, marketers, consumers, business
managers. The stakeholders are those who install, use the product and affected by it. The factors are
assigned to the stakeholders according to interests and roles of the stakeholders for scoring. Generally, the
impact factors are assigned to business-related stakeholders and the likelihood factors to stakeholders on
the technical side and they should be explained clearly to stake holders.

c) Kick-off Meeting

After that all assignments are done, the first meeting with all the stakeholders is held and the test manager
explains the product evaluation to all the stakeholders. The purpose of the kick-off meeting is to inform all
the stakeholders about the process, risk assessment and the purpose of the activities, and to get their
commitments. The kick-off meeting is optional but it is highly recommended. The risk items and factors
should be explained in detail to stakeholders.

d) Extended Risk Identification

Main objectives of this step are to extend identified risk set, to verify risk set determined in planning step,
to identify inconsistencies between requirements and risks. During this step, brainstorming sessions are
used to verify and extend the initial risk set.

e) Individual Preparation

During the individual preparation step, participants score and register the impact and likelihood factors for
each registered risk item. The values assigned by the stakeholder are based on perceived risks which are
stakeholder’s expectation that something could go wrong (likelihood of defects) and importance for the
business (impact of defects). For the stakeholders not to be affected by the other stakeholders, the scoring
process should be performed independently.

As a result of this step, “documents containing the scoring values of the assigned factors of each participant
will be obtained.”

f) Processing Individual Scores

The purpose of this step is summarized as follows:

- To verify and confirm that every participant scored factors assigned to him/her;

- To input and update draft product risk matrix with individual scores;

- To check whether scorings have been done correctly and identify violation of rules;
- To prepare an item list to be discussed later in the consensus meeting.

The test manager gathers the individual results of the stakeholders, controls them and puts them in process.
The average value for each risk item is calculated for all of its likelihood and impact factors. A weighted
sum of average values of likelihood and impact factors for each product risk item will be computed and a
draft scoring total for the likelihood and impact factors will be gathered. After this calculation, each risk
item is to be positioned in the product risk matrix.

g) Consensus Meeting

The resulting product risk matrix is analyzed by the stakeholders in the consensus meeting. During the
meeting the items from the items list are discussed between stakeholders and test manager. At the end of
the discussion final scores are determined and product risks are positioned in the resulting risk matrix as
shown in Figure 7 (Serdaroglu, 2015).



12 A. Ziva AKTAS, Eray YAGDERELIL Doga SERDAROGLU
GU J Sci, Part A, 8(1): 1-15 (2021)

—

26 = >ei1]

)(' <
42
o
el
38
> ; >17]

3.4 e ]
= >=]
(=4
°‘)
= >E]
=
= o !
- 1=

22

!
1.4 2=
1
1 1.4 1.8 22 26 3 3.4 3.8 42 456 5
Impact

Figure 7. Example Product Risk Matrix

The resulting product risk matrix should always be validated with the stakeholders. If results are not
according to the expectations of the stakeholders, they should be re-discussed to reach a consensus. If
needed, a follow-up meeting or a specific discussion meeting in a smaller group could be organized
(Serdaroglu, 2015).

Some risk items are on the edges of the matrix. Items with low impact and low probability such as the risk
item 5 are negligible. Items with a high impact and high probability such as the item 1 should be paid more
attention in the test process. It is much harder to decide about the risk factors near the center of the matrix.
Because it can be difficult to determine which area they belong to. Normally all the risk items within the
circle are contained in the subject list of the test manager and they have to be discussed and analyzed. After
the analysis, it should be decided into which quarter they are going to be placed.

h) Define Differentiated Test Approach

At this step a test approach is defined according to agreed product risk matrix (based on test items’ position
in the risk matrix). Main tasks of this step are defined as follows (Serdaroglu, 2015):

- Make prioritization of test items;
- ldentify test depth for each test item;
- Determine test design techniques.

A certain test approach is going to be determined for each quarter. It contains decisions about test design
techniques to be applied, test and evaluation types to be held.

i) Monitoring & Control

Test monitoring and control, including reporting, should be organized around product risks. For technical
risks (likelihood), technical reviews are more helpful, whereas for business risks (impact), it is more useful
to determine the ways to be followed together with customer (Serdaroglu, 2015).

j) Evaluation

Risks are not static and ever changing during test process. Therefore risk identification and assessment
needs to be reviewed regularly and it has to be updated according to the results of tests. During the
development of project and execution of the test, the test manager has to maintain the matrix, based on
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lessons learned e.g. defects found or other measured indicators like DDP (Defect Detection Percentage),
(changed) assumptions, updated requirements or architecture. ““Changes in the projects’ scope, context or
requirements will often require updates to the risk assessment” (Serdaroglu, 2015).

Additionally, the test manager and the project manager can analyze product risk matrix together and use
this information to determine the priorities of development, integration and the service schedule
accordingly.

6. SUMMARY, CONCLUSIONS AND FUTURE WORK
6.1. Summary

This article includes an introductory study on the software testing methodologies. Two of the relevant
methodologies, namely TMMi and PRISMA were studied in detail for developing another methodology as
a synthesis of two, to apply on a real-world case study.

6.2. Conclusions

According to TMMI, testing becomes a managed process at Level 2, and testing approach is defined based
on the result of a product risk assessment performed in the test policy and strategy process area of this level.
The authors, therefore, have proposed incorporation of PRISMA approach into the TMMi framework at
Level 2. The proposed incorporation of PRISMA to the TMMi model will augment efficiency and
affectivity of testing process in terms of time and budget, since it allows allocation of valuable test resources
on the areas that have the highest level of risk.

6.3. Future Work

The proposed hybrid methodology based on both TMMi and PRISMA will be applied on a web based real
life problem and its results will be reported later.

Three of the recent publications such as Patricio et al. (2021) A Study on Software Testing Standard Using
ISO/IEC/IEEE 29119-2: 2013. In: Al-Emran M., Shaalan K., Hassanien A. (eds) Recent Advances in
Intelligent Systems and Smart Applications. Studies in Systems, Decision and Control, Vol 295. Springer,
Cham.; Laksono et al. (2019) Assessment of Test Maturity Model: A Comparative Study for Process
Improvement; and Hrabovska et al. (2019) Software Testing Process Models Benefits & Drawbacks: a
Systematic Literature Review will be studied in detail and they will be added to the references of a next
expected publication.
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Keywords Abstract

Transportation Railway transportation has a huge share of energy consumption in the industry. The efficient
DE Locomotive power consumption is the most important issue for the minimization of the cost of railway
Modeling transportation. The control strategy for efficient power consumption is varying due to the type of

locomotive. Each type of locomotive needs its specific power model for this purpose.

The range of the locomotives used in Turkey are full of diversity according to the type and size of
LSM the motor. In this research, DE 24000 type of locomotive is chosen for mathematically modeling
of its required power under various load, speed, ramp, and curve conditions. Then a mathematical
equation is produced according to these values with Least Square Method. The optimum efficient
working point is found as 735.5-ton load and 38km/h speed with the aim of this produced equation.
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1. INTRODUCTION

The cost components of a railway like other transportation projects can be classified to:

o The supplier costs. (Planning, Design, and Administrative; Right of way; Construction; Operating;
Maintenance)

e The user costs. (Access time; Waiting time; Travel time in the train; Accident; Comfortable)
e The out of system costs. (Environmental, Social)

This study belongs to the second item, user costs. Because the goal is to help the user for efficient speeds
and loads at a certain route. So, this will ensure efficient driving. Efficient driving is based on train
resistance according to load, speed, and route information.

When it comes to the resistance of the train sets, and to examine the subject in more detail, the optimization
process can be traced back to the oldest periods of development in the railways. Many researchers have
made investigations in this field and have reached the empirical equations shared in the findings section.
Studies in literature are mainly based on cruise resistance and their prediction models. Travel resistance
was reported by Davis (1926) as follows:

*Corresponding Author, e-mail: msertsoz@eskisehir.edu.tr
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Rs=AV?+BV +C

A is a constant which changes proportionally to the square of the speed and represents aerodynamic
resistance caused by air pressure and friction.

B is a constant which is responsible for mechanical resistances and HVAC (Heating, Ventilating, and Air
Conditioning).

C is a constant which is not fixed to the vehicle speed but is a function of weight.

In the past, detailed tests have been conducted to determine these constants. The cruise resistance
coefficients of different trains were found for the Shinkansen. (Hara et al., 1967) Besides, different tests
and cruise resistance tests were applied to the passenger cars and locomotives of Eurofim (Report ERRI C,
1993) However, since the tests are very costly, different empirical equations have been developed in the
past for estimating the resistance of certain trains. An overview of the methods adopted by the main national
railways (up to 2000) and a calculation tool, to calculate cruise resistance, in which the effects of various
characteristics of the train's architecture can be taken into account, are presented; these results are compared
with the results of other equations for calculating train resistance (Rochard & Schmid, 2000).

More recently, Lukaszewicz has proposed a method that allows the determination of train resistance
coefficients by measuring only train speed and position from full-scale cruise tests (Lukaszewicz, 2007a).
In this study, resistance was determined by the change in kinetic and potential energy of a train traveling
between successful measurement points. Using this method (Lukaszewicz, 2007b), the same authors shared
experimental results to determine the travel resistance of different trains and the effect of variables such as
speed, number of axles, number of wagons, axle load, road type, and train length. Since 2005, a CEN
(European Committee for Standardization) standard (EN 14067-4:2005+A1:2009) has described
methodologies for evaluating the coefficients of Davis's formula starting from a predictive formula,
numerical simulations, and reduced-scale tests from full-scale test measurements, but no strictly accepted
methods have been obtained.

Cruise tests are performed to determine the speed-dependent terms (A and B) according to CEN Standards.
There is a need for a special test for term C, which means that the train is traveling at a very low speed. To
find the coefficients A and B in the CEN standard, the regression method and the velocity history
identification method were used. The first cruise test is based on the combination of all available
experimental data and the second is based on the combination of the equation of motion. Both methods
require a very good knowledge of the test section properties (slopes and curve radiuses).

In another study in the literature, the standard methods for determining Davis's coefficients were compared
to new methods. In particular, it has been shown that the three coefficients of the Davis's formula can be
estimated by two tests only, the first is a very low-speed test on a high altitude slope section (without having
to perform a traction test), and the second is a travel test starting at the train's maximum speed. It also
proposed a regression method, which is a new method to define the A and B coefficients in the Davis
equation. The main advantage of this method is that it does not need to know the characteristics and
coefficient C of the railway line. Starting from experimental full-scale tests (characterized by a mass of 450
tonnes) scaled for a general ideal train; the entire procedure for determining travel resistance coefficients
is described. The comparison of the results obtained by different methods for estimating the coefficients A
and B of the Davis equation are presented and analyzed (Somaschini et al., 2016).

In this study, different from the above-mentioned studies, a single mathematical model was used to
determine total resistance by using empirical equations that were accepted for all resistances. For this
purpose, the Least Square Method (LSM) is used. Then, it was determined the optimum working point of
the train according to load and speed with the aim of this mathematical model.
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2. MATERIAL AND METHOD

The locomotive which is used in this study is DE 24000 locomotive. This locomotive has a diesel-electric
motor on it, which is used in a loaded train. The approximate weight of the locomotive is 113 tonnes. It
uses a 72V alternator and 600Vrwms generator. At the diesel part, the locomotive uses the Diesel V16 motor.
The fuel capacity of the locomotive is 4.960 liters. The maximum speed of the locomotive can reach 144
km/h. The output power can reach 1760 kW. The tractive effort can reach 394-kilo newtons however, at
the maximum speed it falls to 48-kilo newtons (Anonymous, 2016). These performance values of the
locomotive can be obtained from the technical catalog of the locomotive.

On the other hand, the proposed mathematical model provides to obtain necessary load, speed, ramp, and
curve values for any level of the power, which can not be obtained directly from the technical catalog. If
the required power is taken as constant, the maximum speed is changing in the inverse direction of the
change in the load and the ramp. Furthermore, speed has a more complex relationship with the curve. These
relations can be expressed with a nonlinear mathematical model. The obtained values from the proposed
model were used to present the performance curves of the locomotive in a railway in Turkey. These curves
were also used to demonstrate the power efficiency of the locomotive.

The mathematical model is created using empirical equations shown below. The Pcon value in the formula
stands for the power for the continuous regime, GL stands for the load of the locomotive, and the GV stands
for the load to be carried, the P-value is axle press, N is axle numbers and A is the front viewing area that
is 12 m2in all calculations. rl is cruising resistance of locomotive, rv is cruising resistance of cars, rk is the
resistance force due to curve and rr is the resistance force due to the gradient. R is the total resistance which
a locomotive must overcome to move (Urlu, 1999; Anonymous, 2018). The other resistances are neglected.
(Other resistances that arise due to wind velocity, tunnels, or train marshaling and the acceleration
resistance will not be discussed here)

This cruising resistance formula of locomotives is known as the Davis formula:

13,15 0,004526 * A * V2
+0,00932 %V + (daN/ton) (1)

1 = 0,65
r + P*N

This cruising resistance formula of cars is known as the Strahi formula:

2

—z+0057V daN/t (2)
This curve resistance formula is known as the Rocki formula:

650
= 3
rk T (daN/ton) (3)

r is the ramp value in %o. This value is taken as positive when climbing the ramp and negative when
descending:

IT =T (4)

All the resistances must be multiplied with train and carried load:

RL = rl = GL (®)
RV =rv x GV (6)
RK = rk * (GV + GL) @)

RR = rr * (GV + GL) (8)
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R=RL + RV + RK+ RR 9)
R*V

= 10

Pcon 360 (daN) (10)

The proposed mathematical model of the locomotive is constructed by the application of the least-squares
method. The least-squares method is a standard approach in regression analysis to approximate the solution
of overdetermined systems, i.e., sets of equations in which there are more equations than unknowns. "Least
squares” means that the overall solution minimizes the sum of the squares of the residuals made in the
results of every single equation.

The most important application is in data fitting as this study. The best fit in the least-squares sense
minimizes the sum of squared residuals (a residual being: the difference between an observed value, and
the fitted value provided by a model). The details of the method are given below:

2.1. Least Square Method (LSM)

Y is the dependent variable, X; is the independent variable, B: is the unknown parameter of the X variable
and ei is error terms that can not be observed. It is possible to express one variable linear regression
equation:

Y=BO+B0X11+E1'1=1;2’---’n (11)

One of the most commonly used methods to find o + B1 Variables is the Least Squares Method. The finding
values for B + P are Boand Gl. In this case, the new equation can be written as follows:

Y= E0 + Boxli +€i'i = 1;2’---;n (12)

The basis of the used LSM to find the values of the are B,and B, terms in the equation rely on finding the
values that will make the smallest sum of the squares of the total deviations. The error terms are the

differences between the Y; (observed values) and the ¥; (expected values) (Ryan, 2008). This difference can
be expressed as follows:

’E\i= Yi - ?i (13)

The sum of the differences between the value of estimation and that should be:

n

Z &= (Y, -%)=0 (14)

LSM determines the difference of B,and B, (the estimation parameters of B and B,) which will be smallest:

the smallestz e” = the smallestZ(Yi - ?i)z (15)
i=1 i=1
To obtain the LSM estimations of the regression coefficients, when the partial derivatives according to fso
B, equation 6 are equalized to zero, Equation 17 and 18 normal equations are obtained. When the necessary
analyzes are made through these equations, Boand B1 which are the estimations of the Bo and 1 can be
obtained from equations 19 and 20 (Giiriinlii Alma & Vupa, 2008)

D= Bo - BuXa)? = L (16)
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ZYi = Bon+ B1zxi (7
i=1 i=1

n n n
Z XY, = Go Z Xy + 61 Z X1i2 (18)
i=1 i=1 i=1

BO, B1 and the calculation of the regression coefficient is as follows:

(X5 XyYi] — (Uit X1) izq Yai) _ X=X - Y —-Y)

P = QLX) — QL Xqp)? L (Xe — %) )

GO — Z?=1Yi B [jll Z?=1X1i) =V — El)‘( (20)
T @i - 92

R2 = 21
Xt i —9)? @

3. CASE STUDY

Data to build a mathematical model are obtained from the Tiilomsas (locomotive producer company in
Turkey). Then Matlab for LSM is used to find the optimum working point of locomotive according to a
specific railway route. The railway line is a part of Konya (Turkey) conventional line between 282+969,130
km and 283+443,920 km. The mathematical model is used to find the optimum load and speed values for
this route.

Mathematical model of DE 24000:

Pcon = (107* + 1.6x107°L)V3 + 0.0029V?2
+ (((0.031 +0.224x1073L)k? — (31 + 22.4x1073L)k 22)

+ (6.34 + 5.66x1073L)) + (0.2 + 3x1074L) (r — 1)) 14
Constraints:
10 km/h <V <140 km/h
130 m<k<430 m
0%0<r
L <1400 ton (include locomotive weight)
Pcon <1760 kW
Pcon: Power (kW)
L: Load (ton)
k: curve (meter)
r: ramp level (%o ramp)
RMSE is about 0 for this novelty model for DE24000 locomotive. Then according to this model, some

curves are obtained in this specific railway route. This route is shown in Table 1, the yellow part is used in
this study (k=0).
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Table 1. Line Data

Konya Conventional Line Between 277-284
S.NO Stant Level Finish Level Distance Level| Ramp % | Ramp %o
1 277+521,61 | 795,203 278+149,320 | 794,660 §27,710 -0,633| -0,00101 -1,01
2 278+149,320| 794,660 279+140,000 | 794,498 990,680 -0,164| -0,00017 -0,17
3 279+140,000| 794,496| 279+669,790 | 792,516 529,790 -1,980| -0,00374 -3,74
4 279+669,790| 792 516| 261+190,830 | 791,333 1621,040 -1,183| -0,00078 -0,78
5 281+190,830| 791,333| 281+737,380 | 782,581 548,550 -8,752| -0,01801 -16,01
6 281+737,380| 782,581| 282+969,130 | 781,511 1231,750 -1,070| -0,00087 -0,87
7 282+969,130| 781,511| 283+443,920 | 789,108 474,790 7,597| 0,01600 16,00
8 283+443,920| 789,108| 284+490,680 | 788,692 1046,760 -0,4186| -0,00040 -0,40

3D figure can be drawn for power, load, and speed. Figure 1 is below.

=108
5 —
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1500

1000 150

Load 00 Speed

Figure 1. Power-Load-Speed Figure

L-S diagrams are very useful to obtain speed and load values. These values are obtained according to max
power. Figure 2 is the Load-Speed diagram of the DE24000 below.

3000 : : - - - ;
]
\ X: 10
2500 Y: 2745
2000 :
€ 1500 X:20
S Y: 1285
|
X: 30
1000 Y:793.5 7
[ ]
\- X: 60
500 | ; . i
X: 40 \ 294 é-. ?ge 5 X100 140
- T vion :
Y: 5455 T m : 5
T
0 L | L L —\- u
0 20 40 60 80 100 120 140
Speed

Figure 2. Load-Speed Diagram of The DE24000

There is an optimization problem here. In a certain power, load and speed have an intersection point. This
point is the best working point for DE24000. Figure 3 shows this point.
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Figure 3. Optimum Speed and Load Values of The DE24000

The optimum point is found as 38 km/h and 735.5 tons for this railway route. This point is the value when
both speed and load are equally important. If the arrival time is more important or the load to be carried is

more important for the user, these points will be changed and these values can get easily from this novelty
mathematical model. If the route will change these values will be changed too.

Previous studies generally are created with controlling dwell time, running time, and departure state for
energy efficiency in railway systems. These systems are used in both regenerative braking and power supply

systems but sometimes only power supply systems are used. (Albrecht, 2004; Chen et al., 2005; Kim & Oh,
2009).

4. RESULT

Differently previous studies, optimum speed, and load points are tried to be found in this study. There is no
direct study similar to this study in the literature that can be given as an example.

The optimum point is found as 38 km/h and 735.5 tons according to the chosen route as previously

mentioned. In this case, this calculation has been made considering that load and speed are the same effects
on energy consumption (the locomotive was operated at full power).

There are two contributions to this study. The first contribution is that the power requirement of the
locomotive can find easily with changing load, speed, curve, and ramp level of the railway. In this study,
only one part of the railway is used but DE24000 can be used on all the railway's aims of this model. The

customer of this locomotive will be able to see if the locomotive will work properly on the railway which
is desired before planning.

Secondly, one more contribution is that the user can find the optimum working point of the locomotive
according to a certain railway anywhere. Because efficiency speed and load values can change with the

railway route and locomotive type. Some warning systems can be added to ensure that machinist can go on
optimum energy conditions.

4. CONCLUSION
It is quite easy to set up warning systems by implementing some algorithms for energy efficiency in the

railways. These systems can be prepared for locomotives and sold together with them. Ramp level, curve,
length of the railway, and the load information are entered into the system. These systems will provide the
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maximum speed information to the user when the maximum power value is limited. When this speed is
exceeded, the system will alert. Such an application will help to use energy very economically.

Also, unhandled in this work, adding time knowledge to the model, the effect of time-saving on energy can
be searched too. According to all information (ramp level, curve, length of the railway, and the load), how
long time takes the journey and energy consumption can be found. This study is among the studies planned
to be done in the future.
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Keywords Abstract

Pelton Turbine Nowadays, different methods are used in manufacturing sector. One of these is the production
Additive Manufacturing technique on 3D printers, which is also described as additive manufacturing. In this study, Pelton
turbine bucket was produced from composite material (carbon + thermoplastic) on a 3D printer
and tested. Analytically, the special pelton turbine bucket designed at TEMSAN has a special form

Composite Turbine-

Runner L - .
structure. Through additive manufacturing, the turbine runner was manufactured faster and more
cost-effectively compared to production out of steel material. Tests were carried out in TEMSAN
Hydraulic Test Laboratory at 5-7.5 bar pressure range and 26 I/s and 46 I/s flow rates. The highest
breaking strength value was determined as 1775 N.
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1. INTRODUCTION

The 3D additive manufacturing method is used in different fields in the industry day to day. However,
studies and product developments using different material types (polymer, composite, metal) do continue.
For many years, products have been produced from polymer based materials by additive manufacturing
method and used in many areas of the industry; automotive, medical, advertising and promotion sectors in
particular. In the energy industry, too, various studies are carried out on the equipment produced on 3D
metal printers. In addition to this, different designs and cost-reducing studies are effectively urged upon in
connection with the equipment that generate power from renewable energy sources. Generation of energy
from renewable energy sources increases in value with day to day due to low carbon emissions as well as
environmental and climatic conditions. Approximately 15% of the world's energy demand is provided by
hydraulic energy (Chouhan et al., 2017). In hydraulic energy, generation of energy is provided by using
different turbine types depending on flow rate and head. Pelton turbine is preferred in projects with higher
heads (pressure). In the study carried out by Takagi et al. (2014) it was conducted on a Pelton turbine that
had been manufactured by means of additive manufacturing technique with nylon resin fibreglass matrix
to accelerate the production time of the Pelton turbine and reduce the costs and it was stated that the design
errors were detected earlier. In addition, it should be considered that the corrosion resistance of composite
materials is higher and this will provide an advantage for use in micro turbine systems (Shirisha et al.,
2014). In reducing the total weight, it is possible to manufacture lighter turbine runners with 1/7 composite
materials, especially when compared to steel. Manufacturers can also reduce costs by reducing the
processing rate and total production time on conventional machines (Albertani, 2013).

*Corresponding Author, e-mail: oguzhan.bendes@temsan.gov.tr
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In this study, the turbine bucket of a Pelton Turbined, which is one of the hydraulic turbine types, was
produced from composite material by 3D additive manufacturing technique and information about the tests
carried out for the product manufactured is presented.

2. MATERIAL AND METHOD

While the products and materials used in engineering have physical, electrical, magnetic, chemical,
mechanical and production properties, they should also possess properties such as material cost, product
shape, environmental impact, usability, cultural aspects, aesthetics and recycling (Adhikary et al., 2013).

In hydroelectric power plants, the potential energy of water is stored in construction structures such as
reservoirs and dams. This potential energy is transferred to the turbine-generator shaft as mechanical power
by transmitting the potential and kinetic energy to the hydraulic turbine which is located at different heads
by means of penstock pipes. The higher the potential energy of the water, the faster the water velocity when
entering the turbine runner. Water that hits the turbine runner at high speeds causes wear on the turbine
runner (Neopane et al., 2011). With this in mind, the material to be used in the turbine runner is designed
to meet the incoming loads and withstand this abrasive and corrosive effect.

Today, hydraulic turbine runners are usually made of heat treated stainless steel (for example: X5CrNil13-
4) through long processes such as casting, machining and welded manufacturing methods. In order to
prevent erosion corrosion due to sediment in steel materials, special coating or paint systems need to be
applied onto the materials made of metal (Gummer, 2009). These days, hydraulic turbine runners are
endeavoured to be produced using different materials and production techniques. For instance, composite
material that is a material system consisting of a mixture or combination of two or more micro or macro
components provides the better material properties such as hardness, durability and toughness (Shirisha et
al., 2014).

The use of 3D metal, polymer and composite printers is one of the new production technigues. While there
are advantages in this method such as rapid prototyping, material wastage, easy production of complex
parts, there are also disadvantages such as design and difficult dismantling of the supports, long
manufacturing times, unexpected defects during manufacturing, high surface roughness and environmental
conditions. Recently, methods called FDM (Fused Deposition Modelling) and SLS (Selective Laser
Sintering) are used in 3D printers.

3D printers, referred to as FDM or FFF (Fused Filament Fabrication), are printers with similar
characteristics. In these printers, the filament- shaped material wound on the reels is heated at a temperature
that can be shaped, usually at 240-275°C, and passed through the sections called nozzle at certain
thicknesses. Production is completed layer-by-layer, by adding filament to create part whose dimensions
were previously defined on a solid modelling program on the printer table with a flat surface. In composite
printers, as shown in Figure 1, additive manufacturing is performed by feeding different materials from two
different nozzles. Generally, the basic matrix element is thermoplastic materials and is reinforced with
materials such as carbon fibre, fiberglass and kevlar.

However, using only thermoplastic materials does not meet the mechanical strength requirements (Peng et
al., 2018). Supporting with materials such as carbon, kevlar and fiberglass improves the strength properties
of the product (Blok et al., 2018). Comparing the fiber reinforcing investigated, it was found that the nylon
composite strength was in the following order: Carbon fiber > Glass fiber > Kevlar fiber (Dickson et al.,
2017). Among the carbon, glass, and basalt fibers typically used in manufacturing of FRP (fiber-reinforced-
polymer) bars, the carbon fibers were the strongest and most resistant to the various corrosive environments
(Cousin et al., 2019). The effects of the type of reinforcement and fiber volume content on the impact
damage performance of reinforced nylon specimens were of particular significance (Caminero et al., 2018).
Kussmaul et al. (2017) in their study showed that carbon fiber reinforced polymers (CFRP) offered
outstanding weight-specific properties and high design freedom.
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Fiber supply coil

Continuous fiber
.

Thermoplastic polymer

Filament supply coil Buiding platform

Figure 1. Schematic Representation of Composite Printer Operation (Zhao et al., 2019)

When making production on composite printers, first of all, software for preparation for printing that comes
with the printer is used. To which layers the reinforcement materials (carbon fibre, fiberglass or kevlar)
will be added is designated on this software and therefore all layers of the work piece are organised
separately. In areas where stresses are critical, it is important to add the reinforcing materials at the right
angle based on the density and direction of the stress formed. After the piece is prepared for printing, it is
loaded onto the printer's memory for production and the production process begins. The printing process
takes place on the printer thanks to composite and thermoplastic materials fed from two different nozzles
Figure 2 shows 3D printing process.

The motor draws in the :--- Filament
plastic filarment, meits :

the plastic and pushes
the melted plastic
through the nozzie. ------, .

A 3D image is created using
a computer-aided design
software.

The CAD file is
sent to the printer.

—

The printer lays down

successive layers of
liquid, powder, paper
or metal material
and builds the model
from a series of

cross sections.

Figure 2. 3D Printer Design and Production Process (Dronesrate, 2021)

3. TEST STUDY AND RESULTS

In this study, Mark Two model printer of Markforged company was used. The plate dimensions are 320
mm X 132 mm x 154 mm. It is an FDM type printer with polymer matrix and supported by materials such
as carbon fibre, kevlar and fiberglass. The pelton bucket developed, shown in Figure 3, by R&D Department
of TEMSAN, whose dimensions are determined by analytical formulas, was produced out of composite
materials with the help of this printer.
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Figure 3. Dimensions of Pelton Bucket

In the production of Pelton bucket, the filament thermoplastic materials with a trade name of ONY X of the
Markforged company were used as carbon reinforcement in the ratio of 22.9% initially and 36 % afterwards.
In both test samples and production of the piece, the material fill rate was 100%. Test specimens containing
22.9% and 36% carbon (4 mm x 10 mm x 80 mm) were subjected to flexural strength test in the Mechanical
Testing Department of METU Central Laboratory in accordance with 1SO 14125 (2010) standard. The test
results are given in Figure 4 and Figure 5.
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Figure 4. Flexural Strength - Deformation Graph of Samples Containing 22.9% Carbon

Flexural strength test at three points (1ISO 14125, 2010) were performed on the universal Zwick brand
testing machine as depicted in Figure 6. While the average value was 165.8 MPa (om) in test samples
containing 22.9% carbon filament, this value was 244.4 MPa for the samples containing 36% carbon.
Table 1 and Table 2 show the average flexural strength (om) tests for both carbon contents.
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Figure 5. Flexural Strength - Deformation Graph of Samples Containing 36% Carbon

While a maximum flexural strength of 186 MPa was observed in samples containing 22.9% carbon, this
value reached up to 258.5 MPa in samples containing 36% carbon. Fibre reinforced composites generally
aim to improve weight strength and rigidity against weight ratios (Shirisha et al., 2014). When the test
results are considered, it shows that the amount of deformation increases by only 10%, although the flexural
strength value increases by 47.4% with the increase in the amount of carbon by volume. This shows that
the material can be more rigid with increased carbon content.

3 - point
Flexure test
Loading Force
pin
[ A
Specimen

Supporting pins

Figure 6. Schematic Representation of the 3 Point Flexural Strength Test (SubsTech, 2021)

Increasing the carbon content of the test samples by volume increases the flexural strength values. Pelton
turbine buckets designed for 145 m head and 120 I/s flow rate for this study were subjected to a strength
test after being produced as composite in additive manufacturing method to have the same amount of carbon
rate by volume. A maximum of 3100 N force is generated on the Pelton bucket under the specified operating
conditions. In the analyses carried out through finite elements method on the work piece, it was confirmed
that the stress value was 145 MPa (cvon-misses). When the flexural strength values of the samples containing
22.9% and 36% carbon are taken into consideration and the safety coefficients are calculated in the Equation
(5); the values of 1.14 and 1.69 are obtained respectively.
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Table 1. Flexural Strength Test Data for the Sample Containing 22.9% carbon

Series n=5 Emod (MPa) om (MPa) Fmax (KQ) So (Mm?)
X 6948 165.88 30.6 42
S 260.9 1591 2.73 0.25
v 3.76 9.59 8.93 0.60

Table 2. Flexural Strength Test Data for the Sample Containing 36% carbon

Series n=5 Emod (MPa) om (MPa) Fmax (KQ) So (Mm?)
X 10600 244.42 45.9 42.37
S 813.2 9.79 1.93 0.36
v 7.67 4.01 421 0.85

The maximum force on the Pelton bucket was calculated by taking Equation (2) into consideration (Thake,
2000). Equation (1) and Equation (3) were used for A (water jet area) and o, respectively.
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It was decided to perform a tensile strength test taking into account the safety coefficients of samples
containing 36% carbon prior to application tests. Samples containing 36% carbon were prepared in
accordance with 1SO 527-4 (2007) standard and tensile strength test was performed in the same laboratory.
The graph for the tensile strength test results of five samples is given in Figure 7 and Table 3.
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Figure 7. Graph for Tensile Strength Test Result of Samples Containing 36% Carbon
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Table 3. Tensile Strength Test Data of the Sample Containing 36% Carbon

Series n=5 E:(MPa) | om(MPa) £m (%) b (mm) h (mm) Ao (Mm?)
X 25500 370 3.0 25.04 2.714 67.95
s 3170 16.1 0.42 0.03271 0.0305 0.76
v 12.41 4.35 13.93 0.13 1.12 1.12

It was decided to produce five pieces of Pelton buckets in the dimensions given in Figure 3, with a carbon
content of 36% (73.5 cm®) by volume. Application tests were performed in Hydraulic Test Centre of
TEMSAN, which is shown schematically in Figure 8.
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Figure 8. Schematic Drawing of Hydraulic Test Centre

These buckets were fixed to the shaft as shown in the schematic drawing in Figure 9 and subjected to
maximum water jet force. With the help of Equations (2) and (4), breaking forces were managed to be
determined. Flow rates applied in the hydraulic test centre were measured by Modmag magnetic flow meter
and pressures were measured by Keller (PA-21Y) pressure transmitter. The needle opening can be adjusted
automatically by means of a hydraulic cylinder and system having a measuring ruler sensor. Thanks to
these highly accurate measuring elements, parameters such as flow rate, pressure and nozzle openings,
which are considered to be the most significant factors affecting the operating conditions of a hydraulic
turbine unit, can be controlled very precisely.
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Figure 9. Application of Water Jet on Composite Pelton Bucket

The buckets used in the application are numbered as buckets 4, 5, 8, 10 and 11. The production of these
buckets was carried out at a room temperature of (20°C) and an average relative humidity of 75%. Pelton
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buckets consist of 337 layers containing thermoplastic and carbon. The production time lasted 35 hours.
Post-production dimensions and weights of each bucket were inspected. 400 um thick polymer material
was used in the outer layers for smoother surface and dimensional accuracy.

During breaking tests, the test was halted at each pressure value until flow rate was stable. Pelton buckets
were then kept under load for 10 minutes for each flow rate value. In addition to this, the buckets remained
under load during the transition. Pressure transitions and stabilising of flow rate in the system lasted 10
min. In order to observe the breaking pressure and flow rate value of the bucket remotely, a strain gauge
was attached to the buckets as shown in Figure 10. An Arduino-based program was composed to see the
breaking value instantly. Thus, the breaking moments of the buckets were observed on the program without
any problems. In order to prevent the turbine runner from rotating in the system, flanges were attached to
both ends of the shaft and these flanges were mounted on a welded construction through an interconnection
rod. Adjustment of flow rate was carried out with a needle driven by a hydraulic cylinder. The pressure of
the system was controlled by a frequency controlled multistage pump.

”

Figure 10. Connection of Strain Gauges on Pelton Buckets

The densities of carbon and thermoplastic (Onyx) materials used in production are 1.4 g/cm®and 1.2 g/cm®
respectively. The weight of the buckets produced in additive manufacturing method is 200 g (+ 10 g). The
same bucket made of steel weighs 1338 grams. There is a 85% reduction in the weight of one turbine
bucket.

When the graph in Figure 11 is examined, it is seen that Pelton buckets are broken at different flow rate
and pressure values. The breakage of the buckets was observed to be in 2 ways; breaking by separating
from their layers and breaking by bending. The bucket #11, on which breaking by bending was observed,
has a breaking pressure of 7.44 bar, a breaking flow rate of 46 I/s and a breaking force of 1775 N. Similarly,
the bucket #8, which was broken in a similar manner, was broken at a force of 7.52 bars, 44 I/s and 1746
N.
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Figure 11. Pressure, Flow and Breaking Force Values Applied on Pelton Buckets
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Breakage occurred in both pelton bucket samples in the regions where maximum stress was formed as seen
in Figure 12. The remaining three samples were separated from the layers, as shown in Figure 13. These
buckets were separated from their layers at lower forces.

Figure 13. Breaking photos of a) Bucket #4, b) Bucket #5, c) Bucket #10

The bucket #4 has the highest breaking strength out of the buckets separated from their layers and the
bucket breaking pressure of this bucket is 6.64 bars, breaking flow rate is 39 I/s and breaking force is
determined to be 1420 N. When the production follow-up schedules of these buckets are examined, it is
seen that production stops at the 300th layer during the production of bucket #10 for about 10 hours.
Therefore, it can be thought that the cooling of ambient and piece temperature that will occur during the
pauses during production affects the adhesion strength of the layers (Ali et al, 2019). In the breaking tests
applied, it is seen that none of the buckets can get close to the forces, working pressure and flow rate values
designated in the design values. The main reason for this is that the acceptance of the safety coefficient of
(> 1.5) designated at the design stage is suitable for steel materials but the same acceptance is not suitable
for a composite material produced by additive manufacturing method. It is considered that if the additive
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composite parts are to be used especially in machines subject to sudden load changes such as hydraulic
turbines, the safety coefficient acceptance should be higher provided that the suitable production conditions
are provided.

4. CONCLUSION AND DISCUSSION

The combination of different materials and the use of new production techniques (additive manufacturing)
in the Pelton turbine bucket, which is one of the hydraulic turbine types, were investigated.

The Pelton turbine runner has a specially defined form. In this study, the Pelton runner produced as
composite is 1/8 lighter than the steel material. This would provide the manufacturer with ease of
application, such as transport and installation, as well as reduced radial forces from the turbine bearings,
resulting in longer bearing life.

The composite material contains 36% C and 64% thermoplastic material (Onyx). In the mechanical tests
carried out on the test specimen, the flexural strength value of 244.42 MPa and the tensile strength of 370
MPa were obtained. This value is very close to carbon steel mechanical values of 1.0037.

In breaking tests, some samples were separated from their layers and broke. Temperature and humidity are
thought to be significant during additive manufacturing. It was also determined that any waiting or stopping
during production affects the adhesion of the layers to each other. However, the breaking forces increased
to 1775 N in two samples that demonstrated normal breaking behaviour. However, this result is
considerably less than the expected value. The reason for this is that it is considered appropriate to select
the safety coefficient acceptance at the design stage of the products with composite additive manufacturing
in the machines with variable loads such as hydraulic turbines. In particular, testing for the safety coefficient
value of >4 is recommended for further studies. However, this acceptance would not apply to all machinery
equipment. For this reason, it will be appropriate to make security assumptions appropriate to the machine
equipment in the production of composites with additive method.

Additive manufacturing is a new and rapidly expanding production technique. In our study, additive
manufacturing technique provided the opportunity to quickly prototype and performs the tests related to
the mathematically designed equipment such as turbine runners. Especially in the field of energy
equipment, manufacturing method, acceptance of design and testing of different products such as fatigue
will provide cost and time savings for project-based manufacturers. In this study, while the material cost of
Pelton bucket produced as composite per unit was 200 €, the unit cost of the bucket made of metal is 301
€.

However, in the future, by changing the design assumptions such as the safety coefficient of the composite
turbine runners produced in additive manufacturing method and increasing the carbon content, which is the
support material, the use of hydraulic turbine runners manufactured by these methods can be realized in
practice.
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1. INTRODUCTION

The wind data analysis assessment is the key requirements to benefit the achievement of wind energy at
any location. With the development in the economy and the rising population, human request for energy is
increasing rapidly. Fossil energy such as coal and oil are non-renewable as they have to go through hundreds
of millions of years of a geological procedure to be generated. The burning of fossil energy with the
obstetrics of sulfur dioxide and dust leads to many environmental problems such as acid rain and
photochemical smog problem. It also turnover underground solid carbon into gaseous carbon dioxide
emitted into the atmosphere, which enhances the greenhouse effect, accelerates north and south polar ice
to melt, and leads to a deadly threat to human civilization. There are several studies on wind energy potential
and electricity generation (Karlsen, 2009; Carriveau, 2011; Giebel et al., 2011; Ragheb & Ragheb, 2011;
Torenbeek, 2013; Salih & Majli, 2015; Clifton et al., 2016; Emeis, 2018). The previous paragraphs have
assumed that the air was completely dry. In reality, it is in no way dry (Karlsen, 2009; Carriveau, 2011;
Giebel et al., 2011; Ragheb & Ragheb, 2011; Torenbeek, 2013; Clifton et al., 2016; Emeis, 2018). Wind
speed and energy maps of Turkey have been presented and the potential areas are identified with the
emphasis on their significance, according to Ahmet Oztopal indicated that Along the Aegean and the Black
Sea, coastal areas wind energy generation amounts are higher in winter than in summer (Karlsen, 2009).
Wind power density is generally under the influence of relief (mountains, hills, valleys), ground thermic
(thermal capacity of different soils and water); it is clear that in higher altitude wind is less influential by

*Corresponding author (Sorumlu Yazar), e-mail: zaidalwindawi@gmail.com
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those parameters (Torenbeek, 2013). Wind energy potential assessment is critical factors for the suitable
development of wind power application at a given location (Rotronic, 2005).

1.1. Factor Affecting on the Density

Air density is the mass of air molecules in a given volume so any more air mass flowing over wing allows
to generate more lift and increasing wings performance. There are three factors are effective on-air density
its pressure, temperature and Humidity. Pressure is a weight of column of air any increasing pressure means
more air molecules in given volume. Temperature also affects density when temperature increase the air
molecules have more energy, so they spread farther apart so when air wormer than stander it's less dense
and performance decrease. Humidity also plays an important factor, air is made up of 78% Nitrogen, 21%
Oxygen and 1% other gasses. The amount of water vapor in the air varies, but it can contribute up to 1%.
Water vapor weighs less than the Nitrogen or Oxygen molecules that make up the rest of the air and, water
vapor takes up about the same amount of space. So, when more water vapor in the air, the air has less mass
which means it's less dense. thus, all factor affective on-air density also affective on-air power (available
power).

2. MATERIAL AND METHOD
2.1. Theory

A mathematical description of the winds is most easily done by considering the momentum balance of the
atmosphere thus, in this paper explain the theory for using homogeneous two-phase flow to find the kinetic
energy by application the two-phase flow theory to find the density of air and then find the available power
in wind, Also, the laws of thermodynamics the ideal gas laws is used to find the density of dry air and
through it find the available energy hypothesis when it is dry air only and through these two scenarios the
difference between them is found. Be-low is a guiding explanation of the mechanism of work in this
research to find the available energy to prepare the laws and find the homogeneous air density and dry air
and find the resulting difference in kinetic energy in terms of two conditions. Depending on this theory,
was obtain accurate data on the impact of atmospheric changes on wind density power, as well as the extent
of the variation of kinetic energy in the wind based on this theory.

2.2. Methodology

When air is wet it means that contains a quantity of water vapors so the atmospheric air in this condition is
the two-phase case and considers there is no-slip velocity between air atomics, consider the air in this case
a homogeneous state (Wills, 1967). Thus, a single-phase equation for continuity, momentum, and energy
can apply by replacing the single-phase property with the mixture property. According to this condition
using the weather data got from the General Directorate of Meteorology for Mersin city in 2017 (MGM,
2017), to calculates atmosphere density and other mix properties by using the following equation.

Pam = % Pgy TI(A— ) p,] @
According to the ideal gas law the density of dry air is,

Pdry
-7 2
pdry Ra TAtm @

from Ta¢p, find the saturation pressure of vapor from thermodynamics table and then from relative humidity
and saturation pressure of vapor find the pressure of vapor,
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Piry

-7 3
pdry Ra TAtm “

and from pressure of vapor and atmosphere pressure that obtained from metrology data find the pressure of
dry air,

Pdry = Pam — B )

then from recent equation find the density of air when R, represent the constant of dry air. After calculating
the density of dry air, it’s necessary calculate the vapor density in atmosphere to obtained the density of
mixture air (atmosphere) thus from pressure of vapor, temperature of atmosphere and constant of vapor R,
calculate the density of vapor,

Py

= ®)
Rv TAtm

Py

There are two way to find the humidity ratio ® the first way used psychrometric chart and second way used
Colebrook-White Equation.

mass of vapor
w = , (6)
mass of dry air

M, = bV )
V7R, T
Pdry V
M,., = ———0 (8)
dry Ra T
E = 0.622
By
w = 0.622 (9)
Pdry

Find volumetric concentration from two phase flow equation a The volumetric concentration is defined as
the ratio between volumetric vapor flow and total volumetric flow in a given cross-section.
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Q

A= (10)

QV + ery

From humidity ratio w find the ratio between volume flow rate of vapor and dry and substituted it in volume
concentration equation.

pdry ery
QV pdry W

Substitute in Eq (10)
ery Py

So, the volume concentration equation is valid now then calculate density of mixture from equation (1).

The power available in the wind can be found from the following equation:
P, =%ApV? (12)

Where p is the density of the air, A is the swept area, and V is the wind speed. So, through this equation
extract the power available in the wind in the first use the density of dry air and in the second use the density
of the mixture and through them are extracted the power deviation as rate of change in the kinetic energy
from dry air density to the mixture (atmosphere) density according metrology condition

Pinary =2 A Pdry Ve (13)

Pipatm = 72 A Py Ve (14)

\ = Pin dry — Pin atm (15)

P in atm

The variability of wind power will be an increasing challenge for the power system as wind penetration
grows and thus needs to study, thus from Equation (13) find the deviation of kinetic power of wind when
supposition the wind is dry and when the wind is atmospheric according to the homogeneous flow.
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3. RESULTS AND DISCUSSION

The statistical characteristics of the wind power have been analyzed by using meteorology data recorded
by the General Directorate of Meteorology in Ankara for Mersin city in Turkey for the 2017 year. To decide
the best suitable site for installing a wind farm as well as to select the turbine model suited for any site, it
is necessary to carry out a careful wind energy resource evaluation. The meteorology data in the Excel
program was analyzed by using the equations that were it was concluded in methodology section schedule
explaining the change in the rate wind power.

0.051
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Season

A) Changing of Wind Power Deviation for Each Season
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]
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B) Changing of Wind Power Deviation with Relative Humidity

Figure 1. Wind Power Deviation Change Seasonally

Table 1. Wind Power Deviation Seasonally for 2017

saon | G | o [ | 65 | @8 | 8 | Ga | @ | P | e | @ | e | R

Winter 12.054 | 52.67 | 1.065 | 101978 | 1470.186 | 101216.801 752.324 0.00469 | 1277.56 5.7758 0.0000471 | 1277.50 | 0.0046
Spring 18.675 | 60.25 | 1.465 | 101282 | 2211.742 | 99971.901 | 2376.355 | 0.00824 | 1233.19 | 9.7160 0.000110 1233.04 | 0.0116
Summer | 28.679 | 64.52 | 1.478 | 100573 | 3974.871 98032.900 2557.061 | 0.01623 | 1169.54 | 18.2312 0.000516 1169.03 | 0.0466
Autumn | 22.620 | 52.32 | 1.056 | 101341 | 2876.303 | 99815.387 1504.923 | 0.00941 | 1215.38 | 10.8248 | 0.000170 1215.18 | 0.0169
Average | 20.507 | 57.44 | 1.266 | 101293 | 2633.280 99759.200 1797.670 | 0.00964 | 1223.92 | 11.1370 0.000215 1223.69 | 0.0199
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Figure 2. Changing of Wind Power with Meteorology Data

Table 1 represents a sensitive analysis of the 2017 seasonal wind energy deviation according to a two-phase
flow homogeneous model for Mersin, Turkey. Figure 1A shows that the minimum deviation occurs in
winter while the maximum power deviation appears in Summer. The deviation of the wind power increases
gradually from the winter season through the spring to reach its highest value in the summer and then begins
to decrease significantly in the autumn season. Any rising in deviation means decreasing in available wind
power in atmospheric. This increasing and decreasing in deviation due to rising or dropping in temperature
and relative humidity and atmospheric pressure, during winter the temperature is at low value 12.054°C
and relative humidity at 52.6% that makes the moisture content at a low value at 5.77 g/m* while in the
summer the average temperature is 28.6°C and relative humidity at 64.5% makes an in-crease in water
vapor content to 18.23 g/m? which make the air more moisture content in air as known the water vapor has
less weight from other content as shown in Figure 2.

4. CONCLUSIONS

Wind energy is important energy globally as it is clean energy used to produce electricity through the
turbines. As it is known that a formula used to find the available energy in the air is P=0.5V?p, the previous
studies im-posed that the air density is constant and took it as dry air, this is a mistake because the
atmospheric air density is changeable and depends on the temperature, humidity, and air pressure all of
these factors change for every season throughout the year which causes losses are not few in available
power if predicate as dry. The current study indicates that there is an energy deviation along each season,
and throughout the year. When the temperature and relative humidity increases with decreasing in
atmospheric pressure the power deviation increase which leads to a drop in available power.
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NOMENCLATURE

A : Power deviation between the available power for dry air and for atmospheric air
A : Area m?

Py - Density of atmospheric air g/m3

Pary - Density of dry air g/m3

o : Volume void fraction between vapor area and total area

p, : Density of water vapor g/m*

Pgry 1 Pressure of dry air pascal

P, : Pressure of water vapor pascal
: Saturation vapor pressure (Pa)
R, : Dry air gas constant J/(kg.K)
R, : Vapor gas constant J/(kg.K)

Tatm : Temperature of atmospheric air °C

%) : Relative humidity
o : Humidity ratio
M, : Mass of vapor

Mg,y : Mass of dry air
Qv : Volumetric vapor flow
Qary : Volumetric dry flow
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Proper irrigation planning by matching reference evapotranspiration (ETo) with active crop
growth requirement leads to an improved water usage efficiency and thereby improving the crop
yield. ETo is primarily influenced by the following weather parameters the air temperature,
relative humidity, wind speed and solar radiation. To make the ETo estimation system fault
tolerant it is important to validate the real time data from the weather station, since the sensors
used in these weather stations are prone to error due to influence of various environmental factors.
A Recurring Neural Network (RNN) based Data Validation and Correction (DVC) algorithm was
proposed to identify the faulty data and to correct them. Long Short-Term Memory (LSTM) RNN
model is used to forecast the weather data such as temperature, solar radiation, wind speed and
relative humidity. It uses statistical significance test to identify faulty data and isolate them. Then
the DVC approach corrects the faulty data by replacing them by LSTM forecasted data. The
performance evaluation of this approach showed better forecasting ability when compared with
Seasonal Autoregressive Integrated Moving Average (SARIMA) based DVC and thereby
improving overall performance of the DVC approach.
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1. INTRODUCTION

Global water intake doubles each 20 years, nearly twofold the rate of population increase. According to a
Food and Agriculture Organisation (FAO) forecast, irrigation will have to meet 70-80% of the increase in
food consumption between 2000 and 2030 (OECD, 2008). Though the practice of irrigation in agricultural
farm is only around 300 million hectares or 20% of the cultivable land, but contributes significantly to over
40% of world food production (Fischer et al., 2012). Irrigation can mitigate the risk involved with rain-fed
agriculture in dry regions. This helps protect farming from water shortages that are expected to occur more
often. Efficient water use can maximize the diversity of agricultural crop, increase the yield, improve the
economy and provide food at reduced price (Tiwari & Dinar, 2002). In view of the important role played
by irrigation of agricultural farm in worldwide water usage, which significantly increase water availability
for other human and environmental uses by better farm management practices that improve irrigation water
production (Watson & Burnett, 2017).

*Corresponding author, e-mail: abrahamsudharson@gmail.com
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A precise estimate of the amount of water lost to the atmosphere by combined evaporation and transpiration
cycle called evapotranspiration (ET) is fundamentally mandatory for effective farm water management in
order to improve agricultural crop water usage (Martin & Gilley, 1993; Tomar & Ranade, 2001). Reference
evapotranspiration (ET,) plays a vital role in solving the issues like soil water balance, irrigation system
and water supply in the agro-ecosystem by providing a sustainable water management in these water starved
regions. Hence proper irrigation planning by matching ET, with active crop growth requirement leads to an
improved water usage efficiency and thereby improving the crop yield (Allen et al., 1998) ET, can be
calculated by many empirical and non-empirical equation which depends on large amount of weather data
(Cobaner, 2011). However, ET, is primarily influenced by the following weather parameters the air
temperature, relative humidity, wind speed and solar radiation (Allen et al., 1998; Ponraj & Vigneswaran,
2019). This research work contributes by creating a fault tolerant model for predicting the reference
evapotranspiration ET, using the daily weather data like the temperature, relative humidity, wind speed and
solar radiation. There is a greater chance that the weather data used to estimate ET, is incorrect.

With weather data easily available these days and with data driven technologies used to estimate or predict
ET, makes is it even more vulnerable. The data used to develop these models and further for real time
prediction with local sensor weather data or weather data from different source can be wrong or may contain
spurious values. Mostly, sensors are subject to extreme environment condition and inherent sensor faults
are the main drivers to these spurious data. This work aims at developing autonomous data validation and
correction mechanism with weather data, which can be further used in creating a fault tolerant ET,
prediction system. This is accomplished by identifying anomalies with statistical methods for each data
value. Anomalies can be effectively identified in the input data variable by using long short-term memory
recurring neural network (LSTM) model. The incorrect data value is removed when the data error has been
identified. The faulty data is corrected by replacing it with the reliable forecasted value. This paper is
organized as follows: section 2 describes the related work, section 3 outlines the methodology followed,
section 4 discusses the results and section 5 concludes the work.

2. REVIEW OF RELATED WORK

Exhaustive data causes serious issues for a security mechanism in data analytics to identify all irregularities
in real-time. The detection of anomalies and outliers from sensor data and other sources can no longer be
considered human work. Hence, a need to simplify and automated the anomaly detection process.
Automatic anomaly detection based on machine learning, statistics, etc. has been investigated in various
areas, including network intrusion detection, authentication, medical data validation, sensor fault detection
and more (Chandola et al., 2009). Given the number of such analyses in recent years, many anomaly
detection methods still have not been able to minimize abnormalities in certain conditions (Sharma et al.,
2010; O'Reilly et al., 2014). It is not the only threat, but as several sensors produces different type of data
which may or may not be time dependent, in a single system. For IoT devices with multiple sensors, it is
ineffective to use independent faulty data detection algorithms for each sensor.

Presently time series approach has gained popularity among other data-driven approaches to analyses data
with periodical trend. For instance, one can find this approach used in various applications like electricity
load forecast, market analysis to predict air ticket demand, battery health, etc (Venugopal & Vigneswaran,
2019). All these application exhibits periodical trend and may include seasonality as well, which are the
temporal correlation of time series model (Box et al., 1994). A time- approach is capable to interpret the
weather data or the observed sensor data as a structure of time-invariant parameters and this is their
advantage. Further, this invariance is the key to any prediction model and thereby providing vital
information to enhance the model. Furthermore, their efficacy for both linear and nonlinear models
contributes to their competency for data fault analysis. Such facts reflect their need for improving the
effectiveness of fault diagnostic application (Chatfield, 2000).

There have been several studies on various time series forecasting methods. The variable data is known to
choose independent random step series in the random walk RW model (Simmons, 1986). This approach
suggests that previous knowledge of data is not relevant and only new observations are valuable. The simple
exponential smoothing method (SES model) has been widely applied in seasonal data for forecasting
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applications (Gardner, 2006). The autoregressive integrated moving average (ARIMA) model is a most
commonly used approach for forecasting in the last two decades amongst the other time series forecasting
approaches (Mondal et al., 2014). The Sensor Fault Detection and Faulty Data Accommodation (SFDFDA)
method were used in sewage monitoring system. It combines seasonal autoregressive moving average
(SARIMA) system with a statistical significance test to allow correction of faulty temperature sensor data
with forecasted temperature sensor data (Thiyagarajan et al., 2018). ADSaS (Anomaly Detection system
using SARIMA and STL) combines SARIMA and Seasonal and Trend decomposition using Loess (STL)
for improved performance in anomaly detection (Lee & Kim, 2018). It can be used for both periodic and
non-periodic data.

SARIMA based model for forecasting has shown lesser accuracy and is capable of generating inconsistent
forecast, though it is largely a flexible model. A recurring neural network (RNN) models is used to predict
weather parameters, like the wind speed, air temperature and pressure and wind speed. Its flexibility enables
the designer to update the network work design with ease (Roesch & Giinther, 2019). An approach based
RNN self-learning optimization for rain forecasting using weather dataset was successfully developed
(Salman et al., 2015). ConvLSTM is a LSTM version, which comprises a convolution function within the
LSTM cell. A model with the help of weather radar data is used for predicting rainfall by convLSTM data.
It further reveals that its version of ConvLSTM decreased the RMSE by 23.0% when compared to linear
regression models (Kim et al., 2017). LSTM based RNN has proven particularly effective for time series
based faulty data identification (Malhotra et al., 2015). A new anomaly detection system was successfully
developed to identify cyber-attacks using the Recurrent Neural Network (Goh et al., 2017). RNN and LSTM
find its application in medical data and have been investigated in identifying anomalies in them (Chauhan
& Vig, 2015).

3. METHODOLOGY

Forecasting is a method to predict future data trends with the help of mathematical model, based on past
and historical data trends collected. The weather data measured by the sensor from the local automatic
weather station are interpreted as time series data. The future results of the respective weather parameters
may be estimated by a correct mathematical model using the historical dynamics of the various weather
parameters. These data serve as a substitute sensor data to the actual sensor data and used to detect
abnormalities and possible system failures by comparing both the data. Fault data detection: Data anomalies
are abnormalities in data that do not align with typical behavioural patterns, which indicated fault in the
data. So if the weather data unexpectedly deviates from or has any unusual occurrence in the usual
behaviour pattern is labeled as anomalies. Identifying and correcting these anomalies are very vital. Finally,
once the data is forecasted and anomaly detection is completed, it’s essential to correct the weather data
which seems to be incorrect. If not corrected, the entire system will be deemed a failure. Therefore, the
forecasted data of that instant replaces the faulty data. Many more simultaneous instants of abnormalities
can be termed as sensor failure in the system. The proposed approach is neatly described in Figure 1.

FAULT DETECTION

Statistical hypothesis
testing to detect

. Y Y
\J ./ \J
DATA FORECAST SECETEEE FAULT CORRECTION
LSTM to forecast new Faulty data are replaced by
weather data forecasted data

Figure 1. Data Correction and Validation Methodology
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Step 1: Data forecast

The first step is to forecast weather data with the help of historical weather data. This step is vital as it sets
the tone for the data validation and correction (DVC) model. This model makes use of the LSTM or
SARIMA model to forecast the new weather data. The new forecasted data is used to replace the faulty data
if an abnormality is detected in the data.

Step 2: Fault Detection

This step helps in identifying the faulty data. In this model, statistical method, like the hypothetical
significance test, is used to validate the correctness of the data. The abnormalities detected by this test are
classified as faulty data, and the faulty data are isolated. This is a simple but very effective approach.

Step 3: Fault Correction

The third and the final step is faulty data correction. When dealing with real time data, it is inevitable to
have a faulty data because of various well known reasons as the harsh environmental condition or system
failures. This step is an essential approach, as it contributes to making the system fault-tolerant. Once the
faulty data is detected they are replaced by the forecasted weather data from step 1. A prolonged exhibition
of faulty data ends in classifying it as a system failure.

3.1. Data Description

Localized weather data from the Tamil Nadu Agriculture University (TNAU), Coimbatore automated
weather station were used for the study. It is located at 11.01°N latitude and 79.93°E longitude with an
elevation of 431m above sea level. TNAU is in the city of Coimbatore located in Tamil Nadu. Coimbatore
has a tropical wet and dry climate with an average maximum temperature of 31.5°C and minimum
temperature of 22.13°C. The test data for the model was considered from the 1st of January 2017 to the
31st of December 2018. Similar weather parameters such as minimum air temperature ATmin in °c,
maximum air temperature ATmax in °c, wind speed Uz in km/hr, relative humidity RH in % and solar
radiation in cal/cm2/day are used. Table 1 provides the statistical data parameters of the TNAU
weather data.

Table 1. Statistical Parameter of the TNAU Coimbatore Weather Dataset

Dataset Statistics 'io;lT?éX ﬁlTOng] Eﬁ]}ﬂ caI/Sc’:i;;?day I:\l)r|1_| SZX Flzrll_| (%n

Training ~ Minimum 23.5 13.5 1.6 60.2 59 15
Maximum 37.5 26.8 22.8 492 98 91
Mean 31.88  22.39 6.53 344.72 85.70  54.05
Std Deviation 2.51 2.20 3.47 78.34 5.03 12.27
Skewness -0.07 -1.09 1.62 -0.97 -1.58 0.10

Testing Minimum 23.5 16 1.6 60.2 68 32
Maximum 35 26 19.7 442.5 96 88
Mean 3047 2243 7.17 317.52 86.59  60.59
Std Deviation 2.00 1.58 4.21 82.33 4.69 11.04

Skewness -0.59 -1.23 1.17 -1.08 -1.57 0.08
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3.2. Weather Data Forecast

For forecasting the weather data SARIMA and LSTM models were used in this study. To make the ARIMA
even more effective, the seasonality parameter was included to model a wide range of seasonal data. It is
termed as the SARIMA model with the order (p,d,q)(P,D,Q)m where the new P,Q and D are the parameter
for seasonality and the m is periods per season as shown in Equation (3) (Box et al., 2015). For example, if
monthly data are modeled then the value of m will be 12. The predicted value for an instant t can be obtained
just by taking the product of the seasonal and non-seasonal parameters.

(1-9,B)(1 - ®,8*)(1 - B)(1 = B'*)z, = (1 + 6,B)(1 + 6,B™)e, ()

RNN’s problem of the vanishing gradient was tackled with the introduction of LSTM, which stands for
Long Short Term Memory, introduced by Hochreiter and Schmidhuber in the year 1997 (Hochreiter &
Schmidhuber, 1997). LSTMs retain information for a longer time and allow for RNNs to learn more
efficiently from the past data. A LSTM consists of recurrently connected memory block each consisting of
an input cell, a forget gate and an output gate. At first the input Xt is processed with the previous state ht.1
in the input gate and passed over to the forget gate. Then, the output s; of the forget gate is passed
through a tanh activation function. Finally, again an element-wise multiplied is done by output o of an
output gate, which is similar to the input gate and the final output h; is produced (Husein & Chung, 2019).
The final output h; is described in Equation (2).

h; = tanh(s;) - o )

3.3. Statistical Hypothesis Testing

The statistical hypothesis test is used to determine the fault in the observed data and the predicted sensor in
this study. The probability value (p-value) is nothing but the probability of getting the actual value of a test,
when the null-hypothesis is true. Here, it is determined with the help of the chi-square test. It is clearly
described in Equation (3).

s N @)= Cupl] 5
X _Zi=1 (Pesr)i ©

Where, X? is the chi-square, i is the instantaneous time, Wy is the width of the window, A is the actual
observed or actual weather value, and Py ¢ is the predicted output from LSTM model.

The goodness of fit for the LSTM model depends in the chi-square distribution of Xflfof the X% Degree of
freedom df, it is the total number of the data points at a given window W, minus one (df = W,-1) and it
influence the distribution Xﬁf. The width of the window remains constant for the analysis but it keeps
moving with the time t. The significance value often denoted by « is a value which is chosen beforehand.
It is used to estimate the p-value at a given instant in a particular window. The significance value is
determined by the confident interval value (Sedgwick, 2014). If the confident interval is 95% then the
significance value a will be 5% or 0.05.With the df and « value available the p-value can be determined by
the following relationship shown in Equation (3).



48 Abraham S. PONRAJ, T. VIGNESWARAN, J. Christy JACKSON
GU J Sci, Part A, 8(1): 43-57 (2021)

p —value = P(XZ, = X?) (4)

From Equation (4) it can be said that a p-value less than the chosen significance value rejects the null
hypothesis. The value is considered to be significant only if the above case is met, that is Xﬁfshould be

greater than the X?2.
3.4, Data Validation and Correction

The data validation and correction approach heavily depends on the LSTM forecast model and the statistical
significance test, to detect or identify and correct any sensor faults or abnormalities. The first and foremost
in this approach is to forecast the weather parameter with the help of the time series model LSTM. The
parameters like the epochs, activation, optimiser, hidden layers and learning rate should be chosen
appropriately.

The next step is to validate the sensor data or any given data to detect any possible abnormalities. The
significance test is used in the approach to detect the abnormalities. The first step here is to determine the
chi-square value X2, it in turn help in determining the p-value. The pre-chosen critical significance value
o is 0.05. Hence in the DVC algorithm the p-value is compared against the value 0.95. Such that, p-value
greater than 0.95 indicates a significant value and a value less than 0.95 indicates a fault. The significant
values can be used further to train and develop the forecasting model.

The final step is to replace the value. The actual value or the observed sensor value is compared with the
forecasted value to check it lies with the predictive limit. If it lies within the predictive limit then there is
no need to disturb the value. But when the value lies outside the predictive limit then there arises a concern
to correct the value at that particular instant. The forecasted value from the LSTM model is inserted in the
place of the actual or observed value at that particular instant. A warning is signaled by the system if there
are three or more consecutive faulty data. Algorithm 1 neatly describes the DVC approach to fault detection
and replacement. In algorithm 1 both SARIMA based and LSTM based weather prediction is given,
however the DVVC approach with LSTM is preferred since it has better accuracy.

4. RESULTS AND DISCUSSION

The TNAU, Coimbatore weather data collected from January 2017 to December 2018 were used to develop
the forecasting model using LSTM. Mean absolute error (MAE), root mean square error (RMSE) and mean
absolute percentage error (MAPE) are used to evaluate the performance of the algorithm. They are given
Equation (5), (6) and (7) respectively.

1 N
MAE = —z P, — A; 5
N i=1| = Al 5)
1 N
RMSE = —Z (P, — A;)? (6)
N i=1
MAPE 1ZN Pi=Ad 100 @
=— X
Niui-1 A

Where, P;is the predicted value at instant i, A;is the actual observed value and N is the maximum number
of data points.
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Algorithm 1 Data Validation and Correction (DVC)

1.

(or)

LSTM_RNN for weather prediction

for alli €l : length[A(t)i] do
predicting [ P Ji
estimate predictive limit [ Pt (-)]i and [ Pess (+)]i
i=1i+365

end

SARIMA for weather prediction

for alli el : length[A(t)i] do
determine (p, d and g) and (P, D and Q)
predicting [ P+ i
estimate predictive limit [ Pus (-)]i and [ Pt (+)]i
i=i+365

end

Calculate CHI square

2
x2 — yi=WL [(AD)i=(Pesp)i
2i=1 (Pesp)i

Calculate p-value
p-value = P(X7, , = X?)

Faulty Data Detection

if p-value > 0.95,

| Actual data is error free and can be used for training the model further
End

if p-value < 0.95,

| Possibility of abnormalities in the actual data and has to be investigated
End

Faulty Data Correction

if [(Pear(—))i < (Ap)i < (Peyp(+));] then

| no correction

end

if (A¢); lie outside (Peyr(—)); and (Peyr(+)); tShen
value is replaced with forecasted value of that instant

end

if more than 3 (4,); lie outside (P¢,(—)); and (Pyf(+)); then
WARNING is indicated by the system and
value is replaced with forecasted value of that instant

end
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The weather parameters used in this study were the air temperature AT, relative humidity RH, wind speed
U and solar radiation SR. Further, one month of data was selected to validate the DVC algorithm. Random
errors were introduced in the selected one month data and using statistical hypothesis test the errors were
identified. Once they were identified they were subsequently replaced by the forecasted data of that
particular time instant. Table 2 shows the performance evaluation of the model for all the four weather
parameter.

Table 2. The Performance Values Obtained from the Data Validation Correction Model

DVC with LSTM DVC with SARIMA
Weather Parameter MAE RMSE MAPE MAE RMSE MAPE
Temperature 0.15 0.16 0.51 0.26 0.26 0.91
Relative Humidity 1.45 1.66 211 3.1 3.43 4.46
Wind Speed 0.45 0.72 7.18 0.66 0.92 10.89
Solar Radiation 21.99 25.68 6.56 42.25 46.75 12.33

For the air temperature, the first step was to forecast the new temperature at instant i with the LSTM model.
From the Table 2, MAE for temperature prediction is 0.15, RMSE is 0.16 and the MAPE obtained a value
of 0.51. It is also clear that LSTM based approach shows better performance when compared to SARIMA
based approach. The next step was to determine the predictive limit (P (—)); and (Peif(+));. After
which random temperature values as error were introduced and then the p-value was determined for each
instant. Then the p-values were compared with the critical value, which is set as 0.95 in this approach.
Figure 2 (a) shows the plot of actual and the predicted temprature value, Figure 2 (b) is the predicted
temprature values with predictive limit of the LSTM approach. In Figure 2 (c) introduced random
temprature error values can be seen and in Figure 2 (d) p-value for the temperature value with induced error
were plotted with the critical value for the LSTM based DVC. So anyting below the critcal value is
considered a faulty data. Similarly the Figure 3 (a) shows the plot of actual and predicted temprature values
using the SARIMA based DVC model. Figure 3 (b) is plot of the predicted temprature with predictive limit.
Figure 3 (c) and (d), shows the temprature with induced temprature and plot which shows the p-value and
critical limit respectively. Figure 2 (a) and Figure 3 (a) indicated the performance of the forecast of the
LSTM and SARIMA model but it is the LSTM that performace better. Hence, the LSTM based DVC
outshines the SARIMA based DVC in finding the faulty data and replacing them.
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Similar steps were followed for the other three parameters. From Table 2 the MAE, RMSE and MAPE for
relative humidity, wind speed and solar radiation for DVC with LSTM shows better performace than DVC
with SARIMA. Figure 4, 5, 6, 7, 8, and 9 shows performance of LSTM based DVC and SARIMA based
DVC. Itis clear that in all the four parameter LSTM based DVC performs better.

The Data Validation Correction (DVC) algorithm not only identifies the faulty data, it corrects the faulty
ones with the predicted input data. It also can warn the user of system failure. With the help of the p-value
and critical significance values this faulty data are identified. Once they are identified they are replaced by
the predicted data or the substitute weather data. Continuous or prolonged detection of abnormalities that
is, a consecutive occurrence of three values beyond the predictive limit will be classified as warning to the
system. After identifing the error values with the help of p-value and critical value, error values are
corrected by replacing them with forecasted values of that instant Figure 10 illustrates the replacement of
error values with corrected values using the LSTM based DVC approach.

35
30

25

20 _
e ACtUl with error

15

10 Corrected values
5 withr DVC

Temperature in °C

0

Q,xq’ Q,xq’ Q,N‘P > >
=i o il ‘
A A

Figure 10. Corrected Values with LSTM Based DVC Approach
5. CONCLUSION

The contribution of ET, in water balance calculation, irrigation planning and estimating yield prediction is
immense it very important to accurately predict it. Therefore, accurate prediction is possible if the input
weather data is fault free and of high quality. This lead to the development of data validation and correction
algorithm to find faulty weather inputs from the sensor or any other source. To predict the input data or the
weather data in the DVC approach, first SARIMA based prediction was used. SARIMA based approach
though it boast of flexibility and less memory usage, low accuracy in predicting weather output data and
difficulty in developing a single model to predicted multiple weather data stands against. Secondly the
LSTM time series prediction model was used to improve the DVC algorithm. When using LSTM-RNN in
DVC approach accuracy of the predicted weather data improved though at cost of increasing memory usage
and longer computation time. The data fault detection was effectively done using statistical approach and
then the faulty data was replaced by the predicted data. The prediction value of weather inputs like the
temperature, relative humidity, solar radiation and wind speed yielded root mean square error (RMSE)
value of 0.16, 1.66, 0.72 and 25.68 respectively. The proposed DVC approach works only with time series
data and it’s basically a forecast based approach to detect and replace abnormalities in data. An approach
for both time dependent and time independent data would increase the effectiveness of fault detection and
correction.
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Keywords Abstract

Wireless Signal Vegetation is a significant factor that affects the Quality of Service of radio waves. Several
Attenuation measurement campaigns have been conducted to predict the effect of trees on a radio wave at the
Vegetation micro and millimetre wavelengths. The experiments show that depth of vegetation is a major factor

that contribute to signal attenuation. Furthermore, different components of the vegetation cause
different behaviours of the radio wave. The empirical models did not put into to consideration the
Trees characteristics of the trees in the vegetation. The analytical approaches using wave theory have
considered the vegetation characteristics, density and the geometry. This paper focuses on using
existing models to characterise a vegetation based on measured parameters of a tree stand with a
view to estimating the density of the foliage within a vegetation accurately. The foliage density
will be used as the vegetation parameter in the wave theory model. Simulation of the signal
attenuation will be conducted based on the density of the vegetation that will be estimated. The
tree species selected for simulation are Pinus, Ash and Silver Birch tree species.
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1. INTRODUCTION

Trees existing on the path of a communication link was found to play a significant role in the radio signal’s
guality of service (QoS). They have been classified as an obstruction to the Line of Sight (LOS) between
the transmitter and the receiver for many years (Al-Basheir et al., 2006; Meng & Lee, 2010; Adegoke &
Siddle, 2012). This causes research on the interaction between radio waves and trees to be ongoing for
several decades (Ghoraishi et al., 2013). Trees have a very complex structure composed of randomly
oriented stems, branches, twigs and leaves, which causes scattering, absorption and diffraction of radio
waves. The result of this causes signals to follow a different path to transmit signals to the receiver that
causes the signal degradation.

Investigative studies about the effects of vegetation on radio waves showed that several factors can
contribute to signal attenuation. These include; vegetation type, density, leaf state, the size of the foliage
and frequency of propagation (Rogers et al., 2002; Savage et al., 2003; Ndzi et al., 2005; Al-Basheir et al.,
2006; Helhel et al., 2008). Wet trees cause extra attenuation and absorption while evergreen trees have
more effect on radio signals than deciduous trees (Helhel et al., 2008). Furthermore, coniferous trees are
worse than broad-leaved evergreens as reported in (McLarnon, 1997; BBC & ITC, 1998). Single isolated
trees may not cause major problems, but in a dense forest, the attenuation level is high. The attenuation
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level within a density of a forest per unit area depends on the distance in which the radio signal will penetrate
through the forest. The shape of the Leaves and the thickness of the stems have less significant effects on
radio waves at lower frequencies as the wavelength of the radio wave is larger than the thickness of the
vegetation which makes easy penetration through medium. According to the CCIR report stated by
(McLarnon, 1997) and the investigation carried out by (Savage et al., 2003) showed that signal attenuation
by vegetation has a high dependency on frequencies. In general, trees can exist as a single or group of trees,
and they can be either homogeneous or mixed tree types. This will result in the different effects they will
have on radio waves even at the same frequency due to the different tree types and the geometry of the link
(Ndzi et al., 2012). The different effects have become a constraint on the design of modern wireless
communication systems. Figure 1 shows different modes of signal propagation through vegetation
(Adegoke & Siddle, 2012)

Through (Scattered) Componer
w— Diffracted Component

Ground Reflection Component

Figure 1. Different Modes of Signal Propagation Through Vegetation (Adegoke & Siddle, 2012)

Since the 1960s, significant research has been done with a view to developing models that will be used to
predict excess attenuation of radio waves as they pass through a vegetation. Several measurement
campaigns were conducted to evaluate these models. Accurate modelling of radio waves through vegetation
requires a proper description of the tree geometry and foliage distribution that will be valid for wide
frequency range (Ghoraishi et al., 2013). However, each measurement that has been conducted so far was
based on specific tree type, climate conditions and experimental setup. Empirical and semi-empirical
models have been proposed for the prediction of signal attenuation by vegetation because of their simplicity.
The measurement geometry of the vegetation was not taken into account, and they do not distinguish
between the modes of propagation. Most of the models proposed did not take into account the density of
the vegetation (Ndzi et al., 2005; Ghoraishi et al., 2013). The major drawback of the empirical models is
that they were developed based on existing data that was measured on specific tree types and in
predominantly trees that grow in temperate climates. Parameters in these models are frequency, incident
angles, direct-path length through vegetation. Other parameters associated with the particular environment
under which measurements were performed usually computed through regression curves fitted to the
measurement data (Ghoraishi et al., 2013). These measurements yielded different results when applied to
different species of trees. Therefore, the performance of the models appear to be inconsistent when different
link setup is being used (Ndzi et al., 2012). Mean attenuation or link budget calculation are usually what
the empirical models provide (Ndzi et al., 2005). This drawback has attracted more experimental campaigns
with the view of developing a generalized model to predict signal attenuation in later years.

2. REVIEW OF EXISTING MODELS
2.1. Existing Attenuation by Vegetation Prediction Models

Path losses can be modelled experimentally based on the given equation (Sabri et al., 2018), where the
depth of vegetation (dr) and frequency (f) are the parameter of path loss (PL.eg). A, B, and C are constant
empirically determined fitting parameters.
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PLyey(dB) = A.fB.df (1)

2.1.1. Modified Exponential Decay Model (MED)

The most frequently cited prediction model was the Exponential Decay (EXD) given as;
L =0.26f%7"d, ®)

However, a large discrepancy was observed. Therefore, the MED model was presented to overcome some
of the problems with the EXD expressed as;

B {1.33f°-284d0-588, if14 < d < 400

0.45f9284q,if0 < d < 14 ®)

2.1.2. COST 235 and FITU-R

Cost 235 model was proposed in 1996 based on measurements conducted on grove trees at different
frequencies on different tree species (COST, 1996). An improvement on the EXD model was obtained by
changing the value of the fitting parameters to produce the COST 235 model.

L = 15.6f70009q0-26[4pB] In-leaf 4)
L =26.6f7%2d%5[dB] Out-of-leaf (5)

Further optimisation of the three numerical values in EXD has resulted in the Fitted ITU-R model. The
measurement data by (Stephens & Al-Nuaimi, 1995) at frequencies 11.2 GHz and 20 GHz resulted in the
development of the FITU-R model

L = 0.39f%394%25[dB] In-leaf (6)
L = 0.39f%18q%59[dB] Out-of-leaf )
Where f is in MHz and d is in meters.
The experiment concluded the COST235 should be used when planning a Wireless Sensor Network (WSN).

The models mentioned above are exponential forms of expressions to predict excess attenuation as a
function of operating frequency and length of propagation (Goldhirsh & Vogel, 1998), without considering
other mechanisms that may be involved in the propagation of the signal such as, refraction and ground
reflection.

2.1.3. Maximum Attenuation Model (MA)

Further investigation showed that at higher frequencies, attenuation decreased as vegetation depth increases
and the gradient becomes shallower. This indicated that the scattering of the signal from tree to tree becomes
a significant mode of propagation. The scattering contributes to the received signal and, therefore, reduces
the effective attenuation. The measured 38 GHz data led to the suggestion that an improved model of
attenuation to be given in the form (Seville & Craig, 1995);

Ay = A, ©)

Where Am is the maximum attenuation and v is specific attenuation for very short vegetative paths (dB/m).
d is the path within the vegetation. Specific attenuation due to vegetation, y dB/m, depends on the density
and species of the vegetation. This model became the ITU-R recommendation for cases where the
transmitter is located outside the vegetation, and the location of the receiver is inside the vegetation for
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frequencies ranging from 30MHz — 30GHz (ITU, 2013). The parameter Am has a frequency dependency
of the form

Ap = A" )

Different values of A;and a have been used as fitting parameters depending on the species of the vegetation,
frequency applied and the location.

These measurements indicate a limitation to the use of the model. Another limitation is the fixed attenuation
gradient that prove not to be the desired model to be used. Therefore, the measurement geometry and
methodology need to be taken into account.

2.1.4. Non Zero Gradient (NZG)

The Non-Zero Gradient (NZG) model was proposed to overcome the zero final gradient problems of the
MA model for frequencies above 5GHz (Ndzi et al., 2012). The NZG model uses the initial (Ro), the final
gradient (R.), and the offset of the final gradient (k) of the attenuation curve. The model also suffers from
the problems associated with using values of parameters obtained from fitting curves to experimental data
(Savage et al., 2003). The NZG model can be expressed in the form (Ndzi et al., 2012);

—Ry — R

Attyze = Rod + k {1 —exp <—0 d)} (10)
k

The values of these parameters were obtained based on estimates carried out by Stephens in 1998. However,

as pointed out by (BBC & ITC, 1998), the values of the parameters may vary with measurement sites due

to propagation anomalies that are not existing in all locations (Ghoraishi et al., 2013).

2.1.5. Dual Gradient Model (DG)

The operating frequency and the beamwidth of the antenna were proposed to be taken into account in the
DG model. The site geometry is taken into consideration, which considers the extent of illumination of the
vegetation medium. This is characterised by the illumination width, W, the maximum effective coupling
width resulting from the interaction between the transmitting and receiving antenna beamwidths inside the
vegetation medium (Rogers et al., 2002). However, the DG model was not recommended because, as the
frequency increases, the inverse relationship with frequency suggests a decreasing attenuation. This appears
to contradict both the anticipated behaviour and that observed in the measured data (Ghoraishi et al., 2013).
Therefore, the DG model proposed has proved to have several inaccuracies (Savage et al., 2003). It was
concluded that further work on this model is needed to eliminate these inconsistencies. Figure 2 shows the
depiction of Vegetation measurement Geometry (Rogers et al., 2002)
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Figure 2. Vegetation Measurement Geometry (Rogers et al., 2002)
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Ro k (FRozRenlte)
sza—VVbd-i_W 1-e k (11)

Where a,b,c,k, Ro and R, are constants described in (Al-Naimi & Hammoudeh, 1993) W is illumination
width of the vegetation medium.

2.1.6. Radiative Energy Transfer Theory (RET)

RET is one of the later approaches in predicting signal attenuation by vegetation using physics-based
analysis.

The RET has been adopted in the current ITU recommendation for modelling attenuation through a
vegetation for frequencies above 1 GHz, which is given by the expression below. The values of the input
parameters used for different tree specimen have been summarized in the ITU recommendations (ITU,
2013).
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2.1.7. Wave Theory Based Model

The wave theory-based model is believed to be more accurate for presenting the coherence effects and
phase information and it has proven to have no limitation on whether the medium is homogenous or not.
Coherent wave propagation models based on Monte Carlo simulation of scattering from a realistic looking
fractal trees are successfully used to obtain the statistics of wave propagation through foliage (Meng & Lee,
2010). Physical and structural parameters, such as the height, mean stem diameter, and tree density were
computer generated for the estimation of the foliage attenuation. Full wave numerical technique, Method
of Moments was applied by (Koh et al., 2003) to calculate the scattering from a cluster of leaves or needles.
Foldy’s approximation with the single scattering theory was used, and it overestimates the forward
scattering as high as 3-4dB at 35GHz as stated in the report. Based on this approach, a forest wave
propagation model known as Fractal-Based Coherent Scattering Model (FCSM) has been implemented and
verified successfully for a number of applications (Wang & Sarabandi, 2007).

Multiple scattering is an important factor in long distance propagation through vegetation which give
drawback to the wave theory model because it is essentially a single-scattering model that has been shown
(Al-Naimi & Hammoudeh, 1993) to overestimate the attenuation at high frequencies or long distances. To
include high order multiple-scattering in the wave theory model, the mathematical complexity will be
increased which will make it less time efficient.

2.1.8. Statistical Wave Propagation (SWAP) Model

Computing excess attenuation over long distances using wave theory even at single scattering could be
time-consuming. To simplify the computation, the forest is considered as a homogenous medium along the
radio wave direction and then the forest will be treated as blocks of forest as can be seen in Figure 3
(Ghasemi et al., 2013). The computation will be done on a single block and then the result will be applied
to corresponding blocks. Based on this methodology, the SWAP model was developed.

The SWAP model is built on the function of wave propagation behaviour on a single block of forest, such
as the relationship between the field distributions, fluctuation, attenuation on the input and output surfaces.
It uses an existing FCSM model and applies to a representative block of the forest to pre-compute the
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propagation parameters. Network approach is used on the parameters of each block to calculate the total
power at the receiver.

Emc

1

Figure 3. A Forest Divided into Blocks of Small Similar Forests (Ghasemi et al., 2013)

The model is evaluated on by conducting measurement on red pine stand which indicated good accuracy
between the measured and simulated data (Wang & Sarabandi, 2007). They concluded that the SWAP
model is quite complex and may not appeal to ordinary users. However, it can serve as the computation
engine to develop a macro-model which features a simple mathematical expression relating the foliage
path-loss to the foliage and radio system parameters of the specific wave propagation scenario.

2.2. Vegetation Characteristics

Understanding how trees grow in an environment is an important aspect to assess the condition of the tree.
The vertical growth rate of trees allows some trees to dominate other plants.

Trees grown in urban areas are subjected to different stresses such as; compacted soil, limited space and
intense pruning which affect their growth rate. The environment affects the shape and form of the trees,
which makes it difficult to predict the tree height, biomass and crown dimensions than with forests where
trees are much more homogenous in their growth and form for a particular environment and species
(Shrestha & Wynne, 2012; Hong, 2015).

2.2.1. Tree Growth Modelling

The dimensions of tree height and crown are important tree characteristics used in many growth and yield
models. Measurement of diameter at breast height of a tree is used to estimate the height of trees by using
height-diameter relationship, and to determine the dominant height for measuring site productivity
(Petrauskas & Rupsys, 2010; Rupsys & Petrauskas, 2010). Several pieces of research have been made to
develop a reliable relationship between crown size and stem diameter, and the density of trees in a stand
(Hemery et al., 2005; Vanclay, 2009). Because of the low market value of the crown, not too much attention
has been put on the study of tree crowns. However, crown size is an important parameter in the studies of
the growth of trees because the size of the crown determines the photosynthetic capacity of a tree (Hemery
et al., 2005; Arzai & Aliyu 2010). While the crown of a tree represents the potential growth of a tree, the
measurement of a tree’s crown is difficult to obtain (Lockhart et al., 2005).

2.2.2. Crown Diameter Prediction Models Using Diameter at Breast Height

Close correlation exists in principle between crown diameter and stem characteristics, such as diameter and
stem characteristics.

Crown growth modelling systems are used to predict adequately the recovery from competition among trees
where competition indices are not available. It is also used as a variable for stem diameter and height growth
equations (Vanclay, 1994). The equations for predicting crown width of open-grown trees are known as
Maximum Crown Width (MCW) equations while for stand-grown trees are called Largest Crown Width
(LCW) equations. Figure 4 shows close correlation between the linear prediction model and the measure
data (Hemery et al., 2005).
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Figure 4. Crown Diameter- Stem Diameter Relationship for Beech Tree (Hemery et al., 2005)

Simple linear model between crown width and diameter at breast height is often adequate when modelling
crown diameter equations (Hemery et al., 2005; Arzai & Aliyu, 2010; Ibrahim et al., 2014). Power functions
and the monomolecular functions are used to model crown width that are nonlinear (Bragg, 2001).

Table 1 shows the summary of different prediction models developed and used to estimate crown diameter
given the Stem Diameter at Breast Height (DBH) in different tree stands within a range of conditions of the
stands (Burgin et al., 2011).

Table 1. Summary of Model Equations for Estimation of Crown Diameter (width) Using DBH
(Burgin et al., 2011)

No. | Model Equation Function type
1. | Cw=a+ bxdbh Linear
2. | Cw=a+bxdbh+c*dbh?® | Quadratic
3. | Cw=axdbh® Power
4, | Cw = axp®h Power
5. | Cw=ax (1-eP") Monomolecular
6. | Cw = (dbh/(a+bxdbh)? Hossfeld 1

Where; Cw; crown width (diameter), dbh; stem diameter at breast height, a, b, c; fitting parameters.

The fitting parameters are estimated for values generated by measurements conducted on different tree
species. The parameters can be applied to similar species and models have proven to be applicable for a
wide range on of species.

2.2.3. Tree Height Prediction Models Using Diameter at Breast Height

Tree height to DBH relationship is an important component to estimate yield, landscape appraisal and
growth of trees and it is the most commonly used measurement for tree size (Sumida et al., 2013; Hong,
2015). In growth and yield modelling, height-DBH relationships are used to estimate tree’s height and the
tree volume can be estimated from the relationship. Many height-diameter equations have been developed
for various species as can be seen in Table 2.
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Table 2. Summary of Model Equations for Estimation of Tree Height Using DBH as a Parameter

No. | Model Equation Source

1. | H=1.3 + exp(atbxdbh)° (Eng, 2012)

2. | H=1.3+a(l-exp(bxdbh)° (Eng, 2012

3. | H=1.3 + exp(atbxdbh®) (Wang & Hann, 1988)

4. | Ln(H)=a+bxdbh®?+cxIn(1.3) | (Oyebode et al., 2012)

5. | H=1.3 + a(1-exp(-bxdbh))° (Corral-Rivas et al., 2014)

6. | Ln(H-1.3) = a+b/dbh ((Schreuder & Hafley, 1977)

Where; H; tree height, dbh; stem diameter at breast height, a, b, c; fitting parameters.

2.2.4. Branch Diameter and Stem Diameter Relationship

Researchers have theorized, observed and inferred that the relationship between the branch and the stem
may relate to the strength of the attachment between them (Gilman, 2003), but only a few studies testing
the ratio between the branch and stem diameter has been performed especially on shade tree species. In his
paper, (Strickland & Goddard, 1965) observed that the greater the angle between the stem and the branch,
the shorter and smaller the branch length and the diameter respectively.

It was not feasible to measure Maximum Branch Diameter (MBD) of a tree when taking forest inventories
in the past. But remote sensing approaches have been ongoing to develop the relationships between the
MBD with other features such as tree height, crown radius and measures of competitive status. Due to the
ease in measuring the DBH of a tree, Table 3 shows different models that were developed to predict the
MBD using independent variables such as DBH, crown radius, and tree height.

Table 3. Equations for Predicting Maximum Branch Diameter

No. | Model Equation Source
1. | MBD = axRPxHxL4+ ¢ (Groot & Schneider, 2011)
2. | MBD = axRPxH*xBAY+ ¢ (Groot & Schneider, 2011)
3. | MBD = axRPxH*xBAY (1+BAL)*+ ¢ | (Groot & Schneider, 2011)
4. | Ln(DBG) =p—axe®CWM+¢ (Loubére et al, 2004)

Where; MBD; maximum branch diameter (cm). R; crown radius (m). H; stem height (m). L; crown length
(m). BA, plot basal area (m%ha). BAL; competition index, defined as the basal area of the stems larger than
that of the stem in view. DBG,; living branch diameter. GUH; branch insertion counted from stem apex. a,
b, c, d, e, &, p; fitting parameters.

The increase in MBD with height can be due to exposure of taller trees to the wind speed. Wind increases
the deflection and sizes of branches (Eloy, 2011).

2.2.5. Predicting The Number of Foliage in a Tree

Trees are important components in forest ecosystems, and to understand and adequately describe such
systems, quantifying various aspects of trees is necessary. There are some probability sampling strategies,
particularly applicable to tree characteristics that have been used but rarely in ecological field studies
(Gregoire et al., 1995). It’s hard to measure the total foliar area or mass of a tree. However, a variety of
sampling methods are proposed, and estimators are presented based on the probability sampling methods
(Jessen, 1955; Shinozaki et al., 1964).
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Randomized Branch Sampling (RBS) is an application of multistage probability sampling, which was
developed by (Jessen, 1955) to estimate the number of fruits on an individual tree. This method of sampling
provides an efficient means to estimate many characteristics of trees (EI-Shaarawi & Piegorsch, 2002). It
can be used to estimate foliar area and mass, number of leaves, surface area of a tree and the average stem
length from the butt of the main stem to a terminal bud (Gregoire et al., 1995). The RBS estimator makes
use of inverse probability weighting in a way that there is no bias. Furthermore, if a random selection of
branches is made with probability roughly proportional to the amount of the tree characteristic of interest
(foliage, area) borne by respective branches, the estimation is very precise too (EI-Shaarawi & Piegorsch,
2002).

The tree diagrammed in Figure 5a contains 27 possible paths extending from the butt of the main stem to a
terminal shoot. The four branch segments of one possible path are shown in Figure 5b. RBS can be stopped
after selection of a branch at any node, in which case the entire branch (3 in Figure 5c) is treated as the
terminal segment of the path. RBS can also be started from the butt of any branch on a tree (Figure 5d), in
which case the resultant estimates pertain only to the entire starting branch (encircled), not the entire tree
(Gregoire et al., 1995).

a b c d

Figure 5. Sampling of Branches in RBS (Gregoire et al., 1995)

L Decision node
I = Branch segment
I RBS path

Figure 6. Simplified Diagram of a Tree Showing One Possible RBS Path.
There are 23 Terminal Branches in This Diagram (Schlecht, 2011)

3. INVESTIGATION AND SIMULATION SETUP
3.1. Estimation of Components

In this section, the most widely used prediction models will be adopted to estimate the components and the
characteristics of trees. The tree species selected for simulation are Pinus, Ash and Silver Birch species.
The foliage density of a tree stand will be used as the foliage parameter to predict the attenuation of a
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wireless signal due to vegetation. The plot area will be 100m2. The attenuation prediction model adopted
will be the electromagnetic wave theory using single scatterer.

3.1.1. Crown Width Estimation Using DBH

The commonly used prediction model is the linear model given by the expression below.

Cw =a+ bxDBH (13)

3.1.2. Tree Height Estimation Using DBH

As the crown width of a tree can be estimated using DBH, the height of a tree can also be estimated using
the correlation between the DBH and tree height. The prediction model to estimate the height of a tree is
given in the expression below.

H = 1.3 + ax(1-exp(-bxDBH))° (14)

Where 1.3 is the breast height.

To predict the maximum branch diameter of a tree, the basal are of a tree is calculated. Basal area is a term
used to estimate the average area occupied by trees in a given plot (usually in acres or hectares). It is defined
as the total cross-sectional area of all stems in a stand measured at breast height and express as per unit plot
area (e.g. m?ha) (Anonymous, 2015). Tree stems are usually cylindrical shape. Therefore, the cross-
sectional area of stem is the same as the area of circle that which calculated as;

BA =1 x (DBH/2)? (15)

Where BA is the basal area, DBH is the diameter at breast height. =t = 3.142.

The crown height of a tree can be estimated using the estimated values of the CW and the tree height. The
length of and width of a crown determines the photosynthetic capacity of a tree.

3.1.3. Maximum Branch Diameter Estimation (MBD)

The branch diameter of a tree decreases as from the crown base up to the tree apex (Loubére et al., 2004).
To predict the diameter of the largest branch, crown radius, tree height, and the tree basal area can be used
as parameters in the expression below;

MBD =a x R? x H® x BA+ ¢ (16)

Where, R, H, BA are the crown radius, tree height and basal area respectively. a,b,c,d and ¢ are the
estimated fitting parameter values.

3.1.4. Number of Branches and Leaves on a Tree

Randomized Branch Sampling is used to estimate different characteristics of a tree. In RBS, the main stem
is also considered as a branch. Therefore, the entire above-ground component of the tree is considered as a
branch comprising of several segments. A ‘path’ is defined as the sequence of the connected branch
segments. The number of possible paths equals to the number of terminal shoots (Jessen, 1955). The starting
point of a path can be from any butt of a branch segment (Figure 5b, ¢, d). RBS provides an estimate for
the number of branches (or characteristics of interest). Figure 7 illustrates RBS (Anonymous, 2019).
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Figure 7. lllustration of Randomised Branch Sampling (Anonymous, 2019)

From the above diagram, Qr = q1xXq2Xqs

The unconditional probability of the r'" branch segment selection of a path is

Q= HQR (17)
k=1

Where Q; is the unconditional probability of the of the branch segment. If f, is the number of branches in
the r" branch of the path, then the total number of branches can be estimated using;

R
p=N I (18)

r=1 QT

To estimate the number of branches on a tree, the first branch segment will be the main stem and the
probabilities of each segment will be computed to give the overall number of branches. The drawback of
the RBS is that at least one path must be counted manually by observing the branching system of the tree.
Tree branches are formed using the phenomenon called fractal-based theory. Tree formation depends on
the species, the density and the environment. The structures of tree forms can be categorized into three
forms, which are; columnar, decurrent, and excurrent as can be seen in Figure 8 (Lin & Sarabandi, 1999)
and Figure 9 (Anonymous, 2021).

Figure 8. Examples of Decurrent and Excurrent Types of Trees (Lin & Sarabandi, 1999)
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Figure 9. Example of a Columnar Tree (Anonymous, 2021)

The correlation of the ages between the branches (B) and the stems (T) in different tree forms can be
expressed as

T=a+bB (19)

Where a is the intercept parameter and b is the regression slope measured for different species of particular
tree forms (Eloy, 2011). The intercept is usually greater or equal to zero. A high intercept means a tree that
current twigs develop from the older stems.

Decurrent trees are usually deciduous trees while excurrent trees are usually coniferous trees. In deciduous
trees, the lateral branches grow faster than or sometimes as fast as the terminal shoot that give rise to the
growth habit of the tree, thereby the main stem eventually disappears and forming a large crown. In conifer
trees, the main stem out grows the branches giving the tree crown a cone shape.

The relationship between the radiuses of the branches formed from the main branch shows that branches
become smaller than the main branch as they split to form new branches (Eloy, 2011). Another relationship
is between the length of the old and the new branches given a growth rate function of the tree expressed as

L= (20)

Where Ly is the length of the old branch (in this case the stem) and L. is the length of the new branch. g is
the growth rate of the tree which is dependent on the species and environment (Kirtley, 2013).

To estimate the total number of branches and leaves on a particular tree using RBS, the conditional
probabilities of each segment on the path should be obtained. Taking into account the growth rate of the
three tree species selected for this paper, and assuming the branch formation starts at height 5, the total
number of branch splits will be “H-1, /g” which will give the total number of splits in relation to the height
of the tree where H is the breast height. Likewise, the total number of branch segment can then be estimated
using “CW /g”.
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Figure 10. Example of Fractal Branch Formation (Wang & Sarabandi, 2007)

The leaf orientation on a twig of a tree can be examined to assume how the branches split from the main
branch. The orientation angle of the branch of a tree is usually formed at 45 degrees from the main branch
for broadleaves and 60 degrees angle for conifer trees (Wang & Sarabandi, 2007). Figure 11 shows
examples of leaf structure of birch (a), ash (b) and pine trees (c) (Anonymous, 2020a,b,c). From Figure 11
the probability of each segment from the stem will be Y% for birch, 1/3 for ash and 1/3 for pine trees.

Figure 11. Examples of Leaf Structure of (a) Birch, (b) Ash and (c) Pine Trees (Anonymous, 2020 a,b,c)

Most leaves grow at the end of the twigs (the smallest branch on the tree), forming a canopy. Ash trees are
broadleaved trees having a compound leaf. Meaning a leaf consisting multiple leaflets. These leaves occur
in opposite pairs with the exception of the terminal leaflet (Figure 11b). The arrangement of the leaflets are
typically 4-6 pairs, making a total of 9-13 leaflets (Kirtley, 2013). On each twig, there are 4 compound
leaves which in total gives 36-52 leaflets on each twig. Birch leaves are similar to Ash trees, but they have
larger leaflets that make four leaflets on a compound leaf and 3-4 compound leaves on each twig. Pine
trees, on the other hand, have needle-like leaves 2-5 inches long. They are formed in groups of 2-5, and
each group has a bundle of 2-3 needles, and each twig has average of 3-7 groups.

3.1.5. Signal Propagation Based on Wave Theory Model

The physics based FCSM model has proven to be the ideal model to predict vegetation loss due its accuracy
in capturing incoherent power that is contributed by the scattering of the tree particles. A Monte Carlo
simulation of scattering using computer generated fractal trees was successfully used in obtaining the
propagation of a signal through vegetation (Lin & Sarabandi, 1999). The approach in the computation of
the FCSM is based on Distorted Born Approximation (DBA) (Lin & Sarabandi, 1999; Wang & Sarabandi,
2005; 2007). The tree stands were generated using parameters such as trunk diameter, height, density, etc.,
to form a physical structure of a tree. The tree components (leaves, branches, and stem) are considered to
be a group of dielectric scatterers. The scatterers are illuminated inside the forest by coherent mean-field,
and the scattered fields are coherently added. The forest medium attenuates the scattered fields and likewise
the illuminating field. Single scattering among the branches is computed at lower frequencies. However, at
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micro and millimetre wave frequencies, multiple scattering cannot be ignored (Wang & Sarabandi, 2005;
2007). In this model, the trees are categorised into deciduous or evergreen conifer trees. The only difference
is the extension of the trunk into the canopy (crown) layer for evergreen trees, and either disk is used for
deciduous or cylinders for conifer evergreen trees to represent the leaves and needles as depicted in Figure
12 (Burgin et al., 2011).

0(—— Disk = leaf (deciduous)
& €1 Needle = leaf (evergreen)

A ﬁ(—— Small cylinder = small branch
> Middle cylinder = large branch
Trunk layer< ¢ Large cylinder = trunk
Ground %

Figure 12. Building Blocks of Scatterers for Wave Theory Model (Burgin et al., 2011)

The boundary between the stem and the crown layer, for most trees, can be set at the first branching point
where the stem divides into multiple large branches, even though the boundary is not explicitly defined.
The stems are modelled as single dielectric cylinder populating the lower vertical layer. Two categories of
branches are modelled as a collection of small and large dielectric cylinders in the crown layer. Depending
on the type of tree, dielectric needles or disks are used to model the leaves. By obtaining the densities of
the stems, branches, and leaves, lateral homogeneity is implemented over a modelling unit. The scatterers
of a particular species inside each vertical layer are considered homogenous, with stationary statistics as
seen in Figure 13 (Burgin et al., 2011).

E

Figure 13. Realistic Geometry of Tree Stands with Four Scattering Mechanisms (top) and the Model
Realization (Burgin et al., 2011)
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Using the components of trees estimated, they are treated as a cluster of scatterers with a specific position,
orientation and geometric shape and sizes (Figure 13). The entire tree is assumed to be illuminated by a
plane wave with a propagation direction of unit vector k; that is given by;

Ei(r) = Eletkohir (21)

The scattered field is calculated for individual trees since the relative position of the trees are uncertain with
respect to other trees and is usually of the order of many wavelengths. Therefore, the total scattered power
is determined by adding the incoherent scattered power of individual trees. To total scattered power from a
tree can be computed by adding the single scattered field from each scatterer and neglecting the effect of
multiple scattering among the scatterers. The propagation constant of a forest medium can be estimated
using Foldy’s approximation Mpq denoted by

j2nn
My,q = ko (Spq) (22)

Where j =V—1, n is the number of scatterers in a tree, ko is the wave number in free space. Spq is the
amplitude of the single scatterer given by

s elkoR —i

Ep = ——Spq-Eq (23)

WhereE; and F; Avre the incident and scattered fields respectively. R is the distance from a scatterer to a
receiver that detects the scattered field. < > represent the average of the forward scattering amplitudes of
all the scatterers in a tree. Because of the inhomogeneous nature of the tree components in the vertical
direction, the tree stand can be divided into different layers in the horizontal direction, for which Mpq will
be different depending on the respective geometry of the function. In conifer trees, the layers are dived into
three whiles, in deciduous trees, the level is undefined. Figure 14 shows layer division of a pine stand
(Wang & Sarabandi, 2007).
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Figure 14. Layer Division of a Pine Stand (Wang & Sarabandi, 2007)

The scattered field is then computed from each scatterer to the receiver using equations given, with both
incident and scattered field modified by Foldy’s propagation constant together with free space counterparts
using;

E=TXE, (24)

Where

o= ()50~ () @
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and

T = (eiMwR 0 > (26)

0 e/MrnR

E and Eg are the polarised electric field vectors of the radio signal propagating inside the forest medium
and in free space. v and h are the representation of vertical and horizontal propagation. T is the
transmissivity matrix of the effective medium with the constant of propagation My, and Mnn, R is the
travelled distance by the incident wave before arriving the receiver. In forest structures, the azimuthal
symmetry is mostly assumed thereby making the averaged transmissivity of the depolarized components is
approximately zero Myn= 0, My = 0.

Four different mechanisms of wave propagation inside forest environments occur, which are; scattered field
with the scatterer illuminated by the direct incident wave, the reflected scattered field with the scatterer
illuminated by the direct incident wave, the direct scattered field with the scatterer illuminated by the
reflected incident wave, and the reflected scattered field with the scatterer illuminated by the reflected
incident wave. The ground effect is an important feature in FCSM which the roughness of the ground is
accounted for by using Fresnel reflection coefficient (Figure 15).

3 b

&3 Z,

VAR

Figure 15. Components of Scattered Field Above Ground Plane Responding to Four Wave Propagation
Scenarios, (a) Direct-Direct, (b) Direct-Reflected, (c) Reflected-Direct and (d) Reflected-Reflected
(Burgin et al., 2011)

The polarization of the incident and scattered waves is a dependent point in the computation formulation
of scattering from a single scatterer. The two polarizations are the horizontal and vertical polarization.
Vertical polarization is assumed for this experiment where

p=Axh (27)
and
2x Rk
h= xh| (28)

2and & are unit vectors of the direction of the incident or scattered wave. The total scattered field at the
receiver is obtained by adding all the scattered fields of the scatterers. The same process can be followed
using the given expression to calculate for leaves, branches and stems of other trees.

4. RESULTS AND DISCUSSION

The correlation between crown diameter and stem DBH are known to be high, so the crown diameter can
be estimated using linear prediction equation. The results obtained from estimating crown width using DBH
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as the independent parameter is shown in Table 4. The density of the stand does not affect the ratio between
the CW and the DBH, and the linear model is the most commonly used model because of its simplicity.
From the Regression Coefficients available in literature, more data can be obtained for wide range of species
as can be found in (Hemery et al., 2005; Sanchez-Gonzalez et al., 2007; Arzai & Aliyu, 2010; Ibrahim et
al., 2014). The results give similar correlation between Height and DBH. However, linear models did not
yield accurate estimates (Arzai & Aliyu, 2010). This is because, the density of the stand changes the growth
pattern of the tree due to the competition amongst the trees (Martinez-Vilalta et al., 2006; Sanchez-Gonzalez
et al., 2007; Rupsys & Petrauskas, 2010). Furthermore, at larger DBH, the estimation using linear model
did not yield good correlation. Hence, the exponential model is the most ideal (Wang & Hann, 1988; Peper
etal., 2001).

Predicting the diameter of the branch has not been conducted in most species. This is because the branches
in a tree have no economic value, but it is used to estimate the biomass of the crown that other parameter
such as the crown dimensions can be used. However, the information obtained from the results can help
guide the development of pruning strategies, and likewise in radio communications, the thickness of
branches is important as it also affects radio signals at high frequencies. The basal area of a tree was easily
obtained. The basal area is important in estimating the branch diameter because of the gravitational force
and wind force that are acting on the tilted branch angle from the stem.

Randomised Branch sampling is an effective and time efficient method of sampling tree components
density compared to the conventional methods. The path selection is sampled at the longest path on the
largest branch. Should the sample path selected at smaller branches, more than one path should be selected,
and then the average of the sampled result is estimated. Given the higher branch segments based on the
sizes of the crown, the foliage density increased as the path length increase. The variance between the
estimate and the actual measured characteristic (fruits, Biomass, Foliage), it suggests that RBS can give
less than ten percent (10%) variance (Jessen, 1955; Gregoire et al., 1995). The pipe Model theory
(Shinozaki et al., 1964) has been used to estimate the number of leaves or branches of trees. In the model,
it is viewed that each leaf is supported by a single pipe connecting the leaf through the branches and the
stem to the root hairs. The pipe handles the transportation of water and other nutrients. The summary of the
different parameters estimated from DBH and RBS are given in Table 4.

The FCSM model is a wave theory model aimed at predicting the path loss by considering the vegetation
components as a cluster of dielectric scatterers. The input parameters for the FCSM model are in two parts;

1) The vegetation parameters and
2) The radio system parameters.

Table 4. Summary of Different Tree Characteristics Estimated from Existing Prediction Models

MBD = Number of Average total numbe of
. 2 by cumnd Total numbe of
species | DBH(cm) [ CW(m) | H(m) | BA(cm” | a*R°*H *BA® + ¢ branch ) leaves/needles |leaves/needles
Branches in a tree ) .
(cm) segment(s) per twig inatree
Pine 10 1.2896 | 8.1234 | 78.55 2.3524 5 135 84 11340
20 1.5886 | 13.6903 | 314.2 2.8018 6 405 84 34020
30 1.8876 | 18.1725 | 706.95 3.1471 7 1215 84 102060
Ash 10 2.7938 | 9.9269 | 78.55 40067 6 32 36 1152
20 48294 | 18.0708 | 314.2 6.0053 10 512 36 18432
30 6.8651 | 24.3179 | 706.95 7.4983 14 8192 36 294912
Birch 10 2.5904 | 5.0986 | 78.55 2.5813 4 8 12 96
20 42055 | 7.4878 314.2 3.2815 6 32 12 384
30 5.8206 | 9.4298 | 706.95 3.8761 7 64 12 768
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Table 5 give details of the input parameters for the FCSM. In the vegetation parameters, the Specie is not
significant while the orientation of the foliage in the propagation direction is specified. However, the
species determine how many likely layers the vegetation can be split into. The moisture content of the
foliage is significant for determining the permittivity of the dielectric components. The crown width
parameter calculates the vegetation depth along the path. In the case where multiple species are present,
each species will be estimated individually.

Table 5. Input Parameters for FCSM Wave Theory

Vegetation Parameters Radio System Paramter
Forest Stand Tree Structure Prameter |Dielectric Prameter
Area of the Plot Tree height Signal Frequency
Tree density DBH Tx and RX disatance
Specis type Crown width and depth  [Leaf Moisture content ~ |Tx and RX height

Leaf Form (needle/leaf)  |Wood moisture content  |Tx and Rx Polarisation
Leaf Dimensions (cross
sectional area) Soil moisture content
Leaf Density
Tilt angle

NB: the values in the table are estimated values which will be as vegetation parameters to predict signal
loss as it passes through the vegetation

As described in the previous sections, attenuation rate corresponds to scattering of the coherent mean field
by the tree components along the direction of the signal propagation. Scattering of signal through foliage
also provide the advantage of redirecting part of the incident wave towards the receiver.

MATLAB R2015a was used for the simulation of the signal propagation. As predicted by researchers,
Vegetation density and type are one of the major factors that affect signal propagation through vegetation.
For Pinus trees, the excess attenuation is higher due to the density of components within the tree. The
attenuation due to frequency does not make a significant loss at frequencies above 10GHz. This is due to
the wavelength of the frequencies are at the millimetre range. Figures 16-18 show the simulation results of
the attenuation levels of signals when transmitted through pinus tree, ash tree and birch tree respectively.

Pinus Tree

58

Path Loss (dB)

At 10cm DBH
~ At 20cm DBH
At 30cm DBH

0 5 10 15 20 25 30

Frequency (GHz)

Figure 16. Excess Attenuation of Signal in a Stand of 0.05/m? Density for Pinus Tree
with Estimated Foliage Densities at Tree Diameter at Breast Height (DBH)



76 Yusuf ABBA KYARI, James AGAJO
GU J Sci, Part A, 8(1): 58-80 (2021)

Ash Tree
120

110
g /—/’/_/—/_f

90 -

80—

Path Loss (dB)

60
At 10cm DBH
50 | —— At 20cm DBH
At 30cm DBH
40 1 1 1 1 1 1
0 5 10 15 20 25 30

Frequency (GHz)

Figure 17. Excess Attenuation of Signal in a Stand of 0.05/m? Density for Ash (Fraxinus Excelsior) Tree
with Estimated Foliage Densities at Tree Diameter at Breast Height (DBH)
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Figure 18. Excess Attenuation of Signal in a Stand of 0.05/m? Density for Silver Birch Tree
with Estimated Foliage Densities at Tree Diameter at Breast Height (DBH)

The types of leaf and the size also has a significant role in signal attenuation in the sense that larger leaves
produce higher attenuation as can be seen in Figure 17. Even though Ash tree has less foliage density than
the Pinus tree, the path loss is higher due to the size of the dielectric scatterers. This suggests the importance
of the cross-sectional area of the leaves in calculating the extent of scattering within the leaves indicating
that, the larger the leaf size, the higher the attenuation. Birch trees have lower attenuation because it does
not produce dense foliage as can be produced by the Pine and Ash trees.

Most of the scattering of the radio wave at the micro and millimetre waves are caused by the leaves because
the thickness of the leaves is approximately equal to the wavelength. However, scattering occurs at the
branch level due to the angle orientation of some of the branches, whereby causing the signal to bounce
when in contact with the branch surface.

5. CONCLUSIONS

This paper includes two main parts. The first part is the study of vegetation characteristics and estimation
of vegetation density components using existing models. The second part is the application of wave theory
model for the prediction of signal attenuation through an estimated vegetation density.
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Diameter at breast height has shown to be the strongest estimator for crown width, tree height and basal
area in most tree species. Randomised branch sampling is an efficient and unbiased sampling method which
was used to estimate foliage density.

Fractal-Based Coherent Scattering Model (FCSM) which is a wave theory model was adopted for the
application of wave propagation through foliage. The initial model uses computer generated forest
environment that in the end cannot give the actual characteristic of the foliage geometry. The coherent mean
field is attenuated before hitting individual particles of the foliage by the effective medium. After the
scattered field from each particle is being attenuated by the medium, they are then added by at the receiver.
This in turn gives the total scattered field been attenuated by the vegetation.

The vegetation input parameter for the FCSM was replaced by the exact estimate of the vegetation using
the vegetation models introduced. The experiment showed that wave theory model can be adopted as a
more efficient model for wireless signal attenuation through several vegetation densities.

6. FUTURE WORK

This project work is a study work based on secondary data. The future work involves more data acquisition
either secondary or measurement campaign for the vegetation modelling of more species that can satisfy a
broad range of environments.

FCSM model applied, even though it provides good estimations, it is rather complex, and it is not attractable
to radio link designers. Therefore, some simple formula, based on simulation results need to be developed.

Future experimental investigation should be conducted to compare the predicted path loss through a
realistically measured vegetation density with the simulated path loss in an environment.
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Keywords Abstract
Wind Turbine Q-Blade simulation tool was employed in modal analysis of horizontal axis wind turbine blade
Rotor Blade with three distinct configurations (with spar, no spar and solid) to determine the configuration with

Modal Analysis adequate structural integrity under aerodynamic loading conditions. The blade configurations were

. analysed in four different modes based on the flapwise and edgewise response of the blade to
Bgndmg ) aerodynamic loads/forces, and the corresponding modal eigenfrequencies were evaluated.
Eigenfrequencies Bending due to combined effects of flapwise and edgewise modal frequencies on the blade were
Failure also evaluated at different rotor blade speeds ranging from 2-8m/s. It was observed that the solid
blade configuration had the least modal eigenfrequencies for both flapwise and edgewise response
in all the four modes as follows: 22.03 and 62.60 Hz in mode 1, 58.0 and 212.8 Hz in mode 2,
122.6 and 600.6 Hz in mode 3, 194.4 and 1118.9 Hz in mode 4. The rotor blade configuration with
No spar had the highest modal eigenfrequencies for both flapwise and edgewise response in all the
four modes followed by the blade configuration with spar. Bending of the rotor blade due to
combined effects of flapwise and edgewise modal frequencies at the aforementioned blade speeds
were also highest in blade configuration with No spar and lowest in the solid blade configuration.
The low modal eigenfrequencies and low bending values on the solid blade configuration imply
high stiffness and strength but with additional mass, which is why 6000 series aluminium was
selected in order to minimize the extra weight.
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1. INTRODUCTION

Different number of blades is typically used in designing the horizontal axis wind turbines, depending on
the purpose of the wind turbine. However, turbines with two or three blades are mostly used for power
generation. Therefore, the most common designs of modern wind turbines are based on the horizontal shaft
structure (Soriano et al., 2013). Upon approaching the wind turbine, there is a decline in wind speed and
increase in wind turbulence. Consequently, rotation of the wind turbine blades result in turbulence,
manifesting in the form of rotational vertical wakes (Etuk & Ikpe, 2020a).

The wind axis rotor blades during operation are subjected to structural loading conditions characterized by
aerodynamic effects (velocity deficit, pressure differential, flow expansion, rotation of the wake field and
increased turbulence) driving the wind/air particles in the atmosphere. The flow field around a wind turbine
may be characterized by two major mechanisms such as convection and turbulent diffusion (Vermeer et al.,
2003). Generally, wind turbine blades during operation may be subjected to lightning strikes, physical
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impacts and damaging surface erosion conditions particularly in hostile terrains where the wind is
accompanied by heavy rainfall (Yasuda et al., 2012; Garolera et al., 2016). Depending on severity of the
aerodynamic forces which is a function of wind speed, the turbine rotor blades may be exposed to some
degree of vibration which can be classified as forced vibration and resonant vibration. Forced vibration
may occur due to external loads, internally generated forces/loads, unbalances and ambient excitation while
resonant vibration is majorly caused by natural modes of vibration of the body (Brain & Mark, 1999).

An inherent property of any structure as related to vibration is the natural frequency of the structure. If a
given structure vibrates at frequencies higher or closer to its natural frequency, the vibration may be
exceptionally high (Ivan et al., 2014). It is therefore necessary to regularly evaluate the natural frequency
of high load bearing structures such as the wind turbine blade to avoid unforeseen failure in service
condition. The natural frequencies are thus said to be fundamental properties that are not dependent on the
choice of coordinates. The mode shapes are often determined by finding the eigenvalues and the
eigenvectors of the system. The operating deflection shape is defined as any forced motion of two or more
points on the structure while the shape is defined by specifying the motion of two or more points, noting
that motion is a vector quantity which signifies that it possesses magnitude and direction (Owunna et al.,
2016).

Ikpe et al. (2018) reported that High Cycle Fatigue (HCF) due to repeated cyclic loading on rotor blades in
service condition is a major cause of blade failure. Ikpe et al. (2019) employed three finite element solvers
such as CATIA 2017 version, ANSYS R15.0 2017 version and HYPERMESH 2016 version in the
modelling process of 0.40 mm x 0.40 mm plate. The corresponding mode shapes (Chladni patterns) as well
as the modal frequencies were simulated using Finite Element Method (FEM). Result of modal frequency
obtained from the experimental analysis agreed with the FEM simulated results, with HYPERMESH
generated results being the closest to the experimental values. It was observed that the modal frequencies
obtained from the FEM and experimental approach increased as the excitation time increased.

Finite element method (FEM) was employed by Efe-Ononeme et al. (2018) to determine the natural
frequency of two turbine blade materials applicable to Trans-amadi power plant in Port Harcourt, Nigeria.
Comparing the two gas turbine blade materials, the fundamental frequency under the same load conditions
was 751 Hz for IN 738 and 896 Hz for U500 turbine blade material. This implies that the natural frequencies
obtained for both materials were much higher than the operational frequency of 85Hz for resonance to
occur. Therefore, resonance would be delayed across the blade materials in service condition, indicating
that gas turbine blades designed with both materials would be dynamically stable under operational
frequency approaching 745 Hz.

Etuk et al. (2020b) investigated the normal, radial, axial and tangential loading cycles undergone by wind
turbine rotor blades and their effects on the displacement of the blade structure using QBlade finite element
sub module. Geometry of the deformed blades were characterized by twisting and bending configuration at
maximum strain deformation at frequencies up to 200 Hz. From the deflection values obtained, it was found
that normal loading cycle would cause the highest level of structural damage on the rotor blade followed
by radial, axial and tangential loading. To increase the reliability of a wind turbine blade, Mouhsine et al.
(2018) developed an airfoil structure to calculate the optimum blade geometry for the procedure. The
optimum efficient geometry was complex, consisting of airfoils sections of increasing width, thickness and
twist angle towards the hub. At a nominal wind speed of 12 m/s, 0.045 m was obtained as the tip
displacement of the blade.

Studies have shown that turbine rotor blades in recent times are manufactured from composite materials
because, they satisfy complex design constraints such as light weight and high stiffness while also providing
adequate resistance to the static and aerodynamic loads (Bagherpoora & Xuemin, 2017). The failure
analysis of two sandwich composite wind turbine rotor blade with 1 and 2.5m length subjected to wind load
was carried out by Chen & Kam (2011), through theoretical and experimental approaches. The skin and
core of the turbine blade were made of Glass fabre/epoxy composite laminae and PVC foam while the
handle at the blade root was made of aluminium alloy. Stresses in the turbine blade were determined through
finite element code ANSYS while the skin and the core of the blade were modelled using shell and solid
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elements. A phenomenological failure criterion was employed in predicting the first-ply failure strength of
the blade. The measured ultimate load of the rotor blade was used to validate the results which was found
to be accurate in predicting fairly good ultimate failure load and failure location of 1m long when compared
to the experimental results.

Okokpujie et al. (2020) implemented a multi-criteria decision method (MCDM) to select the best material
for developing a horizontal wind turbine blade, considering aluminium alloy, stainless steel, glass fibre,
and mild steel as alternative materials. Quantitative research approach using AHP and TOPSIS multi-
criteria decision method was employed. The result revealed a consistency index of 0.056 and a consistency
ratio of 0.062 obtained via the AHP method. 78%, 43%, 67%, and 25% were the performance scores, and
aluminium alloy was selected as the best material, followed by glass fibre.

Operational modal analysis to extract the modal parameters before failure and operational modal analysis
on the damaged structure of the 6.4 m length turbine blade made of glass fibres combined with epoxy resin
was conducted by Marulo et al. (2014). The Experimental results revealed a decrease in the natural
frequencies and an increase of the estimated modal damping of the structure. The reduction in natural
frequencies was due to decrease in the stiffness of the structure. Results of the operational modal analysis
were compared with numerical ones and correlation was found between them. Hence, it was concluded that
structural integrity of a structure can be monitored by using modal parameters, like natural frequencies,
damping characteristics and mode shapes.

Pedersen & Kristensen (2003) compared the results from two experiments, i.e. frequency, damping and the
mode shapes. The orientation of the blade some effects on the measured results obtained by modal analysis.
There were variations in the measured frequency up to 1.6% at 1 edgewise and 3 flapwise natural
frequencies. The damping results had variations up to 56%, at 3 flapwise natural frequency. The uncertainty
on the damping was due to smaller quantities of the damping characteristics.

A comparative study was conducted by Taware et al. (2016), using Glass Fibre Reinforced Plastic (GFRP)
blade and GFRP blade with steel wire mesh to determine the natural frequencies and deformation of mode
shape. It was observed that natural frequencies for the first three modes of the GFRP blade with steel mesh
increased by 2-3% more than only the GFRP blade. Also, the mode shapes for the first three modes
indicated that there was less variation in deformation of the GFRP blade than the GFRP blade with steel
wire mesh. The obtained natural frequencies gave the resonant condition frequencies for both blades.

In this study, modal analysis of horizontal axis wind rotor blade with distinct configurations was carried to
determine the structural integrity of each blade configuration under aerodynamic loading conditions.

2. MATERIAL AND METHOD

Wind turbine blades are composed of two faces (the suction face and the pressure face), bound together and
stiffened either by one or more integral (shear) webs connecting the upper and lower section of the blade
shell or by a box beam (box spar with shell fairings) (Brendsted & Nijssen, 2013). The shells are adhesively
joined together to the spars. The flapwise load is as a result of the wind pressure while the edgewise load
is due to gravitational forces and torque load acting on the blade. The flapwise bending is resisted by the
spar, internal webs or spar inside the blade, while the edges of the profile carry the edgewise bending. From
the loading points on material, one of the main laminates in the main spar is subjected to cyclic tension-
tension loads (pressure side) while the other (suction side) is subjected to cyclic compression-compression
loads. The laminates at the leading and trailing edges that carry the bending moments related to the
gravitation loads are subjected to tension-compression loads (Mishnaevsky et al., 2017). Figure 1 represents
detailed illustration of the rotor blade section. QBlade is a Blade Element Moment Method (BEM), Double
Multiple Streamtube (DMS) and nonlinear lifting line theory (LLT) design and simulation software for
vertical and horizontal axis wind turbine. QBlade incorporates a number of tools such as QFEM to setup
and simulate the internal blade structure and perform structural blade design, modal analysis, static
deflection as well as stress analysis.
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Load-carrying laminate flapwise:
compression-compression

Load-carrying laminate edgewise:
tension-compression

Load-carrying laminate edgewise: . ] .
tension-compression Load carrying laminate flapwise:

tension-tension

Figure 1. lllustration of the Rotor Blade Section

In this study, QBlade v0.8 was employed in the modal analysis of different blade configurations using the
isotropic tapered Euler Beam elements in order to evaluate the modal eigenfrequencies and associated
bending effects to determine the most suitable blade configuration that can withstand structural failure due
to aerodynamic loads/forces from the wind and the bending stresses resulting thereof. The respective chord
lengths and angle of twist of each section is shown in Figure 2. The total length of the blade was 2.2 m,
total number of sections was 15 while the number of blades employed in the simulation process was 3. The
blade was divided into 15 sections. The first three sections had the circular foil applied at the blade section
while the remaining 12 sections had NACA 4610 airfoil applied on them. The blade geometry/root
coordinates is presented in Figure 2.

3 blades and 0.20 m hub radius [+] Blade Rool Coordinatles
‘ Pos (m) Chord (m) Twwist Foil

1 o 0.6 o Rool Foil

2 0. 0.5 o Root Foil

3 o7 0.15 o Root Foil

4 0.25 0.445329 22.0984 NACA 4610

5 0.4 0.358177 15.0535 NACA 4610

& 0.6 0.280741 ?.1363 NACA 4610
‘ 7 0.8 0.229543 5.3a4817 NACA 4610

8 1 0.193644 2.73627 NACA 45610

> 1.2 0.167236 0.833645 NACA 4610

10 1.4 0.147058 -0.611142 NACA 4610

1 e 0.131167 ~-1. 74427 NACA 4610

12 1.8 o.118240 -2.65611 NACA 4610

13 .9 o.112816 -3.04823 NACA 4610

14 1.95 0.110241 -3.23087 NACA 4610

15 2 0.10778 -3.40536 NACA 4610

<

New Edit

Figure 2. Blade Geometry/Root Coordinates

Loading data was imported from a previously simulated turbine that uses the same rotor. In the structural
blade design module, a simple structural model was defined for the rotor blade inside the Structural Blade
Design/Modal Analysis tab. The model was defined and simulated using isotropic material properties only.
After defining the structural model, sectional blade properties were computed and a modal analysis had
been performed. The resulting mode shapes and frequencies were visualized and changed from the dock
window. At this stage, the structural properties can be plotted in graphs, by changing to Graph View in the
toolbar. This study was carried out using three horizontal wind turbine blade configurations such as hollow
with spar, hollow without spar and the solid configuration. Properties of the rotor blade analyzed in this
study are presented in Table 1. Longer blades are prone to high deflections, making structural stiffness (to
ensure tip clearance, i.e., to avoid the blade from hitting the tower) a significant factor in the blade design,
but stiffness-to-weight ratio is of major importance from the material perspective (Ikpe et al., 20163,
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2016b). The various frequency eigenmodes are to determine structural integrity of the rotor blade under
aerodynamic loading conditions. The three blade configurations employed in this study are presented in

Figure 3.
Table 1. Material Properties of the 6000 Series Aluminium Rotor Blade
Properties Shell Material specifications Internal Material specifications
6000 Series Aluminium Polyurethane 20GF 6SD
Density (kg/m?3) 2740 1360
Elastic Modulus (MPa) 7e+04 1.72e+03
Mass (kg) Hollow with Spar:13.2465
Hollow no Spar: 12.1003
solid: 31.535
Section No. Rotational Speed 119(1/min)
Shell Thickness (m) Spar Thickness (m)
1 0.00320 0.01280
2 0.0030 0.01200
3 0.0030 0.01200
4 0.00961 0.03844
5 0.00773 0.03092
6 0.00606 0.02423
7 0.00495 0.01981
8 0.00418 0.01671
9 0.00361 0.01444
10 0.00317 0.01269
11 0.00283 0.01132
12 0.00255 0.01021
13 0.00243 0.00974
14 0.00238 0.00952
15 0.00233 0.00930

a. Hollow with Spar

b. Hollow No Spar

c. Solid Configuration

Figure 3. The Three Blade Configurations Employed in This Study

Figure 3 represents typical rotor blade configurations for horizontal wind turbine application. It can be
observed in the above rotor blade configurations that some of the blades are configured with a hollow
pattern reinforced with spar (see Figure 3a), some of them are configured with just a hollow pattern with
no spar (see Figure 3b) while some of them are configured without spar and hollow pattern (see Figure 3c).
The hollow pattern is simply a configuration in which a center hole or trench is made at the mid-section of
the blade. This is sometimes applicable to high density rotor blades where the mid-section are made hollow
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in order to reduce the blade density. In such case, the trench can extend fully or partially along the blade
length (i.e., span-wise direction).

The term “spar” is a beam-like structural member that supports the ribs in an airfoil, aircraft wing or wind
rotor blades, and running span-wise at right angles to the blade leading edge. In other words, spars which
serves as a reinforcing members of a wind turbine rotor blade increases the structural strength and stiffness
of the blade to prevent tower strikes in the event of sudden wind gusts, forms the structural framework upon
which reduction in axial fatigue, improvement of compressive strain, buckling resistance as well as
resistance to gravitational and aerodynamic loads are well assured. Spars are usually “L or T” shaped
member installed within the hollow section of the rotor blade. It consist of upper and lower members known
as spar caps and vertical sheet members known as shear webs which spans the distance between the spar
caps of which the spar caps are welded or riveted to the top and bottom of the vertical member to prevent
buckling.

The third rotor blade configuration as shown in Figure 3c is the solid configuration which neither has spars
nor hole in the mid-section of the blade. The solid blade in this case is densely rigid with no internal holds,
solid in cross section with both interior and exterior part uniformly filled with the same material. Like every
other rotor blades, the leading and trailing edges are properly streamlined to meet aerodynamic
specifications for wind turbine rotor blades.

3. RESULTS AND DISCUSSION

When the direction of wind flows along a cambered airfoil/wind rotor blade which has some degree of
curvature, the wind velocity and acceleration continues to change along the blade radius, producing
aerodynamic forces that acts on the blade as the wind speed changes. Different force components were
observed at different sections of the curved blade. One of the force components is normal to the tangent or
towards the center of curvature of the rotor blade. This component is known as normal force which is acting
at that point. Normal loading or forces are those forces acting perpendicularly to the direction of motion.
In other words, normal component of force does not change the magnitude of the flow velocity but changes
the direction of velocity at that point. Values obtained for normal loads and tangential loads acting along
the turbine rotor blade sections at wind speeds ranging from 2-8 m/s are presented in Table 2.

Table 2. Normal and Tangential Loads Along Blade Sections at Different Wind Speeds

Blade Radius Normal L(_)ading at different Tangential I__oading at different

(m) Wind speeds Wind speeds

2m/s 4m/s 6m/s 8m/s 2m/s 4m/s 6m/s 8m/s
0.00 0.44 1.30 2.66 4.53 -0.86 -1.43 -2.29 -3.40
0.10 0.62 1.71 3.39 5.68 -1.32 -1.88 -2.70 -3.74
0.17 1.16 2.79 4.44 6.84 -1.94 -2.17 -3.11 -4.42
0.25 1.06 8.47 19.14 32.19 -0.33 2.83 9.02 19.57
0.40 2.00 11.90 26.39 42.93 0.35 3.92 11.99 24.72
0.60 3.69 15.98 32.56 44.06 0.41 3.91 12.55 20.39
0.80 5.69 20.43 38.45 42.61 0.34 3.78 12.70 14.48
1.00 8.25 25.21 44.27 43.99 0.21 3.63 12.58 12.14
1.20 11.58 | 30.23 49.97 48.10 0.06 3.50 12.33 12.18
1.40 15.34 | 35.13 55.28 53.77 -0.10 3.36 11.96 13.31
1.60 19.59 | 40.02 60.00 61.05 -0.29 3.19 11.23 14.90
1.80 23.56 | 43.54 62.57 68.41 -0.45 2.87 9.82 15.61
1.90 24.75 | 41.92 58.32 67.77 -0.43 2.43 7.42 13.97
1.95 26.61 | 33.83 47.75 57.61 -0.32 1.93 5.42 10.76
2.20 8.47 18.15 26.76 32.56 0.17 1.12 2.95 5.49
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The other component of force is in the direction tangential to the blade at a given point. This component is
known as the tangential force acting at that point. Tangential loading or forces are those forces acting along
the direction of motion. In other words, the said tangential force does not change the direction of motion
but changes the velocity magnitude. Values obtained for tangential loads/forces acting along the turbine
rotor blade sections at different wind speeds are presented in Table 2. Table 3 indicates radial and axial
loads/forces acting along the blade sections at different wind speeds. Etuk et al. (2020b) classified the
loading conditions as normal load due to vibration of the rotor blade, axial load due to wake loses, tangential
load or point load on different sections of the blade due to wind direction and radial load due to cyclic
motion of the blade within the wind field domain. Table 2 and 3 indicates that the loading cycles increase
as the blade radius increases. This is because the trailing edge of the blade towards the tip becomes slender
and more streamlined against drag and wake forces. This in turn serves as advantage to the rotor which then
rotates with increased speed, but at higher loading cycle in attempt to overcome the associated aerodynamic
loads in the wind field domain.

Table 3. Normal and Tangential Loading Along Blade Sections at Different Wind Speeds

Blade Radius Radial Lo_ading at different Axial Logding at different

(m) Wind speeds Wind speeds

2m/s 4m/s 6m/s 8m/s 2m/s 4m/s 6m/s 8m/s
0.00 0.40 1.24 2.31 3.34 -0.62 -1.34 -2.03 -3.24
0.10 0.56 1.62 3.02 4.28 -1.14 -1.63 -2.30 -3.42
0.17 1.12 2.50 3.54 5.72 -1.53 -2.02 -2.58 -4.26
0.25 1.04 7.45 17.17 26.16 -0.28 2.19 7.21 17.73
0.40 1.08 10.52 24.28 37.42 0.30 2.29 9.32 22.12
0.60 2.46 13.18 28.16 40.26 0.38 241 11.15 18.36
0.80 4.52 18.47 33.35 38.61 0.28 2.56 11.34 13.85
1.00 6.25 23.30 38.37 39.99 0.19 2.64 11.50 12.10
1.20 8.53 28.24 42.63 44.80 0.03 2.58 11.16 12.15
1.40 12.24 | 31.12 48.18 47.27 -0.07 3.22 10.52 13.02
1.60 15.45 | 34.06 54.40 53.62 -0.24 3.03 10.19 14.20
1.80 1761 | 39.14 57.62 58.54 -0.41 2.52 8.12 13.61
1.90 20.87 | 35.92 61.26 62.31 -0.39 2.24 6.75 11.97
1.95 23.36 | 29.72 40.27 52.11 -0.28 1.64 3.52 8.76
2.00 6.84 16.08 23.40 47.58 0.14 1.06 2.10 3.49

3.1. Modal Analysis Results

Result obtained for the modal analysis is a representation of how the blade will response to aerodynamic
loads (see Table 2 and 3) in the flapwise and edgewise direction. Flapwise response of the rotor blade shows
the blade response along the z-axis or deflection of the blade towards the blade flap, which is at the surface
along the trailing edge. However, edgewise response of the rotor blade indicates response along the x-axis
or deflection towards the edges of the rotor blade. In other words, aerodynamic forces/loads are parallel to
the rotor edges for the edgewise deflection and perpendicular to the local chord or rotor plane for the
flapwise deflection. eigenfrequency also known as natural frequency is a certain discrete frequency at which
the rotor blade tends to vibrate (Bhatt, 2009). When vibrating at certain eigenfrequency, the rotor blade
deforms into a corresponding shape known as eigenmodes. According to Larsen et al. (2002), modes are
inherent properties of a given structure, and are determined by the properties of the material (density,
stiffness, and damping behaviour) and boundary conditions of such structure. Each mode is characterized
mainly by natural frequency, modal damping and mode shapes also known as modal parameters. As shown
in Figure 4a-7a, eigenfrequency analysis only provides the shape of the mode not the amplitude of any
physical vibration of the rotor blade (Higham et al., 2008). Figure 4b-7b represents the plots for flapwise
eigenfrequency and edgewise eigenfrequency for the three (3) blade configuration considered in this study.
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The solid blade has the lowest eigenfrequency values of 22.03 Hz at flapwise direction and 62.60 Hz at
edgewise direction for mode 1, compared to the hollow blade configuration with no spar which has the
highest eigenfrequency values followed by hollow blade configuration with spar. Deformation of modal
shape in mode 1 is barely observed for flapwise deflection and observed at the mid-span of the blade for
edgewise deflection, causing slight bending on the mode shape as shown in Figure 4a.

e

FLAPWISE RESPONSE EDGEWISE RESPONSE
Shape Parameter: Max Shape Parameter: Max
Mode: 1 Mode: 1

Flap wise Eigen Frequency Edgewise Eigen Frequency:
‘With Spar: 23.2147Hz ‘With Spar:75.7277Hz

No Spar: 25.552Hz No Spar: 77.4202Hz
Solid: 22.037Hz Solid: 62.6011Hz

Figure 4a. Flapwise and Edgewise Response of Rotor Blade Modal Shape 1
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Figure 4b. Corresponding Modal Eigenfrequencies for Modal Shape 1

Similarly in mode 2, the solid blade has the lowest eigenfrequency value of 58.0 Hz at flapwise direction
and 212.8 Hz at edgewise direction compared to the hollow blade configuration with no spar which has the
highest eigenfrequency values followed by hollow blade configuration with spar. The blade response to
aerodynamic loads (see Table 2 and 3) in mode 2 is observed at the mid-span of the blade for the flapwise
deflection and observed to extend from the mid-span of the blade to the blade for the edgewise deflection,
causing significant bending on the mode shape as shown in Figure 5a.

FLAPWISE RESPONSE EDGEWISE RESPONSE
Shape Parameter: Max Shape Parameter: Max
Mode: 2 Mode: 2

Flap wise Eigen Frequency: Edgewise Eigen Frequency:
With Spar: 62.6508Hz With Spar: 236.126Hz

No Spar: 66.819 Hz No Spar: 262.818 Hz
Solid: 58.0013H=z Solid: 212.867Hz

Figure 5a. Flapwise and Edgewise Response of Rotor Blade Modal Shape 2
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Figure 5b. Corresponding Modal Eigenfrequencies for Modal Shape 2

In mode 3, the solid blade has the lowest eigenfrequency values of 122.6 Hz at flapwise direction and 600.6
Hz at edgewise direction compared to the hollow blade configuration with no spar which has the highest
eigenfrequency values followed by hollow blade configuration with spar. The blade response to
aerodynamic loads (see Table 2 and 3) in mode 3 is observed to extend from the mid-span of the blade to
the trailing edge for the flapwise deflection and observed to extend from the mid-span of the blade to the
blade tip and slightly to the blade leading edge for edgewise deflection, causing significant deformation

and distortion on the blade modal shape as shown in Figure 6a.

FLAPWISE RESPONSE
Shape Parameter: Max
Mode: 3

Flap wise Eigen Frequency:
With Spar: 134.928Hz

No Spar:  172.728 Hz
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EDGEWISE RESPONSE

Shape Parameter: Max

Mode: 3

Edgewise Eigen Frequency: 641.488 Hz
With Spar: 628.34Hz

No Spar: 687418 Hz

Solid: 600.669Hz

Figure 6a. Flapwise and Edgewise Response of Rotor Blade Modal Shape 3
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Figure 6b. Corresponding Modal Eigenfrequencies for Modal Shape 3

Finally in mode 4, solid blade configuration also has the lowest eigenfrequency values of 194.4 Hz at
flapwise direction and 1118.9 Hz at edgewise direction compared to the hollow blade configuration with
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no spar which has the highest eigenfrequency values followed by hollow blade configuration with spar.
The blade response to aerodynamic loads (see Table 2 and 3) in mode 4 caused damage from the mid-span,
across the trailing edge of the blade and towards the blade tip for flapwise response. The blade was observed
to deflect towards the tip. For edgewise response, the aerodynamic loads were observed to affect the entire
blade except for some parts between the leading edge and the blade root, causing significant deformation
and distortion on the blade characterised by twisting modal shape as shown in Figure 7a.
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Figure 7a. Flapwise and Edgewise Response of Rotor Blade Modal Shape 4
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Figure 7b. Corresponding Modal Eigenfrequencies for Modal Shape 4

Figure 8-11 represents bending on the turbine rotor blade for different eigenmodes ranging from 1-4 at
various wind speeds ranging from 2-8m/s. The bending values plotted for each eigenmodes indicate that
the eigenmodes are characterised by different modal frequencies and rotational speeds resulting in bending
effects of the blade. The bending effect is as a result of natural frequencies at each revolution speed of the
blade which is at increasing order. Modal analysis carried out by Chaudhari (2014) on horizontal wind
turbine blade at rotational speeds of 5 and 10m/min revealed that natural frequency of the turbine blade
increases as the rotor speed also increase. On the other hand, Tartibu et al. (2012) in their investigation
found that the blade natural frequency increased as the eigenmodes progressed. It can be observed in Figures
8-11 that bending due to the combined effects of natural frequency or modal eigenfrequency at the flapwise
and edgewise direction of the rotor blade increased correspondingly with increase in the eigenmodes and
rotor blade speeds. This in turn resulted in the bending effects on the blade which increased gradually as
the rotor speeds and its eigenmodes increased. It should be noted that each mode is defined by a natural
(modal or resonant) frequency, modal damping and a mode shape. As represented on each plot in Figures
8-11, the highest bending effect on each configuration of the blade at various rotor speeds (2, 4, 6 and 8m/s)
considered in the analysis is observed on the rotor blade configuration with no spar. This is followed by the
rotor blade configuration with spar while the lowest bending effects on the blade configurations at various
rotor speeds considered in the analysis is observed on the solid blade configurations. There is no standard
to determine if the bending values will have deleterious effects that may result in failure of the wind turbine
blade. However, judging from the bending values which are all less than one (1), the blade may not
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obviously fail during operation. Aerodynamic loads/forces exerted by the wind on turbine rotor blades
depend on blade configurations which in turn influences the blade aerodynamics. Large deflections on the
blade can result in bending stresses and cause significant vibrations which consequently reduce clearance
between the turbine shaft and the blade. However, with blades having the capacity to bend to some extent,
advantage can be drawn from aerodynamic effects such that, the wind that gets slide over the blade results
at increased area of contact, thereby, exerting more force on the blade for effective rotation and power
recovery.
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Figure 8. Bending on Rotor Blade for Different Mode Cycles at Rotation Speed of 2m/s
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Figure 11. Bending on Rotor Blade for Different Mode Cycles at Rotation Speed of 8m/s

4. CONCLUSION

In this study, modal analysis was successfully carried out on horizontal axis wind turbine blade with distinct
configurations under aerodynamic loading cycle. The results reveal that the aluminium solid blade is more
preferred due to lower eigenvalues which offers advantage against bending stress at all rotor blade speeds
as can be seen from the above analysis. The solid blade incurs additional weight but it is easy to model to
specification using simple forming techniques. In actual case scenario, the additional weight can be
minimized by selecting lightweight materials like the 6000 series aluminium employed in this study. Thus,
for longevity and resistance against aerodynamic loads acting on wind turbine blades in duty cycle, the
solid blade configuration is acclaimed to be more suitable particularly in areas with very high wind speeds.
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Modelling of process parameters and its validation in Aluninium production industries poses great
challenges in the production of Aluminium sheets in Aluminium Manufacturing companies. This
research therefore focused on the modelling and validation of production parameters of unalloyed
Aluminium sheets in Aluminium manufacturing industries. The process parameters investigated
were temperature (T), pressure (P) and percentage by volume of Aluminium (Ap) used. The effects
of these process parameters on the mechanical properties of the developed unalloyed Aluminium
sheets were modelled to ease Aluminium manufacturing processes in Aluminium industries. From
the plots obtained, it was observed that the optimal tensile strength, young modulus of elasticity,
shear modulus and Brinell hardness number were 621MPa, 69GPa, 25.5GPa, and 61 at
temperature of 1921°C, 1610°C, 1442°C and 1800°C respectively. In comparison with pressure,
the obtained values for optimal tensile strength, young modulus of elasticity, shear modulus and
Brinell Hardness Number were 562MPa, 68GPa, 26.2GPa and 61 at pressure of 72GPa, 69.5GPa,
69.5GPa and 69.5GPa respectively. Moreover, empirical Models were also developed for
predicting the mechanical properties such as tensile strength, young modulus of elasticity, shear
modulus and hardness for the produced unalloyed Aluminium sheets. The models were validated
using coefficient of determination (R?) and mean absolute percentage error (MAPE). The
coefficient of determination (R?) obtained ranges from 0.9213 (92.13%) to 0.9911 (99.11%) which
indicates that a substantial good fit was achieved by the regression models developed. The mean
absolute percentage error of the developed models also ranges from 0.46% to 3.38% which was
below 10% recommended. The values obtained from the validation of these models were therefore
found to be satisfactory, and shows good predictability of the model and its adequacy. Finally, the
results obtained show that temperature and pressure had great effects on the mechanical properties
of the produced unalloyed Aluminium sheets.
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1. INTRODUCTION

The research and development of new materials together with its design is the engine that drives economic

progress. That is to say,
contributes to economic

today, technology depends greatly on scientific research of materials, and this
growth of any nation. Moreover, there are inadequate empirical and interactive

models to predict mechanical properties and determine the interaction of some process variables of the
manufacturing processes in Aluminium production industries. This had resulted to most failure in the
manufacture of these materials as a roofing material and other engineering applications. The utilization of
process control and process monitoring are rarely fully implemented for the production of Aluminium

sheets. This may be due

to a poor scientific understanding of the manufacturing processes based on the
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complexities of the process containing multiple variables affecting the final products (Olodu and
Osarenmwinda, 2018).

Kok (2005) examined the mechanical properties of Al.O; particle reinforced 2024 Al alloy composites
produced through vortex method. It was noted that optimum conditions of the production process were
700°C for pouring temperature, 550°C for preheated mold temperature, 900 rev/min for stirring speed, 5
g/min for particle addition rate, 1 min for stirring time and 6MPa for applied pressure respectively. Kumar
et al. (2013) stated that the hardness and tensile strength of A359/Al.0; MMC increases as temperature
increased. In their study, it was also observed that electromagnetic stirring action adopted during the
fabrication resulted in smaller grain size and good particulate matrix interface bonding. Venkatesh and
Harish (2015) examined Al/SiC composites produced through the powder metallurgy route to achieve the
desired properties and also to improve the mechanical properties of Aluminium. According to Nieh and
Chellman (1984); Friend (1987), they observed that reinforcement of aluminium improves its strength,
fatigue, modulus, wear resistance and creep. Studies on trimodal aluminium metal matrix composites and
the factors affecting their strength were reported by Yao et al. (2010), they noted that among these factors,
tensile strength was the most convenient and widely quoted measurement which is of central importance in
many applications. Saravanan et al. (2015) observed that there is an increase of 30% in hardness and an
increase in tensile strength that is almost twice that of base aluminum alloy for TiB; particulate reinforced
composites. The influence of stirring speed and stirring time on the distribution of particles in SiC AMC
has been analyzed by Prabu et al. (2006). Nieh et al. (1985) also observed that in the early stages of
processing a non-uniform distribution of reinforcement, which persists to the final product in the forms of
steaks or clusters of reinforcement with their attendant porosity all of which lowered the strength, ductility,
and toughness of the Aluminium material. Furthermore, for a given matrix alloy, the elongation to failure
is reduced by increasing volume fraction (Crowe et al., 1985). Rozovsky et al. (1973) reported that the
compression of a short cylinder between anvils is a much better test for metal working applications. The
deformation behavior of solid cylinders of an aluminum alloy metal matrix composite under dry condition
was estimated by Joardar et al. (2012). Orbulov and Ginsztler (2012) observed that engineering factors such
as the aspect ratio (height/diameter ratio) of the specimens and the temperature of the tests have significant
effect on the compressive strength and properties of Aluminium. The effect of reinforcing particle shape
and interface strength on the deformation and fracture behavior of an Al/Al,Os; composite was investigated
by Romanova et al. (2009), they observed that interface debonding and particle cracking were the two
mechanisms for a particle fracture.

This study therefore, focuses on the modelling and validation of production process parameters of unalloyed
Aluminium sheets.

2. MATERIALS AND METHODS

The material used in this study is unalloyed Aluminium sheet obtained from Differential Aluminium
Company located in Benin City, Edo State, Nigeria. This material was subjected to various temperatures
and pressures ranging from 670°C to 2400°C and from 20 Gpa to 78 GPa respectively. These materials
produced at various temperatures and pressures were evaluated for mechanical properties after cooling.

2.1. Method of Data Collection

The various samples of the developed unalloyed Aluminium sheets that were produced at various
temperature and pressure were tested according to American Society for Testing and Materials (ASTM)
using the tensometer and Charpy Impact Test machines respectively. The data obtained were further
evaluated for mechanical properties for the developed Unalloyed Aluminium sheets. Furthermore, Samples
were also tested on a 10 ton DAK tensile testing machine at a constant cross head speed of 1 mm/min.
Standard samples of tensile specimens ASTM-E8M are prepared for testing. A total of 6 samples were
tested in each case and average values were obtained.
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2.2. Evaluation of Developed Unalloyed Aluminium Sheets for Mechanical Properties at Various
Temperatures and Pressures

The developed unalloyed Aluminium sheets samples were evaluated for mechanical strength (tensile
strength, young modulus of elasticity, Brinell hardness and shear modulus) using Equation 1 to 4
respectively (Idicula et al., 2009).

Maximum Load

Tensile strength = Original Cross - Sectional Area @
Young's modulus of Elasticity = o> = Lo 2
oung’s modulus of Elas lCly_Strain_Lm—Lo 2
Where, F = Applied force, L, = Original length; L = Final length
F
h dulus = shear stress A 3)
Shear moduius = G car strain %
y
Where, F = Applied force, A = Cross-sectional area; x = Extension; y = Original length
Brinell Hardness Number (BHN) 2P 4
rine ardaness Numbper =
nD[D —VD? — d?] @

Where P is the load in kilogram, D is the steel ball diameter in millimeter, and d is the depression diameter
or indentation diameter.

Figure 1. Developed Aluminium Sheets

2.3. Empirical Model Development of the Manufacturing Process of Unalloyed Aluminium Sheets

In this research work, all empirical models were developed using experimental values (E) obtained from
the produced unalloyed Aluminium sheets using tensile strength, modulus of elasticity, shear modulus and
Brinell hardness number results. The empirical model was used to predict the mechanical properties of the
unalloyed Aluminium sheet material (tensile strength, modulus of elasticity, shear modulus and Brinell
hardness number) by taking the inputs as percentage by volume of Aluminium, Pressure, percentage by
volume of impurities and temperature respectively. The objective of the experiment is to allow an
estimation of interactive and quadratic effects and therefore provide a predictive model that will find an
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improved, as well as represent the experimental observations as an empirical mathematical function. This
is expressed in the form shown in equation 5 and 6.

Y = Constant + &, T + a,M + azA,, + o, TM + asTA,, + agMA, + o, T? + agM? + agA,®  (5)

Y = Constant + &, P + a,M + azA, + a,PM + asPA, + agMA, + a;P? + agM? + agA,*>  (6)

Where, M= Percentage by volume of other impurities present in unalloyed Aluminium sheets (%)
A, = percentage by volume Aluminium (%)
T = Temperature (°C)
P = Pressure (MPa)
Y = Output (Mechanical Properties)

and as, g, 03, 04, s, g, 07, 0, and o are the coefficient of T, M, A,, TM, TA,, MA,, T?, M?, and Ay? or P,
M, A, PM, PA,;, MA,, P?, M?, and A,? respectively.

The output was obtained through the interaction between M, A, and T or M, A, and P. A quadratic model
of second order regression was obtained for unalloyed Aluminium sheets for mechanical strength (tensile
strength, modulus of elasticity, shear modulus and Brinell hardness number). A code was written in a
MATLAB program (MATLAB software, version 7.5.0 (R2007b) to investigate the interactions of the
various parameters of the developed empirical model.

2.4. Validation of the Models Developed

The mean absolute percentage error, and coefficient of determination was to validate the model. They were
determined using equation 7 and equation 8 respectively.

Experimental value — Predicted Value
Absolute percentage error = - I ©)
Experimental Value

(Y - ¥)?

St =9y ®

Coefficient of Determination, R? = [1 -

Where Yi = Experimental value

¥ = Predicted values



98 Dickson David OLODU
GU J Sci, Part A, 8(1): 94-108 (2021)

3. RESULTS AND DISCUSSION

The Empirical Model Developed for unalloyed Aluminium sheets (tensile strength, modulus of elasticity,
shear modulus and Brinell hardness number) is shown in equation 9-16 respectively.

Tensile Strength of Unalloyed Aluminium Sheet with Respect to Temperature (61)
= —93.4725 - 0.0629T + 0.5717M + 0.8493Ap + 0.0069TM + 0.0105TAp 9
—0.0376MAp — 0.0014T? + 0.0204M? — 0.0356T?

Tensile Strength of Unalloyed Aluminium Sheet with Respect to Pressure (6p)
= —61.6083 — 0.0264P + 0.4261M + 0.2420Ap + 0.0044PM + 0.0070TAp (10)
—0.0213MAp — 0.0010P% + 0.0124M?2 — 0.0192P?

Modulus of Elasticity of Unalloyed Aluminium Sheet with Respect to Temperature(Er)
= —24.3775—-0.0130T + 0.1316M + 0.1362Ap + 0.0018TM + 0.0028TAp (1)
— 0.0083MAp — 0.0004T?2 + 0.0050M? — 0.0085T?

Modulus of Elasticity of Unalloyed Aluminium Sheet with Respect to Pressure(Ep)
= —26.8877 — 0.0596P + 0.5647M + 0.4228Ap + 0.0033PM + 0.0055PAp (12)
—0.0212MAp — 0.0007P% + 0.0071M? — 0.0116P2

Shear Modulus of Unalloyed Aluminium Sheet with Respect to Temperature(dr)
= —172.4409 — 0.0460T + 0.7486M + 0.4670Ap + 0.0137TM + 0.0274TAp (13)
— 0.0445MAp — 0.0033T? + 0.0291M? — 0.0768T?

Shear Modulus of Unalloyed Aluminium Sheet with Respect to Temperature(dt)
= —172.4409 — 0.0460T + 0.7486M + 0.4670Ap + 0.0137TM + 0.0274TAp (14)
—0.0445MAp — 0.0033T? + 0.0291M? — 0.0768T?

Brinell Hardness Number of Unalloyed Aluminium Sheet with Respect to Temperature(BHN7)
= —3.3481 + 0.0010T + 0.0295M — 0.0123Ap + 0.0003TM + 0.0006TAp (15)
—0.0007MAp — 0.0001T? + 0.0005M? — 0.0017T?

Brinell Hardness Number of Unalloyed Aluminium Sheet with Respect to Pressure (BHN)
= —65.3512 — 0.3944P + 1.3150M + 1.2742Ap + 0.0007PM + 0.0053PAp (16)
+ 0.0059MAp + 0.0004P% + 0.0012M?2 + 0.0074P?
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Table 1. Effect of Temperature on Tensile Strength for Unalloyed Aluminium Sheets,
Experimental (E), Predicted (P), Absolute Percentage Error and Coefficient of Determination

Predicted Value

Experimental Value

Temperature, T (°C)

Temperature | Tensile Strength (MPa) | Tensile Strength (MPa) Percﬁr?t?lgtlgrror
(°C) Experimental (E) Predicted (P) ((;g)
1024 342 345 0.87
1200 469 472 0.64
1442 543 546 0.55
1610 452 455 0.66
1800 600 600 0.00
1921 621 624 0.48
2001 612 614 0.33
2112 602 604 0.33
2200 594 596 0.34
Mean Absolute Percentage Error (%0) 0.47
Coefficient of determination = 0.9536
S 800
o
2 600
e
=3
< 400
ﬁ 200 600-800
g 0 400-600
= & 1200-400
[10-200

Figure 2. Graph of Effects of Temperature on the Tensile Strength of Unalloyed Aluminium Sheet,

Experimental (E) and Predicted (P) Values
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Table 2. Effect of Pressure on Tensile Strength for Unalloyed Aluminium Sheets,
Experimental (E), Predicted (P), Absolute Percentage Error and Coefficient of Determination

Pressure | Modulus of Elasticity (MPa) | Modulus of Elasticity (MPa) Perc@r?t?lgtérror
(GPa) Experimental (E) Predicted (P) (O/g)
40 342 343 0.29
56 480 483 0.63
62 510 511 0.20
65 452 455 0.66
69.5 543 545 0.37
72 562 568 1.07
74 555 554 0.18
76 548 550 0.37
78 546 548 0.37
Mean Absolute Percentage Error (%) 0.46
Coefficient of determination = 0.9531
~ 600 SSS \\\\
S 500 SEAN =
~ l — ?}"\ i |
£ 400 SSSS j s ~ ]
£ 300 SSSSSSSSSS SS £1500-600
= SSES = !
2 200 \h\:\\\i\\\i\ 11400-500
T 100 SSSSSSSSSSS 300-400
3] . e
= 0 S e [1200-300
40 SSEEES
56 SRS 11100-200
62
65 Predicted Value 00-100
69,5
72
74 76 Experimental Value
78
Pressure, P GPa

Figure 3. Graph of Effects of Pressure on the Tensile Strength of Unalloyed Aluminium Sheet,
Experimental (E) and Predicted (P) Values
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Table 3. Effect of Temperature on Modulus of Elasticity for Unalloyed Aluminium Sheets,
Experimental (E), Predicted (P), Absolute Percentage Error and Coefficient of Determination

Temperature Modulus(;)f Elasticity Modulus of Elasticity (GPa) Absolute
(°C) ( Pa) Predicted (P) Percentage Error
Experimental (E) (%)
1024 42 41 2.38
1200 47 46 2.13
1442 52 51 1.92
1610 69 68 1.45
1800 62 61 1.61
1921 59 58 1.69
2001 63 63 0.00
2112 64 63 1.56
2200 54 53 1.85
Mean Absolute Percentage Error (%) 1.62
Coefficient of determination = 0.9536
g " SSSSS
O 60 =t S
Ly AN =
2 4 ' SSSSS Z SEESS 60-70
= S—— : — f
2 30 SSSSSSS S SEa [150-60
m S A
« 20 SSS= e ‘ [140-50
) | = = —a
%) 10 — —— i \]_\
2 S e e~ 30-40
3 0 > SSSSSS
S ~ e 120-30
s 1024 _
1200 1412 f [110-20
1610 1800 Predicted Value 10-10
1921
2001 2112 Experimental Value

2200
Temperature, T (°C)

Figure 4. Graph of Effects of Temperature on the Modulus of Elasticity of Unalloyed Aluminium Sheet,
Experimental (E) and Predicted (P) Values
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Table 4. Effect of Pressure on Modulus of Elasticity for Unalloyed Aluminium Sheets,
Experimental (E), Predicted (P), Absolute Percentage Error and Coefficient of Determination

Pressure Modulus of Elasticity (GPa) | Modulus of Elasticity (GPa) Percﬁr?t?lgtérror
(GPa) Experimental (E) Predicted (P) (O/g)
40 42 41 2.38
56 47 46 2.13
62 52 51 1.92
65 60 58 3.33
69.5 68 66 2.94
72 59 57 3.89
74 63 61 3.17
76 64 62 3.13
78 60 56 6.67
Mean Absolute Percentage Error (%0) 3.38
Coefficient of determination = 0.9411
< 80
o
e
W 60
>
S 40
2 60-80
o 20
= 40-60
5 o0 [120-40
>
3 [10-20
=
Predicted Value
69,5
72
76 Experimental Value
78
Pressure, P GPa

Figure 5. Graph of Effects of Pressure on the Modulus of Elasticity for Unalloyed Aluminium Sheet,
Experimental (E) and Predicted (P) Values
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Table 5. Effect of Temperature on Shear Modulus for Unalloyed Aluminium Sheets,
Experimental (E), Predicted (P), Absolute Percentage Error and Coefficient of Determination

Temperature Shear Modulus (GPa) Shear Modulus (GPa) Perc?r?t?lgtérror
(°C) Experimental (E) Predicted (P) ((;g)
1024 19 18 5.26
1200 23 24 4.35
1442 25.3 26 2.77
1610 23.4 24 2.56
1800 20.6 21.5 4.37
1921 19.8 20 1.01
2001 214 23 7.47
2112 21.6 22 1.85
2200 22 22 0.00
Mean Absolute Percentage Error (%0) 3.29
Coefficient of determination = 0.9536
= 30
o
e
3 20
>
©
S 20-30
S 11020
e
(2] 0 J0-10

Predicted Value

Experimental Value

Temperature, T (°C)

Figure 6. Graph of Effects of Temperature on the Shear Modulus of Unalloyed Aluminium Sheet,

Experimental (E) and Predicted (P) Values
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Table 6. Effect of Pressure on Shear Modulus for Unalloyed Aluminium Sheets,
Experimental (E), Predicted (P), Absolute Percentage Error and Coefficient of Determination

Pressure Shear Modulus (GPa) | Shear Modulus (GPa) Percﬁr?t?lgtérror
(GPa) Experimental (E) Predicted (P) (O/g)
40 19 18 5.26
56 23.8 22 7.56
62 245 26 6.12
65 24.9 25 0.40
69.5 26.2 25 4.58
72 19.8 20 1.01
74 225 23 2.22
76 22.8 23 0.88
78 23 23 0.00
Mean Absolute Percentage Error (%0) 3.11
Coefficient of determination = 0.9531
< 30
o
e
3 20
>
©
o
% 10 20-30
§ 1110-20
n 0
[10-10
69,5 Predicted Value
72
76 Experimental Value
Pressure, P (GPa) ’8

Figure 7. Graph of Effects of Pressure on the Shear Modulus of Unalloyed Aluminium Sheet,
Experimental (E) and Predicted (P) Values
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Table 7. Effects of Temperature on the Hardness of Unalloyed Aluminium Sheets,
Experimental (E), Predicted (P), Absolute Percentage Error and Coefficient of Determination

Temzeg)a ture Brin(ell!llmarggness Brin(ellll{rlj]er;rgness Perc?r?t?ég tIgrror

Experimental (E) Predicted (P) (%)
1024 39.00 40.00 2.56
1200 57.00 56.00 1.75
1442 62.00 62.00 0.00
1610 64.00 65.00 1.56
1800 68.00 69.50 2.21
1921 70.00 72.10 3.00
2001 75.00 74.20 1.07
2112 75.00 76.00 1.33
2200 72.00 73.00 1.39
Mean Absolute Percentage Error (%0) 1.65

Coefficient of determination = 0.9828

T 80

zZ

o

~ 60

[b]

o)

E 40

=2

2 20 60-80
5 40-60
s 0

I 120-40
E 10-20
S

[a1]

Predicted Value
1800
1921
2001 .
2112 Experimental Value

2200

Temperature, T (°C)

Figure 8. Graph of Effects of Temperature on the Hardness of Unalloyed Aluminium Sheet, Experimental
(E) and Predicted (P) Values
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Table 8. Effect of Pressure on the Hardness of Unalloyed Aluminium Sheets,
Experimental (E), Predicted (P), Absolute Percentage Error and Coefficient of Determination

Pressure Brinell Hardness Number | Brinell Hardness Number Perc):\r?t?lgtérror
(GPa) Experimental (E) Predicted (P) (0/2)
40 30 29 3.33
56 35 36 2.87
62 40 38 5.00
65 45 44 2.22
69.5 61 63 3.28
72 58 56 3.45
74 56 56 0.00
76 53 52 1.89
78 46 45 2.22
Mean Absolute Percentage Error (%) 2.70
Coefficient of determination = 0.9232
T 70 I‘
% . \'E\"“——-___r\\\
o 60 SSSS — GZ
- 1 —— ¥
o 50 / }
Xel P = = SSSS R
E 40 Z \‘T\w:?z ~ = S= 60-70
Z 30 Z S=S—s=SsSS S [150-60
£ ] \:E_\\:\\\:\‘i 1140-50
10 ey — —

g 7, :\\\:\& 30-40
0 62 -’ 110-20
65 ;

69,5 - Predicted Value 510-10
74 76 Experimental Value
78

Pressure, P (GPa)

Figure 9. Graph of Effects of Pressure on the Hardness of Unalloyed Aluminium Sheet, Experimental (E)
and Predicted (P) Values
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3.1. Discussion of Results

3.1.1. Validation of Model for Unalloyed Aluminium Sheets

From the plots obtained in Figure 2-9, it was observed that the optimal tensile strength, young modulus of
elasticity, shear modulus and Brinell hardness number were 621MPa, 69GPa, 25.5GPa, and 61 at
temperature of 1921°C, 1610°C, 1442°C and 1800°C respectively. In comparison with pressure, the
obtained values for optimal tensile strength, young modulus of elasticity, shear modulus and Brinell
Hardness Number (BHN) were 562MPa, 68GPa, 26.2GPa and 61 at pressure of 72GPa, 69.5GPa, 69.5GPa
and 69.5GPa respectively. The predicted values for the mechanical properties (tensile strength, modulus of
elasticity, shear modulus and Brinell hardness number) of unalloyed Aluminium sheets were obtained using
Equation 9-16 while the absolute percentage error and coefficient of determination was determined using
Equation 7 and 8 respectively. The mechanical properties (tensile strength, modulus of elasticity, shear
modulus and hardness), Experimental (E), Predicted (P), absolute percentage error values were presented
in Table 1-8 and Figure 2-9.

The model was validated by comparing the predicted values from empirical models with experimental data.
The predicted values were found to compare favourably with measured values. The absolute percentage
error and coefficient of determination were calculated based on equation 7 and 8 respectively. The mean
absolute percentage error and coefficient of determination of unalloyed Aluminium sheets is shown in in
Table 1-8 and Figure 2-9 for tensile strength, modulus of elasticity, shear modulus and Brinell hardness
number respectively. The models were validated using coefficient of determination (R?) and mean absolute
percentage error (MAPE). The coefficient of determination (R2) were determined to be 0.9828 (98.28%)
for tensile strength, 0.9385 (93.85%) for modulus of elasticity, 0.9787 (97.87%) for shear modulus, and
0.9847 (98.47%) for Brinell hardness number respectively which indicates that a substantial good fit was
achieved by the regression model developed. Moreover, the mean absolute percentage error of predicted
values from model when compare with the experimental values were determined to be 0.46% and 0.47%
for tensile Strength, 1.62% and 3.38% for modulus of elasticity, 3.11% and 3.29% for shear modulus and
1.65% and 2.70% for Brinell hardness number respectively. These values are significantly small and below
the maximum error of 10% proposed by Liping and Deku (1992) and Osarenmwinda and Nwachukwu
(2010). These values were therefore found to be satisfactory and show good predictability of the model and
its adequacy.

4. CONCLUSION

The modeling and validation of production process parameters of unalloyed Aluminium sheets had been
achieved. Empirical Models were developed for predicting the mechanical properties (tensile strength,
modulus of elasticity, shear modulus and hardness) for the produced unalloyed Aluminium sheets. The
models were validated using coefficient of determination (R?) and mean absolute percentage error (MAPE).
The coefficient of determination (R?) obtained ranges from 0.9213 (92.13%) to 0.9911 (99.11%) which
indicates that a substantial good fit was achieved by the regression model developed. The mean absolute
percentage error of the developed models ranges from 0.46% to 3.38% which was below 10%
recommended. The values obtained from the validation of these models were therefore found to be
satisfactory, and shows good predictability of the model and its adequacy. In addition, the developed models
and the determined interactions will serve as a guide to assist researchers, industrialist and small scale
manufacturers to estimate the properties of unalloyed Aluminium sheets to be produced.
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transformed function values which differ from other methods after a certain time period. However,
the results obtained with the transformed functions for different values at each sampling time
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1. INTRODUCTION

Vibration is a phenomenon that is rarely desired and generally untoward in engineering applications. In
addition to the obtaining the mathematical model of vibrating systems, the solution of the established model
also requires an effort. Analytical solutions of mathematical models of engineering problems are generally
very challenging as models are established to be more realistic. Hence, various semi-analytical and
numerical methods are employed to obtain the solution. The differential transformation method (DTM), a
semi-analytical method, is employed in this paper for investigating machine tool vibrations as it is quite
complicated in nature. Differential Transformation Method, based on Taylor Series, was first used by Zhou
(1986) for electrical circuit (Hatami et al., 2017). Jang et al. (2000) promoted an adaptive grid size
mechanism. Abdel & Hassan (2002) suggested DTM to obtain eigenvalues, eigenfunctions and to find out
a solution the partial differential equations. Ayaz (2004) offered three-dimensional differential
transformation method and defined the basic theorems. Varying grid size is employed by Kurnaz & Oturang
(2005) to boost the accuracy of the DTM solutions.

Arikoglu & Ozkol (2005) introduced DTM to solve integro-differential equations. Difference equations are
carried out by utilizing DTM by Arikoglu & Ozkol (2006a). Arikoglu & Ozkol (2006b) presented theorems
related to DTM for the solution of differential-difference equations (DDEs). Application of DTM on
integro-differential and integral equations systems was also discussed by Arikoglu & Ozkol (2008).
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Momani & Ertiirk (2008) designed a modified DTM for the good accuracy of non-linear oscillatory system
solutions. A different DTM technique worked by EI-Shaded (2008) for non-linear oscillatory systems.
Karakog¢ & Bereketoglu (2009) used DTM in the solution of delay differential equations. Kuo & Lo (2009)
utilized DTM to explore the response of a physical system. Chen & Chen (2009) adopted DTM to the non-
linear physical system solution. Thongmoon & Pusjuso (2010) compared DTM with the Laplace transform
method for a system of differential equations.

Mirzaee (2011) applied DTM to the solution of linear and nonlinear DDEs. Siingii & Demir (2012)
compared DTM with Adomian Decomposition Method for the solution of linear and nonlinear differential
equations. Villafuerte & Chen-Charpentier (2012) developed the random DTM to solve random differential
equations.

Gokdogan et al. (2012) compared numerical results obtained by DTM with analytical solution for the DDE.
Smarda et al. (2013) presented theorems related to DTM for the solution of nonlinear differential and
integro-differential equations with proportional delays. Bozdogan & Ozturk (2014) apply differential
transform method to investigate the free vibration analysis of an orthotropic beam model. Tabatabaei &
Gunerhan (2014) solved Duffing equations by means of DTM. DTM is also used by Bozdogan & Aydin
(2016) in stability analysis for multistory structure that is modeled as a continuous system. Benhammouda
& Leal (2016) proposed an analytical solution for the nonlinear delay differential equations by using DTM.
Rebenda & Smarda (2017) presented semi-analytical DTM approach for the solution of functional
differential equations with multiple delays. Hatemi et al. (2017) explained DTM on some physical
problems.

In this current study, the solution of a mathematical model in cutting tool vibrations is investigated. DTM
is applied to the mathematical model presented for the first time. The mathematical model is comprised of
delayed, nonlinear differential equations. In this paper, a system of transformed equations is expressed in
matrix form. The difficulty caused by the transformed nonlinear terms is overcomed by using transformed
functions which are found at previous cycle and sampling time. The results obtained by DTM which is a
semi analytical method are in good agreement with the numerical methods, Simulink and DDE23 MatLab®
function.

2. DIFFERENTIAL TRANSFORMATION METHOD

In this method, which is based on Taylor Series, the transformed function, F(k) and inverse transform,
f (t) is defined as follows.

fo-2 S8 ro-Sroew ®

The basic DTM theorems used in this article is below (Zhou, 1986; Arikoglu & Ozkol, 2006).

Cdm () (k+m)!F(k+m)
X(t) = o X (k) = k! 2
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3. SOLUTION TECHNIQUE

Multi-step differential transformation method is used in physical applications due to its high accuracy
(Hatami et al., 2017). In this study, instead of using a single t, value and the associated transformed
function to obtain the function value at a specific time, t, different t values and different transformed
functions are used in each step by keeping the step interval, t—t, =T, constant.

F -4 0 ) -ZRon ®)

4. PROBLEM FORMULATION

In cutting tool vibrations, the equation of motion defining the single degree of freedom and self-excited
vibration, including flank wear caused by vibrations, is shown as follows:

2

y(t)+ 28w,y (t)+@?y(t) = —b%[Kl(y(t)— y(t-T))+KVB, ()] (6)

The relationship between the flank wear and the cutting velocity was expressed first by Taylor (1907)
(Altintas, 2012). There is a connection between the relative velocity of the two materials and the wear rate
(Maekawa et al., 1989; Chowdhury et al., 2011; Zanger & Schulze, 2013). The mathematical model

proposed for the flank wear length which includes the lost material length, Gm(t), depending on the
vibration velocity, whose basic approach is based on the above studies is given in Eq 7.

VB, (t+dt) =VB, (t)+M ~VB, (t)+§—l oy (t)° 7)

Z2 2

Eq. 7 is described with the idea that it will be easier to use previous values.

VB, (t)=VB, (t—dt)+§—1 py (t — dt)’ ®)

The terms in Egs. 6 and 8 y(t), cutting tool displacement in vibration motion, y(t), first derivative of
displacement (velocity), ¥(t), second derivative of displacement (acceleration), y(t—T), displacement
in the previous cycle of the workpiece, VB, (t) flank wear length caused by vibration, K,, hardness of
work material, K, specific cutting constant, b, deep of cut, k , cutting tool stiffness, @, , natural frequency,
&, dimensionless damping ratio and the other terms are some process parameters. Initial conditions are
y(0)=0, y(0)=V, VB, (0)=0. The term bK,VB, (t) in Eq. 6 is the force on the flank face. It is assumed
as b(HB/3)VB, (t) in this mathematical model based on the investigation by Astakhov (2004). HB is the

Brinell hardness of the workpiece material. This force will only exist when the vibration velocity is positive
due to physical acceptance. Similarly, the term related to velocity in Eq. 8 prevail when the vibration
velocity is positive, otherwise it will be VB, (t)=VB, (t—dt).

For the convenience and the understanding of the Egs. 6 and 8, some dimensionless parameters are used as
below.

u=y/VB, r=at S=aT w=VB, /VB,, 5, =aT

n n o] n"o

Taking first and second derivative of y:
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dy dydr du d’y , d?u
D _SEr - ~VB. 0?2
dt drdt - *%yr az ey

The above derivatives and dimensionless parameters are substituted in Eq. 6.

2 2
VB,, o’ % +28VB, o} % +VB,,@u = —b%VBdo [Kl(u ~u(r —5))+%w} 9)

Eqg. 10 is obtained by dividing Eq. 9 by the coefficient of the second dimensionless derivative.

d®u du b HB
F'FZ(;:E'FUZ—E|:K1(U—U(T—5))+TW:| (10)

Dimensionless parameters are also substituted in Eq. 8.

q
VB, W(z) =VByW(z — 8,) + - p(VB,, )’ (@J (12)
Z, T

Eq. 12 is found by dividing Eq. 11 by VB,, .

WS ) A a1, [ duU(z=5,)Y
W) -wle=0,)+ 2 p(vE, ) (wn)( = ) 12)

The following abbreviations are used to make the Eq. 10 and 12 look simpler.

a = 28 Q= b% a; = b— Q= i pa)nqudo(k1

2

After these operations, Eqg. 13 and 14 and dimensionless initial conditions appear as follows.

u"(r)+au'(r) + L+ a,)u(r) —a,u(r —5)+a;w(r) =0 (13)

W(z) =W(z —&,)+a,u’'(r—5,)" (14)
— ! — V — =

u(0)=0 u’(0) ~“VBa =1 w(0)=0 (15)

5. APPLICATION OF DIFFERENTIAL TRANSFORMATION METHOD

In this section, DTM is applied to solve the presented equation of motion. Eq. 13 and 14 will be solved in
three cases where q is equal to 1, 2 and 3.

Case 1
In this case, Eg. 13 and 14 is handled for g =1.

u"(r)+au'(r) + (+a,)u(r) —a,u(r —5)+a;w(r) =0 (13)

W(r) =W(zr —8,)+a,u’'(zr—8,) (16)
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Eq. 13 is transformed by means of the above fundamental transformations as follow. These transformed
functions are renewed at each step.

(k+2)!ltJ|(k+2)+al(k+1)'fl(k+1) +(L+a)U (k) -aU(K), , +aW (k) =0 17

The 7, —& value in the lower right index of the term U (k), 5 in this transformed Eq. 17 represents the
previous transformed function as ¢ . The final equation is organized as follows.

(k+2)(k+DU(k+2) +a,(k +DU (k+1)+ Q+a,)U (k) —aU (k), s+aW(k)=0 (18)

By adapting the above fundamental transformations to Eq. 16:

W (k) = Z( J “W(h)+a,(k+1) Z (k J (-5,)" " u(h) (19)
hy=k+1
is obtained. This equation is also expressed as:
0- 3. ( ] W) kD) 3 [k J %) U (20)
h=k+1 hy=k+1

The equation system obtained by changing k from 0 to N to find the transformed functions, U (k) , in the
Eqg. 18 is shown as follows.

QW 0 0 0 0 0 0 0 U(Q2)
a2 @@ o 0 0 0 0 0 u@)
(1+a,) a@B) @@ 0 0 0 0 0 U (4)
0 (+a) a(@) G4 0 0 0 0 U ()
0 0 (+a) aB) 6 0 0 0 ue) |
0 0 0 - 0 0 :
0 0 0 0o 0 :
0 0 0 0 0 (1+a,) a(N+1) (N+2)(N+1)J(U(N+2)
2 (UMD +1+2,)U(0)-aU(0), ;+aW©)) o g o o0 0 0 o0 0
(+a,)u@®)-aUQ), a, 0 0 0 0 0 O W
_ W(2)
aU(2), s 00aa 00 0 0 O wea | [°
~a,U(3). , 0 0a 0 0 00 ® 1 1
° + W(4) |=|.
—au), , 0 0 0a 00 O, :
: 00 0 0 ™ 00
. 000 00 - 0 ° :
- W(N)
—a,U(N), 0 0 0 0 0 0 4 0 1)

The equation system obtained by changing k from 0 to N-1 to find the transformed functions in the Eq. 20
is also shown as follows.
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5 N W@
o [t (Y] wa |
0 I '
W(N -1)
0 0 0 W(N)

a4(l)(N::-2j(_5o)N+l

a4(2)[N + Zj(‘5o)N

2
0 a4(3)[§ (-5,)
0 0 :
0 0 0 a4(N)(E](—5o)° aAN)[Nl:,Zj(—@)Z
a,(1) @ (-5, U

The equations in these last two matrices form are given in Egs. 23 and 24.
AU+A,+AW=0
AW+AU+A,=0

After mathematical operations the transformed equations are found as below:
U=(A - AS(AfAS))‘l(—A2 + A3(A4‘1A6 )

W=-A'(A,U+A,)

(22)

(23)

(24)

(25)

(26)

It should be noted here that there are no transformed function values U(0), U(1), W(0) in the U and W

vectors. Because these values indicate the initial values in each step.

Case 2

In this case, Egs. 13 and 14 is handled for q=2. It is needed to make some mathematical operations to

determine the transformed function of u'(z—4,)" in Eq. 14. Let the function is f(z) =u'(zr —4,)* to be
applied DTM. The mathematical operations to be done step by step to find the transformed function are as

follows.
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e U, (k)= 2( ] U(hl) transformed function of u(z —,)

e U,(k)=(k+1)U,(k+1) transformed function of u'(z -&,)

e U,(l)isfoundas U,(l)=(1+1) i (I Elj(—ﬁo)hl'lu (h) by using U, (1)
h=1+1

o U,(k=1)isU,(k-1)=(k-1+1) i [k ", j(—(so)“”*'lu(hz)

h=k1+1\ K — I+1

k
The transformed function of f(z) is F(k):ZUZ(I)UZ(k—I) due to the theorem in Eq. 3. After these
1=0

operations

k N h +h, —k—2
F)=> > Z (|+1)(k—|+1)(h1j[k g J(—ao)“” U (h)U (h,) (27)

1=0 h,=1+1h,=k_I+1 —1+1

is obtained. If DTM is applied to Eq. 14, the following transformed equation is found.

m VW) +
=k

SR h ) h — (28)
DIPWPY (I+1)(k—l+1)(|+J(k_f+lj(—5o)”2 U (MU (h,)

Since q is equal to 2, this last equation is quite different from Eq. 20. It is quite difficult to obtain equation
systemin q =1 solution for g = 2. Instead, the transformed function at the previous sampling time is used

for f(r)=u'(r-46,)°.

The transformed function of f(z) =u'(z —5,)u’(r —3,)

F(k) = i(l Dk -1+DU,_, (1 +DU,_, (k—1+1) (29)

Thus, EQ. 14 is transformed as follows.

0= i [hl)(—ao )W (h) + a4zk:(l +Dk-1+DU,_, (142U, (k—1+12) (30)

h=k+1 k

Since functions U, _; are found in the previous step, there are no nonlinear terms in Eq. 30. Thus, a system
of linear equations for Eq. 30 can be obtained as Eq. 31.
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1 1 2 2 N N
HEIRNES Hey
, N W (1) F(0) 0
0 [1j(_50)1 (J(_ao)”l W (2) FQ) 0
. . : +a, : =|: (31)
0 0 o ' W (N —1) FIN-2)| |0
0 0 o - : W(N) FIN-2)) (0
0 0 0 0 ( N j(—éo)l
N -1

Eq. 20 in the first solution is replaced by Eqg. 30. Eq. 31 is below as more compact form.
AW+a,F=0 (32)

If W in Eq. 32 is substituted in Eg. 23 equations below are found.
U=-A7A, + o A7 (A3 (A;lF)) (33)

W=—a,A'F (34)

Case 3

In this case, Eq. 13 and 14 is handled for q=3. In this solution, the approach in solution g =2 is repeated.

Let the function is f(z)=u'(r-4,)° to be applied DTM. Mathematical operations are included in the
appendix and the transformed function is as follows.

FO=YY 3 3 meDi-medk-1+1)
h h +h, +h;—k-3
ST ) B S R FICSHICSTICS

m+1/\1-m

IR
o
3
1
o
T
3
T
i
5
o
i
3
I
i
&
;I\_
L
T
h

(35)

Because of the same problem encountered in the second solution, the transformed functions at the previous
sampling time (5, ) are utilized. Mathematical transaction is the following order.

f(r)=U'(r—5,)u'(r —S,)u'(r —5,) is transformed to
k |
FR) =D > M+ -m+Dk—-1+DU,_, (m+DU,_, (I-m+DU__, (k—1+1) (36)
1=0 m=0
Expression of Eq. 14 for =3 is below.

0= i Ej(—&o)“l‘kW(hl) n
hy=k+1 (37)

a4zk: " (m1)(1 - m+1)(k | YU, M+DU,_, (1-m+U,_,; (k—1+1)

The linear equation system of Eq. 37 is the same way as the previous solution as follows.

AW+0o,F=0 (38)
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6. RESULTS AND DISCUSSION

Egs. 13 and 14 are solved with the DDE23 function in MatLab® software and with MatLab®/Simulink
software. The solutions of Egs. 13 and 14 obtained with the Differential Transformation Method (Egs. 25,
26, 33, 34 and 38) are also solved using MatLab® software. The parameter values used in the solutions are
a, =0.05, a, =0.6, a,=0.001, a, =0.001, N=5, §=6.4 and 5 =6.

The results obtained with four different methods, DTM, Multi-Step DTM, Simulink and DDE23, for q=3

and & =6 values are compared in Fig.1. The solution of the fundamental DTM which found by using the
constant transformed functions values differs from other methods after a certain time. But the accuracy can
be increased by selecting the higher N value. However, the result obtained with the transformed functions
that take different values at each sampling time (Multi-Step DTM), gives very similar output to Simulink®
and DDEZ23 solutions.

0.8
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0.4

0.2

0,

-0.2

-04

]
1

-0.6

-0.8

]

. Multi-Step DTM Simulink
r

r I
0 0.5 1 15 2 2.5 3

T

dde 23 .......... D-I-M
r

-1

Figure 1. Comparision of Solutions for g=3 and 0 =6

A simulation for q=1 and ¢ =6.4 values is executed by using Multi-Step DTM, Simulink® and DDE23 is

shown in Fig. 2. As seen the system is damped depending on the selected parameters and carries on cutting
without vibration. In this graph, the result obtained with Runge-Kutta based Simulink® is very close to the
result obtained with Multi-Step DTM. DDE23 also gives close result to these two methods. Multi-Step
DTM has higher values than that of the others when the direction of the motion changes.

u versus 7 is demonstrated in Fig. 3. q=2 and 6 =6.4 values are taken in this solution. A similar

interpretation in Fig. 2 can be made for Fig. 3. There can also be observed a damped oscillation. The
difference from Fig. 2 is that damping occurs slowly. The reason for this is the ( value in the nonlinear

damping effect. Magnitude of derivative of u changes between 0 and 1. Consequently, taking the power of
the damping term values with a larger ( gives smaller values. This causes less damping effect.

The results of the simulation for q=3 and 6 =6.4 is plotted in Fig. 4. The basic difference of Fig. 4 from
Figs. 2 and 3 is that the system is damped slowly which reason as mentioned above. The higher q value
makes the magnitude of u" small. Therefore, the amplitude of u is higher than Figs. 2 and 3.
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119 [brahim DEMIR, Mustafa Mehmet Fatih KARAHAN, Nizami AKTURK
GU J Sci, Part A, 8(1): 109-122 (2021)

The results for the value, J =6, the dimesionless time delay, and three different ( values are depicted in
Fig. 5. Increasing of amplitude for all g values occurs because of the changing of dimensionless time delay.
As seen in Fig. 5. (c), incremet of amplitude is slower for larger q values. When taking the power of
damping terms whose magnitude exceeds 1 with larger g values, larger damping values come out. This

proves that the damping effect is higher. In this way, the amplitude rising is slower. In this solution, Multi-
Step DTM and Simulink® methods give closer results than DDE23.

SF : : i Sf : : i
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Figure 5. Time Histories for 6=6.a) q=1,b) q=2,¢c) q=3

7. CONCLUSIONS

In this paper, differential transformation method is used for solving the mathematical model that can be
considered in cutting tool vibrations. The results are compared with that of Simulink® and DDE23. This
study shows that the fundamental DTM is not giving valid results always. The study also proves that Multi-
Step DTM gives competitive results with other methods. It is also a suitable method for the analysis of
physical systems. This article offers a method to overcome the difficulty caused by nonlinear delay terms,
by using the values of nonlinear delay terms that found before the delay time.
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APPENDIX

Transformed function of u(z —&,)

U, (k) = ZU 5, U (h)

Transformed function of u'(z-5,)
U, (k) =(k+1)U (k +1)
Transformed function of h(z) =u'(r -¢,)*
k
H(k)=>"U, (1, (k1)
1=0
f(r)=u'(r—5,)%is expressed as f(z) =h(c)u'(r-6,) .
Transformed function of f (z) =h(z)u'(z -3,)
Kk
F(k)=> HIU, (k1)
1=0

H (k) in A3 is written in A4.

FR) =3 YU, (MU, (1 - mU, (k1)

1=0 m=0

Using Al and A2 equations, U, (k) in A2 is arranged as follows to be used in A5.

U ()=(1+D) Z( +J (=5,)" U (hy)

hy=l+1

U,(k=1)=(k-1+1) > [ —|+1] (-6,)* U (hy)

hy=k—l+1

Transformed function of f(z)=u'(z—¢,)* is found as below.

F(k):ii ZN: i ZN: M+ —m+1)(k —1+1)
hl \( h2 [ 3 h+h, +h;—k -3
X(m+1 [l—m+l [k—l+1](_5°) U (h,)U (h,)U (hy)

(A1)

(A2)

(A3)

(A4)

(AS)

(A6)

(A7)
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1. INTRODUCTION

Failure of composite materials when subjected to impact load results to catastrophic failure which poses
great challenges in polymeric industries. Mueller & Krobjilowski (2004) examined the fibre-reinforced
hybrid composite laminates at different fraction volume of composite materials which involved epoxy resin,
plain-woven glass fabric and textile satin fabric. According to Mueller & Krobjilowski (2004), fracture
toughness of a material had immense importance in the determination of the resistance of the material to
crack propagation. Therefore, in their research, impact behaviour and fracture toughness of the laminates
were examined based on American Society for Testing and Materials (ASTM-D256), they analysed the
specimen configuration which includes the selection of different notch depths, fibre proportion and
orientations. Based on their study, the fracture toughness was found to increase continuously with increased
volume of glass fabric and significantly depends on the notch size. The experimental results were validated
using analysis of variance (ANOVA) technique, and it was found that the percentage of glass content was
approximately 80%, while notch depth and orientation occupied 20% of the composition. Krueger (2006)
in his investigation on computational fracture mechanics for composites found that, ‘inter-laminar fracture
mechanics proved useful for characterising the onset of delamination in composites’. The fracture
toughness characterisation and inter-laminar fracture mechanics analysis tools were described
demonstratively using applications on the structural level. Dhakal et al., (2006) experimentally investigated
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flax, hemp, and kenaf fibres in polypropylene binder for all hybrid fleeces in which the blending ratios were
varied from 50/50 to 70/30 natural fibre/polymeric fibre composition. In their study, glass
fibre/polypropylene mats were used as reference material. The influence of process temperature on the
impact strength and tensile strength of the different composite materials reinforced by natural fibres and
glass fibres were determined based on the fibre type. Williams (1978) in his analysis of the fracture
mechanics of composites failure reviewed how fracture mechanism can be applied to the various fracture
modes observed in composites. It was shown that conventional methods were used for short-fibre
composites while the oriented laminates undergo delamination. The importance of delamination toughness
in determining composite behaviour was emphasized and details of the various test methods and analysis
techniques were given and finally, some discussions of the more complex failures seen in cross-ply
laminates were also presented in his study. Pahizgar et al. (1982) applied linear elastic fracture mechanics
for the study of orthotropic materials, it was shown that the fracture toughness of unidirectional composites
was independent of the crack length but depends on crack-fibre orientation. To verify these claims, glass
epoxy material was used. The fracture toughness for different crack-fibre orientations were obtained by
utilising Solid Sap Finite Element Program and compact tension specimens. Hence, an empirical formula
relating to the fracture toughness of the material for different crack-fibre orientation was found. Olodu &
Osarenmwinda (2018) investigated the empirical model of injection moulded high density polyethylene-
grass composite. In their study, they concluded that process parameter such as temperature and percentage
by volume of the composite material contributes to the strength and failure of composite materials.

This study investigates the failure analysis of hybrid glass reinforced composites in polymeric industries.

2. MATERIALS AND METHODS
2.1. Materials

This research was carried out on samples fabricated by randomly varying plies of reinforcements in form
of woven roving, hard and soft E-glass fibre mats, combined in unsaturated polyester resin (specific gravity
1.12, viscosity of 65cps and gel time of 25 min) matrix. The catalyst and accelerator used were methyl ethyl
ketone peroxide (MEKP) and cobalt respectively due to their compatibility in polyester as curing agents at
ambient temperature condition.

2.2. Reinforced Composite Specimen Manufacture and Preparation

The hand lay-up method was used for the production of 14 samples which consist of the randomly varied
E-glass fibre reinforcement plies, neatly laid in an already prepared mould measuring 210 mm x 150 mm x
50 mm. Hence, the reinforcement was impregnated with catalysed polyester resin, and allowed for a period
of one month to completely cure at ambient condition. These tests samples were cut into 28 specimens, 14
of these samples were compact tension (CT) specimens used for fracture mechanics test and the other 14
specimens were for impact tests respectively. The developed test specimens were cut using the hack saw in
accordance with the ASTM and ISO standard for fracture mechanics and impact tests respectively for
composite materials (Figure 1).

2.3. Fracture Mechanics Assumptions in Reinforced Composite Analysis

The following assumptions were made in this study:

i. Resin interlayer is isotropic and has uniform thickness.

ii. The plies or layers are perfectly bonded in the laminate everywhere except in the region where a
flaw is initiated or present from the surface notched tip.

iii. There is perfect bonding between the resin and the fibre.

iv. The resin and the fibres are experiencing the same stress due to the applied impact force.

v. Crack tip have zero radius.
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Specimen A Specimen B Specimen C Specimen D Specimen E

Spcimen F Specimen G Specimen H ~ Specimen I Specimen J

-aidads -
Specimen K Specimen L Specimen M Specimen N

Figure 1. Samples of Reinforced Polyester Composite Plates Manufactured
2.4. Linear Elastic Fracture Mechanics

In the analysis of the fracture mechanics of reinforced polyester composite, the Linear Elastic Fracture
Mechanics (LEFM) which according to Williams (1978), was used to analysed elastic stresses in the
neighbourhood of pre-existent cracks of specified intensity, for which its purpose is to ascertain the level
of applied stress, o, at which pre-existent cracks of various sizes and geometries will propagate; and impact
test approaches were used, where emphasis is focused on exploring the fracture mechanics at the crack tip
of the fibre reinforced composite when subjected to impact force. The test was conducted under plane stress
condition.

According to Pahizgar et al. (1982) the proper way to begin a study of fracture in orthotropic materials
(reinforced composite material) is to compare their fracture with the fracture of isotropic materials and then
model the fracture mechanism as homogeneous anisotropic materials. Based on the principle of LEFM, the
following can be stated that:

a) The crack will advance along the original crack direction.

b) The crack tip displacements can be separated into three different modes: crack-opening mode
(Mode 1); edge or in-plane sliding mode (Mode I1); and crack tearing or out-plane mode (Mode
).

€) The crack tip stress and displacement equation for the above modes are given by Westergaard’s
equations (Equation 2).
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2.5. Test Procedures for The Determination of Mode | Stress Intensity Factor, K,

Before the determination of K|, the CT specimen composition was manufactured as shown in Figure 2. The
CT specimens were drilled to make provision for the pins through which loads were introduced on the test
specimens using a U-bracket which is attached to the Universal Testing Mechanic. The loading brackets
were properly aligned with the specimen to avoid twisting while the crack propagation takes place
(Figure 3).

100
80 ’__._IB
L 0 ey
I T
~ ]
o~
<t [T Lo
40 | ~r (=3
Initial Crack Length e - 41 0 ===
20— . ,,,,,,,,
Front Side

Figure 2. ASTM Standard Pre-Cracked Compact Tension (CT) Specimen

UTM Upper Jaw

Support U-bracket

CT Specimen
UTM Column

UTM Lower Jaw

Figure 3. Fracture Test of CT Specimen on the UTM
2.6. The Test Machine Used for The Fracture Test

The test machine used for the fracture test was capable of being operated in displacement controlled mode
with constant displacement rates in range of 0.55mm per minute. The load sensing device had accuracy
over a load range of within =1% of the indicated value. The crosshead separation was used to measure the
CTOD of the specimen through the loading brackets attached. As the opening displacement increased, the
crack growth front advancement along the ligament was marked on the specimen. The load, displacement
and crack growth length along the ligament were continuously monitored, measured and recorded till the
CT specimen could no longer sustain the loading and thus fractured. During the test, two replicate tests
were done for every specimen containing an initial crack of length, 40mm which is 0.25W produced on the
specimens. The advantage is to force the crack initiated to propagate along a straight line to comply with
the Linear Elastic Fracture Mechanics (LEFM) requirements. Another purpose of notching and pre-
cracking the test specimen is to simulate an ideal plane crack with essentially zero tip radius which agreed
with the assumptions made in stress intensity analyses. Each specimen test record consisted of a plot of the
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output of a load versus the displacement and the crack length extension measurement. The conventional
plot of load along the y-axis and the displacement along the x-axis was maintained.

2.7 Analysis of Load-Displacement Records and Calculation of K,

The failure analysis of hybrid glass reinforced composite in polymeric industries were carried out using
Equation 1 to 4. The ASTM standards for the mode | stress intensity factor (SIF), K, calibration for the
CT specimen is given by Equation 1;

Ky ==y fa/W) <1>

" BWY?

Where P = maximum load

The expression for K, determination is accurate to within 0.5%, over the entire range of a/W (a/VV < 1)
as presented in Janssen et al. (2004). The mode Il stress intensity factor was obtained using Equation 2;

K, =7.,+/7a )

Hence, for a crack length of a, the critical stress, o were determined according to the stress intensity
factor criterion using Equation 3;

I<IC

7T Ir@a+0)

©)

Where, ¢ = The damage zone at each crack tip which was determined from the experiment during failure
along the crack ligament (Idicula et al., 2009).

2.8 Experimental Procedure for Impact Strength Determination

The specimens were cut, after which, the specimen was position in the anvil. The proper position of the
impact head (striking edge) and the height of the pendulum were set. After securing the specimen, the
pendulum was raised to position and allowed to freely swing towards the specimen to impact it to breaking,
because the test was a destructive test similar to the fracture mechanics test (Figure 4).

The energy required to break the specimen was determined from the data recorded on the metering device
on the machine. According to Radif & Ali (2001), one method of expressing the impact energy for a
composite material by adopting a fracture mechanics approach is in terms of the relation (Equation 4);

E
"~ a0 @

Where U = Impact energy; E = Energy in KJ/m? which is registered for the test specimen; b = breadth;
d = depth; ¢ = notch; ¢ = a calibration factor which depends on specimen and crack dimension and
compliance (Osarenmwinda & Nwachukwu, 2010; Orbulov & Ginsztler, 2014; Romanova et al., 2009).
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Figure 4. Charpy Impact Test Machine

3. RESULTS AND DISCUSSION

Table 1shows the mode | stress intensity factor and critical stress for all 14 specimens while Table 2 shows
the mode 11 stress intensity factor and shear stress for all 14 specimens. Furthermore, Figure 5 shows a
quadratic relation of mode-I stress mtensity factor curve at different critical stress level for all specimens;
Figure 6 shows the linear relation of mode-II stress intensity factor at different shear stress level for all
specimens; Figure 7 shows the stress distribution around locations ahead of crack for all specimens; Figure
8 shows the fractured compact test specimen after test while Figure 9 shows the impact energy versus
mmpact strength curve. Table 1 shows the mode-1 stress mtensity factor and critical stress for all 14
specimens while Table 2 shows the mode 11 stress mtensity factor and shear stress for all 14 specimens

Table 1. Mode | Stress Intensity Factor and Critical Stress for All 14 Specimens

Laminate Specimens | Stress Intensity Factor, K, (MPa.m¥?) | Critical Stress, ac (MPa)

A 9.32 25.1
B 6.57 18.31
C 9.49 25.82
D 6.41 17.44
E 6.59 18.36
F 6.59 18.36
G 6.65 18.2
H 4.47 12.19
I 3.02 8.36
J 4.87 13.57
K 4.68 12.88
L 6.17 16.88
M 6.7 18.23
N 4.86 13.22
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Figure 5. Quadratic Relation of Mode-I Stress Intensity Factor Curve at Different Critical Stress Level
for All Specimens

Table 2. Mode |1 Stress Intensity Factor and Shear Stress for All 14 Specimens

Laminate Specimens Stress Intensity Factor, Ky (MPa.m?) | Shear Stress, 7.0 (MPa)

242 6.84
B 1.77 5.00
C 2.49 7.03
D 1.68 474
E 1.83 5.15
F 1.78 5.01
G 1.75 4.95
H 1.18 3.32
| 0.81 2.28
J 1.31 3.70
K 1.25 3.53
L 1.63 4.59
M 175 4.94
N 1.28 3.60
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for All Specimens
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Figure 8. Fractured CT Test Specimen After Test
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Figure 9. Impact Energy versus Impact Strength Curve
3.1. Discussion of Results
3.1.1. Stress Intensity Factor, K, and Critical Stress, 6. Data Analysis

A factor that was found to be a major influence on the decreasing magnitude of K,and K, was the increase
in thickness of the specimens. This mean that the larger the thickness, the higher the volume of materials
being subjected to the maximum stress along the point geometric discontinuity with a greater probability
of finding a weaken region that cannot resist the maximum stress which will assist the crack growth. This
is because; the size effect is related to the increased amount of surface area where cracks initiates. The
observed increase of the stress intensity factor, K; and Ky with respect to the critical stress, o as shown in
the Figure 5 and 6, having a linear relationship can related to the above condition, of maximum stress being
present at the point of geometric discontinuity in the neighbourhood of a flaw before degenerating into
macroscopic crack. As the stress progressively increases, the crack continues to open and grow with ease,
which sufficed that the principle of linear elastic fracture mechanics was upheld as indicated by Griffith
criterion for the propagation of crack in that it states that; a crack will continue to propagate when the
decrease in elastic strain energy is at least equal to the energy required to create the new crack surface
(Mueller & Krobjilowski, 2004).

3.1.2. Critical Stress Distribution at Different Crack Length

Using Equation 3 to model the stress distribution near the crack tip, it could be shown that the region around
the neighbourhood of the crack tip experienced higher stress state than other regions not around this vicinity.
This was expressed in the stress distribution versus crack length curve as shown in Figure 7. Taking a look
at the fracture mode of the CT specimens under mode | loading condition, it was observed that fracture of
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specimens containing woven roving, namely; specimen A, B, C, D, G, J, K and M with the exception of
specimen N, was not all along or in the direction of the original crack. The crack was observed to change
direction as it propagates at an angle that was almost at 90° to the horizontal, without any crack growth in
the initial crack direction, although this was not the case for all of them as some were seen to grow in the
initial crack direction before change direction. The change in crack growth direction was a resistance posed
by crack arrest from fibre bridging. This was also observed from the curves to result a decreased in the
stress at the location. This could be explained as a change in direction as the crack grows will require a
reduced stress level to grow the crack in that direction as the stress intensity at these locations are
excessively higher. But for specimens E, F, H, | with the exception of specimen N contained soft and hard
mat reinforcements. The cracks were observed to grow along the initial crack direction as a result of the
reinforcement composition as this followed the LEFM principle. This could be raced to the form and
mechanical properties of the fibre used which could not resist the crack growth efficiently. This shows that
composites containing woven roving reinforcement were better fracture resistant composite material than
soft and hard reinforcement mats. The weaving pattern of the woven roving was a key factor which
contributed to its distinguished performance. From Figure 7, it be shown that specimen | which contained
12 plies of soft mat reinforcement required the least stress magnitude to grow the crack, while specimen C
which contained 2 plies of woven roving and one ply of hat mat experienced the highest critical stress.

3.1.3. Failure Analysis of Hybrid Glass Reinforced Composites

Failure analysis was carried out by analysing the appearance of the fractured specimens and review of the
slow video motion pictures and the photographs taken of the some samples selected. Figure 8 shows the
appearance of fractured surface of specimens subjected to impact, two types of fractures were observed. In
the first case laminate failed completely into two pieces, the fibres on the fractured surface were straight
indicating minimal fibre pull-outs, and such failure were observed to occur in the case of laminates plies of
either soft or hard mats reinforcements. The second type of failure was observed in specimens containing
woven roving mats, used as reinforcement or had greater volume fraction of fibre. The fracture surface was
characterised by fibre pull-outs and this was an indication that there was resistance from the fibre under the
sudden impact force. The fracture appearance was same for all the laminates containing woven roving
irrespective of percentage of glass content of either soft or hard mat. Figure 9 indicated an increase in
impact strength as the impact energy absorbed by the specimen increased. This shows that the energy
absorption capacity of a composite material is dependent on the fibre volume which in turn affects the
thickness.

4. CONCLUSION

The research on the failure analysis of hybrid glass reinforced composite in polymeric industries had been
achieved. It was observed from the experimental results that woven roving has been seen to posses
exceeding resilience and resistance during sudden impact force compared to soft and hard mat
reinforcement. It was also observed from the stress intensity and critical stress versus crack length curve,
that the crack tip is where the maximum stress exists . It is also the location of the minimum stress intensity
factor. This is an indication that glass reinforced polyester composites has the tendencies to resist damage
and crack propagation when exposed to sudden impact force, if the internal structure and surface are void
of defects and microcracks resulting from blisters, foreign particle, holes and fibre-matrix debonds, that is,
the energy required to grow the crack will be inactivated or equal to zero. The mode | fracture toughness,
Kic was found to have a value of 2.5 MPa while the mode |1 fracture toughness, Kyic was 1.3 MPa.
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module type was introduced, respectively. At the end of this paper; it was understood that the
connection of the bodies with different thermal expansion coefficients causes thermal stress
accumulation and deformation. The acquired results reveal that fiber-based components can be
analyzed with the contribution of the simulation interface. The literature researches were examined
in detail and it was found that no study discusses the modeling of the full structure of the fiber
optic integrated optic device. So; this study is crucial because it explains how to model an
integrated optic device via simulations and leads the researchers about how to make complex
meshing analysis in the presence of thin epoxy layers.
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1. INTRODUCTION

Integrated optics is an area combining fiber-optic and waveguiding technologies. Before signal
transmission by light beams, electrical currents or radio waves were the preferred way to convey signals
over long distances (Richter,1989). With the development of fiber optics communication systems, advances
in microfabrication technologies, integrated optical technology has emerged as an enabling technology.
Low power consumption, smaller size, lower loss, and better reliability ensure that integrated optics is more
preferable over competing technologies where available. Lightwave communications, control of
microwave components, sensor systems, and data processing are a few application areas of integrated optics
technology (John, 1997).

In general, electro-optic phase modulators are known as the simplest integrated optical devices which have
applications in defense, navigation and space technologies. In these devices, the joint between an optical
chip and input/output fiber is produced by the application of ultraviolet (UV) transparent epoxy. In this
paper, we will study a Y-junction integrated optical device (Yang et al., 2014). Explicitly, it splits the
incoming light signal into two arms at the end of the waveguide. The proposed integrated optical device is
a lithium niobate (LiNbO3) based component. Actually, in telecommunication applications, LiNbO3 has
high electro-optic coefficients in the near-infrared region of the spectrum, so this material is preferred in
the fabrication process of the electro optic modulators (Wooten et al., 2000). Besides this; high Curie
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temperature (1100°C-1180°C) of LiNbO3 material enables it sufficient to produce low-loss waveguides via
metal diffusion (Wooten et al., 2000). Especially; because LiNbO3 has more than %80 optical transparency
at the 1.55 um telecommunication wavelength, it is a favorable material in optoelectronic applications.
After the alignment of the waveguide arms of the LiNbO3 based optical device and fiber optic pigtail
carriers, input and output fibers are glued to both of the device arms. The final product is called a “fiber-
coupled integrated optical device” (Tripathi et al., 2007).

Literature surveys about the mechanical behavior at the interface between the fiber-coupled device and
optical fiber under thermal variations are investigated. In one research, the deformation was analyzed at the
connection region between optical chip and fiber under temperature changes, so thermomechanical
simulations at the coupling structure were progressed via finite element analysis (FEA) (Yao et al., 2018).

The reliability of the fiber optic current sensors was studied by conducting thermal tests (Lenner et al.,
2017). Also; in this research, the effect of materials with different thermal expansion coefficients was
considered to specify the failure modes.

According to another investigation, it is explained that stress is evaluated among basic factors of the
mechanical breakdown between chip/epoxy junction (Suchoski and Boivin, 1992). Moreover, the failure
of this coupling interface is extremely critical when considered other breakdown mechanisms for integrated
optical chips.

Although several studies have been conducted about the mechanical strength of the integrated optical
devices, it is clear that detailed investigations related to the theoretical analysis are relatively limited in the
publications. So; this paper aims to examine the mechanical durability of the fiber-coupled devices via
thermomechanical simulations by using three dimensional (3D) finite element analysis (FEA) method. In
this context; the detailed expressions about simulation software, the construction of three-dimensional
structural geometry, meshing types, material parameters, boundary conditions, analysis type, and module
type were given, respectively. At the end of this study; it is obvious that the motivation related to the thermal
simulation of fiber optic devices enhances.

2. MATERIAL AND METHOD

In this study, simulations were performed with COMSOL 5.5 Multiphysics commercial software by using
FEA-based equations. COMSOL is a simulation program compatible with modeling experimental
applications in a software environment. To solve complex physical problems comprehensively and
scientifically, the “COMSOL multiphysics interface” was introduced to this software. Several different
modules are combined in the “COMSOL multiphysics interface” such as acoustics, electromagnetics,
chemical reactions, mechanics, fluid flow, and heat transfer (Anonymous, 2020a). Since the subject of this
study is the investigation of thermomechanical performance, heat transfer, and solid mechanics software
modules were utilized for the analysis.

The integrated fiberoptic device-under-study consists of three basic parts: fiber pigtail carriers, optical
fibers, optical chip, and waveguide regions as shown in Figure 1. In addition to this, the electrodes which
are shown in the figure are employed to create an electro-optic response while driving the device.

2.1. 3D Modelling

At the beginning of the simulation, the 3D geometrical structure of the integrated optical device was
modeled with the actual dimensions. The main body of the configuration is an optical chip and its
parameters are as follows: optical chip length along y-direction: 24 mm, width along x-direction: 2.6 mm,
thickness along z-direction: 1 mm. The detailed structure is illustrated in Figure 2.

As shown in Figure 2; input/output fiber pigtail carriers incorporate two separate components: upper and
bottom lower parts. Besides this, the optical fibers are sandwiched between upper and bottom pigtail
carriers by sticking with a UV curable epoxy. Since there is a thickness difference between the optical chip
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and pigtail carriers, two symmetric covers were attached to the input and output device ends. All of the
device components are connected with UV curable epoxy.

Output Arm:
Fiber Pigtail Carrier

Waveguide \

Y-Junction

Input Arm:
Fiber Pigtail Carrier

'
\

%

Figure 1. Schematic Configuration of the Integrated Optical Device
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(upper part)
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Figure 2. 3D Model of the Integrated Optical Device Structure
2.2. Meshing Analysis

Meshing analysis has a crucial effect on any simulation study. In COMSOL,; there are two different meshing
types: i) user-controlled, ii) physics-controlled. While physics controlled option enables automatic mesh
construction, user-controlled mesh allows manual element size adjustments (Alvarado et al., 2013). The
modeled integrated optical device includes a large number of parts with varying size and aspect ratio
parameters. During the study, it was observed that physics-controlled mesh is not well suited for such
structures due to the incompatibilities at the junction points. Although the default meshing sequence type
for the simulation interface is a physics-controlled mesh type, different meshing element types can not be
used with physics-controlled mesh and the usage of only one default element type is forced. As it is
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mentioned before, the model structure in this paper includes many parts with different dimensions. Because
of this reason, all of these parts can not be meshed with only one element type, otherwise, the discrepancies
at the junction regions arise due to the aspect ratio incompatibilities and connection faults of the mesh
nodes. On the other hand; user-controlled mesh type allows the operator to build and edit the meshing
sequence manually. Also for this mesh type, mesh elements can be resized as required. Therefore, a user-
controlled meshing type was chosen instead of physics controlled mesh. In Figure 3; the mesh construction
of the whole geometry is shown.

Figure 3. Meshed Model

It can be seen in Figure 3 that the densities, types, and sizes of the domains differ from each other. To make
a comprehensive evaluation, the mesh parameters are listed in Table 1.

Table 1. Mesh Statistics for the Defined Geometry

Fiber Pigtail

Domain Optical Chip Carrier

Cover Epoxy Optical Fiber

Mesh Type Tetrahedral | Triangular/Swept | Tetrahedral | Tetrahedral | Triangular/Swept

Mesh Size Extrgmely Extra Fine Extr_emely Finer Extra Fine
Fine Fine
Mesh Element 35268 3621 28949 14678 198

Number

Three different element types (tetrahedral, triangular, and swept) were preferred in the simulation.
Especially, the variation of stress distribution on the epoxy domains at the fiber/optical chip joint requires
a good discretization of these regions. While the thickness of the epoxy parts is approximately 40 pm, the
rest of the parts are on the order of millimeters. Since the high aspect ratio between epoxy domains and the
other parts makes the mesh solution challenges, the correct choice of mesh element type has a drastic
influence on the stress calculation results. Below, we list a detailed description of the different mesh types:
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The swept mesh type is known as a geometrical discretization technique in “Comsol Multiphysics” and is
generally used for thin geometries and structures. It starts at a source boundary region and sweeps along a
defined destination boundary (Anonymous, 2020b). Since fiber pigtail carriers are proven commercial
products, these areas were not our major region of interest during our study. Application of the swept mesh
type can be more convenient for such regions. Therefore, upper and bottom pigtail carrier parts, optical
fibers, and the epoxy domains between upper and bottom parts were meshed with triangular and swept
mesh types.

The tetrahedral element type is the basic and simplest one among others for most “Comsol Multiphysics”
applications. Any domain can mesh with tetrahedral independent from the geometry (Anonymous, 2020c).
The triangular element type can be used in some special circumstances. Since mesh algorithms generally
need more input for this element type, it can not be used for every geometry. The primary cause of using
triangular elements is that they can decrease mesh density (Anonymous, 2020c). There is a basic difference
between tetrahedral and triangular mesh types. While triangular have high aspect ratios, the aspect ratio is
limited to unity for tetrahedral mesh elements. In those cases where the analysis results are not crucial, it is
favorable to use a triangular element type. In the context of this paper; since the fiber pigtail carriers, the
epoxies between upper and bottom fiber pigtail carriers, and optical fibers results are not analyzed, swept
and triangular mesh types were preferred for these components. The second reason for using these mesh
types is that there is a high aspect ratio between optical fiber, epoxies, and the carriers. On the other hand,
the tetrahedral mesh type is chosen for the rest of the domains due to the low aspect ratio.

2.3. Material Parameters

The material parameters defined for the integrated optical device are listed in Table 2. The materials of the
constitutive parts are LiNbO; (Filatov et al., 2016), UV curable (Anonymous, 2021a) and SiO;
(Anonymous, 2021b).

Table 2. Physical Parameters of the Materials

Domain Material | p (kg/m®) | E (GPa) n k (W/(m.K) | a(x10) (1/K)
Optical
Chip/Cover/ LiNbO3 4690 170 0.25 5.6 2.0and 16.7
Pigtail Carriers
Epox v 1290 1.03 0.48 0.15 65
poxy Curable ' ' '
Optical Fiber SiO; 2170 66.3 0.15 1.30 0.55

A brief description of the parameters (p, density; E, Young's Modulus; 1, Poisson's ratio; k, thermal
conductivity, and a, coefficient of thermal expansion) listed in Table 2 is included below: These quantities
are used in the heat transfer and solid mechanics calculations to solve the related equations. While Young’s
Modulus and Poisson’s ratio terms are necessary parameters for the structural stability calculations, thermal
conductivity, density, and coefficient of thermal expansion parameters belong to heat transfer calculations.
According to the partial differential equation included in the heat transfer interface (Anonymous, 2020d),
p and a are the parameters that are used in the related theoretical equation. Especially; the thermal expansion
coefficient is one of the parameters which is incorporated in the derivation of thermoelastic damping. In
Comsol Multiphysics; the expression of the heat flux by conduction is demonstrated with q and given as
k+ VT. In this equation; k is the thermal conductivity that accounts for the calculation of heat flux
expression. Besides the heat transfer theory, the rest of the terms which are included in Table 2 are required
to solve equations for solid mechanics interface. Young's Modulus and Poisson's Ratio are the basic
characteristic parameters that are utilized to solve the structural deformation of the materials. In Comsol
Multiphysics; these material parameters have importance to make structural analyses of the simulated
model. Many of the stress calculations in Comsol Multiphysics are based on elastic strain equations
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(Anonymous, 2020e). In general; strain means the deformation of a material because of the stress effect.
Elastic strain tensor is derived after eliminating inelastic deformations from the displacements. For the
linear analysis; elastic strain is given with the equation e.=¢-ginel (Anonymous, 2020e). Here; g, € and ginel
are elastic, total, and inelastic strain tensor statements, respectively. There is a correlation between the
Poisson's ratio and strain. Poisson’s ratio; is the ratio of transverse contraction strain to longitudinal
extension strain. Because the materials react to deform under thermal stress, particularly the Poisson’s ratio
is a crucial material parameter to calculate deformations in the structure. Just as strain, stress is another
parameter to define geometrical changing of material. In a simulation environment; since Young's Modulus
is essential to indicate how the material is bent or changes its shape under thermal or structural stresses,
this property is a basic parameter for the related solid mechanics equations.

Besides, since LiNbOs is a uniaxial material, the properties along the x and y-axis are equal to each other,
but the parameters along the z-axis are different. Thus, two different thermal expansion coefficients are
defined for LiNbO; material.

2.4. Boundary Conditions

Thermal and boundary conditions were assigned to solve the equations in the heat transfer and solid
mechanics environments. First of all; the temperature boundary condition was applied to the bottom surface
of the optical chip and both of the fiber pigtail carriers, holding these surfaces at a temperature T(t). In the
solid mechanics section, a rigid motion suppression boundary condition is added to all of the domain parts.
This constraint adds a minimum number of constraints to suppress rigid body motions (Anonymous,
2020e). Since all of the parts are bonded to each other by gluing, rigid motion suppression was applied to
all of the domains. The motivation for the choice of this option can be explained as follows: in one
simulation study (Anonymous, 2020f), rigid motion suppression was added to one of the two domains
which were glued to each other, aiming the prevention of rigid body motion in at least one body. So, the
reason why this boundary condition is preferred in our simulation study is that all of the domains are
attached with some kind of epoxy. Moreover; in the referenced study, enabling structural stability for
thermal expansion problems is proposed. Another boundary condition for solid mechanics is related to the
anisotropic properties of LiNbOs which is a piezoelectric material. Since this kind of material is an
anisotropic material, its physical properties are orientation-dependent (Zhang, 2012). In the fabrication
process, X-cut y-propagation LiNbOs; material was used. For the x-cut y-propagation material, while the
waveguide is extended along the -y axis, the electrical field is applied along the z-axis to obtain maximum
modulation coefficient, and also x-axis is normal to the crystal surface (Liu et al., 2019). In Figure 4; the
x-cut LiNbOs substrated structure is demonstrated.

Electrode (+) Electrode (-)
Waveguide

Figure 4. x-cut LiNbOs Crystal Orientation

A transformation vector set was specified to correspond to the crystal coordinate system with the material
coordinate system, called a “base vector coordinate system”. This vector system allows creating an
orthogonal coordinate system in Comsol as shown in Figure 5. In the left configuration; it is seen that the
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X, Y, z-axis were transformed as corresponding with their self colors. In the right notation; it is seen that the
base vector coordinate system is expressed with the matrix form.

Coordinate system volume: Base vector system

& 0 0 0 0 1

T

0 & 0| =—m———|0 1 0
. 0 0 533 1 0 0

LiNbOj; optical properties Base vector coordinate
z g
e
y - I/ X P

in matrices form system in Comsol
Figure 5. Base Vector Coordinate System and Matrix Form for the Crystal Orientation

2.5. Analyzation Type and Conditions

Thermomechanical simulations were carried out via time-dependent analysis. The time-dependent analysis
is preferred when variables change in the time domain. For example; the heat transfer process can be used
to calculate the temperature variations over time. Moreover; in solid mechanics applications, determination
of the time-dependent deformation changes in the basic application area of this analysis method. In this
paper; a temperature profile between -40°C and +85°C with 1°C/min. temperature rate was applied as
shown in Figure 6. While at the heating process, the temperature is constant between 95.min-125.min time
intervals, at the cooling process, it is constant between 255.min-285.min time intervals.

100 - . T

—Temperature (°C)

N = D Qo
o o o o

Temperature (°C)

o

0 100 - 200 300 400
Time (min.)

Figure 6. Time-Dependent Temperature Profile
2.6. Equation-Based Solutions for the Heat Transfer and Solid Mechanics Modules

The problems were solved using equation-based modeling. Basically; COMSOL operates according to the
finite element model (FEM). FEM is a numerical technique to generate solutions that are defined by partial
differential equations (PDE) (Nikishkov, 2004). The required model specifications can be created based on
mathematical equations and they can be directly incorporated into the software’s graphical interface
(Anonymous, 2020g). These properties provide all of the models to be controlled. With equation-based
modeling, expressions and mathematical terms can be introduced to the system. Some equation types such
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as partial differential equations (PDE), algebraic equations, ordinary differential equations (ODE) can be
solved using this modeling type. Especially, it is stated that a set of linear algebraic equations should be
preferred for linear problems (Nikishkov, 2004).

In this study; temperature-dependent stress analysis was performed via equation-based modeling by
associating heat transfer and solid mechanics interfaces. The solved equations are indicated in Equations 1
and 2.

aT
pCp(E)J, pCpu.VT 4+ V. (—kVT) = Q + Qteq 1)
o=0p+C: (e- € - af) @

Equation 1 represents the heat transfer energy equation where the parameters (T, temperature; p, density;
Cp, specific heat capacity at constant pressure; u, the velocity vector of translational motion; k, thermal
conductivity; Q, volumetric heat generation; Qd, thermoelastic damping) are defined. In this equation; the
conservation of energy is explained in terms of temperature. Equation 2 is related to Hooke's law and
explains the stress-strain relation of the material (Barbagallo et al., 2015). In the Equation 2; all given
parameters (o, final stress tensor; oo, initial stress tensor; C, elasticity tensor; ¢, total strain tensor; ¢y, initial
strain tensor; a, volumetric thermal expansion coefficient; 0, the relationship between local temperature
and strain reference temperature) are related to the mechanical properties of the materials. Moreover,
Equation 2 was calculated to sense the stress-strain which is affected by thermal causes (Barbagallo et al.,
2015). So; in this study, both solid mechanics and heat transfer equations are combined to solve equation-
based simulations.

2.7. Evaluation of Temperature, Stress, and Deformation Fields

In this section; the following analyses were evaluated: i) temperature and ii) stress/deformation fields on
the whole structure, iii) time-dependent VVon-Mises stress distribution on the epoxy domain between optical
chip/fiber pigtail carrier.

In Figure 7; the temperature field of an integrated optical component is shown. This figure describes the
thermal distribution at 85°C over the whole system and obtained by solving the heat transfer module via
time-dependent analysis. The thermal distribution of the epoxy domain between the optical chip/fiber
pigtail carrier interface changes at most a few temperatures.

Besides the thermal performance, the stress and deformation field of the integrated optical device were
investigated as depicted in Figure 8(a-b).

Apart from Figure 2, in Figure 8(a-b); the upper and bottom parts of the fiber pigtail carrier are at the same
dimensions. It was seen during simulations that solving time was considerably longer when these pieces
were at different dimensions, resulting in convergence problems due to the complex mesh construction. It
is known that stress variations on the fiber pigtail carriers are ignored during analyses. So; while evaluating
stress/deformation fields, both of the parts of the pigtails were modeled as equal sizes to save solution time,
and actual geometric sizes were disregarded. To calculate stress variation along the x, y, and z-axis
separately, the total stress change called Von-Mises stress was considered in the evaluation of the results
as shown in Figure 8(a). As can be seen from the figure, the stress level is varying over the epoxy region
between the optical chip/fiber pigtail carrier interface. This difference originates basically due to the use of
the materials with different thermal expansion coefficients. Moreover, there is a bit more stress
accumulation at the corner of the cover rather than the rest of the regions. From the literature researches,
the stress at these regions may arise most likely because of the geometrical singularity (Petrone et al., 2015).
We can say that although there are not enough investigations related to mechanical simulations of the fiber
optic devices, we have utilized published papers concerning the thermo-mechanical performance of other
model structures to take as a reference. Besides this; deformation on the same epoxy region was investigated
via total displacement. According to Figure 8(b); while maximum deformation with nearly 5 pm originates
in the area between optical chip and carrier, the rest of the structure senses weak deformation close to zero.
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When the literature survey is examined (Yao et al., 2018), this displacement value is in the reasonable
micrometers range.

Time=105 min Volume: Temperature (degC)
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Figure 7. Temperature Field of the Integrated Optical Device at 85°C

(a) (b)

Figure 8. Stress and Deformation Field of the Integrated Optical Device,
(a) Stress Field, (b) Deformation Field

A typical device structure produced in the laboratory environment and the components of the integrated
optical device are shown in Figure 9(a), while the corresponding model structure in the simulation
environment is given in Figure 9(b). To analyze the Von-Mises stress distribution on the epoxy between
the chip/carrier interface, the region marked as epoxy 1 region was taken into consideration.

Fiber Pigtail Carrier

Epoxy 1

Upper Part 8 -Cover (
; = Epoxy 2 ‘
. ——Optical Chip |

Bottom Part

Figure 9. Components of the Integrated Optical Device,
(a) In the Experimental Environment, (b) In the Simulation Environment

The Von-Mises stress distribution versus time (temperature) result for the aforementioned temperature-
time profile is shown in Figure 10(a). From the analyses, it was observed that Von-Mises stress increases
as temperature increased. This figure shows the stress analysis between 60. min-150. min at around 85°C.
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Increasement and decreasement trends of the stress parameter resemble the time-dependent temperature
profile. As the temperature rises, stress ascends and also at the constant temperature between 95. min — 125.
min, stress level also becomes stable. Similarly; when the temperature decreases further 120 min., the stress
level descends below 100 MPa. In Figure 10(b); the analysis was carried out at constant time interval of
400 min for the temperature profile. In this case; the stress level increases gradually up to 200 MPa. It can
be deduced that; when the time duration lengthens out, the stress level also increases from nearly 160 MPa
to 220 MPa as shown in Figure 10(a-b).
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Figure 10. Stress Fields on the Epoxy Between the Optical Chip and Fiber Pigtail Carrier,
(a) the Constant Time Interval is 30 min., (b) the Constant Time Interval is 400 min

3. CONCLUSIONS

In this study; a method for thermomechanical stress analysis for an integrated optical device was proposed.
The main improvement of this study is that simulation methods of the integrated optical device structures
were introduced and the instructions were given in detail. The absence of such a study in the literature
encouraged and motivated us to write this paper. According to the analyses; firstly, it was understood that
thermal performance analyses of the fiber optic components can be carried out via equation-based
simulation tools. In addition to this, the material properties such as anisotropicity of LiNbO; can be defined
as a boundary condition. Since there is not much literature research related to thermal analysis of the
integrated optical devices, this paper leads some guidelines in further researches and it showed that rather
than stationary analysis, time-dependent solutions could be examined for this kind of structure.

In the future, simulation studies will be supported with experimental results. The results will be evaluated
according to the changing of device geometry structures. These studies are currently in progression.
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Keywords Abstract
DP600 In this study, the effect of welding speed (3, 3.5, 4 m/min) and focal length (0, 1.4 mm) on the
DP Steels mechanical properties of the welded structure was investigated in the overlap type joining of 1.2

Fiber Laser Weldin mm sheet thickness DP600 dual phase steel sheet material by fiber laser welding method. For this
g : L .

. purpose, tensile-shear tests were performed on the samples joined by laser welding method, and

Welding Speed the tensile strength and elongation amounts were determined. Microstructure investigation and

Focal Length microhardness measurements of the welded area were carried out. It is determined that weld joint
shape and penetration depth changes according to focal length distance and welding speed, and
with the maximum welding speed specimens has the minimum penetration depth. Tensile-shear
strength values decreased depending on the increased welding speed for both focal length
specimens. It is observed that the microhardness results were affected by welding speed and focal
lengths. In 0 mm focal length distance specimens’ hardness values increased according to the
increased welding speed, but for —1.4 mm focal length distance the microhardness values
decreased with an increased welding speed. The fracture zones and fracture surface morphology
also affected by welding speed and focal distance. In 0 mm focal length, all the specimen fractured
in base metal with a ductile fracture morphology, but in the —1.4 mm focal length, specimens
fractured from the zones which are closer to HAZ and FZ with a brittle fracture morphology.
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1. INTRODUCTION

The one of the purposes of the new generation materials used in the automotive industry is to reduce the
fuel consumption and carbon emissions associated with it by reducing the vehicle weight. Therefore, the
use of new generation materials that provide high strength in thinner sections is rapidly increasing (Gong
etal., 2016).

Today, dual phase steels have an important place among the high strength steels and they are provided with
superior mechanical properties such as high strength / weight ratio, low yield / ultimate strength ratio. These
steels are produced with a sufficient cooling rate to convert the austenite to martensite phase after the ferrite
+ austenite structure is annealed between Ac; and Acs temperatures. Thus, the martensite phase created in
the material provides strength to the steel, while the soft ferrite matrix provides ductility (Fonstein, 2017;
Cavusoglu et al., 2019; Dai et al., 2020).

*Corresponding Author, e-mail: e.selenatmaca@gmail.com
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Although different welding methods such as resistance spot welding, gas metal arc welding and friction stir
welding are used for joining metallic materials, laser welding method is also preferred by automotive
manufacturers considering the production speed and welding performance (Hong & Shin, 2017; Kancharla
et al., 2018; Aktarer et al., 2019; Kuril et al., 2019; Zhao et al., 2019).

The studies on joining of steel sheets by laser welding method in the literature are abundant. Mitra et al.
(2020a) determined that with increasing laser welding speed, the surface defects increased in the HAZ
region and this situation facilitated the fracture in this region. Mitra et al. (2020b) showed in their study,
which examines the relationship between welding speed and residual stress, concluded that a lower residual
stresses occur at high welding speeds. Tuncel & Aydin (2020) investigated the laser weldability of DP600
double-phase steels in one sided and double sided forms and determined that as the pulse frequency of the
laser beam increased, the tensile strength values increased depending on the increase in the area of weld
zone. Alves et al. (2018) have optimized laser power and welding speed to minimize prior martensite
softening and HAZ (Heat Affected Zone) in the laser weldability of DP1000 dual-phase steel. In the study
of Wang et al. (2016), it was observed that DP1000 dual phase steel was subjected to coarse grain structure
in laser welding with the increase of energy input and its mechanical properties were weakened. Zhao et al.
(2013) determined that in the laser welding process of dual phase steels, the width of FZ (Fusion Zone) is
decreased with the increase in welding speed, tensile-shear load decreases and maximum hardness values
were obtained at FZ. According to Svec et al. (2015), due to the increase in welding speed, the amount of
spatter around the weld seam increased, the weld pool width decreased, cap concavity and root sagging
occurred, however, the highest hardness values were determined in FZ and the main material tensile
strength was higher than the welded material. In the study by Xie et al. (2017) (3, 4, 5 m/min), no significant
effect of laser welding speed on DP590 dual phase steel tensile strength was observed.

The studies in the literature showed that, laser power, pulse frequency, focus length and welding speed
affect the mechanical properties of laser welded joining (Zhao et al., 2013; Svec et al., 2015; Wang et al.,
2016; Fonstein, 2017; Hong & Shin, 2017; Xie et al., 2017; Alves et al., 2018; Kancharla et al., 2018;
Aktarer et al., 2019; Cavusoglu et al., 2019; Kuril et al., 2019; Zhao et al., 2019; Dai et al., 2020; Mitra et
al., 2020a; Tuncel & Aydin, 2020).

In this study, the effect of different welding speeds (3, 3.5, 4 m/min) and focal lengths (0 - 1.4 mm) on the
mechanical and microstructural properties of DP600 dual phase steel sheet combined with fiber laser
welding was examined in detail.

2. MATERIALS AND METHODS
2.1. Material

In this study, DP600 dual phase steel with a thickness of 1.2 mm was used. The full chemical composition
was determined by spectral analysis. The chemical composition of DP600 is shown in Table 1. The coating
mass determined according to ASTM E1659-12 (2012), and the Zn coating of DP600 was measured as 51
g/m?; Zn coating is present on the surface of DP600. Grinding and polishing processes were conducted for
the metallographic imaging process of the base DP600 dual phase steel. Etching process was conducted
with 2 % Nital solution for 3 sn. The light colored areas represent the ferrite and darker areas the martensite
phases on the optical microstructural images of dual-phase steel in as received form given in Figure 1.
Ultimate tensile strength determined according to ASTM E8 (2010) standard, and the average ultimate
tensile strength was calculated as 691.31 MPa.

Table 1. Chemical Composition of DP600 Dual-Phase Steel (wt, %)

Steel C Mn N Cr Si Mo Al

DP600 0.069 1.845 0.55 0.217 0.241 0.013 0.03
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Figure 1. Optical Microstructure Image of DP600 Steel (as received)
2.2. Welding Procedure

Fiber laser welding operations carried out using IPG Photonics YLS 400 laser welding source. The fiber
lasers with an emission wavelength of 1070 nm can deliver continuous wave mode through an output fiber
core diameter of 100 um. The focal diameter of the laser beam was 640 um. The focus position during the
welding was kept on the surface and -1.4 mm under the surface of samples. The fiber laser welding machine
is shown in Figure 2.

Laser Head

Laser Beam

Holding
Plate (with fixed samples)

Figure 2. IPG Photonics YLS 400 Fiber Laser Welding Machine

To perform fiber laser welding processes, sheet plates were prepared on the rolling direction in the
dimension 221 x 105 mm and steel-on-steel overlap joint of two samples with the overlap length of 35 mm.
Schematic representation of the placement of the sheets to the fiber welding laser device is given in Figure
3. Before welding, the surface of all samples were cleaned with acetone to remove grease and residues. The
joints were produced by keyhole welding method without filler metal and shielding gas. 0.2 mm shim plates
were located between two sheets. Welding parameters and specimen codes were given in Table 2. Laser
beam geometry regarding to focal length is also shown in Figure 4. As it stated in Figure 4, when the focal
length sets as 0 mm, laser beam focus on the top of the upper sheet; but when the focal length sets as —1.4
mm, laser beam focus on the top of the lower sheet.
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35 mm

Ill mm

0.2 mm shim plate

105 mm

Figure 3. Placement of Sheets into the Fiber Laser Welding Machine
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Figure 4. Laser Beam Geometry Differences According to Focal Length,
a) Focal Length: 0 mm, b) Focal Length: —1.4 mm
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Table 2. Welding Parameters and Specimen Codes

Laser Power | Focal Length | Wave Length | Spot Size | Welding Speed Specimen Codes
(KW) (mm) (nm) (um) (m/min) P
3 D1
4 0 1070 640 35 D2
4 D3
3 D4
4 -1.4 1070 640 3.5 D5
4 D6

From the welded samples, the tensile-shear test samples were machined with water jet cutting method in
the size of 30 x 175 mm according to EN 1SO 14273 (ISO, 2016). The tests were performed on the
INSTRON 3369 universal testing machine. All tensile-shear tests were carried out perpendicular to the
welding direction. The strain rate was chosen as 0.0067s™ according to EN 1SO 6892-1 (ISO, 2019). In
order to minimize error margin, three tests were performed for each parameter and average results were
considered.

The Vickers hardness measurement across the weld zone and base metal were carried out on polished and
etched samples using 4.903 N (HVo:s) with a 10 second dwelling time. Average micro hardness value of
base metal is measured as 210 HVqs.

The microstructural investigation of welding was performed on the Leica optical microscope and the
fracture surface investigation of the tensile-shear tested samples were carried out on the JEOL JEM 6060
scanning electron microscope.
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3. RESULTS AND DISCUSSION
3.1. Mechanical Properties

Tensile-shear tests were performed to determine the effect of welding speed and focal length parameters on
DP600 dual phase steel sheets. Maximum tensile-shear load — crosshead displacement results for both focal
length and different welding speed parameters are shown in Figure 5.

When the Figure 5 is examined, is seen that there is a decrease in the crosshead displacement values due to
the increase in welding speed, and tensile-shear load values were determined as 24.52 kN, 23.82 kN and
23.66 kN for D1, D2 and D3 (Figure 5a) , respectively. While for D4, D5 and D6, tensile-shear load values
were determined as 246.37 kN, 24.39 kN and 24.15 kN (Figure 5b), respectively. The difference of tensile-
shear load between D1 and D3 is almost 4 %, meanwhile 2 % for D4 and D6. The crosshead displacement
values showed a similar tendency to the tensile-shear load values. Crosshead displacement values were
measured for D1, D2, D3 as 28.63 mm, 26.91 mm and 16.23 mm (Figure 5a), respectively. Crosshead
displacement values were also measured for D4, D5, D6 as 29.20 mm, 20.02 mm and 18.44 mm (Figure
5b), respectively. As the welding speed at 0 mm focal length increases, the crosshead displacement
decreases approximately 43.5 %, while this ratio is calculated to be 36.83 % at —1.4 mm focal length.

Lakshminarayana et al. (2018) also determined that with the increase in the welding speed caused the
incomplete penetration. For this reason, incomplete penetration occurs due to the increase in the welding
speed at both focal lengths (Table 3) and thus a decrease in the maximum tensile-shear load and crosshead
displacement values occurs.

254 254

204

154

104

Tensile - Shear Load (kN)

Tensile - Shear Load (kN)
&

0 mm focal length - 1.4 mm focal length
3m/min 3m/min
—— 3.5m/min —— 3.5m/min
4 m/min 4 m/min

T T T T T T T T T T T T
0 5 10 15 20 25 30 0 5 10 15 20 25 30

Crosshead Displacement (mm) Crosshead Displacement (mm)

a) b)

Figure 5. Tensile-Shear Load - Crosshead Displacement curves,
a) Focal Length: 0 mm, b) Focal Length: —1.4 mm

In Figure 6, lap joint fiber laser welded DP600 macrostructure and weld zones have been showed. Base
material zones were not affected by heat input and cooling rates and the microstructure is the same as-
received material. HAZ were partially affected by heat input and cooling rates. Because of this, the phase
transformations and grain size differences can be detected clearly. Since the highest heat input and the
highest cooling rate occur in FZ, the fundamental changes can be seen in this region.
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1mm

Figure 6. Zone of Welding Structure: Base Material (BM), Heat Affected Zone (HAZ), Fusion zone (F2)

In Figure 7, microhardness values are shown depending on the welding speed and focal distance conditions.
When Figure 7 is examined, a higher hardness value in weld zone (FZ) was observed than HAZ and base
material, due to the fact that the cooling rate in the FZ region is the highest at both focal distances. The base
metal hardness values, which were not exposed to any thermal effects, have the lowest hardness values.
During the welding process, due to the heat input and cooling rate, regions such as HAZ or FZ formed
where phase transformations occur.

For 0 mm focal length, FZ and HAZ hardness values measured. According to measurement results, hardness
values of HAZ for D1 sample are 316 and 325 HVqs, and FZ hardness value is 329 HV,s; hardness values
of HAZ for D2 sample are 322 and 338 HVy s, and FZ hardness value is 347 HVqs; hardness values of HAZ
for D3 sample are 339 and 350 HVos, and FZ hardness value is 355 HVqs.

During the optical analysis, the base metal consists of ferrite matrix and embedded martensite phases
(Figure 1). Also Farabi et al. (2011), Gong et al. (2016) and Ferreira et al. (2020) determined fully lath
martensitic structure in FZ, and ferrite, lath martensite, tempered bainite in HAZ and according to Sun et
al. (2016) during these phase transformations, it is thought that the hardness value increases due to the
decrease in the ferrite amount in the HAZ due to the heat input and cooling rates, but the hardness values
are lower than FZ due to the tempered phases occurring in this region.

As seen in Figure 7, for —1.4 mm focal length specimens, the micro hardness values decrease as the welding
speed increased. Hardness values of HAZ for D4 sample are 381 and 386 HVqs, and FZ hardness value is
422 HVqs; hardness values of HAZ for D5 sample are 367 and 363 HVos, and FZ hardness value is 400
HVos; hardness values of HAZ for D6 sample are 330 and 337 HV,s, and FZ hardness value is 367 HVqs.
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Figure 7. Hardness Distribution on Welded Structure,
a) Focal Length: 0 mm, b) Focal Length: —1.4 mm

It was calculated that the cooling rates increased due to the increase in the welding speed, but the values at
this negative focal distance decreased by approximately 21.3 % in all welding speeds compared to the
cooling rates of 0 mm focal length samples. Considering the weld regions, the base material consists of
ferrite and martensite, and the average hardness values obtained in these regions were considered the same
in both focal length samples. When the HAZ and FZ were examined, it was observed that the hardness
values decreased due to the increase in the welding speed. When the weld pool where the most prominent
transformation (ferrite to lath martensite transformations) occurs in all samples are examined, it is thought
that carbide formation occurs besides lath martensite (Figure 8). Although there is an increase in the cooling
rate, it is thought that this cooling rate is not enough to keep the structure completely in the martensite
phase, the dissolution starts to form carbide and therefore a decrease in hardness values occurs. A similar
situation has been observed in HAZ. Temper martensite phase was observed in the fine-grained region
forming the HAZ, different from the sample realized by using 0 mm focal length (Sun et al., 2016; Kundu
et al., 2019). For this reason, the hardness values obtained in this region are lower than those of the 0 mm
focal distance sample and it is thought that due to the relative decrease in the cooling rate, the temper
martensite phase formed in this region causes a decrease in the hardness values as the welding speed
increases, due to the formation of a higher amount. The similar results were also determined in some
experimental studies (Kundu et al., 2019; Ferreira et al., 2020; Palanivel et al., 2020).

(‘\.: o

Figure 8. SEM Image of Lath Martensite (LM) and Carbide in FZ

Optical macro structure images depending on welding speed and focal distance parameters and fracture
zones of the samples after the tensile-shear tests are shown in Table 3, and reference lines to measure the
distances to fracture zone is indicated as red line and fracturing points of samples are marked with red dots.
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Fusion zones of D1 and D4 are almost hourglass shaped (Palanivel et al., 2020) and it is seen that the
penetration depth in the bottom sheet decreases due to the increase in the welding speed at both focal
lengths. Although shrinkage cavity is also observed in D1 and D4, this indication is observed to have the
highest depth in D2 and D5 samples.

Table 3. Macro Images and Fracture Zones of Samples

Welding Speed

3 m/min 3.5 m/min 4 m/min

0 mm

Focal length

—1.4 mm

In Figure 9, the distances of the fracture zones of the samples to the Heat Affected Zone (HAZ) are given.
Although the fracture approached towards the weld pool as the welding speed increased in the samples with
0 mm focal length, it was still observed that it broke off from the base material. D1, D2 and D3 Fracture
Zone-HAZ distances at 0 mm focal length are 30710 um, 18220 pm and 341 pm, respectively. In D3
sample, it is seen that the fraction is very close to HAZ. When the SEM images were examined, ductile
fracture morphology was observed for D1 and D2 (Figure 10a and Figure 10b). Therefore, as expected,
fractures in the base material have ductile fracture morphology and similar dimple sizes (Wang et al., 2017).
As supported by tensile-shear load — crosshead displacement data, the lowest tensile-shear load — crosshead
displacement value is in the D3 sample. The main reason for this situation is that the depth of penetration
in the lower sheet is in this sample as seen in Table 3. Because of lack of penetration, the fracture zone got
closer to the HAZ and so the D3 fracture surface has brittle fracture morphology (Figure 10c).
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Figure 9. Fracture Distance to Heat-Affected Zone (HAZ)
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a) b)

Figure 10. Fracture Surface of 0 mm Focal Length Specimens After Tensile - Shear Load Test,
a) D1 Sample, b) D2 Sample, ¢) D3 Sample

In the samples produced with — 1. 4 mm focal length, D4 is fractured from the base material, D5 from the
partially transformed region and D6 from the coarse grained region. Also fracture zone and fusion zone
distances were measured as 745 um, 82 um, and 45 pm respectively. When the SEM images are examined
(Figure 11), D4 was fractured from the base material with a ductile morphology (Figure 11a), and this result
can be supported with tensile-shear load — crosshead displacement values. The rupture region of the D5
sample is considered to be the partially transformed region. As a result of the SEM analysis, it is thought
that the ferrite, martensite and temper martensite phases that are likely to occur in this region cause a
decrease in tensile-shear load — crosshead displacement values and also the brittle fracture areas in the SEM
analysis of the fractured surfaces (Figure 11b). It is estimated that the D6 sample broke off from the coarse-
grained region, which is thought to be composed of ferrite, tempered martensite and tempered bainite
phases. Due to the increase in welding speed, the depth of penetration in this sample also decreased and at
the same time, this grain coarsening was the basis of the brittle fracture morphology in the examination of
the fracture surface (Figure 11c).

a)m b)

Figure 11. Fracture Surface of —1.4 mm Focal Length Specimens After Tensile - Shear Load Test,
a) D4 Sample, b) D5 Sample, ¢) D6 Sample

4. CONCLUSION

In this study 4 kW laser power, 3, 3.5, 4 m/min welding speed and two different focal length distances (0
and —1.4 mm) parameters were used as welding parameters. Tensile-shear strength, microhardness, and
fracture surfaces were examined and the influences of welding speed and focal length distances on the result
of mechanical properties of the welded joints have been discussed. The following conclusions were drawn:

1. Weld joint shape is completely related to the heat input and the Lorentz forces, Marangoni and
plasma shear forces. For both focal lengths, bottom penetration depths decreased when the welding
speeds increased. From samples welded using different focal lengths, the FZ geometries of samples
using the same welding speed are similar. Since Lorentz forces occurring due to arc pressure in the
keyhole during welding are higher than Marangoni and plasma shear forces, the shrinkage cavity
is at most 3.5 m/min occurred in samples with welding speed.

2. Tensile-shear strength values decreased depending on the increased welding speed for both focal
length specimens. Since penetration depth and especially phase transformations has changed
according to the welding speed, heating and cooling characteristics.

3. The microhardness results were affected by welding speed and focal lengths. In 0 mm focal length
distance specimens’ hardness values increased according to the increased welding speed and high
cooling rate. But in negative focal length, cooling rate is slower than 0 mm focal length, so it is
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thinking that the tempering process is occur in the bottom plate because of the lasem beam
geometry and this tempering process cause tempered martensite and tempered bainite especially in
the bottom plate and finally these issues cause the decreasing the hardness values when the welding
speed increased.

4. All specimens were fractured from BM in 0 mm focal length and so, in SEM investigations, ductile
fracture morphology and similar dimple size were observed in fracture surfaces. Since penetration
depth, grain coarsening and also phase transformation, fracture zones changed according to the
welding speed in negative focal length. But the specimens which are welded in —1.4 mm focal
length, fracture zones got closer to the FZ when the welding speed increased.
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Keywords Abstract
Gas Sensor Undoped ZnO and Ni-doped ZnO thin films were synthesized on glass substrate using the
ZnoO SILAR method. The aim of this work is the analysis of NO gases using ZnixNixO sensors

Low Temperature Range concentrations in the range from 100 ppb to_25 ppm. The gas sensing properties of the films for

low NO gas concentrations were carefully investigated within a temperature range from 35 to
NO 135°C. The gas measurement results revealed that the doping process was strongly affected by
SILAR Method the response of Ni-doped ZnO thin films. The ZnozsNio.2s0 sensor exhibited higher sensitivity,
faster response, and recovery times for NO gas at low (100 ppb) concentration. It was concluded
that the Ni dopant enhanced the properties of ZnO films for gas sensor applications by changing
the microstructure, morphology, and bandgap of ZnO material.
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1. INTRODUCTION

Nowadays, there is two basic ways to improve the properties of metal oxide semiconductor-based (MOS)
sensors, which widely used in the development of gas sensors. The first one is the using of thin ZnO and
the second is doping with transition or noble metals into ZnO. The first method based on that the response
of MOS-based sensors depends on the surface area, grain size, morphology, and structural properties of
sensing material (Moon et al., 2010). These properties can be tuned via choosing the suitable synthesis
method and conditions, thus the properties of gas sensing material with different structures and
morphologies have been studied intensively in (Wang et al., 2016). Also, low-temperature synthesis in an
aqueous solution is convenient and is considered to be a chemical alternative with practical advantages
(Nwanya et al., 2015). The synthesis of ZnO thin films using the SILAR method in low temperature is
preferred in recent years because it is cheaper, simpler, and less time-consuming in semiconductor film
synthesis than expensive vacuum equipment. The SILAR is an aqueous solution method involving a
series of successive reactions between a substrate and a solution, in which the compound semiconductor
to be grown on the underlying material is submerged in a series of aqueous solutions containing ions of
each species (Salunkhe & Lokhande, 2008; Yildirim et al., 2016). It is possible that the number of the
SILAR cycles can be determined for the control of the thickness of the material and this is one of the
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most important parameters in the SILAR method. As the number of cycles increases, the thin film
thickness increases and a more stable structure is obtained. However, too many SILAR cycles are not
suitable because when the thin film thickness reaches a certain value, the ions will now accumulate on the
surface in the form of sediment, and as a result, the breaks will become easier and the thin film quality
will decrease (Corlu et al., 2018). The second method, the doped MOS thinsensors have become an
attractive subject in the various fields (Chen et al., 2016). The physical and structural properties of MOS
sensors have been studied and enhanced by doping with either the noble metals (Pt, Pd, Ag and Au) or by
the transition metals (Mn, Al, Cu, and Ni) (Sun et al., 2017). Transition metal-doped MOS-based sensors
have intrinsic donor defects which effect the electrical and optical properties of gas sensors (Keskenler et
al., 2012). Besides, it also improves the ferromagnetic and sensor properties (sensitivity and selectivity).
Thus, transition metal-doped MOS-based nanostructure material is an important role in the gas sensing
application and other optoelectronic devices. Nickel (Ni) is one of the transition metals, which shows
higher response and better selectivity for the gas at low concentrations (~0.1-100 ppm). Ni doped ZnO
nanostructure material for gas-sensing applications enhances the parameters of sensor such as sensitivity
and selectivity. Due to the similarities between the valence of Zn?* and Ni?*, the effective ionic radii of
Ni%* (0.69 A) is closer to that of Zn?* (0.74 A), thus there becomes the possibility of exchanging Zn?* in
ZnO lattice by Ni?*. The exchanging of Zn?* by Ni?* produces high donor defect and makes the charge
separation and transport in the ZnO easy (Cheng et al., 2008; Gao et al., 2017; Gu et al., 2017; Wang et
al., 2017). So, Ni can be used as the efficient doping transition metal into host ZnO nanostructure.
Therefore, Ni doped ZnO nanostructures may be an appropriate candidate for MOS-based gas sensors. In
this study, Ni doped ZnO thinfilms were synthesized on glass substrate by the SILAR method at room
temperature. The sensitivity changes of gas sensors were observed depending on the concentrations of Ni
dopant and gas-sensing properties to NO gas for low gas concentrations were carefully investigated.

2. MATERIAL AND METHOD

Zn1-xNixO thinfilms (pure ZnO, Zny.7sNio 250, ZNosoNios00, ZNno.2sNio.7s0 and NiO) were synthesized on
glass substrate using the SILAR method. To synthesize thin films, aqueous [Zn(NH3)4]?* and [Ni(NH3)4]?*
complexes were chosen for the cation precursors, in which ZnCl; (99.9%) of 0.1M, NiCl; (99.9%) of
0.1M and NH; (28%) were used. The obtained complexes were mixed in appropriate proportions
according to the composition for Zni..«NixO. Glass substrates were prepared and cleaned to growing
Zn1xNixO thin films. After cleaning, solutions were prepared at the desired doping rate. Zn;«xNixO thin
films were growth by the SILAR method. The chemical reactions taking place during the growing process
are given below;

ZnCl; + 2NH,OH < Zn(OH); + 2NH,* + 2CI-
Zn(OH); + 4NH, * [Zn(NHz)4]?* + 2H,0 + 2H*
NiCl; + 2NH4OH > Ni(OH); + 2NH, * + 2CI-
Ni(OH)2 + 4NH; +> [Ni(NHa)q]?* + 2H,0 + 2H*

When ZnCl,, NiCl, and NH; solutions are mixed, the above reactions take place and [Zn(NHs)4]** and
[Ni(NH3)4]?" (pH=10) complex is formed. The glass substrate was kept in a solution of [Zn(NHs)4]?and
[Ni(NHs)4]?* for 20 seconds and the aqueous thin film was coated on the glass substrate surface. The glass
substrate was removed from the solution and kept in distilled water at 90°C for 7 seconds. the main goal
here is to achieve the Ni(OH). — NiO transformation. substrates taken out of hot water were kept in air
environment for 60 seconds. It was then kept in pure water at room temperature for 30 seconds. Thus, a
SILAR cycle was completed.

After the preparation of Zn;«NixO thin films by the SILAR method, the morphological and structural
analyses were analyzed and investigated with XRD, SEM and UV absorbance analysis. The gas sensing
performance of prepared the Zn1xNixO thin films via a computer-controlled gas measurement system was
included a Keithley 2400 sourcemeter, a LakeShore 325 temperature controller, mass flow controllers and
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a humidity sensor. The gas measurements of sensors were carried out to NO gas at low concentrations
(100 ppb - 25 ppm) and different temperatures range (35 to 135°C) by observing the resistance changes of
samples. During all gas measurements, the relative humidity (RH) was kept stable about 25%.

3. RESULTS AND DISCUSSION

Figure 1 shows the SEM results of Zn1xNixO thin films. All thin films have dense surface morphology
and very well covered on the glass substrates. The uniformity and smoothness of the films decreased with
increasing Ni doping as seen in Figure 1 (b, ¢, d). ZnosNio250 have nameplates structure and localized
clusters on the surface morphology (Figure 1b). Also, Zno.7sNio.2sO film has interconnected nano-network
structure and smoothness very high compared with other films. Due to the increase of concentration of Ni
ions in the solution, the nucleation in the ZnO structure becomes easier to the lower activation energy
barrier of heterogeneous nucleation. This assists to grow ZnO in a different direction as a result to form
nano-network structure morphology (Kumar Rana et al., 2016).

pure ZnO

Zng 50Nig 500
-

Figure 1. The SEM Images of (a) Pure ZnO, (b) Zno_75Nio,250, (C) Zno,5N0i0_5oO, (d) Zno,zsNiojso, (e) NiO

Figure 2a shows XRD patterns of pure ZnO, Zno75Nio.250, ZnesNOios00, Zno2sNie750, and NiO thin
films. The fims have well-defined peaks belonging to ZnO and NiO, as well as polycrystalline nature. As
shown in Figure 2a, ZnO film has a hexagonal wurtzite phase (Corlu et al., 2017), when the pure NiO
film has a cubic phase (Karaduman et al., 2017). The diffraction peaks of pure ZnO corresponding to
(100), (002), (101), (102), (110), (103) and (112) are good agreement with the standard JCPDS data (Card
No. 36-1451). The intensity of the diffraction peaks of pure ZnO decreased, as well as (100), (002), and
(101) peaks start disappeared in high Ni dopant (ZnosNOios00, Zno2sNio750), whereas the diffraction
peaks of NiO began to appear and the intensity of (200) and (111) peaks increased with increasing Ni
doping concentration. This changes of the parameters can be attributed to the replacement of larger Zn?*
(0.60 A) ions with smaller Ni%* ions (0.55 A). The exchanging of Zn?* by Ni?* produces high donor defect
and makes the charge separation and transport in the ZnO easy. Ni doping within ZnO films caused the
crystallinity to degenerate (Cheng et al., 2008). Therefore, the change from hexagonal wurtzite structure
to cubic structure with increasing Ni dopant was seen from Figure 2a. The bandgap energy values of thin
films increased from 3.14 to 3.48 eV according to the doping rate, as shown in Figure 2b. The bandgap
energy of pure ZnO was 3.37 eV and NiO was 3,6 eV. So, With the increase of Ni contribution, the rising
bandgap can be associated with this difference (Akaltun & Cayir, 2015). Moreover, an increase in the
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bandgap energy with the doping element is explained by changes in morphological, crystallinity, atomic
distances, and grain sizes of the base material (ZnO, in an actual case).
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Figure 2. XRD Patterns (a) and (ahv)? Versus Light (hv) Energy Plots (b) of Zn;.«NixO

Generally, the sensing performance of MOS-based gas sensors depends on operating temperature. The
operation temperature is the temperature at which MOS-based gas sensors obtain an optimal response, the
response will increase first and decrease next with the increase of the temperature (Wang et al., 2008).
Starting from the accepted oxygen adsorption theory, modulating the operating temperature is a possible
way to realize the dual gas selectivity of MOS, because during the gas sensing process, the gas diffusion
and adsorption, the formation of chemisorbed oxygen, and the surface redox reaction are all closely
related with the operating temperature. In order to estimate the optimum operating temperature of the gas
sensor, the sensing response of Zni;xNixO gas sensors for 25 ppm NO was measured at different
temperatures range (35-135°C). The operating temperature of Zn1xNixO gas sensors was found at 85°C.
As seen in Figure 3, the gas sensing responses of Zn1.x<NixO gas sensors began to fall when the operating
temperature exceeded 85°C. Maximum response has been achieved in the ZngsNig250 sensor. While
40% response was achieved in the Zng7sNio.2s0O sensor, the responses of ZngsoNio.s00, Zng.2sNio.7s0 and
NiO sensors 31%, 24% and 33% were achieved, respectively. This phenomenon has been attributed the
distribution and the adsorption of oxygen species (0™, 05 and 0%~) on the sensor surface which depends
on the operating temperature (Wang et al., 2008). For operating temperatures less than 50°C, the response
of the sensor is very low because the adsorbed target gas is not activated enough to react with the
adsorbed oxygens on the sensor surface. An increase in operating temperature by 85°C contributes to
overcoming the activation energy barrier of the reaction and an increase in the response of the sensor.
However, above 85°C the decrease in target gas adsorption is not compensated by the increase of surface

reaction, and the response of the sensor decreases.
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The dynamic gas measurements were carried out at 85°C. Figure 4 (a-e) shows the sensing responses of
Zn1xNixO sensors as a function of gas concentrations from 100 ppb to 25 ppm NO gas. It is not difficult
to deduce that Zn 7sNio250 have the maximum responses. Each measurement exhibits different response
when the target gas is exposed, the sensors can distinguish each gas concentration. The sensing responses
at 25 ppm NO gas were calculated 14%, 40%, 31%, 24% and 34% for ZnO, Zno.75Nio.250, ZNng.50Nio.500,
Zno2sNio750 and NiO, respectively. ZnO sensor showed no response to 100 ppb NO gas. The responses
of 100 ppb NO gas were calculated 7%, 5%, 4% and 5% for Zno.7sNio.250, ZNg.soNio.500, ZNo.25Ni750 and
NiO, respectively. For very low gas concentration like 100 ppb, maksimum response was obtained for
Zno7sNio250. As seen in Figure 5, the gas responses increased with increasing NO gas concentrations. It
can be seen that Ni content considerably affects the response of sensor. In the absence of Ni doping, the
Zn0 sensor showed no response to 100 ppb NO gas. With Ni doping of 25%, the response of the sensor
increased and exhibited a high response to NO gas. As Ni doping increased to 75%, the sensor response
decreased. It can be related to the morphology of NiO.
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Figure 4. The Dynamic Sensing Responses of Zn:xNixO for Different NO Gas Concentrations
from 100 ppb to 25 ppm at 85 <C

The response and recovery times were calculated and were shown in Figure 6 (a-b). Zng.zsNio 250 sensor
has the fast response and recovery times compared to other sensors._The response and recovery times of
100 ppb NO gas were obtained 21 s and 17 s for ZngsNio 250 sensor. As seen in Figure 6, the recovery
time were faster than response time. The response and recovery times of 25 ppm NO gas were obtained
13 sand 10 s for Zno.7sNio.250 sensor.

The gas sensing selectivity is another important parameter to evaluate the gas-sensing properties of the
gas sensors and greatly desired in practical application. The selectivity of the sensors was analyzed for
CO, NO, NHgs, Hz and CO; at 85°C because the operating temperature was found 85°C from the previous
measurements. The gas concentrations were taken from 100 ppb to 25 ppm, as shown in Figure 7. The
responses were shown differences according to the doping concentrations. The responses of NH3 and CO
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gases increased with increasing Ni concentrations, whereas the response of NO decreased. No response
was shown to the H, and CO; gases. Lin et al. (2017) showed that different nickel concentrations exhibit
different responses to target gases. Ganesh Sanker et al. (2017) reported that there was an increase in
response up to a certain nickel concentration and a decrease in response above optimal concentration.
Shen et al. (2017) showed that optimal nickel concentrations exhibited higher response, have lower
detection limit and better selectivity compared to other doping concentrations.
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Figure 5. The Sensing Responses of Zni1«NixO for Different Gas Concentrations
from 100 ppb to 25 ppm at 85 <C
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Figure 6. The Response and Recovery Times of Zn1.«NixO for 20 ppb-25 ppm

The gas detection mechanism in metal oxide materials is based on the chemical reactions that occur
between the surface of the metal oxide and the gas molecules in the atmosphere that cause changes in the
electrical conductivity of the metal oxide (Rambu et al., 2013). The chemical absorption of oxygen plays
an important role when examining the sensing mechanism in metal oxide gas sensors. Molecular oxygen
is captured by the electron in the conductivity band of the metal oxide and clings to the surface. The
charge transfer between chemically absorbed oxygen and the target gas changes the conductivity of the
metal oxide (Karaduman Er, 2021). During this charge transfer, receiving or giving away electrons;
differs according to whether the target gas is oxidizing or reducing and whether the metal oxide used as
the sensing layer is p-type or n-type. Reactions may also differ, as the gas sent to the surface is reducing
and oxidizing. After the oxygen adsorption reaction on the outer surfaces of the metal oxides sensor, an
electron with higher resistance at the sensor surface depletion layer occurs (Karaduman Er, 2021). NO
molecules, as a highly reactive species showing an oxidizing character, can be directly chemisorbed on
the surface active sites and abstract electrons from the surface. When sensor exposed to NO gas, NO
molecules capture electrons from the sensing surface and increasing the resistance.
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In addition, nickel doping is a prominent effect on gas sensing. It accelerates the reactions and can drop
the operating temperature (Rambu et al., 2013). Rambu et.al. (2013) showed that Ni-doped ZnO films
exhibited high response and faster response-recovery times at low operating temperature. They found that
the gas sensitivity was depend on the Ni concentration in ZnO films (Rambu et al., 2013). Wang et.al.
(2013) reported that gas sensing properties of Ni-doped ZnO nanofibers were effectively improved by Ni

doping.
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Figure 7. The Selectivity of the Sensors Exposed to NO, CO, NHs, H; and CO; Gases
for Different Gas Concentrations at 85 <C

4. CONCLUSION
Zn1xNixO based sensors were synthesized by SILAR method and the gas sensing properties of the films

were studied with the effect of operating temperature and doping concentrations. The maksimum sensing
response of Zng75Nio.250 sensor to 100 ppb NO gas was 7% at 85°C. The responses began to decrease as
concentration increased. It was proposed that the catalytic effect of Ni, the concentration of Ni doping,
and also the morphology of thin films affected the response of gas sensors. ZnO based gas sensors have
exhibited high gas sensing performance through Ni doping and this modification seems very encouraging

to develop high performance, low cost, compact NO gas sensors.
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Gilimiisler Sb cevherlesmesi Nigde metamorfikleri icerisinde yapisal kontrollii olarak iki farkli
tipte cevherlesme sunmaktadir. Birinci tip cevherlesme metamorfiklerin sistozite yiizeyine
parelel konumda kuvars bantlar igerisindedir. Ikinci tip cevherlesme fay diizlemleri igerisinde
bresik zonda yer almaktadir. Her iki cevher tipinin ana gang minerali kuvars olup, baritt minerali
de bulunmaktadir. Antimon cevherinin ana minerali stibnit olup, siiperjen ortamlarda alterasyonu
sonucu ikincil antimon oksit minerallerine doniismiistiir. Sistozite yiizeylerinin arasindaki
cevherlesme siit kuvars igerisindedir. Bresik zondaki cevherler ise Nigde metamorfiklerine ait
bres parcalari ile birlikte bulunmaktadir. Antimon cevheri ile birlikte Hg cevherlesmesinin ana
cevher minerali zinoberdir. Zinoberler yiizey sularmin introzyondan kaynaklanan isinmasi
sonucu metazinobere donismiistiir. Kuvars kristalleri igerisinde nabit altin taneleri
bulunmaktadir. Jeokimyasal analiz sonuglarinin ikili diyagramlarinda Sb-Cu, Sh-Zn ve Sh-Mo
element giftlerinin arasinda negatif ve Sb-As, Sb-Pb ve Sb-Ba arasinda pozitif bir baglanti
bulunmaktadir. Elementler arasindaki bu iliski korelasyon matriksinde de tespit edilmistir.
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Gilimiisler Sb mineralization represents two different types of structurally controlled
mineralization within the Nigde metamorphics. The first type of mineralization is in quartz bands
parallel to the schistosity surface of metamorphics. The second type of mineralization is located
in the brecciated zone within the fault planes. The main gangue mineral of both ore types is
quartz and barite is also present. The main mineral of antimony ore is stibnite and it has been
transformed into secondary antimony oxide minerals as a result of alteration in supergene
environments. The mineralization between the schistosity surfaces coexists with milk quartz.
The ores as a result of the heating of surface waters due to intrusion. There are native gold
grains in quartz crystals. In the binary diagrams of the geochemical analysis results, there is a
negative correlation between Sh-Cu, Sh-Zn and Sh-Mo element pairs and a positive correlation
between Sb-As, Sb-Pb and Sh-Ba. This relationship between elements was also found in the
correlation matrix.
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1. GIRIS

Antimon (Sb) cevherlesmesinin yatak olusum modellemesi, mineraloji-petrografi ve jeokimyasal
ozelliklerinin aragtirma calismalari, Au, Hg, W ve Bi gibi kiymetli metallerin kokenleri ve yataklanma
sekilleri ile benzer olan hidrotermal sistemlerde bulunmasi ve benzer parajenez gostermesi ile son yillarda
bilim insanlarinin 6nem verdigi cevherlesmelerdir. Antimon rezervleri Diinya lizerinde basta Cin olmak
iizere Bolivya, Kanada, Meksika, Rusya, Giliney Afrika, Tacikistan ve Tiirkiye’de bulunmaktadir (Seal
vd., 2017). Tirkiye’de; Balikesir, Hatay, [zmir, Kiitahya, Manisa, Nigde, Tokat illerinde antimon
rezervleri bulunmaktadir (Yiicel, 2020). Giiniimiizde bu yataklarin 6nemli bir boliimiinde Sb cevheri olan
stibnit (Sb2Ss) tiretimi yapilmaktadir. Nigde ili giineydogusunda yer alan Camardi ilgeleri arasinda birgok
Sb, Au, Sn, Hg, Cu, W, Pb/Zn ve Fe yatak ve mostralar1 yer almaktadir. Bunlardan Celaller Sn (kasiterit,
Sn0Oy) yataginin isletme tarihleri Bronz ¢agina kadar tarihlenebilmektedir. Bolgedeki diger birgok yatak
(Ugkapili Au, Tandirli Sirt1 Pb/Zn, Giimiisler Sb ve Hg) ise Osmanli imparatorlugu ve daha &nceki
uygarliklar tarafindan isletildigi ile ilgili baz1 veriler eski ocak kalintilarinda rastlanilmaktadir. Blgede
bircok eski madencilik ¢alismalar ile ilgili galeri, yarma, kuyu ve agik ocak isletme alani gibi kalintilar
mevcuttur. Gimisler (Nigdde) Sb isletme kalintilar1 da bunlardan birisidir. Cevherlesmeler yaklagik
dogu-bat1 uzanimli olan aplitik ve mikropegmatitik dayklarla yakin bir iliski gosterir (Akgay, 1995).
Gilinlimiizde Camard1 (Nigde) ilgesinin bat1 ve kuzey kesiminde Pb/Zn ve Sb {iretimi yapilmasina ragmen
baz1 ocaklar terk edilmis durumda bulunmaktadir.

Nigde masifini konu alan birgok akademik caligma bulunmaktadir. Bu c¢aligmalar genel jeoloji ve
mineraloji-petrografi agirlikli olup, maden yataklari ile ilgili olanlar1 ise daha az sayidadir. Blumenthal
(1941; 1963), Tromp (1942), Okay (1955), Kleyn (1970), Dennis (1970) ve ileri’nin (1975)
calismalarinda Nigde masifinin temel jeolojik unsurlar1 ortaya konulmugtur. Daha sonraki siirecte
Gonciioglu (1977, 1981a, b; 1986), Ozgiineyli (1978) ve Oygiir vd.’nin (1984) calismalar1 yer almustir.
Son 20 yilda ise bolge dzellikle yabanci arastirmacilarin ilgisini ¢gekmistir. Bunlar arasinda Whitney &
Dilek (1998), Whitney vd. (2001; 2003), Gautier vd. (2002), Fayon & Whitney (2007) ve Cinku vd.
(2016) sayilabilir. Bu c¢aligmalarda Nigde masifini olusturan Giimiigler, Kaleboynu ve Asigedigi
litodemlerini olusturan mika ve granatli sist, amfibolit ve kuvarsitlerin ayrintili mineralojik-petrografik,
tektonizma ve metramorfizma iligkilerini agiklamiglardir. Bolgedeki maden yataklar1 ve jeokimya ile ilgili
olarak, Kusgu vd. (1993), Akcay (1995), Yal¢in & Yaman (1996), Yal¢in (1998), Altuncu vd. (20184, b)
ve Tiumikli vd. (2018) calismalar1 sayilabilir. Yapilan bu galigmalarda cevherlesmelerin minralolji-
petrografi ve jeokimyasal dzellikleri birlikte incelenmemistir.

Bu arastirmada Nigde ili ve Camard1 (Nigde) ilgesi arasinda yer alan Nigde Masifinin kuzeybatisindaki
Gumiisler bolgesi Sb cevherlesmesi konu edilmistir. Bu kapsamda inceleme alanindaki eski isletme
kalintilar1 olan yarmalar ile mostralardan alinan 6rnekler tizerinde mineraloji-petrografi ve jeokimya ile
maden jeolojisi dzellikleri incelenmistir.

2. MATERYAL VE METOT

Gumiisler (Nigde) giliney bolgesinde bulunan eski isletme alanlarindaki cevher ve yan kayaglardan
toplamda 25 adet 6rnek alimi yapilmistir. Alinan kayag¢ 6rneklerinden ince kesit ve cevher drneklerinden
ise parlak kesitleri yapilmistir. Kesitler Nigde Omer Halisdemir Universitesi Miihendislik Fakiiltesi
Jeoloji miihendisligi boliimii mineraloji-petrografi laboratuvarinda incelenerek mikroskobik yapi,
dokulari ile cevher parajenezleri belirlenmistir.

Mikroskop c¢aligmalari sonucu 6 adet 6rnek jeokimyasal analiz amagli belirlenmistir. Jeokimyasal analiz
i¢in, cevher numuneleri Nigde Omer Halisdemir Universitesi Miihendislik Fakiiltesi Jeoloji Miihendisligi
laboratuvarlarinda pulverizatérle 80 mesh (177 p) boyutunda ogitilmiistir. Homojen o6giitiilemeyen
ornekler agat havan kullanilarak homojenlestirilmis ve 15 gramlik kilitli plastik posetlere konulup analize
hazir hale getirilmistir. Ornekler 950°C’de 1sitilarak kizdirma kayiplar1 tespit edilmistir. Jeokimyasal
analizler Aksaray Universitesi Bilimsel ve Teknolojik Uygulama ve Arastirma Merkezi’inde dalga boyu
dagilimhi X Ismi Floresans Spektrometersi (WD-XRF) yontemi ana oksit ve iz element oranlar
belirlenmistir.
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3. BULGULAR VE TARTISMA
3.1. Genel Jeoloji

Calisma alani ve civarinda tabandan tavana dogru Nigde metamorfik Masifi, Uckapli Granodiyoriti,
ofiyolitik ve volkanik kayaclar ile tiim bu birimlerden tiireyen giincel tutturulmamis aliivyal birimler yer
almaktadir. Nigde Metamorfik masifindeki metamorfik kayaclar topluca Nigde grubu olarak adlandirilir
ve litolojik 6zelliklerine gore Gilimiisler, Kaleboynu ve Asigedigi Litodemlerinden olugmaktadir (Sekil 1).
Masif ve iizerindeki ofiyolitik kayaglar1 Alt Senomiyen yasli Uckapili granodiyoriti pegmatitik dayklar
ve apitleri tarafindan kesilmis ve kontakt metamorfizmaya ugratilmistir (Gonciioglu, 1977; 1981a, b).
Calisma alan igerisindeki Miyosen-Erken Pliyosen yasl (4,9-5,5+0,2 milyon yil) (Ercan, 1986) volkanik
kayaclar ile aliivyonlarda dayk sistemi gozlenmemistir.

Calisma alam igerisinde Giimiisler Litodemi, Ugkapili Granodiyoritine ait pegmatitik dayklar aplitler,
volkanik kayaclar ve ¢ukur alanlar1 dolduran tutturulmamis aliivyonlar yer almaktadir (Sekil 2). Nigde
masifinin temelini olusturan Giimiisler Litodemi, Giimiisler koyiiniin dogu ve giineydogusunda
ylizeylenir ve Gilimiisler domunun c¢ekirdegini olusturur, tabani goriilmez ve goriinen kalinligi 600
metredir (Viljoen & leri, 1973). Litodem Paleozik yash olup icinde biri dogu, biri giineydogu ve bir
digeri de merkez (Glimiisler civari) olmak iizere 3 dilimden olusmaktadir. Her bir dilimin metamorfizma
derecesi ve igerdigi mineraller birbirinden farklidir. Dogu ve merkez dilimlerde migmatitlesmis kayaglar
gozlenirken giineydogu dilimde migmatitlesme gézlenmez (Gautier vd., 2002).

Bu litodemin %70’ten fazlasimi ¢esitli gnayslar olusturmaktadir. Gnayslar i¢inde amfibolit, mermer,
kuvarsit ve migmatitik kayaclar arabantli olarak gdzlenir. Geri kalan kisimlari ise, merceksel konumlu
mermerler, kuvarsitler ve amfibolitler olusturmaktadir (Atabey & Ayhan, 1986). Kaleboynu Litodemi,
tarafindan uyumlu olarak ortiiliir.

Bolgede ¢ok sayida pegmatitik dayk ve aplitleri bulunmaktadir. Dayklar 0,5-10 m kalinliginda olup
mostra uzunluklar1 500 metreye yaklasanlart mevcuttur. Dayklar Giimiigler Litodemine ait kayag
guruplarin1 farkli acilarla keserler (Sekil 3a) Antimon cevherlesmesi Gautier vd. (2002) tarafindan
adlandirilan merkez dilim igerisinde yer alir. Giimisler kdyiiniin giineydogusunda yer alan bir antiknalin
zirve boliimleri ile antiknal etrafinda meydana gelmis kayma diizlemlerine bagh siireksizlik zonlarinda
cevherlesme goriiliir. Cevherlesmeler sistozite diizlemleri arasinda, mermer-gist-gnays tabaka
diizlemlerinde ve tektonik siireksizliklerde yer almaktadir. Metamorfik kayaglarin sistozite diizlemleri
arasindaki cevherlesmeler genel olarak 5-10 cm ile 50 cm arasinda kalinliga sahip kuvars damarlar
icerisindedir. Cevherli kuvars damarlar1 ile metamorfik kaya¢ arasindaki sinir net olarak ayirt edilmekte
olup, ¢ok az kesimde sistler icerisinde 25-30 cm uzunluk ve birkag mm kalinliga sahip damarlar da
goriilmektedir. Mermer-gnays-sist tabaka diizlemleri arasinda da sistler icerisindeki kuvarsli cevher
damarlar1 benzer 6zelliktedir.

3.2. Eski isletme ve Ocaklar

Guimiisler kasabasi civarinda 1970’1 yillarin sonuna kadar Giimiisler Litodemine ait sist, mermer ve fay
zonlarinda yer alan Sb cevheri (stibnit) ve Hg (zinober) cevheri iiretimi yapilmistir. Bélgede bulunan yer
altt ve yer Ustli ocaklarindan ¢ikarilan yiiksek tenorlii Sb cevheri tiivenan olarak degerlendirilmistir.
Cikarilan cevherde zinober tendrii yiiksek olanlar ise damitma tesisinde civa iiretimi i¢in kullanilmisgtir.
Bolgedeki civa madenciligin tarihi Romalilar donemine kadar uzanmaktadir. 1965'in sonlarma dogru,
%0,5-1,0 tenorli ayrilmis civa cevheri pargalarini islemek igin ii¢ ¢ift egimli imbik yontemi kullanilarak
civa tretimi yapilmistir (Yildiz & Bailey, 1978). Bolgedeki eski tesis kalintilar1 ve resimlerinden elde
edilen sonuglara gore, yiiksek tenorlii (%0,5<) tiivenan civa cevherinin (zinober) 1sitilmasi yontemi ile
hizlica buhar fazina gegmesi saglanmakta, sonraki siirecte imbikten gecirilerek sogumasi nedeniyle civa
elementi sivi fazda elde edilmistir. Bolgede ¢ok sayida eski iiretim galerisi bulunmaktadir. Eski {iretim
tesis civarinda 1s1l iglem gormiis atiklar (ciiruf) ve az miktarda diisiik tenorlii cevher stoku bulunmaktadir
(Sekil 4a-f).
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Sekil 1. Calisma Alam Yer Bulduru ve Genel Jeoloji Haritasi (Whitney vd., 2003 'ten degisikle)
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Kuvaterner Altivyon

Pliy-Kuvaterner i G Xed
L Ignimbirit /’ Antiknal
Alt Paleozoyik - Sheys:ikagist / Fay

Gumasler Litodemi Mertier \>< Terk edilmis ocak

Sekil 2. Calisma Alam Genel Jeoloji Haritast

Sekil 3. Uckapili Granodiyoritine ait Dayklar,
a) Giimiisler Dogu Kesimi Mermer Ve Sistleri Kesen Pegmatitik Dayk,
b) Ofiyolitik Kayaglar: Kesen Aplit (Giimiisler Baraji Civari, Calisma Alanm Bati Kesimi)
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Sekil 4. Giimiisler Bolgesinde 1970°li Yillara Kadar Calismis Olan Ocaklar ve
Hg Zenginlestirme (Damitma) Tesisinin Gortintimii,
a) Tesisin Calisma Zamanmna ait Goriiniim (Fotograf: Yildiz & Bailey 'den (1978) alinmustir),
b), ¢) Tesisin Giiniimiizdeki Atil Durumu, d), €), f) Eski Uretim Galerileri

3.3. Cevherlesme

Gumiisler bolgesi cevherlesmeleri Giimiisler Litodemine ait mermer, gnays ve sistler igerisinde, sistoziye
parelel staratabaound damar ile ve fay diizlemlerindeki bresik yap1 icerisindeki cevher olmak iizere iki
farkli yapisal 6zellikte bulunmaktadir. Eski ocaklarin igerisindeki cevherli zonlar ile mostralarin takibinde
cevherli zonlar 1 km mesafeye kadar takip edilebilmektedir. Bu zonlar genel anlamda D-B yoniinde
uzanmakta ve 35-45° ile K ve KB yoniinde egimleri mevcuttur. Kalinliklar ise birkag cm 6lgeginden yer
yer 1 metreye kadar ¢ikabilmektedir. Bresik zonda bulunan birincil cevher mineralleri, stibnit, zinober,
hematit ve realgar’dan olusmaktadir. Stibnit mineralleri 2-3 mm boyutunda kiimeler veya izole ignemsi
kristaller seklindedir. Zinoberler 2-3 mm boyutunda yuvarlagimsi yapida izole kristal kiimeleri veya
ignemsi cubuklar seklindedir. Hematit, bres igerisinde en ¢ok bulunan cevher minerallegsmesini
olusturmaktadir. Hematitler mm dlgeginden baglayarak 20 cm’ye ulagan yuvarlak kiimeler veya bantlar
seklindedir. Realgar, kremit-kimizimsi renklerde, bresik zonda genelde 3-5 mm 6lgeginde kiiciik kiimeler
seklinde bulunmaktadir. Birincil cevher mineralleri alterasyon sonucu, stibnitler antimon oksite, hematit
limonite ve realgar ise orpimenete dontismiistiir. Bresik zonda gang minerallerini, Glimisler litodemine
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ait mermer, sist, kuvarsit ve amfibolit pargalar1 olusturmaktadir. Bres pargalari mm boyutundan 20-25 cm
boyutuna kadar ¢gikabilmektedir. Bregin tamamina yakini koseli kenarlara sahiptir (Sekil Sa-f).

Staratabaound stibnit cevheri Giimiisler litodemine ait sistler igerisinde kuvars damarlar ile birlikte yer
almaktadir. Kuvars ve stibnitnetden olugsan damarlar sistlerin yapraklanma diizeyine paralel bir yapida 2-3
cm ile 20-25 cm arasinda degisen kalinliga sahip damarlar seklindedir. Cevherin (stibnit) taze yiizeyi,
parlak celik grisi ve daha az oranda parlak mavimsi rengi ve ignemsi yapisiyla karakteristiktir. Ana
cevher minerali olarak stibnit ve ¢ok az oranda (yaklagik %1-2) pirit ve kalkopirit mineralleri
icermektedir. Stibnit cevherlesmesi kuvars damarlar icerisinde mm ol¢eginde kilcal ve 8-10 cm
kalindiginda devamsiz damarlar veya yigisimlar seklindedir. Bu stibnit damarlar1 ve yigisimlar1 kendi
icerisinde masif yapiya sahiptir. Masif yapida bulunan bu tip cevher icerisinde cm boyutlarinda, pudramsi
yapida ve sar1 rengiyle karakteristik realgar minerallesmesi mevcuttur. Kuvars damarlarinin yan kayag ile
olan dokunagina yakin bantlarin taban ve tavan kesimlerinde stibnitler kuvarslar igerisinde saginiml
cevher tipine benzer yapidadir. Bresik zonda yaygin olarak goriilen hematit, zinober ve realgar
minerallesmesi masif yapidaki cevherlesme icerisinde yayginligi kisitlidir. Gang minerali olarak
icerisinde yer aldigt kuvars bulunmaktadir. Kuvars kristalleri siit beyazi rengindedir. Stibnit
minerallesmesinin alterasyon rengi tipik topragimsi renkte ve alterasyonun yogun oldugu alanlarda koyu
kirmizi-gsalgam renkli okr’lar meydana gelmistir. Yiizeyde veya kiriklar boyunca oksitlenerek olusan
antimon oksitler-okr’lar 2-3 mm kalinligina ¢ikabilmektedir (Sekil 6a-e, Sekil 7a, b).

3.4. Mineraloji-Petrografi

Calisma alani igerisinde mostra, eski acik ve kapali ocak igletme alanlarindan alinan cevher 6rneklerinden
yapilan parlak kesitlerinin incelenmesi sonucunda parajenezde ana cevher minerali stibnittir. Stibnite
eslik eden eslik eden diger cevher mineralleri ise orpiment, zinober, metazinober, pirit, kalkopirit,
malahit, hematit, limonit ve nabit altin’dir. Cevherlesmenin ana gang minerali kuvars olup, barit ve kalsit
de bulunmaktadir.

Stibnit (Sh,Ss3), mineralleri anizotrop 6zellikte olup genelde ¢ubuksu bir yapida 6z sekilli ve yar1 6z
sekilli olarak, kuvars kristalleri arasini ve kristal igerisinde yer alan kirik, ¢atlak ve bosluklari
doldurmustur. Yer yer kuvarslarin arasinda ¢atlak dolgusu amorf yapida da rastlamir. Oz sekilli kristaller
ozellikle masif cevher yapisinda sik olarak rastlanir ve kristalleri olusturan g¢ubuklar1 2,5-3 mm
uzunlugunda ve 25-30 pum kadar genisligindedir. Bu ¢ubuklar birbirine paralel yapida olup g¢ubuk
demetleri seklinde bir arada bulunmaktadir. Cubuklardan tekil olanina rastlanilmamistir. Kristal ¢ubuk
demetleri ile gang minerali olan kuvars dokanaklar1 keskin bir sinira sahip olmayip girinti-¢ikintili olarak
kristaller birbirine kenetlidir. Stibnitler, kiigiik (>0,1 mm) kuvars tanelerinin ¢evreler konumludur.
Kristaller igerisinde 0,1-0,2 mm c¢aplarinda diizensiz yapida kayag¢ yapict mineraller, caplart 50 pm’yi
gegmeyen orpiment yigisim/kristal minerallesmesi bulunmaktadir. Stibnit kristal kiimeleri icerisinde
gliclii portakal renkli i¢ yansimasi ile orpiment minerallesmesi yaygin olarak bulunmaktadir. Ayrica
kristaller igerisinde pirit ve kalkopirit minerallerine rastlanilmaktadir. Masif cevherde goreceli olarak
kuvars kristallerinin daha az bulundugu kesitlerde stibnit kristal kiimelerinin arasini zinober
doldurmustur. Baz1 kesitlerde stibnit kristallerini arasinda mikro Ol¢ekte bresik zonlu yapiya benzer
yapilar tespit edilmistir. Bu bresik yapiya benzeyen yapi igerisinde biyiklikleri 0,1 mm’den kiigiik
kristal ve/veya amorf yapida olusumlar bulunmaktadir. Bunlardan cevher mikroskopunda tespit edilenler
barit ve malahitdir. Bunun ile birlikte mikroskop tayini net olamayan kristal ve/veya amorf yapilar
mevcuttur. Stibnit kristallerin arasim1  kriptokristalin veya amorf yapida Sb,Ss’nin altrerasyonu
(oksitlenmesi) sonucu ikincil alterasyon minarellesmesi bulunmaktadir. Bunlarin tayini mikroskopta
yapilamamigtir. Fakat bu alterasyon minerallerinin servantit (Sb**Sb**0,) ve seramonit (Sb,0s)
kriptokristalinleri oldugu disiiniilmektedir. Bu alterasyon mineralleri makro cevher orneklerinde de net
olarak tespit edilmistir. Baz1 kesitlerde stibnit kristalleriinde egilme-biikiilme gosteren basing ikizlenmesi
mevcuttur. Basing sonucu egilme-biikiilme gosteren ¢ubuklarin egilme-biikiilme agilar1 5-20 derece
arasinda degigmektedir. Basinglarin iki farkli yonde, yaklagik birbirine parelel ve zit yonde ¢ubuklar
etkiledigi tespit edilmistir. Basing sonucu stibnit ¢ubuklarinda kirilma ve kamburumsu yapilar olusmustur
(Sekil 8 ve 9).
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Orpiment (As.S3), minerallesmesi, boyutlart maksimum150-200 um civarinda saginimlar seklinde stibnit
ve zinober minerallerinin i¢inde, kenar kisimlarinda ve bosluklarda yer almaktadir. Mikroskop altinda
belirlenen stibnit i¢indeki tlim orpimentlerin kenarlar1 boyunca 20 um kadar izotropik koyu renkli kusak
seklinde altere kil/minerallere doniismiistiir. Bu yapmin cevher mikroskopunda tespiti miimkiin
olmamistir. Orpimentler, makro cevher orneklerinde cm bazinda tespit edilen realgar kiimelerinin
alterasyonu sonucu ikincil olarak olusmustur (Sekil 9).

Zinober (HQS), kan kirmizi rengiyle karakteristik olan zinober mineralleri kuvars ve amorf silika
icerisinde yaygindir. Bresik zonda bulunan cevherlesmede yaygin olarak bulunur. Fakat stratarabound
masif cevherlesme de ise yayginlig1 bresik zona gore fazla degildir. Her iki tip cevherlesme igerisinde
zinober mineralleri iki farkli yapisal 6zelliktedir. Birincisi 2-3 mm boyutunda yuvarlak saginim kiitleleri
seklindedir. Zinoberlerin ikinci bulunus sekli, ince uzun boru bi¢imli sekillendirme olarak adlandirilabilir.
Ikinci tip bu zinober minerallerinin uzunluklar: 1 mm’ye kadar ¢ikabilmektedir. Cevher mikroskopunda
10x ve daha biiyiik mercek altinda bu boru yapisindaki zinober minerallerinin uzun eksenleri boyunca
homojen bir yapida bulunmayip orta kesimlerin bosluklu oldugu belirlenmistir. Yuvarlak kiitleli
zinoberler igerisinde 0,1 mm kadar ¢apinda realgarlar bulunmaktadir (Sekil 10a-g).

Metazinober (HgS), zinober minerallerin kenarlar1 boyunca grimsi siyah anizotropik yapisi, grimsi siyah
rengi ve lamelli yapisiyla yer almaktadir. Metazinoberleri olusturan lameller 50 pm civarinda kalinliga ve
0,4-0,5 mm kadar uzunluga sahiptirler. Metazinoberi olusturan lameller zinober haricinde diger cevher
minerallerinde rastlanilmamistir. (Sekil 10a).

Hematit (Fe;Os), bresik yapida cevherlesmenin ana cevher mineralidir. Kirik ve gatlaklar boyunca
diizensiz yap1 ve ana gang minerali olan kuvars icerisinde kapanimlar olarak bulunur. Kenarlarin itibaren
limonite donligmiistiir (Sekil 11a).

Limonit [FeO (OH)-nH-O], kirik ve ¢atlaklar boyunca yaygin olarak diizensiz i¢ yapisi ve limon sarisi
rengiyle yer almaktadir. Hematitlerin alterasyonu sonucu olusmustur. Limonitler genel olarak diger
alterasyon minerali olan malahit ile birlikte bulunmaktadir. Limonit kiimelerinin igerisinde yer yer
hematit kalintilar1 bulunmaktadir (Sekil 11b).

Pirit (FeSy), yapilan tim kesitlerde yaklagik 0,1 mm’den kiigiik saginimlar olarak bulunmaktadir. En
fazla stibnit kristalleri igerisinde tespit edilmigtir. Kristalleri yar1 06zsekilli ve 0zsekilsiz olarak
bulunmaktadir (Sekil 11¢).

Kalkopirit (CuFeS,), yesilimsi sar1 rengi ve mavimsi aniztoripsi rengiyle malahitlerin igerisinde ¢ok az
olarak da izole taneler olarak tespit edilmistir. Kalkopiritler alterasyon sonucu malahite doniismiistiir
(Sekil 11d).

Malahit (Cu.CO:s3), lifsi kiimeler diizensiz i¢ yapisi ve tipik yesil rengiyle karakteristiktir. Malahit
kalkopiritin alterasyonu sonucu olugmustur. Bazi kesitlerde malahit kiimeleri igerisinde kalkopirit
kalintilart yer almaktadir. Alterasyonun yogun oldugu kesitlerde Cu elementi hareketlilik kazanarak kirik
ve ¢atlaklarda malahite doniismiis ve limonit ile birlikte goriiliir (Sekil 11a, b, d).

Nabit Altin (Au), yiiksek i¢ yansimasi ve kenarlari boyunca oksitlenme gostermemesi ile karakteristiktir.
Nabit altin taneleri 70 um boyutuna ulasan izole taneler seklinde kuvars igerisindedir. Cevher mineralleri
igerisinde altin tanesine rastlanilmamistir (Sekil 12a, b).
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Sekil 5. Fay Diizlemleri Igerisinde Bresik Cevherlesmeler,
a) Bresik Yapi Icerisinde Zinober, Hematit, Limonit Minerallesmesi ve Cakil Parcalari,
b) a 'min Detay Goriiniimiinde Realgar ve Zinober Minerallesmesi,
C) Bresik Yapi Igerisinde Stibnit ve Hematit, d), €) Kdseli Breslerin Genel Goriinmii,
f) Bresik Yap: Icerisinde Mavi Renkli Stibnit
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Sekil 6. Staratabaound Tipte Stibnit Cevherlesmesi,
a) Sistler Icerisinde Sistoziteye Paralel Kuvars Damarlar: ve Stibnit Cevherlesmesi,
b) Kuvars ile birlikte Stibnit, ¢) Mavi Stibnit, d) Stibnitlerin Dis Kesimlerinde Meydana Gelen Alterasyon,
e) Stibnit Icerisinde Orpiment (Sh:Stibnit, Or:Orpiment, Q:Kuvars)
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Sekil 7. a), b) Siit Kuvars Icerisinde Stibnit Kristalleri (Q:Kuvars, Sh:Stibnit)
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Sekil 8. Calisma Alam Igerisindeki Stibnit Cevher Mikroskop Gériintiileri,
a) Anizotrop Stibnitleri Olusturan Cubuklar, b) Ana Gang Mineralini Olusturan Kuvars Kristalleri
Icerisinde, Kirik ve Catlak ile Bosluklarda Bulunan Stibnit, C) Kiriklarda Gériilen Amorf Yapida Stibnit,
d) Stibnitler Arasimi Dolduran Bresik Yap: (Q:Kuvars, Sh:Stibnit)

O,Smm

Sekil 9. Stibnit Icerisinde Orpiment Minerallesmesi ve Stibnit Cubuklarinda Meydana Gelen
Egilme-Biikiilme ve Kwriklar (Sb: Stibnit, Or:Orpiment)
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- i~ Y 0,5mm 0,5mm

Sekil 10. Calima Alam Icerisindeki Zinoberlerin Cevher Mikropkopik Gériiniimleri,
a) Kan Kirmizst Rengiyle Karakteristik Zinober, Icersinde Lamelli Metazinober ve Canli Sar1 Rengiyle
Orpiment, b), ), d), €) Amorf Silika Icerisinde Boru Sekil Yapisinda Zinober, (c resmi b nin ayrintisidir)
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Sekil 11. Cevherlesmenin Ana Gang Minerali fgerisindeki Malahit, Hematit, Limonit, Kalkopirit ve Pirit,
a) Kuvars Kristalleri Arasinda Hematit ve Limonit,
b) Kristaller Arasinin Dolduran Limonit, Malahit ve Kalkopirit,
¢) Ozseklisiz Stibnit Icerisinde Pirit Taneleri,
d) Kuvars Kristalleri Arasinda Malahite Doniismiis Kalkopirit
(Hm:Hematit, Lm:Limonit, MI: Malahit,Sb:Xstibnit, Cpy: Kalkopirit.Py: Pirit, Q: Kuvars)

Sekil 12. a), b) Gang Minerali Olan Kuvars Icerisinde Nabit Au
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3.5. Jeokimyasal Analizler

Toplam 6 adet antimon cevher 6rneginin ana oksit ve iz element degerleri tespit edilmistir. Elde edilen
degerler Tablo 1°de goriilmektedir. Analiz sonuglarindan elde edilen minimum ve maksimum ana oksit
degerleri (%); SiO.: 6,21-53,47; SOs: 18,61-29,97; Fe,Os: 0,5-1,61; Al,Os: 0,31-4,37; P,Os: 0,1-0,13;
K.0: 0,02-1,93; CaO: 0,19-0,44; Cr,0s: 0,03-0,09; Na.O: 0,01-0,1; MgO: 0,01-0,29; TiO: 0-0,31dir.
Analiz sonuglarindan elde edilen minimum ve maksimum iz element degerleri (ppm) ise; Sb (%): 23,02-
43,13; Pb (%): 0,27-0,57; Cl: 39,1-72,1; Sc: 85,7-658,8; Ba: 15369-15824,2; Th: 999,4-1442,8; Ni: 21-
98,3; Cu: 83,8-290,1; Zn: 18,8-1141,8; Ga: 9,3-11,6; Ge: 0-1,2; As: 346,1-823,4; Y: 307,1-497,7; Zr: 5,2-
18,3; Nb: 4,4-5,7; Mo: 23,1-39,3; Gd: 0,8-3,7; V: 0-8,9; Co: 0,2-3,4; Sm: 0-0,2 ve Hf: 0-3,9 degerindedir.
Ornekler de kizdirma kaybi %1,7-20,4 arasinda degismektedir. Kizdirma kaybimn yiiksek ¢ikan
orneklerde yiiksek 1sida buharlasan igeriginde H>O ve ugucu mineral igeriginden kaynaklanmaktadir.

Tiim kayac jeokimyasina ait sonuclar ikili diyagramlarda karsilastirilmistir. ikili diyagramlarda Sh-Cu,
Sb-Zn, Sh-Mo arasinda negatif bir iliski bulunmaktadir. Negatif iliskilerin R? degerleri Sb-Cu: 0685, Sh-
Zn: 0,6605 ve Sh-Mo: 0,5419 olarak tespit edilmistir. Negatif iliskilerin R? degerleri oldukga birbirine
yakindir. ikili diyagramlarda Sb-As, Sb-Pb ve Sb-Ba arasinda pozitif yonde iliski bulunmaktadir. Pozitif
iliskilerin R? degerleri Sb-As:0,2591, Sb-Pb:0,0486, Sb-Ba: 0,9242 olarak tespit edilmistir. Ikili
diyagramlarda en anlamli deger pozitif iliskide Sb-Ba arasinda olarak tespit edilmistir (Sekil 13a-f).

Istatiksel analiz yapmak igin, oncelikle kimyasal analiz sonuglarinda normallik testinin yapilmasi
gerekmektedir. Bu kapsamda “Shapiro-Wilk” ve “Kolmogorov-Smirnov” analizleri kontrol edilmelidir.
Ayrica, basiklik- carpiklik (skewness- kurtosis) degerleri de incelenmelidir. Bu degerlendirmelerden
sonra, ¢cok degiskenli istatistik yontemler uygulanmalidir (Yalgm & ilhan, 2008; Yalgm vd., 2013; 2019;
Yal¢in vd., 2016). Kimyasal analiz sonuglarina uygulanan “Kolmogorov-Smirnov” ve “Shapiro-Wilk”
testleri uygulanmistir. Baz1 degerlerin “0” ¢ikmasi nedeniyle kimyasal analiz sonuglarina “Spearman”
korelasyon uygulanmistir. Jeokimyasal analiz sonuglarina, tanimlayici istatistiksel analiz ile birlikte ¢cok
degiskenli istatistiksel analizlerden “korelasyon” (Spearman) analizi uygulanmistir (Tablo 2 ve Tablo 3).
Carpiklik analizi sonuglarina gore elde edilen degerler (- 1, +1) degerlerinden daha farkli sonuglar verdigi
i¢in, normal dagilimh degildir. Orneklerden pozitif olanlar sivri ve negatif olanlar basiktir. Calisma
konusu olan Sb ile Ba, Y arasinda yiiksek pozitif korelasyon iligkisi vardir. Ancak, Sb ile Sc arasinda
yiiksek negative korelasyon iliskisi vardir (Tablo 2). Ikili korelasyon iliskileri ile SPSS korelasyon iliskisi
ile benzer cikmistir. Cok degiskenli istatistiksel analizlerden korelasyon analizi, secilmis elementler
arasindaki ikili korelasyon iliskilerinin ¢ikarilmasina gore, incelenen elementlerin tamaminin goriilmesi
acisindan daha avantajli olmustur.

4. TARTISMA

Calisma alanm1 olan Giimiisler (Nigde) kasabasi civarinda bir¢ok eski madencilik ¢aligmasina ait terk
edilmis ocak ve tesis kalintilar1 ile mostralar mevcuttur. Bu tesis kalintilar1 ve ocaklarda yapilan
gbzlemler sonucu bu alanlarda 1980°1i yillarin baglarina kadar 6nemli miktarda Sb ve Hg cevher iiretimi
yapilmigtir. Bolgede tespit edilen cevher mineralleri Akgay (1995) ve Yalgin & Yaman (1996)
calismalarindaki mineralleri ile birlikte Tablo 4’te verilmistir. Tablo 4’te goriilecegi iizere Giimiisler
bolgesinde tespit edilen cevher mineralleri siilfiirler: stibnit, orpiment, zinober, metazinober, seelit,
arsenopirit, sfalerit, galen ve markazit, oksitler; hematit, limonit, Sh-oksitler (okr), ve Zn oksit,
karbonatlar; malahit ve Zn-karbonat, nabit; Altin, amorf Sb ve siilfo tiizlardir.

Giimiisler bolgesi cevherlesmesinin ana cevher minerali stibnittir. Stibnit cevherlesmesi, tipik olarak
epitermal sistemlerin ¢evresel kisimlarinda ¢okelir (Morteani vd., 2011; Schwarz-Schampera, 2014).
Epitermal sistemlerin genel karakteristik mineral toplugunda; nabit Au (genellikle Ag elementi yiiksek),
nabit Ag, Cu, Bi, pirit, markasit, sfalarit, galen, kalkopirit, zinober, jamesonit, stibnit, realgar, orpiment,
yakut giimiisii (ruby silvers), argentit, selenidler ve telluridler olusturmaktadir (Evans, 1993).
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Tablo 1. Jeokimyasal Analiz Sonuclart

Element/No 13A1 14B H2 H1 14A 13A2
Ana Oksitler (%)
SiO; 42,47 18,56 20,5 6,21 15,51 53,47
SO3 21,73 25,19 26,39 29,39 29,97 18,61
Sb 27,68 37,71 34,98 43,13 37,72 23,02
Fe.Os3 0,77 1,61 0,58 0,8 0,72 0,5
AlOs 1,14 4,37 0,34 0,31 1,52 0,57
P2Os 0,11 0,13 0,11 0,12 0,13 0,1
K20 0,26 1,93 0,02 0,05 0,63 0,03
CaO 0,4 0,44 0,19 0,19 0,2 0,34
Pb 0,47 0,57 0,37 0,32 0,5 0,27
Cr03 0,05 0,07 0,09 0,09 0,03 0,07
Na.O 0,01 0,01 nd nd 0,01 0,1
MgO nd 0,29 nd nd 0,01 nd
TiO, 0,04 0,31 nd nd 0,08 nd
Kiz. K. 3,7 8,9 17,3 20,4 13,4 1,7
Toplam 98,83 100,09 100,87 101,01 100,43 98,78
iz elementler (ppm)
Cl 72,1 39,1 64,9 59,4 42,4 65,8
Sc 563,5 275,2 338,1 85,7 270,1 658,8
Ba 15532,3 15674,4 15763,8 15824,2 15754,3 15369
Th 1164,9 14428 1231,4 12422 1390 999,4
Ni 40,8 98,3 29 26,2 21 64,4
Cu 160,4 89,4 208,3 83,8 90,8 290,1
Zn 279,1 38 18,8 57,1 120,7 1141,8
Ga 10,1 11,6 9,3 10,2 10,1 9,4
Ge 1,2 0,5 0,6 nd 1 0,8
As 596,1 8234 552,1 535,8 7415 346,1
Y 332 450,4 401,3 497,7 458,6 307,1
Zr 10 18,3 59 52 8 7,7
Nb 4.4 5,7 4,7 4,7 45 4,7
Mo 24,9 26,2 25,7 24,8 23,1 39,3
Gd 2,7 1,4 3,4 3,7 2,8 0,8
Co 1,3 nd nd 0,2 nd 3,4
Sm 0,2 nd nd nd nd 0,1
Hf 11 2,3 nd 3,9 3,9 nd
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Sekil 13. Jeokimyasal Analizlerde Elde Edilen Sonuclarin Ikili Diyagramdaki Degerlendirmeleri

Tablo 2. Ayrimcr Istatistik Ozellikler
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Ortalama Medyan | Mod |Std. Sapma | Carpiklik | Basiklik | Minimum | Maksimum
SiO2 | 26,12 +7,33 19,53 6,212 17,96 0,78 -0,84 6,21 53,47
SO3 2521+1,80 25,79 18,61° 4,41 -0,52 -0,94 18,61 29,97
Sb 34,04 + 3,01 36,35 23,022 7,38 -0,56 -0,69 23,02 43,13
Fe;O3| 0,83+0,16 0,75 0,50? 0,40 1,99 4,40 0,50 1,61
Al,O3 1,38 £0,63 0,86 0,31° 1,54 1,96 4,05 0,31 4,37
P.Os 0,12+05 0,12 0,112 0,01 -0,08 -1,55 0,10 0,13
K20 0,49 £ 0,30 0,16 0,022 0,74 1,98 3,93 0,02 1,93
CaO 0,29 + 0,05 0,27 0,19 0,11 0,29 -2,53 0,19 0,44
Pb 0,42 £ 0,05 0,42 0,272 0,12 0,03 -1,62 0,27 0,57
Cr,03| 0,07+0,01 0,07 0,072 0,02 -0,67 -0,45 0,03 0,09
Na.O 0,02 + 0,02 0,01 0,01 0,04 2,36 5,67 0 0,10
MgO 0,05 + 0,05 0 0 0,12 2,44 5,98 0 0,29
TiO, 0,07 + 0,05 0,02 0 0,12 2,10 4,53 0 0,31
Cl 57,28 +£ 5,50 62,15 39,107 13,47 -0,61 -1,67 39,10 72,10
Sc | 365,23 +85,93 | 306,65 | 85,70? 210,49 0,31 -0,82 85,70 658,80
Ba 15653 £70,13 |15714,35| 15369 | 171,77 -1,02 0,05 15369 15824,20
Th |1245,12+65,08 | 1236,80 | 999,40* | 159,42 -0,34 -0,12 9994 1442,80
Ni 46,62 + 12,12 34,90 21,002 29,68 1,29 0,91 21 98,30
Cu | 153,80+33,96 | 125,60 | 83,807 83,20 0,96 -0,25 83,80 290,10
Zn |27592+177,43| 88,90 18,802 434,61 2,21 4,98 18,80 1141,80
Ga 10,12+ 0,34 10,10 10,10 0,82 1,27 2,21 9,30 11,60
Ge 0,68 +0,17 0,70 ,00? 0,42 -0,62 0,42 0 1,20
As | 599,17+68,51 | 574,10 | 346,10* | 167,82 -0,15 -0,02 346,10 823,40
Y 407,85 + 30,77 | 425,85 | 307,10% 75,37 -0,37 -1,67 307,10 497,70
Zr 9,18+ 1,95 7,85 5,202 4,78 1,80 3,55 5,20 18,30
Nb 4,78 £0,19 4,70 4,70 0,47 2,04 4,60 4,40 5,70
Mo 27,33 +2,43 25,30 23,102 5,96 2,27 5,38 23,10 39,30
Gd 2,47 + 0,46 2,75 ,802 1,14 -0,63 -1,20 0,80 3,70
Co 0,82 +0,56 0,10 0 1,36 1,84 3,10 0 3,40
Sm 0,05 +0,03 0 0 0,08 1,54 1,43 0 0,20
Hf 1,87 +0,73 1,70 0 1,79 0,18 -2,23 0 3,90
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Tablo 4. Giimiisler Cevherlesmesinin Parajenezi

Bolgede Tespit Edilen Mineraller
Mineraller Bu Calismada | Akgay (1995) | Yal¢in & Yaman (1996)
Stibnit X X X
Orpiment X X
Zinober X X
Metazinober X
Pirit X X X
Kalkopirit X X X
Siilfiirler
Seelit X X
Arsenopirit X
Sfalerit X X
Galen X X
Markazit X
Realgar X X
Hematit X
Limonit X X
Oksitler Servantit X X
Seramonit X X
Zn Oksit X
Malahit X
Karbonat
Zn Karbonat X
Nabit Altin X X X
S. Tuzlar X
Amorf Sb X
Kuvars X X X
Gang
Barit X X X

Stibnit, ortamin basing ve sicakligindaki herhangi bir degisiklige karsi ¢ok hassastir ve ¢ogu mineralin
yaptig1 gibi, degisikliklerin etkilerini ortadan kaldirmak i¢in i¢ yapisin1 yeniden yonlendirerek yanit
verme egilimindedir. Ilk tepki, basmng lamellerinin ortaya cikmasiyla sonuglanir. Bir numune
sikistirildiginda, genellikle birbirine neredeyse paralel ve sikistirma eksenine neredeyse dik olan iyi
tanimlanmis bantlar gelisir (Stanton, 1972). Stibnit kristallerinde tespit edilen kirik, catlak, egilme
biikiilme yapilart ve mikro boyutta bresik yapmin bulunmasi cevher olusum siireglerinin
tamamlanmasindan sonra basing, ortam sicakliginin degisimi, sikigma ve gerileme kuvvetleri gibi
deformasyon siireglerinin etkisi altinda kaldigini gostermektedir.

Antimon cevherinin siiperjen ortama maruz kalmasi sonucu oksitlenerek ikincil valentinit (orthorombik
Sb,0s3), senarmontit  (kubik  Sbh,0s), servantit (Sb,O4), kermesit (Sb,S;0), ve stibiokonit
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[(Ca,Sh).Sb,06(0,0H)] mineraller olusur ve bu mineraller ylizey sartlarinda ¢6ziinmezler (Laurence,
2004). Gumiisler antimon cevherlesmesi kirik ve ¢atlaklar boyunca altere olarak ikincil Sb-oksit (okr)
minerallerine doniismiistlir. Bu mineraller masif cevherin etrafinda yer yer lcm kalinliga ulasmaktadir.
Siiperjen ortamda gelisen bu minerallerin boyutlari maksimum 20-25 pm civarinda olmasindan dolay1
optik olarak belirlenememistir.

Cevherlesme igerisinde siilfiirlerin bulunmasi (Tablo 1) ve aym zamanda siilfat mineralinin (barit)
bulunmasi goreceli olarak yiiksek fO, ve SOs bakimindan yiiksek sivilardan kaynaklandigim
gostermektedir (Ohmoto, 1972).

Calisma alani icerisinde ikinci tespit edilen 6nemli cevherlesme Hg (zinober) yataklanmasidir. En 6nemli
civa cevheri olan zinober [HgS], diisiik sicaklikta termodinamik agidan en kararli formudur (Barnett vd.,
2001). Zinnobar, 345°C'de polimorf’u olan metazinober'a doniisiir (Dickson & Tunell, 1959). Epitermal
sistemler yiizeye yakin kesimlerde (<1,5 km) olusurlar ve gii¢lii bir oranda meteorik sulardan etkilenirler
(Henley & Ellis, 1983; Taylor, 2007). Cevher mikroskop c¢alismasinda tespit edilen zinober ve
metazinoberin birlikteligi, Hg cevherinin ylizeyden kaynaklanan metoerik sularin dolagimi ile
intriizyondan 1sinarak zinober minerallerinin bir kismini metazinobere doniistiirmiistiir.

Yapisal kontrollii epitermal sistemlerde gomiilii intriizyondan kaynaklanan cevherli akiskanlarin
soguyarak yiikseldigi alanlarda maden yatak olusumuna imkan verirler. Yikselen cevherli akigkanlar
yiizeye yakin alanlarda oksitlenerek Au ¢okelmesine neden olurlar (Corbett, 2012).) Mehmetler Yurdu
Sivrisi Tepe (Giimiisler giiney kesimi) cevherlesmesinde 37,3 ppm’e kadar ulasan altin, yerel olarak
yiizeye yakin zonlarda olusur (Kuscu & Erler, 1993). Oren Dere (Giimiisler GD) igerisinde dere kumu
bate orneklerinde 18 adet nabit altin tanesi tespit edilmistir (Yalgin & Copuroglu, 2001). Bu veriler,
calisma alani icerisinde alinan Orneklerde 70 um’ye boyuta c¢ikan nabit altin tanelerin varligl ile
uyumludur.

5. SONUCLAR

Gumiisler (Nigde) cevherlesmesinin ana cevher minerali stibnittir. Jeokimyasal analizlerde maksimum
%43,13 Sb elementi tespit edilmistir. Sb elementinin sadece stibnit (Sb2S3) mineralinin igerisinde oldugu
kabul edilirse (alterasyon sonucu olusan ikincil mineraller ihmal edilmesi durumunda) analizi yapilan
ornek (0rnek no:H1)igerisinde molekiil agiligi yontemine gore; %60,25 Sb,Sz minerali bulunmaktadir.
Elde edilen bu oran Gilimiisler Sb cevherlesmesinin 6nemli bir konuma sahip maden yatagi oldugunu
gostermektedir. Stibnit ile birlikte Hg (zinber ve metazinober) cevherlesmesinin mineralojik-petrografik
6zelliklerine maden yatagi olarak tanimlanabilir. Stibnit ve Hg yataklari, Nigde metamorfik kayagclari ile
giliclii bir konumsal iligki gostermektedir. Cevherlesmeler sadece Gilimisler litodemi igerisinde
bulunmaktadir. Ana cevher minerali olan stibnit cevherlesmesi sonrasi tektonizmadan etkilenmistir.
Tektonizma sonucu deformasyon yapilari olan kirik ve ¢atlaklar ile ikizlenme yapilari meydana gelmistir.
Civa cevherinin ana cevher minerali zinober olup, siiperjen ortamda meteorik sularin dongiisiinde
intriizyondan kaynaklanan 1sinma sonucu metazinobere doniismiistiir. Diger bir 6nemli cevherlesme nabit
Au tespit edilmistir. Nabit altin sadece kuvars damarlarinda ve kuvars minerali icerisinde tespit edilmistir.
Cok degiskenli istatistiksel analizlerden korelasyon analiz ve ikili element analiz sonuglarina gore
antimon (Sb) elementi ile As, Pb ve Ba arasinda pozitif bir birliktelik bulunurken, Cu, Zn ve Mo
elementleri arasinda negatif bir birliktelik bulunmaktadir. Tespit edilen pozitif ve negatif birliktelikleri
gomiilii cevherlerin tespiti igin kullanilabilir.
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