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ABSTRACT 

Automatic machine learning (AutoML) and deep neural networks have many hyperparameters. The recent 
increasing interest in complex and cost-effective machine learning models has led to the revival of hyperparameter 
optimization (HPO) research. The beginning of HPO has been around for many years and its popularity has 
increased with deep learning networks. This article provides important issues related to the revision of the HPO. 
First, basic hyperparameters related to the training and structure of the model are introduced and their importance 
and methods for the value range are discussed. Then, it focuses on optimization algorithms and their applicability, 
especially for deep learning networks, covering their effectiveness and accuracy. Then, it focuses on optimization 
algorithms and their applicability, especially for deep learning networks, covering their effectiveness and 
accuracy. At the same time, this study examined the HPO kits that are important for HPO and are preferred by 
researchers. The most advanced search algorithms of the analyzed HPO kits compare the feasibility and 
expandability for new modules designed by users with large deep learning tools. Problems that arise when HPO 
is applied to deep learning algorithms result in prominent approaches for model evaluation with a comparison 
between optimization algorithms and limited computational resources. 
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sistemlerindendir. Bir s

aramada AutoML
Otomatik hiperparametre optimizasyonu (HPO), 

[1]. lara dayanan uzun bir 
, [2-5]). 

 [3]. Gizli 

 
stokastik 

nt Descent, 

belirlenmesinde rol alabilmektedir. HPO, model 

  

deneyimlenmelidir [6]. 

hiperparametrelerini otomatik olarak optimize 
etmektedir. 

HPO, s

sinir a  
[7]  parametrelerle tasarlanan 
model [8-10] neticesinde giderek gerekli hale 

ve 

 

hiperparametreler elle ayarlanabilmektedir. 

elle ayarlanabilir. model ya da 

hiperparametrelerin bulunmas

 

kal  ve 
modellerde 
maliyeti fazla olabilir.  

hiperparametrelerinden hangilerinin optimize 
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net olmayabilir. Hiperparameterelerle ilgili 
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kitlerine 
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da hangi 
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 [18,19]. 
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 etkisi [20]  
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optimizasyon 
 olarak benimsenen optimizasyon 
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RMSprop ve Adam), ilgili hiperparametreler ve 

 

Genel olarak, 
 

 
 optimizasyon 

 

RMSprop ve Adam benzer durumlarda 
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 [24].  Adam, 
optimizasyon al

 
Momentumlu SGD; RMSprop ve Adam ile 
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hiperparamet

 

 

 

etkisi olan kritik bir parametredir [25]. Daha fazla 

 (underfitting) neden olabilir [26]. 
 

(overfitting) 
uzatabilir. Heaton, 2017 

 
[27] (denklem 1) : 
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burada  

 terimi eklenir. 
teriminin genel ifadesi denklem 2 deki gibidir. 
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 (data augmentation)  [28] ve 
atlama (dropout) [29] 

[30]

 

 



D 12:2 (2021): pp. 187-199
 

191 
 

 

[29] 

veri

 [31]. 

sigmoid, hiperbolik tanjant (tanh), ReLU [32], 
Maxout [33] ve Swish [34] tir. 

 olmak 

 [35]. 
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uygulanabilir. 
olan modelsiz kara-kutu optimizasyon 

  

Modelsiz kara-
 [36]. 

Izg
[37]. Daha 

ara
ve 
bulabilmektedir [38]. 
daha elve  

[36]. 

Rasgele arama [36], 

re rastgele 

 [37]. 

daha iyi s  [36]. 

 [11]. 

 

rastgele  [36] 

 Mockus [39,40] 

 [41]. BO, 

 [42]. Bayes 

ya kolayca 
uygulanabilmektedir. 

[43] 

(Gauss Process, GP) [44] 
tercih edilmektedir. GP, Bayes optimizasyonunda 
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[45] 

Parametrik olmayan bir modeldir ve parametre 

birlikte, GP nin 

 [46]. 

s
etkilemektedir. 

model rastgele ormanlar (random forest) 
modelidir [47]. GP

 
 [43], rastgele 

lerin iyi 

 
 [43,48]. 

ktedir. Bu a
rastgele ormanlarla [47] 

-WEKA[49] ve Auto-Sklearn 
[50] e  

TPE (Tree Parzen Estimator, Parzen Tahmincisi 

[51,43,52,49,53] 
Kavramsal olarak basittir ve paraleldir [54]. 

Freeze-Thaw Bayesian Optimizasyonu [55], 

entegrasyonudur. Freeze-

. 

Hiperparametrede Erken Durma Strateji ile 
Optimizasyon 

erken durma strateji

 

Medyan durdurma, Google Vizier [56], Tune [57] 
ve NNI [58] 

triklerin 

 

 [3,59]. Google Vizier ve NNI 
a 

parametreli bir 
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rimi [60] 

a dayanan 

(Successive halving, SHA) ve HyperBand, 
tgele arama ve 

kaynak tasarrufunda geleneksel arama 

da 
) [61], 

SHA

uyarlayabilmesi ile rastgele 

 

Asenkron SHA (ASHA) [43] HB yi 

 

Bayesian Optimizasyonu ile HyperBand (BOHB) 
[62], BO ve HB nin kombinasyonudur ve basit 

e 
. Genel olarak BOHB, 

 

Populasyon  esasen evrimsel 
algoritmalar [63]; 
ve kovaryans matris adaptasyonu evrim stratejisi 
[64] gibi genetik algoritmalara [65] dayanan 

bir populasyonu koruyan optimizasyon 

 elde etmek 

populasyon
populasyonu  makinede 

paralel olarak d

[54]. 

;  
 [66

optimizasyonu [67], 
optimizasyonu [68],  
[69],  [70], yapay 

 [71] 
incelemektedir. 

 birbirleri ile 
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basittir.  

 

En iyi bilinen populasyon 
biri olan kovaryans matris adaptasyonu evrim 
stratejisidir (CMA-ES [64]). Bu basit evrimsel 
strate lasyonun 
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-Kutu Optimizasyon 

-Box Optimization 
Benchmarking, BBOB)

-kutu optimizasyon 
 

populasyon 

populasyon -Based 
Training, PTE) [72, 73]. PTE, kavramsal olarak 
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ABSTRACT 

 

Brain Computer Interfaces (BCI) are applications that allow users to communicate and control external 
devices directly by analyzing changes in brain activity without using muscle and nerve cells, which are 
normal pathways of the brain. It can also be said that BCIs are an alternative means of communication 
between the human brain and the outside world based on the electrical activities of brain activity, which 
can be measured by electroencephalography (EEG) devices. In the EEG measured from the human brain, 
when a person wants to move a limb, the potentials associated with the event are observed in the EEG. 
This suggests that information about changes in the activity of the human brain in the cognitive or 
movement decision process can be detected in the observed EEG.In this study, the attributes of the 
signals obtained using a four-channel EEG recorder are extracted and classified. Because the 
experimental study was performed while the user was awake, it processed beta signals. Considering the 
artifacts, the processed data was used as input data for the interface by realizing offline and online trial. 
The data obtained from the EEG device was processed in a computer and transmitted to a 
microcontroller used to control the model vehicle. Data communication is carried out wirelessly. The 
model vehicle is allowed to move forward-backward / right-left and diagonally. 
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Thus, the lives of these people using BCI 
tools can be easier than their current 
situation. BCI is a link between human brain 
and computer. Unlike logical input devices 
(mouse, keyboard etc.), the BCI reads the 
waves generated from the brain at distinct 
spots in the head, converting these signals 
into movements and turning them into 
commandments that can control the output 
units.The BCI converts brain signals into 
outputs that transmit a user's purpose [1]. 
Since this communication channel is not 
connected to peripheral nerves and muscles,  

Introduction 

With the development of technology, human 
beings have tried to understand how the brain 
works more and combine it with innovative 
methods to communicate with the computer. 
The system that performs this process is 
generally called the Brain Computer 
Interface. Realization of the communication 
of the brain with the computer People who 
have brain damage but whose physical work 
is not damaged, people who cannot use their 
muscles, people with Multiple sclerosis (MS), 
amyotrofik lateral skleroz (ALS) or spinal 
cord injury can use BCI applications after 
trauma or impact.  
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it can also be used by people with severe motor 
impairment. BCI allows patients who are 
completely paralyzed or locked by brain stem 
paralysis or other neuromuscular diseases in 
ALS to express their wishes to the outside world 
[2]. The BCI tools consist of data detection, 
attribute extraction, attribute conversion and 
output devices, and a protocol that is responsible 
for the management of these four components, 
which determines the start, end and run timing of 
the system. 

There are studies in the literature that take EEG 
signals as inputs and analyze these input data 
and operate the corresponding output unit. In 

-controlled 
device was designed and EEG signals were 
studied for 3 states of mind (sleep, meditation 
and listening to music). In order to detect 
different mental states, EEG signals were taken 
from the brain with the EEG module on the 
developed device and used to move the vehicle 
back and forth. With this system, it is aimed to 
provide a new world of interaction to those who 
are lockedin syndrome but are cognitively sound 

he 
movement of a toy car is provided with real-time 
EEG data and head movements. Sevgili and 
Akin [5] worked on EEG signals of cursor 
movements classification. Li et. Al [6] improved 
quantum support vector machine with the 
arbitrary nonlinear kernel for prediction the label 
of the EEG signal. 

 

Background 

There are studies in the literature that take EEG 
signals as inputs and analyze these input data 
and operate the corresponding output unit. In 

-controlled 
device was designed and EEG signals were 
studied for 3 states of mind (sleep, meditation 
and listening to music). In order to detect 
different mental states, EEG signals were taken 
from the brain with the EEG module on the 
developed device and used to move the vehicle 
back and forth. With this system, it is aimed to 
provide a new world of interaction to those who 
are lockedin syndrome but are cognitively sound 

movement of a toy car is provided with real-time 

EEG data and head movements. Sevgili and 
Akin [5] worked on EEG signals of cursor 
movements classification. Li et. Al [6] improved 
quantum support vector machine with the 
arbitrary nonlinear kernel for prediction the label 
of the EEG signal. 

The nerve cell, also known as neuron, is the unit 
whose primary function is to carry information 
and form the nervous system as a whole. All 
kinds of behavior arise from the activity of 
grouped neurons in different parts of the human 
brain. In order for neurons to communicate, a 
communication channel must be established. 
Neurons consist of three main parts called axon, 
dentrid and soma. 

When a neuron explodes, signals are sent to all 
neurons connected to their axons via dendrites. 
Dendrites can be connected to a large number of 
axons. When the total input reaches a certain 
threshold, the neuron fires and sends a signal at 
its own axon.  The power of this output signal is 
the same regardless of the size of the input. The 
basic functions of the neurons are to receive the 
signal that carries the information, to combine it 
with itself in order to understand whether the 
incoming information can be transmitted to the 
destination, and as a final process, to deliver the 
incoming signal wherever the target system is.  

The human brain, which has many common 
features with other vertebrate brains, is the most 
important organ of the central nervous system. 
Understanding the parts of the brain will be 
useful for understanding the signals from the 
brain. Figure 1 shows sections of the brain. 

 

 

Figure 1 Brain sections b) Serebrum sections 
 

The brain is mainly examined in four sections 
(Figure 1.a). The Brainstem (1) performs basic 
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body operations autonomously without the need 
for conscious thinking. Limbic System (2) 
includes thalamus, hypothalamus and amygdala. 
The limbic system plays a central role in the 
realization of behaviors such as fighting or 
escaping. The cerebellum (3) is responsible for 
posture, balance and sensitive movements. 
Cerebrum (4) fulfils high brain functions such as 
conscious thinking, action selection and control. 

The cerebral cortex is divided into four basic 
subsections called lobes (Figure 1.b). The 
occipital lobe (5) is a low-level visual-spatial 
processing center of the brain, such as color 
separation and motion detection. The temporal 
lobe (6) is responsible for long-term memory. 
The parietal lobe (7) combines resources 
associated with the outside world, such as 
internal sensory feedback from the skeletal 
system, muscles, head and eye. The frontal lobe 
(8) is the area where our eyes and limbs are 
controlled, where most of the conscious thoughts 
and decisions involving voluntary movements 
and motor parts are found. 

 

Biomedical signals 

Electrical or non-electrical signals detected by 
electrodes or transducers from a living biological 
organism are called biological signals. 
Biological Signs of electrical origin are obtained 
by medical measurement methods; 

 ECG (Electrocardiogram) 

 EMG (Electromyogram) 

 EEG (Electroencephalogram) 

 ENG (Electroneurogram) 

  ERG (Electroretinogram) 

 

EEG signals 

The biological signals obtained as a result of 
neural activity of the brain are called EEG (10 

e; 0.5-50 Hz band).  
EEG is a physiological signal capable of 
reflecting the underlying processes in the brain 
for understanding human behavior and inferring 
conclusions [7,8]. 

EEG is the electrical monitoring of brain waves. 
Both the alertness and electrical activity 
produced by the nerve cells in the brain during 

sleep are printed as brain waves on paper. Owing 
to EEG, brain electricity is made visible in a 
simple way. The EEG device receives the brain 
electricity and saves it on paper by strengthening 
it. The amplitude of the EEGs detected over the 
head is 1-
frequency band is 0.5-100 Hz [8].  

When the brain produces a neural activity, a 
huge number of signals could be applied for the 
BCI. These signals are divided into two 
categories: field potentials and spikes [9]. Spikes 
projects the action capacity of single neurons 
and are obtained owing to microelectrodes 
inserted by invasive methods. Field potentials 
are a reading of the unified synaptic, neuronal, 
and axonal activities of the neuron sets and can 
be weighed by EEG or inserted microelectrodes. 
The ordination of EEG signals by frequency 
/bands is given below (Figure 2). 

 

 

Figure 2 Brain waves in normal EEG [10] 

 

a) ignal: The frequency range is 
0.5-4.5 Hz and the amplitudes are 20-
The amplitude inclined in the slowest and to be 
the highest waves. It is observed ordinarily in 
adults in deep sleep and in infants. 

b)  The frequency of these 
signals varies between 3.5-7.5 Hz and their 
amplitude varies between 5-
connected with insufficiency and dreaming. 
Actually, the measure of theta exemplifies the 
route of being awake or asleep. In adults, high 
levels of theta are considered abnormal. 

: This signal frequency 
ranges between 7.5 - 12 Hz and amplitudes 
range from 2-
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[11]. It appears by closing eyes and loosening. It 
is about resting and before falling asleep. 

d)   Beta is a brain signal in 
which the frequency ranges between 12 Hz - 30 
Hz. Amplitudes vary between 1-

a more particular scope. These signals are small 
and fast, for example, when withstanding or 
compression a movement or solving a math task. 
In such cases an increase in beta activity is 
observed.  

e) Gamma signal: A signal with a frequency 
area of 31 Hz and above. The amplitudes are less 

consciousness [12]. They carry the characteristic 
sign of sleep [13]. The gamma wave is seen in 
the 4th stage of sleep, in moments of learning, in 
moments of extreme happiness and difficult to 
detect by EEG. 

 

Types of BCI 

The main purpose of BCI devices or variants is 
to capture electrical signals passing between 
neurons in the brain and convert them into a 
signal detected by external devices [14]. As 
shown in figure 3, there are three types of BCI 
signal collection methods. 

 

Figure 3 BCI signal collection methods 

The first of these methods is that invasive BCI 
devices are placed directly into the brain and 
have the highest quality signals. These devices 
are used to provide functionality to people with 
stroke [15,16]. These devices, which are 
standing in the gray matter in the brain, produce 
the highest quality signals of the BCI devices. 
But when they react to a foreign object inside the 

brain in the body, they cause the signal to 
weaken or even disappear [14]. Second, Non-
invasive BCI has minimal signal clarity as it 
disrupts the skull signals when it comes to 
communication with the brain. However, it is 
thought to be safer compared to other interfaces 
as it does not require any intervention to the 
brain [17]. The non-invasive technique is a 
technique in which medical scanning devices or 
sensors are mounted on the headbands and reads 
brain signals. It reads the signals less effectively 
because the electrodes cannot be placed directly 
in the desired part of the brain. EEG is easy to 
use, cheap and portable [14].  Third, partially 
invasive BCI devices are placed inside the skull, 
but not inside the gray matter, outside the brain. 
The signal strength here is slightly weaker 
compared to invasive BCI. 

 

BCI Process Steps 

The signals obtained in an EEG-based BCI 
system are transmitted to the application 
interface after entering the pre-processing, 
feature extraction and classification stages 
(Figure 4). The general structure of the brain 
computer interfaces consists of five main steps. 

Signal acquisition: Signal acquisition is the first 
step in the BCI process. Considering that the 
brain is simply composed of parts that perform 
different operations, the electrodes to be placed 
close to the relevant section provide information 
about that region. BCI systems are realized by 
analyzing different combinations of electrodes 
and electrical signals received from these 
electrodes in different ways. There are three 
ways to detect the electrical reflections of 
electrochemical interactions of electrodes and 
neurons in BCI systems [18]. The electrodes are 
placed directly into the brain shell as micro 
electrodes. In this method, the skull is opened 
and the micro-electrode matrix is attached to the 
brain by an operation [2,19].  This method is 
also called an invasive method. The skull is 
opened, but this time the electrodes are not 
inserted into the brain's shell, but are laid on the 
brain shell in the form of an electrode matrix. 
The electrodes here are not micro structured as 
in the first method. This method is called partial 
invasive. Electrodes attached to the skull with a 
conductive gel are used. This method is called 
non-invasive technique. 
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Figure 4 BCI functioning block diagram 

 

Extracting an attribute: Digitalized signals 
are subjected to many analyzes, such as spatial 
filtering, voltage amplitude measurements, 
spectral analyzes, or single neuron separation. 
This analyzes reveal the signal properties of 
user-encoded messages or commands [2].  In 
order to use the recorded signals purposefully, 
some features that best express the signal should 
be determined and studied with these features. 
Extraction is the process of purifying 
neurophysiologic signals from noise and other 
unnecessary information, but at the same time 
preserving the distinctive characteristics of the 
signal. Another purpose of the feature extraction 
process is to reduce the size of the data to be 
classified. The selection of the attribute is done 
in such a way as to answer the questions about 
which features will be selected and what the 
amount will be [20]. 

Conversion algorithm: The conversion 
algorithm converts the signal properties into 
device command orders in order to fulfill the 
user's requests. Each independent algorithm 
(such as signal properties) is converted to 
dependent algorithms (such as device 
commands) [2].  Classifiers used in BCI research 
can be grouped as linear classifiers, neural 
networks, nonlinear bayes classifiers, closest 
neighborhood classifiers, and combined 
classifiers. 

Output device: Today, many devices can be 
used as output units. These are the orthosis 
devices, especially the monitor, which output 
unit to use can be determined according to the 
needs of the user. 

 Operating protocol: BCI has a protocol that 
manages and maintains operation. This protocol 
provides feedback to the user by managing 
processes such as system on and off, frequency 
and format of use. 

 

Materials and Methods 

This section describes the steps of operating an 
output unit designed as an embedded system by 
processing and classifying the signals received 
from the EEG device. 

 

System Design 

The BCI control system developed within the 
scope of this study includes three subsystems: 
signal processing system, interface and vehicle 
control system. The signal processing system 
records analyzes and converts EEG signals from 
the computer into control commands. The 
interface system, on the other hand, transmits 
signals received from the Muse EEG to the 
microcontroller (arduino) via bluetooth to 
determine the model car motion states and to 
monitor the commands sent to the model car. 
The control system receives control commands 
and converts them into electrical signals to drive 
the vehicle (Figure 5). 

EEG signals were obtained from four different 
male volunteer participants (age range 22-26, 
average 24). Users were informed about the 
experiment before recording EEG signals. Muse 
EEG device was used to obtain the signals 
(Figure 5.b). Figure 6 shows the plan of the 
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Figure 5 a) Prototype of the developed model b) EEG device used in this study c) software 
developmentinterface 

electrode placement of the Muse EEG. The EEG 
device used in the research can receive data from 
four channels as TP9, AF7, AF8 and TP10. 

 

Figure 6 Muse electrode placement scheme 
according to 10-20 international standards 

In the study, a remote-controlled model car with 
a working frequency of 2.4GHz, which was 
reduced by 1/12. The model car, which is guided 
by using radio frequency, can be used as full 
function as forward-back-right-left and cross. 

With the microcontroller, the code written in 
Python language which enables the movement of 
the vehicle is executed and this is transmitted to 
the control of the vehicle in real time. Thus, the 
movement of the vehicle is ensured by EEG 
signals.  

The attributes of field potential signals are 
different from each other. These threshold values 
also differ. The threshold value for beta varies 
from person to person. Considering the data 
obtained from the offline trial from four 
volunteers participating in the experimental 
study, the threshold value for the beta was 
determined as 20%. A distinctive increase in 
beta signals is observed in the motions 
performed while the person is awake. For this 
reason, in this experimental study, the attributes 
of beta signals received from the user are 
extracted and used as input data for the interface. 

 

System operation 

Both offline and online users' experience has 
been taken for the operation of the system. In 
both stages, users were asked to mount the EEG 
device. 

In the offline trial, users were asked to use the 
remote control for the model car and move the 
car forward, backward, right and left. In this 
process, data were obtained with EEG device. 

In the online trial, users were asked to 
concentrate on moving the car without using the 
model car controller and explained how they 

If they are concentrated, the car is activated and 
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With the obtained EEG signals, the car was 
started to move and stop. In this process, online 
EEG recordings of the users were obtained. 

For the Beta values calculated from the EEG raw 
output obtained from four channels with the 
EEG device, the range was determined as 0.20. 
If the average Beta value obtained from four 
channels is above 0.20, the concentration value 
required for the movement of the model car is 
provided. When this threshold value is exceeded, 
the car moves forward. When this value is below 
0.20, no movement is possible.  

The movement of the head in the right, left, front 
and rear directions is determined by the 
gyroscope on the Muse EEG and the forward, 
back, right and left movements of the vehicle are 
defined. Field potentials also change when some 
motor movements occur. EEG recorders can 
detect and filter artifacts such as heartbeat. The 

motion was determined to be used as an input 
data to stop the vehicle.  

In Ubuntu, a Linux-based operating system, to 
transmit information from the EEG to 
microcontroller, Muse is paired with Bluetooth, 
then MuseIO is used to connect to Muse with the 
following codes. 

 

muse-io - -
--dsp --osc osc. 

udp: //localhost: 5000 

 

The software that will analyze the data that 
contains Muse device information and move the 
car is run with Python code to be written to 
Terminal in Ubuntu operating system (python 
beta.Py).  

The interface developed as a result of the 
execution of this code shows whether the device 
moves with concentration or not, and if it is 
moving, the direction of the device is determined 
by the gyroscope. 

In case the required concentration value could 

an alternative method for movement. The value 
obtained 
vehicle move forward. The flow chart of this 
system designed in figure 7 is given. 

 

Figure 7 Designed system general flow chart 

 

Results 

In the interface designed within the scope of this 
study, first the beta value from four channels are 
read and the average value is obtained. If the 
value calculated for beta is below the threshold 
value (20%), the EEG record continues to be 
read from user. If the beta value is above the 
threshold value, direction information is 
obtained by using the gyroscope located on the 
muse device (2D, xz). Unless an interrupt 
occurs, the process loops. Interrupt is the 
deterioration in beta signals that occur during the 
" chin tightening" action. 
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In figure 8, a screen shot of the developed 
interface is presented. The value of the obtained 
beta signal is 0.295428350568, exceeding the 
specified threshold. Thus, the vehicle moves. It 
is seen that the direction information is forward 
with the forward movement of the head obtained 
from the gyroscope on the EEG Muse. It is also 
understood that the obtained signal value is 
good. 

 

 

Figure 8 Forward acceleration of the model car 
in the interface software developed in Python 

The value of the beta signal obtained is 
0.250078838319, which exceeds the specified 

vehicle appears to be stopped and parked (Figure 
9). 

 

 

Figure 9 Stopping the model car in the interface 
software developed in Python 

 

Discussion and Future Works 

The aim of this study is to measure and evaluate 
the electrical signals in the brain and to activate 
a radio-controlled model car and to direct the 
model car movement with an EEG device with 
accelerometer. The desire of the user to move 
any limb is called motor intent and causes a 
change in the motor cortex in brain signals. 
Therefore, hand movements (physical and 
imaginary) can be observed mainly in the motor 

cortex of the brain [21]. Alpha and beta activities 
in the sensorimotor cortex change at the moment 
of motor intention [4]. Beta signal measurement 
as the electrical signal to be measured was 
successful. In the evaluation phase, the threshold 
value and the target of moving the radio-
controlled car in the forward direction was 
achieved. In addition, the EEG device used in 
the research has been used to determine the 
direction of movement of the device in the 
measurements made according to the mass 
position of the device and these values have 
been successfully transferred to the radio-
controlled model car. In this experimental study, 
the communication with the microcontroller was 
realized in real time. In order to minimize the 
delays caused by the microcontroller structure, it 
will be beneficial to use hardware interfaces with 
less latency time tolerance in future studies. 
Using microcontrollers with a BUS structure, 

-stage 
pipeline structure with minimum interrupt 
latency, which allows the use of embedded 
cache for data transfer, as well as the buffer 
structure, will reduce the total delay time. 

In the study, since the device has four channels, 
mathematical operations have been performed 
by taking into consideration the values from here 
and the radio-controlled model car has been 
directed. If EEG headbands or EEG devices with 
more channels are used, an even clearer signal 
measurement will be obtained as the 
diversification of incoming data will be greater. 
The results obtained from this study confirm the 
results obtained from similar studies in the 
literature [3,4]. Using EEG signals and motor 
movements together as input makes this study 
different from similar ones. These study results 
are important in terms of showing that the 
required concentration can be achieved while 
recording EEG signals during physically 
performed motor movements. Systems designed 
in these and similar studies can also be used to 
increase focus, especially in children with 
attention deficit and hyperactivity disorder. It is 
possible to use such structures in the 
entertainment games and toys sector.  

In addition, the low-cost design of interfaces on 
different platforms will expand the application 
areas of these systems as it is performed in this 
study which facilitates the classification and use 
of data obtained from EEG devices. In future 
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studies, multiuser applications can be made in 
which direction information is obtained by using 
EEG signals.  Users with different demographic 
characteristics can be selected as a sample. It 
will contribute to the literature to make 
applications where EEG signals obtained from 
male and female participants are compared and 
used as input data. The use of multi-channel 
EEG recorders with less artifact tolerance will 
increase the reliability of the studies. 
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ABSTRACT 

The new type of Coronavirus (Covid-19), which was first seen in Wuhan province of the Chinese country in 
December 2019 and was a highly contagious disease, spread all over the world in just a few months and became 
a pandemic. Covid-19 has changed the world economic structure, people's religious, political, social life, public 
health structure, people's daily life structure and left millions of people unemployed. The primary way to combat 
this epidemic is to diagnose the infected person as soon as possible and remove him from healthy individuals. 
Currently, Reverse Transcription-Polymerase Chain Reaction (RT-PCR) is used to detect Covid-19 patients 
worldwide. However, it has been emphasized by the World Health Organization (WHO) that RT-PCR suffers 
from low sensitivity and low specificity in the detection of early stage cases. Recent research has shown that chest 
Computed Tomography (CT) scan images play a useful role in identifying Covid-19 cases. In this study, 
Convolutional Neural Network (CNN) performances were compared with many classification algorithms suitable 
for the latest technological developments for the prediction model based on the classification results of Covid-19 
cases. As a result, it was emphasized that the proposed CNN model performs better than other advanced 
classification algorithms and achieves 98.1% accuracy. 
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(Covid-19)  

a enfekte vaka 
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erken tespit edilebilirse, bu hastalar tecrit 
edilebilir, 
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nedeniyle, doktorlar Covid-
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pozitif yani hasta, 1230 adet Covid-19 negatif 
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model be
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-19 

dilebilir bir 

Covid-
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Materyal ve Metot 
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platform 
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bir veri seti 
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-

negatif Covid-

leri 
ekil 

 

 

Ve   
 

getirildikten sonra renk  
.  

RGB 
, 

. 
tedir. 

 
  

 

 

 
.  

a.  

Son 

gibi 

 ESA  
ve problemlerine s

 

 
katman  

mektedir. 

  

 

fonksiyonu
 

 

maktad

lmektedir. Bu 

tmektedir: 

               (1) 

(Rectified Linear Unit- RELU) 
makta 

mekted
 

                                         (2) 

 Daha sonra, 

haline getirilmekte 
mektedir. 
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olarak da bilinmektedir. Bu katmanlarda, RELU 
bir aktivasyon fonksiyonu olarak 

maktad  

Son t
fonksiyonu olarak softmax veya sigmoid 

. 
mektedir. 

. 
ekmektedir. 

maktad  

b. Rastgele Orman (RO) 

denetim u 
 

prensibinde, modelin temel blogu olan karar 

algoritma rastgele olarak bir orman 

 
Rastgele Orman  

Rastgele 
Orman 

Rastgele Orman 

varyans 
overfitting  

c.  (DVM) 

etmektedir
 algoritma 
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etmektir.  
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kullan

edilebilmektedir. Rastgele 

Rastgele 
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her karar 

ni kullan  

edilmekted

rastgele k 
mektedir. Daha sonra, 

ilmektedir. 

e. Naive Bayes (NB) 

n 
i 

 ailesidir. Naive 

parametre gerektirmektedir. 

yine
nin 

r. 

Ancak 
t

bulun
k mekte 

edilebilmektedir. 

 

k-
k 

k-
 

k 
k 

k 

alt
kesinlik, hassasiyet, F-

olarak bilinen (EAA) 

matrisi, herhangi bir tahmin modelinin genel 

Bu kar
 [16]. 

Tablo 1. Kar  

  Tahmin Edilen 
  Pozitif Negatif 

 

 
Pozitif 

 
Pozitif 
(DP) 

 
Negatif 
(YN) 

 
Negatif 

 
Pozitif 
(YP) 

 
Negatif 
(DN) 

 

                             (3) 

 

                                           (4) 

 

                                       (5) 

 

                             (6) 

 

                                         (7) 

Bu EAA ovid-19 pozitif ve 
negatif 

maktad EAA 

mekted
Alan (EAA) 

mektedir. EAA

r.  yo   
nin, 

n  

 

Bu , 
Python 
ti olan 

Google Colab  [17]
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) 
. Deneysel veri setimiz %75 : %25 

 veri 
lerin verisi olarak 

ve i ise test verisi . 
Modelin  uy  10 

. Bu 
, Covid-

 s
Covid-

19 ESA, RO, 
DVM,  %98,1, %85,45, 
%84,6, %86,93 ve %87,77 

 . 
 
Tablo 2. 

 
 

/  
 

ESA  RO   DVM   RA   NB 
 98.10  85,45   84,6      86,93  87,77 

Kesinlik 94       81,4     80,73    82,5    81,64 

 97,72  85,63   84,91    87,01  87,81 

F1-  95,81  83,46   82,76    84,68  83,67 

 97,37  85,32   84,34    86,63  85,41 

EAA 98,35  87,51   86,72    88,96  89,38 

 
ESA -19 

  

mekteyiz. 

 
 Covid-

 

 

nerilen tahmin modelini  

, ESA , performans 

. Bu ESA 

ovid- n tespit edilmesi 
nebilmektedir. 

ESA modelinin te 
 

 
5.  
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ki  

64 piksellik 
sabit bir boyuta 

 
3 boyutunda 64 filtre 

daha  

boyutunda Maksimum havuzlama, 

r. 3x
bir daha 

eklen
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eklenm  
. Daha sonra 128 birim ve 256 

eklen

Covid- n tahmini 
almak i . 
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sigmoid fonksiyonunun bir aktivasyon 
fonksiyonu olarak benimsenmesinin nedeni 
budur. Optimize edici olarak nerilen ESA 

ESA 
uy  ve yetersiz  

lar devir olarak 100 adet, 
parti boyutu ise . 

, devrin  

 

 
6. 

 

mektedir. Her 
devir 
kademeli olarak azalmakta 
art . 100 devir in 

ESA modeli 
%98,1 .  genel test 

 
 

Tablo 3. 
 

 
 

Test 
  

 98.10 98,9 

Kesinlik 94 94,72 
 97,72 97,8 

F1-  95,81 96,33 
 97,37 98,07 

EAA 98,35 99,07 

 
ekil 7 de 

 

 
7. 

 

 

TT-PZR 
Covid-19 

. TT-PZR
ebilmektedir 
TT-PZR 

. Bu nedenle, yapay zeka 
, 

 olmakta aktif bir rol 
oynayabilmektedir. Covid-19 

 
derin  

.  
ESA 

ovid-
BT gileri 

ilen ESA 
modeli %98,1
et

alanlarda TT-PZR 
ecektir. Bu 

uygun maliyetli tahmin modeliyle, Covid-19 
ilebilecek, 
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Covid-

mesi nedeniyle
 olan 

veri o
, Covid-19 

ilebilirdi. Bu tahmin 

olarak almakta ve bir dakika  
verebilmektedir. T

e sahip Intel 

. 
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Recommender systems are information filtering systems that offer personalized suggestions to users. 
Recommender-based applications are used in numerous areas, such as e-commerce, streaming services, textual 
media, restaurants, and tourism. Compared to traditional keyword-based search techniques, especially on systems 
with text-based storage, recommender systems stand out as more effective and customized systems for big data. 
With the expansion of the content pool on platforms where scientific study sharing is made, there is a significant 
increase in textual data use. This situation makes it difficult for researchers to access reliable and accurate papers 
in their domains. Researchers may spend a lot of time finding the most accurate publications to contribute to their 
studies. The scientific study recommender system helps researchers quickly find papers that are suitable for their 
interests. Scientific study recommender system offers publications to researchers, who have limited experience, to 
broaden their horizons and research interests. The content-based filtering method is the most widely used 
procedure in scientific study recommender system designs and is modeled independently from the user. In this 
study, a new content-based scientific study recommender system is comparatively suggested over different 
similarity methods. Although the methods and recommender weights vary, it is seen that the same publications are 
recommended within the same data set. When it is necessary to choose between methods that are close to each 
other as measurement values, it is concluded that the calculation time should be considered. 
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r [2]. 
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Bilimsel 
 

[4].  

 
de 

yoktur. 
ini dikkate 

ma motivasyonu 
 (yeni 

, yeni topluluklar veya 

 [5]. 
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 [5]

. 

genellikle bir  indirme, etiketleme veya 
yazma gibi eylemler yoluyla 

 ile 
te genellikle kelime 

ya XML etiketleri gibi 
i de 

kullanabilmektedir. 

 [6]. de 

duyulmaz. data sparsity) 
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lar

Bu 

n bir arada 
 [1]. 

i i

olup; karma teknikler ise bu 
. 

yeni bir bilimsel  

olarak tavsiye edilmektedir.  

ve  

  s
veri setleri analiz 

de ise 

, 
 

Metodoloji 

yapm P
, a

harcayabilmektedir. 
 

kaynaklardaki  

 
 [8].  

hesaplamalara sahip algoritmalar ile gereksiz 
[9]. Bu 

  
. 

 

makta [10]
, anahtar 

kelimeler, yazar bilgileri, vb. 
genellikle metinsel 

birinin kimi zaman n bir araya 

 [11]. K
tercihleri dikkate al

ulur. Daha sonra, 
 

 

Veri setleri ve analizi 
 

aktad .  

 ARXIV veri setinde bilgisayarl

sinirsel ve evrimsel hesaplama, bilgiye 

1992 ve 2018  
[12]. 

 
 

 NIPS 

Conference on Neural 
Information Processing Systems
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[13]. Bu veri setinde, 

verilmektedir. 

 
Tablo 1. ARXIV veri seti  

 
  Tip 

author Yazar bilgisini . Metin 

day  . Numerik 

month  . Numerik 

year   Numerik 

id K  Metin 

title B  Metin 

link  Metin 

summary zetini . Metin 

tag K leri . Metin 

 
 

Tablo 2. NIPS veri seti  
 

  Tip 

id K . Numerik 

year  . Numerik 

title B . Metin 

event_type K  Metin 

pdf_name  Metin 

abstract zetini . Metin 

paper_text etnini . Metin 

 

 

 y  

en  
in 1

 

 

 

 -   

   

 
- 

(Reverse Mapping) 
 

   

 
- do

TF-IDF Vectorizer) 
 

   

 -   

   

 -   

 
 

- 

ARXIV ve NIPS verisinden 
2000 i . 
Analiz edilen veride NULL 

 V
37.810 ve 265.724 adet kelime veya kelime 
grubu . Bu kelimelere ait 

istatistikleri iki veri seti 
 istiksel 

 ise 2 verilmektedir. 

Tablo 3.  istatistikleri 
 

 (a) ARXIV  (b) NIPS 

 kelime   kelime  

1 model 8067 1 model 35067 

2 network 5712 2 network 28493 

3 method 5287 3 function 23102 

4 data 4899 4 algorithm 22924 

5 learn 4762 5 data 20479 

6 algorithm 4568 6 set 19494 

7 propose 4459 7 show 16958 

8 learning 3995 8 result 16319 

9 show 3828 9 neural 16207 

10 problem 3765 10 learning 16177 

 

 
(a) ARXIV 

 
(b) NIPS 
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2.   
- 

Reverse Mapping): 
k bilgisini 

benzeyen 10 

  

- 
TF-IDF Vectorizer): 

 
TF-IDF, Term Frequency  

Inverse Document Frequency) bir  
 

na . TF-IDF, bilgi 

Natural Language 
Processing  TF-IDF; 

 
 

 B stopwords) 
terim olmayan ifadeleri filtrelemede 

 
 

 

TF-

 terimidir. 

TF

terimi, 

, 
na  (1). 

 (1) 

IDF
 hesapla

bilinmektedir. Denklem (2) 
 

 (2) 

 terim ne 

 

- :  
TF-

 
lineer kernel, 

sigmoid kernel,  ve pearson 
korelasyonu 

 ile ilgili 

senaryolarda fa
genellikle iyi bir fikirdir.  
 
Lineer Kernel fonksiyonu, 

 
: 

 (3) 
 

Sigmoid Kernel 

 
ni,  0  

Sigmoid Kernel 
fonksiyonu Denklem   

 (4) 

Euclidean Distance), iki 
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(5) 

Pearson Korelasyonu ( ), 

-1 ile +1 

 veya 
"korelasyon" olarak da bilinir. -1 ile +1 

0, -1 
veya +1 

x 
y
x y  

- Girdiye ileri : Bu 
k bilgisine 

rakamsal indeks hesaplanarak o indekse sahip 
makalenin  ile olan benzerlik 

. 

ilk on makalenin . 

 

Testler  
Tavsiye edilen i

inin 
ebil

setl  setinde, 
gereksiz kelimeler (stopwords

 ektedir. 
edilmesinde  bigram, trigram, 

fourgram
N-gram model . Bu 

modelde,   
i  [14]. 

 , 
 gibi 

 Daha sonra, 
t

analiz edilmektedir. lineer kernel, 
sigmoid kernel,  ve pearson 
korelasyonu 

on makalenin 
tavsiye edilen sisteme 

ektedir. Her iki veri setinde de 
girdi olarak 

 
. Tablo 3 ve Tablo e Semi-

supervised Learning with Ladder Networks  
 

veri setleri r listelenmektedir. 

 

 

sigmoid, lineer ve pearson 
korelasyonu 

3 
ve Tablo e sigmoid kernel  

0 

ylerde 

ablo 3 ve Tablo 4 ile verilen 
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Tablo 4. ARXIV -
 

 

  
Lineer 
Kernel 

Sigmoid 
Kernel 

 
Mesafesi 

Pearson 
Korel.  

1 0.409 0.679 1.087 0.409 Virtual Adversarial Ladder Networks For Semi-supervised Learning 

2 0.313 0.636 1.172 0.313 Recurrent Ladder Networks 

3 0.312 0.635 1.173 0.312 Adversarial Ladder Networks 

4 0.306 0.632 1.178 0.306 Semi-Supervised Learning with Deep Generative Models 

5 0.300 0.629 1.183 0.300 Video Ladder Networks 

6 0.281 0.620 1.199 0.281 Semi-Supervised Phoneme Recognition with Recur... 

7 0.274 0.616 1.205 0.273 Deep Bayesian Active Semi-Supervised Learning 

8 0.264 0.611 1.213 0.264 Semi-Supervised Phoneme Recognition with Recurrent Ladder Networks 

9 0.254 0.607 1.221 0.254 Semi-supervised Learning with Density Based Distances 

10 0.138 0.544 1.313 0.252 Supervised Learning with Growing Cell Structures 

 
Tablo 5. NIPS veri seti -supervised Learning with Ladder Networks  

ilk on  
 

  
Lineer 
Kernel 

Sigmoid 
Kernel 

 
Mesafesi 

Pearson 
Korel.  

1 0.330 0.643 1.158 0.329 Recurrent Ladder Networks 

2 0.303 0.631 1.180 0.303 Iterative Double Clustering for Unsupervised and Semi-Supervised Learning 

3 0.296 0.627 1.187 0.295 Good Semi-supervised Learning That Requires a Bad GAN 

4 0.284 0.621 1.197 0.284 Semi-supervised MarginBoost 

5 0.277 0.618 1.202 0.277 Semi-supervised Learning with GANs: Manifold Invariance with Improved Inference 

6 0.226 0.592 1.245 0.225 Semi-Supervised Support Vector Machines 

7 0.167 0.560 1.291 0.166 Learning Disentangled Representations with Semi-Supervised Deep Generative Models 

8 0.145 0.548 1.308 0.144 Using Unlabeled Data for Supervised Learning 

9 0.139 0.545 1.313 0.138 Supervised learning from incomplete data via an EM approach 

10 0.138 0.544 1.313 0.137 Supervised Learning with Growing Cell Structures 

 

 
enzerlik 

ni, 
ablo 6  

Tablo 6 

pearson korelasyonu 
Tablo 3 ve Tablo 4 te 

lineer kernel ile pearson korelasyonu 

lineer kernel in 

 seti ile 

 

Tablo 6 lik  leri 
 

 

 ARXIV NIPS 

Sigmoid Kernel 0.22 0.94 

Lineer Kernel 0.21 0.60 

 0.21 0.99 

Pearson Korel. 0.76 4.55 
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ABSTRACT 

Camera systems have a very important place as they are widely used in providing security in crowded 
environments. The video images recorded by cameras are examined to check whether there is dangerous or unusual 
behavior. It is tried to develop appropriate measures according to the result of this control. Modeling human 
behaviors for the definition and detection of abnormal behavior has become a popular research area in recent years. 
This study was carried out by applying supervised learning algorithms, one of the machine learning methods, on 
five different scenes that in two open data sets. Normal and abnormal motion scenes were detected on the videos 
in the data sets. In these two data sets, abnormal motion was detected in a total of five different locations. Random 
Forest, Support Vector Machines and k Nearest Neighbor algorithms, which are among the supervised learning 
algorithms, were used in this process. The algorithms used were compared with performance criteria such as 
accuracy, sensitivity, precision and F1 score. 
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INTRODUCTION 

Machine learning, which is based on the 
understanding and processing of human actions 
by machines, is a complex, diverse and 
challenging field that has attracted considerable 
attention in recent years. Sensing action on 
human behavior, motion tracking, scene 
modelling and understanding of behavior 
(human activity recognition and determination of 
activity types) has become a field of great interest 
in computer vision and machine learning. 

Depending on the development of technology, it 
is important to examine and analyse the behavior 
of people operating in crowded areas. Especially 
the security concern, which increases in direct 
proportion to the increase in the population, the 
camera systems; Its use has become widespread 
in health facilities such as stadiums, rally areas, 
airports, metro stations, shopping malls, military 
facilities, elderly nursing homes and homes of 
single living elderly people, such as monitoring 
daily activities and fall detection. Since the 
examination of video images recorded by camera 
systems requires an intense effort, it was 
necessary to make video surveillance systems 
under computer control and in an automatic way. 
The aim here is to recognize, identify, or learn 
interesting events that could be contextually 
defined as "suspicious event" [1], "irregular 
behavior [2] like in Figure 1," unusual behavior 
"[3]," unusual activity / event ". Different 
problems were encountered in the mentioned 
automatic video surveillance systems. The most 
important of these problems is that the definition 
of anomaly in videos is variable and uncertain 
according to the characteristics of the space and 
human community [4].  As a result of the 
ambiguity of the border between normal and 
abnormal behaviors in the images obtained from 
camera systems and the problems encountered in 
obtaining sample training data for abnormal 
behaviors, modelling possible behaviors in the 
scene in the image and accepting behaviors that 
do not conform to this model as abnormal is the 
most common anomaly detection approach. 
Abnormal events can be examined locally and 
globally in the videos obtained [1]. The 
behaviors exhibited individually are defined as 
different behaviors according to the crowd, as 

local anomaly, and sudden changes displayed in 
the video for any reason (fire, etc.) as a global 
anomaly. 

Anomaly detection; detection and monitoring is 
carried out with 3 different methods: behavior 
analysis and activity analysis of people. These 
methods process the data collected by cameras 
using closed circuit television (CCTV) cameras 
to capture and examine scenes involving human 
movements, through algorithms. [5] 

 
 

Figure 1. Exhibiting abnormal movement  
in a crowd 

 
Different approaches have been proposed for the 
detection of anomalies in crowded and non-
crowded scenes. These approaches are examined 
in three separate sections as individual, integral 
and hybrid approaches. Since individual 
approaches [2] [6] are based on object detection 
and tracking, they are suitable for uncomplicated 
scenes that do not involve much moving 
behavior. The holistic approaches consider the 
components in the scene where the movement 
takes place as a whole rather than examining 
them separately. Due to this feature, holistic 
approaches achieve greater success than 
individual approaches [7].  
In this study, two data sets consisting of video 
images containing crowded scenes in five 
different environments, which are accessible on 
the internet, were studied. In these data sets, 
abnormal movements of people in crowded 
scenes were detected in video images. The block 
diagram of the study is shown in Figure 2.  
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Figure 2 . Block diagram of the study 
 

Firstly, the video images are divided into photo 
frames.  Without a fixed rate, most of  these 
divided squares were used as training and the 
remaining images as test data. In this study,  
Nearest Neighbour,  Support  Vector  Machines  
and  Random  Forest  algorithms  were  used  to  
detect anomalies on these data sets. When the 
performance criteria of the algorithms are 
examined, it is seen that the Support Vector 
Machines and the k Nearest Neighbors 
algorithms show higher performance. 

 
RELATED WORK 

Chong et al. Studied the PED1 and PED2, Metro 
Station Entry and Exit image data of the UCSD 
data set. They detected abnormal movements on 
the images. Bicycle, skateboard and small 
vehicle users who enter the pedestrian path are 
defined as abnormal as can be seen in Figure 4. 
Cong et al. Learned the dictionary with the multi-
scale optical flow histogram (MHOF) attribute 
obtained from normal behaviours. Anomaly 
detection was carried out according to the cost of 
the test sample calculated on dictionaries [8]. 
While this cost is lower for normal events, it 
results in higher values for abnormal events. In 
their study, Mehran et al. Tried to detect 
abnormal behaviours in crowded scenes using 
the social power model. The method deal with 
the ability of individuals to capture crowd 

behavior dynamics based on interaction forces 
without the need to trace individual objects or 
segmentation. The results of the method they 
applied show that the method is effective in 
detecting and localizing abnormal behaviors of 
the crowd [9]. After Xu et al. Performed the 
learning processes with dynamic texture 
attributes obtained from normal behavioural 
patterns, they determined the anomaly by looking 
at the low learning coefficient and the 
reconstruction error [10]. Xu and his friends, 
after doing normal behavior of the learning 
process with the dynamic texture features they 
have obtained from the figures, less learning 
coefficient and have accomplished the detected 
anomalies to look again made that configuration 
errors [10]. 

MATERIAL AND METHOD 
 
In this study, supervised learning algorithms were 
used for anomaly detection. Supervised learning 
trains a model to take a specific set of input data 
and known responses to the data, and then create 
plausible predictions that can respond to new 
data. In this study, data sets called UCSD 
(University of California  San Diego) Anomaly 
Dataset [11] and UMN (University of Minnesota) 
Anomaly  Dataset [12], which are accessible on 
the internet, were studied. Machine learning 
methods, a sub-discipline of artificial 
intelligence, have been used to detect abnormal 
movements in these data sets. Of these data sets, 
two separate scenes were examined in the UCSD 
data set and 3 separate scenes in the UMN data 
set. Video images in the scenes analyzed are in 
".avi" format, so they were first converted into 
".jpeg" format. Since HOG is a feature extraction 
method that gives successful results in object and 
pattern recognition, HOG (Histogram of Oriented 
Gradient) has been applied to the divided pixels. 
Perform feature extraction with gradient values 
and orientation angles of pixels in HOG method. 
The main purpose of this method is to represent 
the image in the form of local histograms [13]. 
HOG images of some scenes are given in Figure 
3. 
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Figure 3. HOG images of scene 1 in UMN 
anomaly detection data set 

 
The UMN anomaly dataset is contains 22 video 
(11 videos for training and 11 videos for testing) 

Videos are recorded in 1 indoor and 2 outdoor 
scenes. Each video starts with normal behaviour 
and ends withan abnormal behaviour like escape. 
Example scenes are shown in Figure 4. 

 

 

Figure 4. Normal / abnormal motion scenes 
belonging to UMN anomaly data set scene1 

 

 
Figure 5. Normal / abnormal motion scenes            
belonging to UCSD anomaly data set peds1 

 

7739 pieces of data were processed in the UMN 
anomaly data set. 7347 of these data were used 
for training purposes and the remaining 392 were 

used to test the trained algorithm. Similarly, 5120 
data out of 5780 data were used for educational 
purposes in the UCSD anomaly data set. 660 
pieces of data were used to test the trained data. 
Scenes with skateboard or bicycle on the 
pedestrian path in the UCSD anomaly dataset are 
considered abnormal. An example is given in 
Figure 5. 

In this study, k Nearest Neighbors, Support 
Vector Machine and Random Forest algorithms 
are used.  Random Forest (RF) is an algorithm 
that generates many decision trees while 
classifying, increasing the classification rate and 
combining them to obtain more accurate 
predictions. Randomly selected decision trees 
come together to form the decision forest. The 
Random Forest algorithm is used because it gives 
good results in data sets with a large number of 
variables, labeled classes and an uneven 
distribution. The biggest advantage of RF is that 
it can be used in classification and regression 
problems [14]. 

Support Vector Machine (SVM) theory assumes 
that data belonging to two classes have an infinite 
number of lines that can be separated from each 
other in a linear / non-linear manner optimally. 
This algorithm is one of the most used algorithms 
due to its ability to obtain very fast results in large 
data sets, to make the separation of data linearly 
or non-linearly, and to have the ability to choose 
the best among these distinctions [14]. 

This algorithm (K-Nearest Neighbors-KNN) is an 
algorithm that looks at the proximity of the new 
data to be classified to k of the previous data. 
During classification, test samples and training 
samples is compared. In these comparisons, the 
Euclidean relation is generally used to calculate 
the neighborhood distance. Estimates are based 
on the majority vote of neighboring samples. Care 
should be taken as it tends to over-conform to 
higher k values [14]. While applying the k-NN 
algorithm, the optimal k value was accepted as 2. 

As a result of the applied algorithms, the desired 
abnormal behaviour was detected. Program 
outputs including these determinations are given 
in the Figure 6.  
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Figure 6. Outputs from data sets 

 

The images obtained as a result of the algorithms 
applied to the images taken from a total of five 
separate scenes, including two data sets, are given 
in Figure 6. Confusion matrix of the data is 
obtained. Using the TP, TN, FP, and FN values in 
the confusion matrix, the precision, accuracy, 
sensitivity and performance criteria of the 
algorithms applied to the anomaly data sets were 
calculated. These calculated values are given in 
Table 1. 

 

 

 

 

 

 

 

Table 1. Accuracy values of algorithms 

 

Algorithm 

Accuracy Value (%) 

UCSD Anomaly 
Detection 
Dataset 

 UMN Anomaly Detection 
Data Set 

PEDS1 PEDS2 Scene1 Scene2 Scene3 

K Nearest 
Neighbour 

70.48 99.69 95 92.80 75 

Support 
Vector 
Machines 

86.44 100 91.25 89.38 85 

Random 
Forest 

80.12 99.39 56.25 68.49 50 

 

When Table 1 is examined, it is seen that the 
lowest accuracy values belong to the data in 
Scene 3 of the UMN anomaly data set. It has been 
determined that this is related to data quality and 
number of data. As the data quality decreases and 
the number of data decreases, the correct 
prediction ability of the algorithm also decreases. 
In Table 2, the values of the criteria such as 
accuracy, sensitivity precision and F1 Score 
belonging to the Support Vector Machine 
algorithm applied to the data sets are given. 

 

Table 2. Performance criteria of support vector 
machines algorithm 

Performance 
Metrics (%) 

Data Sets 

UCSD Anomaly 
Detection 
Dataset 

 UMN Anomaly Detection 
Dataset 

PEDS1 PEDS2 Scene1 Scene2 Scene3 

Accuracy 86.44 100 91.25 89.38 75 

Recall 98 100 100 82.48 66.66 

Precision 74.09 100 85 100 100 

F1 Score 84.38 100 91.89 90.39 79.99 

 

Table 3. Performance criteria of k nearest 
neighbors algorithm 

 

Performance 
Metrics (%) 

Datasets 

UCSD Anomaly 
Detection 
Dataset 

 UMN Anomaly Detection 
Dataset 

 PEDS1 PEDS2 Scene1 Scene2 Scene3 

Accuracy 70.48 99.69 95 92.80 85 
Recall 66.66 99.39 90.90 88.81 76.92 
Precision 81.92 100.0 100 97.94 100 

F1 Score 73.50 99.69 95.23 93.15 86.95 
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Table 4. Performance criteria values of random 
forest algorithm 

 

Performance 
Metrics (%) 

Data Sets 

UCSD Anomaly 
Detection 
Dataset 

 UMN Anomaly Detection 
Dataset 

 PEDS1 PEDS2 Scene1 Scene2 Scene3 

Accuracy 80.12 99.39 56.25 68.49 50 

Sensitivity 89.00 98.79 53.33 61.34 50 

Precision 68.07 100.0 100 100 100 

F1 Score 77.13 99.39 69.56 76.03 66.66 

 

The values in Table 3 show that the K-Nearest 
Neighbours algorithm achieves the highest 
accuracy in the PEDS2 data set. The PEDS2 data 
set was found to have the highest accuracy and 
precision in all three algorithms. This is due to the 
fact that the data of the data set has sufficient 
number of views to train. 

 

RESULTS 

Similar studies take place in the literature. 
However, differently, five different crowded 
scenes were examined in this study. The data sets 
obtained from these five different environments 
are divided into training and test data. Support 
Vector Machines, k nearest neighbour and 
random forest algorithms, which are among the 
supervised learning algorithms, have been 
applied. As a result, abnormal movements in 
crowded scenes were detected. In order to 
compare the algorithms used in the study, values 
such as accuracy, recall, precision and F1 score 
were calculated. The values of these performance 
criteria showed that the quality of the data is 
effective in the success of the algorithm. In future 
studies, it is aimed to detect anomalies on live 
broadcast images rather than recorded images. It 
is believed that the targeted study will enable 
measures to be taken against adverse events that 
may occur in events such as stadiums and 
demonstrating areas where many people are 
present at the same time. 
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Introduction 

Development of mobile internet technologies, 
the prevalence of mobile devices is gradually 
increasing, and Android is leading this increase 
[1]. This open-source operating system, 
managed by Google, is available in more than 
half of mobile phones worldwide. The Android 
operating system has become a very important 
milestone in smartphones and mobile devices. It 
is used to install new features, add innovative 
features, and improve user experiences in many 
systems such as smartphones, tablets, smart 
TVs, car entertainment systems [2].  

In the case that Android users do not like the 
stock firmware installed on their smartphones 
by the manufacturer, they can install a custom 
ROM. Some examples of custom ROMs are 
Omni ROM, Lineage OS, and AospExtended. 

While other smartphone platforms have a 
certain operating system and a number of 
applications that can be used depending on the 
operating system, the number of applications 
developed for each ROM within the Android 
ecosystem is quite high. These alternative 
systems do not always offer secure 
infrastructures [2]. 

Recently published statistics show that although 
the number of applications in the Playstore 
decreases in certain periods, it is generally 
increasing rapidly [3]. Besides, another feature 
of the Android platform is that applications can 
be downloaded and installed not only from 
Google Play Store but also from third-party 
platforms.  
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ABSTRACT 

Android malware detection is a critical and important problem that must be solved for a widely used operating 
system. Conventional machine learning techniques first extract some features from applications, then create 
classifiers to distinguish between malicious and benign applications. Most of the studies available today ignore 
the weighting of the obtained features. To overcome this problem, this study proposes a new software detection 
method based on weighting the data in feature vectors to be used in classification. To this end, firstly, the 
manifest file was read from the Android application package. Different features such as activities, services, 
permissions were extracted from the file, and for classification, a selection was made among these features. The 
parameters obtained as a result of selection were optimized by the deep neural network model. Studies revealed 
that through feature selection and weighting, better performance values could be achieved and more competitive 
results could be obtained in weight-sensitive classification. 
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While applications downloaded and installed 
from the local application store can provide a 
reasonable level of security, this may not be 
possible for non-store apps. Applications 
developed for mobile devices are thought to be 
for the Android operating system, which 
corresponds to approximately 99% of the total 
applications [3][4]. More than 10 million 
android malware applications were produced in 
2019. And it shows that 190.000 malicious apps 
occur monthly. In addition, in the first quarter of 
2020, it was determined that an average of 
480.000 malware appeared per month, showing 
a significant increase [5]. 

This structure offered by the Android system on 
the hardware and software side as well as the 
huge user base mentioned above has caused the 
emergence of malicious application developers 
for this operating system, the development of 
applications to exploit end-users with little 
experience of usage and increase in efforts to 
obtain information illegally. This whets the 
appetite of cybercriminals.  

Detection of malicious applications developed 
for the Android operating system was easy in 
the early days of Android. By following the API 
calls of the application on a simple sandbox, 
non-complex malicious features of the 
application could be detected [6]. However, 
with Android 11, malware is engaged in 
increasingly more unpredictable activities and 
prefers more aggressive and complex 
techniques. On the other hand and in response to 
this, developers of malware detection systems 
are suggesting different detection techniques 
[7,8]. 

In the Android operating system, software 
developed with different ROMs and 
applications distributed from third parties are 
stored on end-user mobile devices. This requires 
the development of systems that use the most 
up-to-date methodologies to restrict or prevent 
access to sensitive personal information, to 
detect malware, and thus to secure mobile 
devices. In an environment where routine 
defense approaches fail to contain the ever-
growing Android malware environment, these 
studies are critical.  

Several basic approaches have been proposed in 
the literature for Android malware detection. 
These techniques are based on static, dynamic, 
and hybrid analysis.  

Static analysis examines application codes, 
analyzes all possible execution paths, and aims 
to identify malicious codes before the 
application is run. It is not easy to obtain the 
codes of applications developed using modern 
compilers and runtime libraries. In addition, 
even if the codes are obtained, long analysis is 
required to make sense of the codes due to the 
obfuscation of codes. This has affected the 
performance of systems that detect malware by 
static analysis and caused an increase in false 
detection rates. In fact, static analysis can be 
bypassed by various obfuscation techniques, 
such as polymorphism, encryption, or packing. 
In addition, the applications analyzed by this 
technique are detected by comparing them with 
prebuilt signature databases. For this reason, 
these signature databases need to be kept up to 
date, and most importantly, it can be impossible 
to detect zero-day applications. Detection of 
real-time traces is possible only when the 
malware is executed [9].  

Many studies in the literature have suggested 
the dynamic analysis approach to overcome 
these limitations of static analysis [10,11]. In 
this approach it analyses the behaviors of 
applications during their operations. This 
technique detects malware by analyzing the 
similarity between new and known behaviors of 
applications based on their application 
interface(API) calls. Polymorphic software, 
which is effective in changing static signatures, 
can be easily detected through active monitoring 
and detecting the behavior that cannot be 
hidden. This method, which has more useful 
features in terms of detection, creates a 
problematic situation for mobile devices with 
limited resources due to the excessive 
consumption of system resources and the 
emergence of a serious pre-processing phase 
during real-time monitoring.  

Some studies have, therefore, suggested hybrid 
analysis for malware detection, which consumes 
fewer resources and makes a better 
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classification. By combining the advantages of 
static and dynamic analysis, this method 
proposes a two-step approach [12].  

Finally, Google created the Play Protect 
platform to limit malware invasion on Google 
Play Store. Thanks to this, it was possible to 
detect 700.000 malicious apps. More than 300 
of these applications are used in Ddos attacks 
and are very dangerous. Good results have been 
achieved in the capture of 85 different adware 
families such as Stalkerware and were removed 
from Store. Play protect has a serious control 
over the PlayStore for malware detection. 
However, although it can detect many malignant 
applications, it has not been able to catch some 
types of them and has no activity on 
applications download from third party 
platforms [13]. 

Unlike previous studies in the literature, our 
contributions to Android malware detection can 
be summarized as follows: 

We propose a hybrid approach using static 
analysis and machine learning techniques for 
malware detection. Before the application was 
run, application features were obtained from 
the Manifest file, weighted, and selected in the 
pre-processing phase.  

A deep neural network was used to 
implement deep and broad feature learning. In 
this way, discriminative features were 
produced and classified based on the features 
obtained without examining the application 
code.  

 The effect of feature weighting on 
classification performance and its contribution 
to the decrease in false positive(FP) value 
were shown.  

Repetitive and multi-group experiments were 
carried out with the basic data obtained, and 
the proposed method was compared with 
similar methods. Tests performed with 799 
benign and 1081 malicious applications 
achieved a success rate of 99.6%. 

 

 

In the rest of this study, current and similar 
studies for Android malware detection are 
mentioned. Thus, limitations with existing 
studies have been revelaed. Collection of 
dataset, extraction of application properties, 
pre-processing, ANN model and performance 
measurement metrics are explained in the 
methodology section. Then the tests and 
results were given in the light of the proposed 
model and a comparison was made with 
similar studies. In the conclusion, the study 
has been evaluated in general and suggestions 
for new studies were given. 

Related Works 

Many different security mechanisms are used 
on the Android platform. The most important of 
these is that app permissions must be granted by 
the user at install time. Thus, it is ensured that 
the user knows the permissions that the 
application will use. However, for consent-based 
privacy protection to be successful, end users 
must have sufficient awareness of security. This 
security infrastructure, which is excessively 
dependent on the user, creates protection 
problems. Therefore, antivirus software can also 
be used to ensure security. Thus, users are 
protected with signature-based protection. In an 
environment where malicious applications are 
increasing in quantity and variety rapidly, efforts 
are also made to develop more effective software 
detection systems.  

In the study [14] conducted by Sasisharan, a 
behavioral-based approach for Android malware 
detection was proposed. The malicious dataset 
was compiled and coded to identify suspicious 
API classes. Patterns were created by performing 
multiple sequence aligments for different 
application families and applied to the hidden 
markov model(HMM) profile. 94.5% accuracy 
rate was achieved in the classification. A 
classical classification structure has been applied 
with new patterns.  

MobiTive, is a real-time and sensitive 
malware detection tools using deep neural 
network[15]. It is pre-loaded on the mobile 
device and performs application scanning and 
monitoring. Since it is not possible to locate and 
operate traditional deep learning based approach 
on mobile devices, a different proposal has been 
made. Tests were carried out with LSTM, GRU 
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and CNN networks, and as a result, the highest 
recognition rate was achieved in the GRU. 
Accuracy, precision and recall values were 
96.75%, 96.78% and 96.72, respectively.  

The study numbered [16] developed by 
Hossein et al. used the static analysis method. As 
a result of the analysis, feature vectors were 
created from information such as suspicious API 
calls, malicious activities, system calls, and 
purposes. The obtained features were classified 
using Gradient Boosting and deep learning 
methods. As a result, 97.3% of classification 
performance was achieved. 

 In Android applications, an attempt based on 
the principle of creating a permission-based 
security model was made to determine the 
permissions the applications request but do not 
use. While the requested permissions were 
obtained from the manifest file, the used 
permissions were extracted by code analysis. 
Thus, the extra requested permissions were 
revealed, and malware detection was performed. 
The study reported a 91.95% accurate 
classification [17]. 

DeepAMD [18] proposed an effective 
mechanism for detecting malware before it could 
be run, as static analysis requires. It adopted a 
method of classification with deep neural 
networks. It applied different approaches to 
detect and identify attacks that may occur at both 
static and dynamic analysis phases. A 93.4% 
accurate classification was achieved in the static 
layer, and 80.3% accurate classification was 
achieved in the dynamic layer. Also, in 
application category classification, an accuracy 
of 92.5% was obtained.  

In malware detection, there is a lot of work 
on supervised or unsupervised feature learning, 
hierarchical feature extraction, and the 
application of deep learning to classify these 
features. Droidfusion [19] is an approach based 
on a multilevel architecture that enables the 
combination of base classifiers. Four different 
algorithms were proposed to classify the base 
classifiers, and then the results of these 
algorithms were combined and evaluated. 
Experiments were carried out with four separate 
datasets, and it was shown that more successful 
results were obtained than traditional models.  

AndroidDialysis [20] proposed using the 
intents (implicit and explicit) of applications for 

malware detection. A dataset consisting of a 
total of 7405 applications, including 1846 benign 
and 5560 malicious applications, was used. 
Permissions were extracted from each 
application. Relationships between intents were 
evaluated along with permissions. Classification 
using permissions yielded an 83% success rate, 
but when evaluated together with intents, the 
success rate increased to 95.5%.  

In the study conducted by Aloatibi, a multilevel 
malware detection method using regression 
coefficients was proposed to overcome some 
limitations of static and dynamic analysis 
approaches [21]. In the first layer, static analysis, 
and in the second layer, dynamic analysis was 
performed. Unlike other studies, a separate 
malicious application detection was performed 
for each layer. Machine learning techniques 
were used for classification. This proposed 
technique achieved 98.4%, 98.3%, and 99.0% 
success rates for accuracy, f-measure, and 
precision, respectively.  

Methodology  

 This section is devoted to the description of 
the proposed model. The system has a multi-
layered structure. The input layer, dex 
extraction, and preprocessing stages in this 
multi-layered structure were performed for three 
separate Android APK datasets. After this stage, 
in the preprocessing layer, a series of operations 
were carried out, such as extracting Dalvik 
EXecutable (DEX) files from the APK files, 
transforming them into bytecode format so that 
they could be used in the training phase, and 
generating the feature vectors.  In the decision 
layer, the feature vectors obtained in the 
preprocessing stage were classified with a deep 
artificial neural network(ANN). Training, 
feature selection, detection, and evaluation steps 
are described in section 3.2. As a result of the 
operations performed in the model, the 
identification of the applications and the 
classification of the behaviors as benign or 
malicious were performed. The flow diagram of 
the model with a multi-layer architecture is 
shown in Figure 1. 

Dataset Collection 

Various methods have been developed for 
Android malware detection. Two of the 
malicious application sets used in these methods 
were selected and used in the training and testing 
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processes of this study. The first of these 
families was the Drebin [22] dataset. It contains 
the permissions obtained from XML files as 
features. It was developed for use in dataset 
research and development and is distributed free 
of charge. It contains 5560 applications from 
1000 different families. As the other malicious 
dataset, another widely used dataset, Genome 
[23], was used. Like Drebin, the Genome dataset 
is also distributed as open source. Finally, 
benign applications were downloaded from two 
popular application markets, Google Play [24] 
and Apkpure.com [25]. The most popular 900 
applications were selected from various 
categories such as social media, news, finance, 
education, games, and sports. As shown in the 
dataset layer, three separate datasets were 
combined and evaluated in this study. 

Feature Extraction 

After the datasets were obtained, the manifest 
files were obtained from the DEX files of the 
applications.  For the applications to be 
evaluated in the proposed model, 349 features 
were extracted for each application. The study 
numbered [26] shows that all features having 
the same weight negatively affect the 
classification performance. To overcome this, 
the features were weighted. Thus, it was 
prevented that all features have equal weight in 
the training phase and have the same effect at 
the model exit.  

Preprocessing and Final Dataset Design  

In the weighting phase, the frequencies of 
using separate features of 6820 malicious and 
900 benign applications were taken into account. 
With these frequencies, it was aimed to pay 
more attention to the permissions frequently 
used by malicious and benign applications and 
to ensure that they have more effect in the 
model. As an example, it was aimed to ensure 

permission, which are widely used in malicious 
applications, do not have the same effect in 
understanding the intent of the application. The 
obtained usage frequencies were used for 
weighting the features. As a result, a 7720x350 
two-dimensional feature vector containing the 
weighted feature data was obtained.  

When this feature vector was examined, it was 
seen that some features had the same weight in 
all applications and that some applications had 
similar features. In this case, using the obtained 
vector for direct classification means that the 
same features and the same applications are 
repeatedly included in the training, which can 
cause the model to memorize. To overcome this 
problem, feature selection was performed, and 
applications with similar features were 
eliminated. As a result, a matrix containing 1081 
malicious and 799 benign applications and 58 
features was obtained. Of these applications, 
70% were used for training, 15% for validation, 
and 15% for testing. 

 Figure 1. Layered diagram for Android 
Malware Detection 

Decision Layer  

To classify the weighted features obtained 
from the dataset used in this study, an ANN 
architecture was designed, as seen in Figure 2. 
The designed ANN consisted of two hidden 
layers with 10 neurons and an output layer with 
one neuron. The input layer of the ANN, on the 
other hand, had 58 features of each sample in the 
dataset, thus 58 neurons.  

In the hidden layers of the designed ANN, the 
hyperbolic tangent sigmoid transfer function was 
used, and in the output layer, the logarithmic 
sigmoid transfer function was used. In the 
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training phase, the Gradient Descent algorithm 
was used as the optimization algorithm with a 
learning rate of 0.01 and 1.000 epochs. The 
cross-entropy function was used as the cost 
function for performance evaluation during 
ANN training [27].To classify the weighted 
features obtained from the dataset used in this 
study, an ANN architecture was designed, as 
seen in Figure 2. The designed ANN consisted 
of two hidden layers with 10 neurons and an 
output layer with one neuron. The input layer of 
the ANN, on the other hand, had 58 features of 
each sample in the dataset, thus 58 neurons.  

In the hidden layers of the designed ANN, the 
hyperbolic tangent sigmoid transfer function was 
used, and in the output layer, the logarithmic 
sigmoid transfer function was used. In the 
training phase, the Gradient Descent algorithm 
was used as the optimization algorithm with a 
learning rate of 0.01 and 1.000 epochs. The 
cross-entropy function was used as the cost 
function for performance evaluation during 
ANN training [27]. 

 

Figure 2. Architecture of Proposed Neural 
Network Model  

Performance Calculation 

To evaluate the efficiency of the proposed 
model, sensitivity, precision, accuracy, f-
measure criteria were used. Accordingly, the 
equations given below represent definitions. 

 

 

 

 

The TP value indicates how many of the positive 
test samples were correctly predicted positively 
and the FP indicates how many of the positive 
test samples were negatively prediced 
incorrectly. The TN value indicates how many 
of the negative test samplesa were correctly 
predicted negatively and The FN value indicated 
how many of the negative test samplesa were 
positively predicted incorrectly. In addition, the 
ROC curve is often used to evaluate the pros and 
cons of a classifier together. Expresses a 
graphical plot of specifity and sensitivity values. 
F-
a dataset. It is used to evaluate systems that 
make binary classification of samples such as 
positive and negative.  

Experimental Results  

After the 1180 data in the dataset were randomly 
partitioned as 70% for training, 15% for testing, 
and 15% for validation, the performance of the 
ANN was analyzed. After the training, the 
success rate was 99.4% on the training set, 
98.6% on the validation set, and 99.6% on the 
testing set, as seen in the confusion matrix in 
Figure 3. The success rate was found to be 
99.3% on the entire dataset. As seen in these 
matrices, the results point to a high success rate 
classification, which indicates that the system is 
suitable for successful malware detection. 

 

Figure 3. Confusion Matrix 
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Table 1 demonstrates the calculated sensitivity, 
specificity, precision, and F1-score values for 
each subset of the dataset and the entire dataset. 
Accordingly, the best result belonged to the 
sensitivity value: A high rate of success was 
achieved with 1.0000 on the training set,  0.9937 
on the validation set, 1.0000 on the testing set, 
and 0.9991 on the entire dataset. 

Table 1. Metric Measurements on the Data Set 
 

Metrics Training 
Set 

Validation 
Set 

Test 
Set 

Overall 

Sensitivity 1.0000 0.9937 1.0000 0.9991 

Specificity 0.9855 0.9758 0.9920 0.9850 

Precision 0.9897 0.9813 0.9937 0.9890 

F1 Score 0.9948 0.9874 0.9968 0.9940 

 

Figure 4 shows the change in the cross-entropy 
cost function during training according to the 
number of iterations. Accordingly, the best 
validation performance was 0.066995 at epoch 
1000. 

 

Best Validation Performance is 
0.066995 at Epoch 1000

 100           200         300         400          500         600         700         800         900        1000  

10-1

10-2

100

Train
Validation
Test
Best

  

Figure 4. Cost function performance curve 

Figure 5 shows the receiver operating 
characteristic curves. As can be inferred from 
these curves, the performances of the areas 
under training, validation, and testing curves 
(ROC) were very close to each other. 

 

Figure 5. Receiver operating characteristic 

Comparison with other proposed frameworks 

We suggested the ANN model for Android 
malware detection. For this, the applications 
were analyzed and different tests were 
performed to try to obtain the best model. 
Experimental results of this model were 
obtained.  

The comparison of the proposed model in this 
work with studies using different and up-to-date 
approaches is summarized in Table-2. When the 
results of known android malware detection 
tools such as  Drebin[22], RevealDroid[28], 
Nauman [29], ProDroid[14], DL-Droid[30], 
Maldozer[31] were examned, although some 
studies obtained low classification rates, in 
general an accuracy of 95% and above has been 
achieved.    

Table 2. AFWDroid vs other proposed 
frameworks 
 

Metrics [14] [22] [28] [29] [30] [31] AFWDroid 

Accuracy 0.945 0.93 0.858 0.9 0.985 - 0.993 

Precision 0.93 - 0.892 0.9 0.980 0.962 0.989 

F1 Score 0.939 - 0.874 0.9 0.988 0.962 0.994 
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Conclusion and Future Works  

This study proposed a novel method 
encompassing feature selection and feature 
weighting for malware detection in mobile 
applications. A multi-layer structure was used to 
apply the proposed model. Basically, static 
analysis-based processes were carried out to 
obtain application features. In this approach, 
firstly, malicious and benign application sets 
were obtained, and their features were extracted. 
Then, the obtained features were weighted 
separately for malicious and benign applications. 
Thus, it was aimed to prevent all features to be 
used in model training from having the same 
effect at the model exit. From the feature matrix 
obtained, the data that would cause problems 
during the training phase was eliminated, and 
thus, a more meaningful data feature set was 
obtained. Successful classification performance 
was then achieved with a weighted input cleared 
of noisy data. Various tests and conventional 
performance measurement methods were used to 
evaluate the success level of the proposed 
model. Thanks to its distinctive features, the 
proposed model both achieved a high level of 
success and enabled obtaining results rapidly.  

Future studies are planned to try to take into 
account more features in feature weighting to 
further increase the classification performance, 
taking into account the level of correlation 
between the acquired features. 
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ABSTRACT 

 
In this study, it is aimed to obtain hot water through a parabolic dish mirror tracking the 

with 
copper spiral element was designed as an absorber on the focus point of the system. Water 
coming from network exits from the system by heated in the absorber. The experimental 
data was acquired from 10:00 a.m. to 16:30 p.m. 
efficiency was studied considering three cases of 0.00187, 0.00217 and 0.00345 kg/s. The 
results indicated that the highest useful heat amount and thermal efficiency were obtained 
at 0.00345 kg/s. The thermal efficiency values were determined as 32 to 39%. The exergy 
efficiency of the system was also evaluated as 5.7 to 6.3% according to the experimental 
data. 
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 Introduction 
Solar energy is the most widely and easily found 
energy source. It is possible to obtain directly 
electricity by photovoltaic panels and heat 
energy by plane collectors from the sun. Future 
compact systems may provide more advantage 
from this environmentalist, economic and plenty 
energy source. Mahdi and Bellel [1] investigated 
optical and thermal performance of a solar 
concentrating system using spherical collector 
for middle and high temperature applications. 
Thermal efficiency was obtained as 60-70% for a 

of study pointed out that spherical reflector could 
be used for heat requiring systems. 
Sharma et al. [2] designed a parabolic dish 
collector with a solar tracking system. The effect 
of modification for spiral absorber geometry on 
outlet temperature was studied utilizing parabolic 
dish collector. Two types of absorber were used; 
one of them was helical coiled absorber without 
gap and the other one was helical coiled black 
coated absorber with gap. It was seen that 
maximum temperature difference was higher in 
the latter type by 43% compared to former case. 

analysis of a parabolic dish collector having a 
spiral absorber. Thermal efficiency was 4% to 
15% depending on water inlet temperature 
energy efficiency was found as about 65%. Prado 
et al. [4] obtained fresh water for the daily 
requirement of at least two persons by 
desalination through a parabolic dish collector. 
Thirunavukkarasu and Cheralathan [5] reviewed 
studies on parabolic dish solar collectors for low 
and middle temperature applications. Hijazi et al. 
[6] designed a low-priced parabolic dish 
collector to directly generate electricity. In order 
to have proper dimension of the dish, they 
investigated mechanical stresses due to wind and 
dish weight using a computer program. Pavlovic 
et al. [7] studied a simple, light and low-priced 
parabolic dish collector with a spiral absorber. 
Water was used as working fluid. Volumetric 
flow rate, inlet-exit temperatures, ambient 
temperature, air velocity and solar radiation 
values were measured in the study. The 
experimental measurements were used to verify 
validity of a numerical model evaluating three 
working fluids (water, thermal oil and air) under 

various operating conditions. Water was shown 
to be the most suitable working fluid for low 
temperature applications with respect to thermal 
analysis. Thermal oil was suggested as proper 
fluid for high temperature applications. 
Depending on exergetic analysis, air was 
indicated to be the most suitable fluid for low-
temperature applications while thermal oil was 
favourable for higher temperature cases. 
Stefanovic et al. [8] conducted a detailed 
parametric analysis using parabolic dish solar 
collector with a spiral absorber. Optimum 
operating conditions were determined and 
experimental results were also verified through a 
thermal model. Kumar et al. [9] recently 
conducted a detailed review study on exergy 
evaluation of parabolic solar collectors. The 
effects of various nanofluids and geometrical 
parameters on the exergy efficiency of solar 
parabolic collectors were comprehensively 
discussed. 
The daily performance of a solar dish collector 
was investigated for various inlet temperatures 
[10]. They noted that the thermal and the exergy 
efficiencies were approximately constant during 
the daily operation. The inlet temperature was 
determined to be the most important parameter 
on the collector performance on a daily basis 
such that thermal efficiency was reduced but 
exergy efficiency was enhanced as inlet 
temperature increased. In the present work, 
thermal efficiency of parabolic dish collector is 
analysed. 
Narasimha and Saivesh [11] computed thermal 
efficiency of parabolic dish collector with dome-
cylindrical type cavity receiver for water mass 
flow rates ( ) of 0.0035 kg/s and 0.0065 kg/s. 
The results indicated that thermal efficiency was 
mainly depended on radiation intensity and 
temperature of the receiver. The average 
temperature of water at outlet was 21.1% higher 
for lower  case. The outlet temperature of water 
was increased with average receiver temperature. 
The heat loss was reduced hence overall thermal 
efficiency of the system was enhanced as  
increased. 
The investigations on the collectors with solar-
tracking system can be found in the literature 
[12-16] to obtain results with better thermal 
efficiency of the solar collector. For example, 
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Natarajan et al. [14] developed a two-axis 
tracking system for parabolic solar dish collector 
and experimentally determined the performance 
of the proposed system. Compared to the 
conventional solar photovoltaic panel, they 
found that the positioning accuracy of the solar 
tracking system improved the short circuit 
current by 86%. Consequently, the solar tracking 
system was suggested to be utilized in a parabolic 
dish with concentrating photovoltaic module as 
the focal point. 
Parabolic solar collectors and potential receivers 
for these systems are seen to be interesting 
investigation topic for the researchers [17,18]. 
Various types of solar concentrating parabolic 
collectors were reviewed by Imadojemu [19]. 
The central receiver and dish systems with high 
temperature, which are mostly utilized to obtain 
electric power, are briefly discussed in the review 
study. Kaushika and Reddy [20] analysed 
performance characteristics of a solar parabolic 
dish concentrator to generate steam. Solar to 
steam conversion efficiency was determined as 
70
studied the performance of the solar dish 
collector system. The influence of types of mirror 
arrays and receiver shapes on the performance of 
systems was considered in their investigation. 
The receiver shape of dome type was found to 
provide the best thermal performance. A solar 
concentrating parabolic dish was designed based 
on optimized flexible petals [22]. Experiments 
and finite element analysis were used to 
demonstrate the validity of the method. The new 
approach was determined to provide precision 
solar parabolic collectors considerably cheaper 
than conventional systems. 
In the present study, design of a solar-tracking 
collector having parabolic dish mirror with 70 cm 
diameter was investigated for water heating 
application. It was aimed with this system to 
increase the temperature of water in ambient 
conditions. Three different mass flow rates were 
considered in the experiments and hence the 
effect of changing flow rate on exit temperature 
of fluid and thermal efficiency was investigated. 
The exergy efficiency of the system was also 
computed referring to the measured data. 

  
 

Material and method 
The parabolic dish mirror collector shown 
schematically in Fig. 1 is 70 cm in diameter 
which tracks the sun in two axes (north-east and 
east-west) and concentrates the solar energy on 

focus. Such type of collectors should 
continuously track the sun in order to reflect the 
possible highest solar radiation on thermal 
absorber. The absorber emits solar energy and 
transfers the heat energy to the fluid circulating 
inside the system. Then it can convert the heat 
energy to the electricity utilizing a generator 
directly coupled to the absorber. Parabolic dish 
collector systems may provide temperatures over 

advantages of parabolic dish solar collectors. 
There is less radiation loss due to their 
comparable small absorber surface. Since they 
continuously track the sun, they are also the most 
efficient systems among the collectors. 
The motors provide the dish to track the sun 
depending on signals coming from 
photosensitive optical sensor. This signal is 
compared with a previously programmed 
reference amount and then proper current to the 
motors is provided with respect to the situation. 
Such tracking mechanism is a control system that 
could be utilized also for operation of 
photovoltaic solar energy units. A belt-pulley 
motor was used for east-west motion while a 
linear actuator was preferred for north-south 
movement of the parabolic dish. 
The focus supporter moves together with 
parabolic dish as shown in Fig. 1. The absorber 
is mounted to the free end of focus supporter. The 
absorber is a spiral copper tube with an inside 
diameter of 6.2 mm and the outside diameter of 
spiral element is 70 mm as demonstrated in Fig. 
2. In order to reduce the effect of wind, the 
absorber is placed inside a silica glass tube 
resistant to high temperature as seen in Fig. 2. 
The pyranometer and optic sensor instruments 
are placed in back side of parabolic dish. There 
are control panel and 12 volt battery on support 
element of the system. The experimental work 
was carried at campus of Dicle University in 

system is operating on open circuit basis and it is 
aimed to reach maximum possible temperature of 
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water without reheating. The water is supplied to 
the system with three different amounts through 
a rotameter. The inlet and exit temperatures of 
water in the system are measured by digital 
thermometers. The focus point temperatures are 
measured with infrared thermometer.  

 
 

 
(a) 

 
(b) 

 
 
 
 
 

 

 
(c) 

 
Figure 1. Experimental set-up for the 

parabolic dish solar collector system (a) 
Photograph (b) schematic representation (c) 
control unit for solar-tracking system 

 
 

 
Figure 2. The spiral absorber used in the 
experimental set-up. 

 
 

The instant efficiency of collector  is the ratio 
of useful energy available in absorber to solar 
energy perpendicular to absorber area and it is 
computed as 

 

         (1) 

       
 

where Qu is useful energy rate received by 
collector (W), I is coming solar radiation (W/m2), 
A:is area of parabolic dish (m2), Cp is specific 
heat of water (J/kg.K), T is temperature 
difference between exit and inlet temperatures of 

 is mass flow rate of water 
(kg/s). Temperature, solar radiation and mass 
flow rate of water are measured using 
thermocouples, pyranometer and rotameter, 

1. rotameter            7. LDR (optic sensor) 
2. water inlet           8. pyranometer 
3. thermocouple at absorber inlet    9. north-south actuator 
4. spiral heat absorber          10. east-west gear motor 
5. thermocouple at absorber outlet 11. control box 
6. parabolic dish mirror          12. support leg 

Battery 

Control unit 
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respectively. Technical properties of instruments 
utilized for experimental measurements are given 
in Table 1. 

 
Table 1. Technical properties of measuring 
devices 

Instrument Measuring range Accuracy 
J-type thermocouple -100 700 C 

300 1200 W/m2 
0.1 1.0 l/min 

 
Pyranometer 2 
Rotameter  
 
Only the first law efficiency of thermodynamics 
defined by Eq. (1) is not a measure for the 
energetic analysis of a system. Therefore, 
implementing the second law analysis of 
thermodynamics is also important in terms of 
evaluating qualitative reduction in the system, 
entropy generation and potentials of work 
performing of the system. Exergy efficiency of 
the system was computed assuming kinetic and 
potential energy changes are negligible, flow is 
steady and specific heat for the working fluid 
(water) is constant. Exergy efficiency ( ex), in 
other words second-law efficiency of the system 
was determined as 

 

         (2) 

      
where h is enthalpy of water in kJ/kg, s is entropy 
in kJ/kg K, subscripts o and i refer to outlet and 
inlet of the absorber, respectively, Te is 293 K 
(i.e., dead state temperature), Tsun is surface 
temperature of the sun taken as 6000 K and Qabs 
is absorbed solar energy by parabolic dish in W. 
More detailed expression on the calculations of 
exergy efficiency of the system can be found in 

 
 
Results and discussion 
The data provided in this paper cover results of 
an experimental work carried on July 16-18, 
2018. The measurements were recorded from 
10:00 to 16:30 at every half an hour. The 
variation of solar zenith angle with time is plotted 
in Fig. 3. It is clearly seen that solar zenith angle 
decreases up to noon, however it increases after 
13:30 till sunset due to deviation of the sun from 
vertical axis.  

 

 

 
Figure 3. The distribution of solar zenith angle 
versus time 
 
The distribution of solar altitude angle versus 
solar azimuth angle is demonstrated in Fig. 4. It 
can be seen that, solar azimuth angle is negative 
in the morning till noon and it is zero around 
noon. The parabolic dish mirror is exactly 
directed to the south at this time. Then solar 
azimuth angle takes positive value while the sun 
moves towards the west. Note that the sum solar 
altitude angle and solar zenith angle is considered 

Therefore, solar altitude angle increases as solar 
zenith angle is reduced. Since the constructed 
system tracks the sun in two axes, sunbeam has 
been maintained to reach perpendicular as much 
as possible. 
 

 
Figure 4. The variation of solar altitude angle 
with solar azimuth angle during the days 

 
 
 
 
 
 



DUJE (Dicle University Journal of Engineering) 12:2 (2021) Page 247-256

252 
 

 
In the experimental investigation tap water of 

rate, focus point temperature and temperatures of 
water at absorber inlet-exit sections were 
measured for determining absorbed energy. 
Intensity of solar radiation amount, I was 
measured by a pyranometer, hence energy 
coming from the sun was calculated. As a result, 
general efficiency of the system was computed 
using Eq. (1). Fig. 5 presents measured solar 
radiation magnitudes (I) on July 16-18, 2018 
from 10:00 to 16:30 at every 30 minutes. It is 
clear that I value on July 18 is 1000 W/m2 at 
10:00 while it has a peak magnitude of 1040 
W/m2  
reduction in I about by 5% after 16:00. Similar 
behaviour for I distribution can be observed for 
other days as shown in Fig. 5. There is a 

2 between the measured I 
values at same times considering the other days. 
 

 
Figure 5. Time dependent distribution of solar 
radiation intensity 
 
The temperature at outlet of absorber, To was 
measured during the investigation. The time 
dependent distribution of To for studied mass 
flow rate,  cases can be seen in Fig. 6. Note that 
temperature of water at inlet of the absorber is 

, To 
reaches the highest value around noon for all . 
Furthermore, To is reduced obviously as  
increases such that average values of To can be 

 cases of 0.00187, 0.00217 and 
0.00345 kg/s, respectively. 
 

 
 

Figure 6. Time dependent distribution of 
temperature at outlet of the absorber 
 
Water temperature difference between outlet and 
inlet of the absorber, T is demonstrated in Fig. 
7 for three cases of mass flow rates, . Similar 
to the behaviour observed in Fig. 6, T is 
decreased as  increases such that average T 

 
values of 0.00187, 0.00217 and 0.00345 kg/s, 
respectively. Depending on measured data time, 
it can be seen that the difference between 
maximum and minimum values of T is about 

. It should be noted also 
that T decreases as I is reduced and it is 
maximum for the highest measured magnitude of 
I. 
 

 
 
Figure 7. Time dependent distribution of 
temperature difference between outlet and inlet 
of the absorber 
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The solar energy captured by parabolic dish 
concentrator is not completely transferred to the 
water as a useful energy rate due to energy loss 
to surroundings. Therefore the rate of energy loss 
can be determined subtracting amount of useful 
energy from the solar energy (Eq. 1). As a result, 
the time dependent variations of solar energy 
rate, energy loss rate and useful energy rate are 
presented in Fig. 8 for the sample case of  = 
0.00217 kg/s. Similar behaviours were observed 
for the other studied mass flow rate cases. It is 
evident that energy loss develops with a 
considerable amount such that about 65% of 
solar energy is not used in this case directly 
passing to the surrounds. The systems reducing 
these losses as much as possible should be 
designed in order to have the situations with 
improved efficiency. 
 

 
  
Figure 8. Time dependent distribution of rate of 
energy amounts for the sample case of 

0.00217 kg/s 
 
The distribution of useful thermal energy amount 
(Qu) transferred to water is presented in Fig. 9. 
As expected from Eq. (1), Qu increases for higher 
values of both  and T T 
for 0.00187 kg/s is greater than that for 

0.00345 kg/s as seen in Fig. 7, Qu is the 
highest for the latter case as confirmed in Fig. 9 
due to the fact that increase in  is higher 
compared to that in T. Therefore, amounts of Qu 
were determined nearly as 132, 122 and 139 W 
for  values of 1.87, 2.17 and 3.45 g/s, 
respectively. Furthermore, it should be 
noteworthy to recall that generally useful energy 
transferred to water is about 37% of coming solar 

radiation energy and remaining part is thermal 
heat loss to the surroundings. 
 

 
 
Figure 9. Variation of useful heat energy 
transferred to the water with time 
 
The thermal efficiency of the system,  which is 
defined as the ratio of useful thermal energy to 
the solar energy on the parabolic dish, is 
calculated using Eq. (1). Time dependent 
distribution of  is given in Fig. 10. First of all, 

 is enhanced around noon and it is highest at this 
time. Moreover, the distributions observed for Qu 
in Fig. 9 are the same those seen for  in Fig. 10 
as far as the effect of  is considered. The 
highest efficiency values were obtained for 

0.00345 kg/s as about 38% while  values 
were found as nearly 36% and 34% for  values 
of 0.00187 kg/s and 0.00217 kg/s, respectively. 
Although a parabolic dish collector with a 
comparable small size was used in present 
investigation, the efficiency of the system is 
satisfactory and reasonable referring to the 
results in the available literature. Usually, the 
computed efficiency values are known to be 30% 
to 50%. The size of reflector (i.e., parabolic dish 
collector) has not significant effect on efficiency; 
however, it plays a major role on required outlet 
fluid temperature. 
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Figure 10. Time dependent distribution of the 
system thermal efficiency for covered  cases 
 
The exergy efficiency of the system, ( ex) was 
computed in the investigation using Eq. (2) and 
the distribution of ex versus time is shown in 
Fig. 11. Obviously, higher values of ex develop 
around noon time. In addition, ex is reduced as 

 increases such that average amounts of ex can 
be detected from Fig. 11 as 6.3%, 5.9% 5.7% for 
0.00187, 0.00217 and 0.00345 kg/s, respectively.  
 

 
 

Figure 11. The behaviour of exergy efficiency 
over measurement period 
 
3.1. Uncertainty analysis in the measurements 
 The area of parabolic dish collector, A 
and specific heat of water, Cp in Eq. (1) are 
constant parameters. Therefore, the uncertainty 
analysis in thermal efficiency of the system (U ) 
is performed as a function of measured 
parameters of , I and  seen Eq. (1). Then, U  
is calculated as [24] 
 

      (3) 

 
where , UI and UT are uncertainties in 
rotameter, pyranometer and thermocouple 
instruments, respectively as provided in Table 1. 
Hence, uncertainty in efficiency of the system, 
U  has been computed using Eq. (3) as 2.87% to 
3.70% for the experimental work which can be 
considered as an acceptable error range for the 
engineering applications. 
 
Conclusion 
The present investigation is directed to obtain hot 
water through a new design of solar collector 
system consisted of a sun-tracking parabolic dish 
mirror and a spiral absorber element. Parabolic 
dish collector is a mirror having a comparatively 
small diameter of 70 cm. Water steadily flows 
through the system. The system efficiency values 
are calculated for 3 cases of  as 0.00187, 
0.00217 and 0.00345 kg/s. The study is novel in 
term of designing a compact solar-tracking 
system of parabolic dish collector (mirror) and 
absorber element as well as different ambient 
conditions noted in literature. The basic results of 
the investigation can be recalled as follows: 
 When solar radiation is 970 to 1040 

W/m2, average thermal power amount of 130 W 
was obtained by parabolic dish collector 
tracking the sun in two axes. 
 It was experienced that temperature of 

seconds. 
 T was higher at lowest  case, but the 

heat energy amount transferred to water was 
maximum for greatest  studied herein. 
 The thermal efficiency of system was 

computed as 32 to 39% for the covered mass 
flow rates and  was highest for 0.00345 kg/s 
while it was lowest for 0.00217 kg/s. 
 Depending on , average exergy 

efficiency was calculated as 5.7 to 6.3% and ex 
is increased as  is reduced. 
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ABSTRACT 

In this study; experimental failure analysis was investigated on adhesively single-lap joints produced using 
adhesives reinforced with uni-directional glass fibers. Epoxy adhesive impregnated fiber were used to join 
composite plates with single-lap joints. It is aimed to strengthen the joint by using fiber layers impregnated with 
adhesive between the two composite plates. The failure loads of the joints obtained with reinforced adhesives 
were compared with the failure loads of the joints attached to the non-reinforced adhesive. Also, 0o, 15o 30o and 
45ofiber reinforcement angles were used to investigate the effect of fiber reinforcement angle. As a result of the 
experimental study, it was determined that reinforcing the adhesives can increase the damage loads by up to 7%. 
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ABSTRACT 

The use of fiber-reinforced composites is increasing in many application areas. Environmental conditions that 
affect usage in these areas are important to understand the effects of composites on their strength and bonding 
performance. They also play an effective role in creating more suitable designs.  
In this study, the behaviors of single lap adhesively bonded composite joint which has different lap lengths and 
different fiber reinforcement angles are investigated in the hydrothermal environment. To predict these 
behaviors, an experimental study was carried out at a constant water temperature of 40 oC, 60 oC and 80 oC and 
variable immersion periods (15, 30 and 45 days). Glass epoxy composite plates with fiber reinforcement angles 
[0o]8 and [45o/-45o/0o/90o]s were used. Specimens with lap lengths of 25 mm and 35 mm were prepared from 
these two plates. Absorption rates, failure loads and failure modes were obtained from these specimens placed in 
hydrothermal environment. These results were compared with each other and with specimens kept at room 
temperature.  
In this study; it has been determined that the failure load values obtained from specimens with the fiber sequence 
[45o/-45o/0o/90o]s are lower than the values obtained from specimens with the fiber sequence [0o]8. The lowest 

when the waiting time of all specimens in the hydrothermal environment and the temperature of the environment 
increased, the failure loads decreased but the moisture absorption rates increased. Accordingly, in general, in 
failure modes, fiber failure and adhesive failure were achieved together. 
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b =25 mm ve lb  

Figure 2.Molds produced for lb = 25 mm and lb = 35 mm 

 
  

Figure 3.  Thermostat boilers prepared for specimens 
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Figure 4.(a)Composite materials[33]    (b) Adhesive Tg temperature detection 
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Figure 5.Load-elongation graphs based on fiber sequence of lb =25mm, lb=35 mm specimens 
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Table 2. Failure load values obtained depending on waiting time and temperature 
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Figure 6. Effect of waiting time and temperature on failure loads for lb=25 mm 
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Figure 7. Effect of waiting time and temperature on failure loads for lb=35 mm 
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ABSTRACT 

 

In this study, wear behavior of Poly Lactic Acid (PLA) parts manufactured by one of the additive 
manufacturing techniques Fused Deposition Modelling (FDM) is investigated and modelled via linear and 
non-linear identification. Transfer Function, Process Model and Nonlinear Autoregressive with Exogenous 
Input (NARX) model are used as modelling. Identified wear models are established according to wear 
tests conducted on Pin-on-disc test apparatus under constant load and constant sliding distance. Two 
different manufacturing orientations are chosen for the PLA pin specimens and wear tests are performed 
against steel and cast iron discs. Obtained results from the identified models are compared with the 
experimental results to select most efficient and reliable model structure. 
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Introduction 

Functionally used mechanical components are 
conventionally manufactured from metals and 
their alloys. Mechanical performances of these 
materials are remarkably improved over the 
years. However, parts manufactured from 
polymers show better performance in terms of 
lightweight and ease in production. Due to their 
good tribological properties, light weight and low 
cost polymers are widely used in many 
engineering applications such as journal bearings, 
seals, bushes, gears, electrical applications, etc. 
[1 6]. Due to adhesive transfer film that occurs 
during the friction polymeric materials show 
great wear resistance in dry sliding conditions [6]. 
The other advantage of the polymers is that they 
could be manufactured by using rapid prototyping 
techniques like Fused Deposition Modelling 
(FDM). FDM is one of the additive 
manufacturing processes that is cost effective and 
fast. Parts manufactured by this technique have 
lack of strength. In recent years, functional use in 
machine elements has come into use. For this 
reason, it is important to investigate the 
mechanical properties of these parts. Researches 
in the literature about wear characteristics of these 
parts are very limited. There are studies about 
wear behavior of polymers built by Fused 
Deposition Modelling [7 10]. These studies 
mostly focus on improving wear resistance of 
polymer by adding wear resistant materials as 
reinforcement such as Al2O3, SiC, Graphene etc.  

Beside these experimental studies, there are 
studies investigating the influences of different 
process parameters o
behavior, which are manufactured by FDM. Sood 
et al. [11] have considered five process 
parameters to understand the effect on the wear 
behavior of the test specimens. Parameters are 
layer thickness, part build orientation, raster 
angle, raster width and air gap. ABS P400 is used 
as material. A statistically validated predictive 
equation is developed. Since process parameters 
have great impact on the responses in a nonlinear 
manner, artificial neural network (ANN) is used 
for the verification of the results. Mohamed et al. 
[12] have studied the effect of different 
production parameters of FDM on wear 
mechanism of manufactured prototypes by using 
definitive screening design and partial least 
squares regression. Layer thickness, air gap, 
raster angle, build orientation, road width and 

number of contours are taken as process 
parameters. 

behavior is very limited in the literature. Bustillos 
et al. [8] have studied the wear properties of PLA 
and PLA-Graphene composites. In mechanical 
engineering applications, ABS material is 
preferable than PLA as a plastic material, because 

smaller than ABS. However, PLA is used 
frequently in Biomechanical applications due to 
its biodegradability [13 15]. 

In this work, wear mechanism of PLA parts 
manufactured by Fused Deposition Modelling 
(FDM) is investigated. Wear rates of the each test 
calculated and plotted against sliding distance. 
For the identification three different model 
structures were chosen, which are Transfer 
Function, Process Model and Nonlinear ARX 
model. Simulation results made by these models 
are compared with the experimental results. 

Materials and Methods 

The solid model of the pin specimens is created 
in the three-dimensional (3D) modelling software 
SolidWorks and exported as a stereolithography 
(STL) file. The MakerBot Desktop software is 
used to slice the STL file vertically and 
horizontally by choosing two different directions, 
parallel and vertical to the build platform. These 
two files are used to produce vertical and 
horizontal oriented pin specimens. Pin specimens 
for wear tests are fabricated in the form of test 
bars by using 3bfab PLA filament and the 
MakerBot Replicator 2 desktop printer. As the 
manufacturing parameters, layer height is 0.1 
mm, extruder temperature is 230 C and infill 
ratio is 100%, are chosen. Manufacturing 
orientations are shown in Figure 1.  

 

Figure 1. (a) Vertical, (b) Horizontal oriented 
manufactured PLA pin specimen 

For the vertically produced specimen (a), the 
FDM layers of the PLA material are in a parallel 
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position to the build platform, while those 
produced horizontally (b) are in an upright 
position. Microscopic images of PLA layer lines 
are also shown in Figure 2. 

 

(a) 

 

(b) 

Figure 2. Digital microscope images of PLA 
layer lines for FDM parts: (a) Vertical, (b) 

horizontal oriented pin specimens 

Wear Tests 

Coefficient of friction and the wear rate of 3D 
printed PLA specimens were evaluated for dry 
sliding conditions using pin on disc method at 
room temperature. Tests were conducted under 
the guidance of ASTM G99 standard [16]. Cast 
iron and steel has been chosen for the abrasive 
counter disc materials which have varying surface 
roughness and hardness. Specification of counter 
discs and 3D-printed PLA specimens are shown 
in Table 1 along with the wear test parameters. 

For each the disc which is shown in Figure 3, 
surface roughness was measured three times and 
the arithmetic average of the roughness profile 
was calculated. Figure 4 shows surface textures 
for the counter discs. The graphs of surface 
roughness is also shown in Figure 5. 

 

Table 1. Wear test parameters and specifications 
of pin specimens and counter discs. 

Parameters Values 
Steel disc material AISI 1040 
Steel disc diameter (mm) 100 
Steel disc thickness (mm) 10 
Steel disc hardness (HV) 211 
Steel disc roughness (Ra) 3.2 
Cast disc material White Cast Iron 
Cast disc diameter (mm) 100 
Cast disc thickness (mm) 10 
Cast disc hardness (HV) 526 
Cast disc roughness (Ra) 6.2 
Normal Force (N) 10 
Sliding Distance (m) 500 
Sliding Speed (m/s) 2 -1 
Pin diameter (mm) 10 
Pin length (mm) 30 

 23 
 

 

                 (a)                                  (b) 

Figure 3. Counter discs: (a) Cast iron, (b) Steel 

The load was applied to the specimen and the arm 
of the machine was balanced by a counterweight. 
The specimens were weighted before each 
experiment, on a sensitive balance with 

-4 g. Test apparatus where the 
tests are carried out are shown in Figure 6. During 
the test, the tangential frictional force was 
measured with a load cell and recorded by the 
computer. The wear tests were performed using a 
normal load of 10 N at a sliding speed of 22 -2 
ms-1 and the total sliding distance was 500 m. 
After each period of the test, the test machine was 
stopped, the samples were cleaned and weighted 
again to calculate the weight loss. All the weight 
measurements were done using an electronic 
weighing machine, AND GR 202, with an 
accuracy of 0.1 mg. For each test condition, at 
least three samples were tested to obtain the 
average. 
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(a) 

 
(b) 

Figure 4. Digital microscope images of counter 
disc surfaces: (a) Cast iron, (b) Steel disc 

 

 

 

Figure 5. Surface roughness: a) Cast iron disc,   
b) steel disc 

Specific wear rate (K) was calculated using the 
following expression (1): 

     (1) 

where m was the lost weight of a pin specimen 
in kg,  was the density in kg.m-3, F was the load 
in N and L vas the sliding distance in meter. 

 

Figure 6. Pin on disc test apparatus 

Identification Procedure and Modelling 

System identification uses statistical methods to 
build mathematical models of dynamical systems 
from measured data. Identification procedure was 
involved in four stages: Preparation, analysis, 
model structures preselection and identification. 

For the identification process single input single 
output system was studied. The measured 
frictional force was chosen as input whereas 
calculated wear rate was the output for 
identification process.  

Linear and nonlinear models which are Transfer 
Function model and Process model and NARX 
model were obtained by using MATLAB 
software. Transfer Function model which is 
described by the equation (2): 

     (2) 

Second model was Process model which is 
described by the equation (3): 

    (3) 

For both models, G(s) is the transfer function of 
the wear process, Kp is the steady-state gain, Tp1 
is a time constant, s is the Laplace operator and Td 
is the time delay in Equation (3). To determine the 
model parameters in linear models the 
Levenberg Marquardt optimization algorithm 
was used. 

The third model structure was chosen as 
nonlinear autoregressive exogenous (NARX) 
model. Sigmoid network with one unit in a hidden 
layer was used to model wear behavior. The 
sigmoid function is given with Equation (4): 
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(4)

Nonlinear sigmoid function curve is given in 
Figure 7. Levenberg-Marquardt algorithm was 
used as optimization of the network weights. 
NARX model structures also given in Figure 8. 

 
Figure 7. Sigmoid function 

 

 

Figure 8. Nonlinear ARX model structure of the 
wear process 

 

Results and Discussion 

Manufacturing orientation of FDM parts play 
important role in wear mechanism as seen in 
Figure 9.  Although, friction of coefficient values 
which is shown in Figure 10 seems to be higher 
in horizontal oriented pins, weight loss amounts 
are much less than the vertical oriented pins. This 
is because, layers perpendicular to the counter 
surface tend to split up due to nature of layer by 
layer manufacturing process. Despite the fact that 
cast iron has rougher surface than steel discs, 
there is a slight difference between friction 
coefficient values against cast iron and steel discs 
which can be observed in Figure 10. This result 
can be explained by the self-lubricating 
mechanism of cast iron due to its carbon content. 

Figure 9. The graph of weight loss of pins 

Figure 10. The graph of frictional force 

In Figure 9, weight fraction of the vertical and 
horizontal oriented specimens against cast iron 
and steel discs could be seen. Revealed results 

important role when it comes to weight loss.  

Figure 11 to Figure 14 shows the typical variation 
of the friction force for each experiment.  

 
Figure 11. Vertical Orientation- Cast iron as 

counter material (Ra 6.2) 
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Figure 12. Horizontal Orientation- Cast iron 

as counter material (Ra 6.2) 

 

Figure 13. Vertical Orientation- Steel as 
counter material (Ra 3.2) 

 

 

Figure 14. Horizontal Orientation- Steel as 
counter material (Ra 3.2) 

The wear rate calculated for each experiment 
and the identified model simulations are shown 
in Figures 15 to 18. As it is shown in the 
figures, simulations with NARX models show 
better performance to predict the wear rate than 
transfer function and process models. 

 
Figure 15. Weight fraction against cast iron 

(vertical orientation) 

 
Figure 16. Weight fraction against steel (vertical 

orientation) 

 
Figure 17. Weight fraction against cast iron 

(horizontal orientation) 
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Figure 18. Weight fraction against steel (horizontal 

orientation) 

 

 

 

Identification results and identified models are 
given in Table 2. NARX models fit to estimation 
data between 91.2% and 97.12%. The NARX 
model of vertical manufactured pin specimen 
against cast-iron friction pair fits 97.12% to 
estimation data which is the best fit value of the 
modelling results. Transfer function and process 
models show second and third better performance 
(81.14 90.35% and 73.2-84.51%) respectively. 

 

 

Table 2. Modelling results and coefficient of friction 

 

Conclusions 

In this study, relationship between wear 
resistance of PLA specimens manufactured by 
FDM process and manufacturing orientations 
which are vertical and horizontal positions were 
investigated. Standard pin-on-disc wear tests 
conducted on cast iron disc and steel disc with Ra 
6.2 and Ra 3.2 surface roughness values 
respectively. Then, system identification 
procedures were implemented for linear and 
nonlinear modelling of wear rates under dry 

sliding test conditions. MATLAB Identification 
Toolbox is used for the identification procedure. 
Wear rates versus time of the each tests were 
plotted and process model, transfer function 
model and NARX model structures were chosen 
to identify wear rates. Model parameters were 
identified to develop an appropriate model for 
wear loss estimation and simulations. Following 
conclusions can be listed from this study: 

 Since the cast iron counter discs have 
higher surface roughness (Ra 6.2) which is more 
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than steel discs (Ra 3.2), material loss for the cast 
iron discs expected to be higher than steel discs. 
However results show the opposite, weight loss 
against cast iron disc in vertically and 
horizontally oriented specimens are 0.042 gr and 
0.01 gr respectively and against steel disc 0.1 gr 
and 0.03 gr respectively. These results could be 
explained with the filled PLA particles on cast 
iron porous surface which decreases the loss 
amount of pin material. 

 Effect of manufacturing orientation to the 
weight fraction could be observed in the 
experimental results. While loss amounts of 
material are 0.042 gr and 0.1 gr in vertical 
oriented pins against Ra 6.2 and Ra 3.2 counter 
discs respectively. In horizontal oriented ones 
these values decreases to 0.01 gr and 0.03 gr. 

 In vertically oriented pins, loss amount of 
weight is much higher than horizontally oriented 

the counter surface plays important role in wear 
mechanism. Layers perpendicular to the counter 
surface tend to damage and shear off more than 
layers parallel to the counter surface. 

 Although weight fraction is much higher 
in vertically oriented specimens than horizontally 

with friction of coefficient values. In the results, 
friction coefficient values of vertically oriented 
specimens were slightly less than horizontally 
oriented ones. While horizontal oriented pins 
against cast iron and steel discs have friction 
coefficient values of 0.9619 and 0.88188 
respectively, ones with vertical orientation have 
friction coefficient values of 0.926319 and 
0.850786 respectively. This is because contacting 
surface area of pins with counter surface is larger 
in horizontally oriented specimens due to parallel 
layers upon the counter surfaces.  

 It is expected that friction coefficient 
values of pins against cast iron would be higher 
than pins against steel when surface roughness 
values taken into the consideration. Nevertheless, 
friction coefficient values in vertically and 
horizontally orientations are 0.926319 and 0.9619 
respectively. These are slightly higher than values 
of pins against steel discs which are 0.850786 and 
0.88188. The difference is minor as it seen.  It 
could be explained with carbon content and the 
porous structure of cast iron. Porous structure 
give rise to fill of PLA particles into these pores. 

These particles on the disc surface and the 
lubricating effect of carbon element makes a 
positive impact on friction coefficient. 

 The results of simulations showed 
adequate agreement with the experiments. Wear 
loss of friction material could be predicted at any 
sliding distance and time without conducting 
further experiments by using these simulations.  

 NARX model shows better performance 
to predict wear weight fraction than transfer 
function and process models.  

 The best fit with the experimental results 
were obtained in the case of vertical oriented pins 
and Ra 6.2 surface roughness. In this case, NARX 
model, Process model and transfer function 
model coincided with experimental results by 
97.12%, 84.51% and 95.30% respectively.  
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ABSTRACT 

 

Waste vehicle tires (WT) and high density polyetylene (HDPE) were pyrolyzed at 300, 500 
by slow pyrolysis. Solid product (pyrolysis char) were collected and pyrolysis char was used as 
adsorbent for COD and Cr(VI) removal. The char samples were characterized by BET, EDS, SEM and 
XRD analysis. Based on the BET, SEM and XRD results of the char samples, WT 700 can be used as 
adsorbents for Cr (VI) and organic material adsorptions. Cr(VI) and COD removal efficiency of char 
adsorbent were investigated. In the adsorption experiments, char was used as 0.1-0.5 g/100 mL doses 

the adsorption efficiency were invesitigated. The maximum Cr(VI) adsorption capacity of this new 
res. 0.5 g/100 mL adsorbent 

dose was bettter in COD and Cr (VI) removals. The correlation of PSD1 (pseudo first order kinetic 
model) was better than PSD2 (pseudo second order kinetic model) for all doses. The Temkin and 
Langmuir isotherms were better isotherm for COD and Cr(VI) removals, respectively. A new approach 
were present to evaluation of waste HDPE and waste tires with this study. 
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Rubber material contain styrene-butadiene (
65%), carbon black ( 31%), zinc oxide (  
3%), and  sulphur (  2%) [3]. The storage of 
waste tires in landfills and the incineration of 
those tires is prohibited according to 
Regulation of  End of Life Tires in Turkey 

tires used to be processed mechanically since 
raw rubber was used in the vehicle tire 
production and these tires could have been 
used in vehicles. When the using of synthetic 
rubber was increased, the production costs 
and the need for mechanical recycling 
reduced. 
 

Introduction 
Vehicle tires are important production for 
automotive industry. Today, a significant 
amount of waste vehicle tires are produced in 
the world. Turkey generates 300000 tons of 
waste tires per year [1].  These waste tires 
can cause serious environmental as well as 
health problems because they are not 
biodegradable. Tyre manufacturing 
companies use different toxic chemical 
additives like styrene-butadiene and 
polybutadiene within tires depending on its 
intended use [2] Vehicle tires are produced 
rubber and various additive materials.  
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Introduction 
Consequently, the rate of rubber recycling fell 
to only 2 % after 1995 [5]. Pyroysis of waste 
tires is one of the recent technologies in using of 
pyrolysis oil and solid products as an alternative 
fuel and adsorbent material. In this process, the 
organic compounds of the waste tire are 
decomposed to oil (liquid) and gas products 
while the inorganic compounds like metal 
compounds remain practically unaltered, 
allowing their separation to be recovered. 
Pyrolysis process is a significant recycling 
method for waste vehicle tires, Formation of 
toxic compounds in the environment can be 
prevented by this process. The usefull products 
are obtained from this process as fuels and/or 
adsorbent. 
 In scientific literature, there are many 
studies on using of pyrolysis oil as fuel [6-9]. 
Hurdogan and his colleagues investigated using 
of pyrolysis oil in diesel engines as fuel. They 
were determined engine emissions and engine 
performence. As a result, waste tire oil can be 
used as fuel [6]. Murugan et al. researched a 
study of pyrolysis oil obtained from waste tires, 
as a fuel in diesel engine. The results of the 
study showed that it is possible to start the 
engine filled with 70% pyrolytic oil [6,7]. 
Adsorption has long been used as a wastewater 
treatment technique for the removal of some 

pollutants at industrial scale [10]. Activated 
carbon (AC) has been known since the middle 
ages to be able to remove dissolved substances 
from liquids. Many factors affect the amount of 
adsorption; chemical properties of the 
adsorbate, activated carbon properties, and 
liquid phase characteristics such as pH and 
temperature [11] 
There are studies in which waste tire pyrolysis 
char is used in wastewater treatment [12,13]. In 
these studies, organic matter and heavy metals 
were successfully removed with char 
[12,13,14]. Some of these studies were given in 
Table 1. 
A number of scientific studies showed that 
waste tire chars display strong adsorption 
capabilites for substances such as organic 
chemicals, dyes, heavy metals in wastewater or 
aqueous solution (Table 1). Generally, char 
samples that obtained from high pyrolysis 
temperature were shown to have high 
adsorption efficiency [12,13]. In the study of 
Amri et al. (2009), char was used as adsorbent 
for the adsorption of phenol. The maximum 
adsorption capacity of Langmuir isotherm was 
obtained as 156.250 mg / g [12]. The kinetics of 
Cu+2 removal by oxygenated and unoxygenated 
char adsorbent obtained from waste tires was 
modeled with different kinetic models. 

 
Table 1. Some adsorption studies from literature 

 

Reference 
Pyrolysis 
Process 
System 

Pyrolysis 
Temperature 

Specific Surface 
Area 

Activation 
/Preprocessing 

(for char) 

Adsorbed 
element/compound 

Amri et al., 2009 Muffle furnace  273 m2/g + Phenol 

Mui et al., 2010 Muffle furnace 
1023-1323 

 
99 m2/g -48 m2/g + Dye 

Quek et al., 2011 
Horizontal 

tubular reactor 
 73.3 m2/g + Cu+2 

Lian et al., 2013 
Horizontal 
cylindrical 

furnace 
-  - + Cu+2/Naphthalene 

Gupta et al., 2014 Muffle furnace  562 m2/g + p-cresol 

Wang et al., 2014 Stainless tube 
-
 

114 m2/g - Methylene blue 

Li et al., 2015 
Fixed bed 

quartz reactor 
-
 

54.9 m2/g -73.5 
m2/g 

+ 
Elementel 
mercury 

The char samples were obtained as oxygenated 
and unoxygenated. According to study results, 

adsorption of char samples were determined to 
occur via three and two distinct stages for 
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oxygenated and unoxygenated chars, 
respectively [14]. In a study adsorption of 
methylene blue by activated tire char was 
investigated. Reserchers were found the second-
order model as the best fit [11].  
As seen in Table 1 and in other studies, tire char 
samples have mesoporous-microporous 
structure with high specific surface area of 55 
m2/g to 562 m2/g. Furthermore, these char 
samples were obtained by activation or pre-
processing for increasing their surface area. In 
the production of activated tire char, energy 
source and chemical materials are used. The 
non-activated tire chars may also be used for 
water and wastewater treatment.  
Industrial wastewaters contain toxic heavy 
metals in which high amounts are remained in 
the natural environment [16]. Cr (VI) is an 
important heavy metal pollutant in surface water 
and groundwater. This metal is originated from 
wastewater discharge of industrial facilities such 
as the metal coating and processing, otomotive 
industry, dye production [17]. The toxicity of Cr 
(VI) is high. Therefore, wastewater containing 
Cr (VI) must be treated before discharging into 
biological systems. Forms in which this element 
is toxic are Cr (VI), chromate (CrO4 ) and 
dichromate (Cr2O7 ). It has a mutogenic and 
teratogenic effect especially for kramat 
creatures [18]. 
The best heavy metal treatment method must be 
cost effective and capable of decreasing the 
metal. Adsorption is the most economic method 
for heavy metal removal using different 
adsorbents [19-20]. Many studies on AC 
adsorption have been carried out for 
enhancement of the Cr(VI) adsorption 
performance [21-22]. Activated carbon is 
generally obtained from natural sources such as 
coal and wood. Therefore, studies are still being 
carried out to produce higher effective, low-cost 
and environment-friendly adsorbent materials. 
In the last years, adsorbents have been prepared 
from solid wastes such as waste plastics, waste 
tires, biomasss wastes [23-24]. 
In the scope of this study, firstly the waste 
vehicle tires and HDPE wastes were pyrolyzed 
in fixed bed pyrolysis reactor and the structure 
of pyrolytic chars were analyzed by FTIR, EDS, 

SEM and BET analysis. The non-activated char 
samples were used as adsorbent for adsorption 
of toxic Cr(VI) anions and organic matter from 
synthetic wastewater. The adsorption capacity 
of pyrolysis char and kinetic parameters were 
evaluated. 
 
Experimental 
Preparation of pyrolytic chars 
Fixed bed pyrolysis system was preferred for 
the pyrolysis of waste tires. Pyrolysis 
te C. Heating 
rate is 5 min. The pyrolytic chars were passed 
through a 250 mesh sieve to obtain uniform 
powder before using as adsorbent. All the char 
samples were non-activated (used as they are 
generated). 
 
Characterization of pyrolytic chars  
Char samples that obtained from pyrolysis 
process were characterized by different 
analyses. The surface properties of char 
materials were examined using an BET 
(Brunauer-Emmett-Teller) analyzer. Functional 
groups of char samples were determined by 
FTIR analyzer. The surface topography and 
EDS (Energy-Dispersive X-Ray Spectroscopy) 
elementel composition of char samples were 
scanned by SEM (Scanning Electron 
Microscope). XRD analyses were carried out on 
ray diffractometer with ID detector and furnace 
(up to 600 0C annealing). The XRD patterns 

 
 
Adsorption studies 
In Cr (VI) and organic matter removal studies, 
170 mg/L potassium dichromate (K2Cr2O7) and 
700 mg/L Sodium acetate (C2H3NaO2) standard 
solutions were used, respectively. 
Concentrations of the Cr(VI) and organic matter 
were determined using Standart Methods [25]. 

temperature were evaluated as adsorbent. 
Adsorption studies were performed in batch 

.1 g/100 mL, 0.3 
g/100 mL and 0.5 g/100 mL adsorbent doses in 
120 minutes. After the adsorption process, 
homogeneous liquid was seperated for COD 
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(Chemical Oxygen Depand) and Cr (VI) 
analyses. 
 
 
 
Kinetic models of adsorption studies 
The pseudo-first order kinetic model (Eq.1) and 
pseudo-second order (Eq.2) kinetic models were 
performed for the kinetic calculations of the 
adsorption study. 
 

                     (1) 

 
where qe: amounts of removed Cr (VI) or 
organic matter (mg/g) , qt: amounts of removed 
Cr (VI) or organic matter (mg/g) at any time, 
k1:rate constant (min-1) 
 

(2) 

 
where k2:rate constant (min-1) 
 
Adsorption isotherms 
The adsorption capacities were calculated 
according to Eq.3. 
 

(3) 

                                                                    
where V: volume of sample (L), m: amount of 
adsorbent (g), Co:  initial Cr(VI) concentrations 
(mg/L) and Ce: the and equilibrium Cr(VI) 
concentrations (mg/L)  
 
Different theoretical models could be applied to 
experimental data for find a model which 
describes equilibrium data. Langmuir, 
Freundlich and Temkin isotherms have been 
generally used to describe the equilibrium 
determined between removed ions on the 
adsorbent (qe) and ions in water (Ce) at 
equilibrium [26]. A monolayer adsorption onto 
a surface is explained by Langmuir model. This 
model is represented by Eq.4 [31].The 
Freundlich isotherm (Eq. 5) is a multilayer 
adsorption isotherm. This isotherm supposes 
that the removed of ions occurs on a 
heterogeneous surface of adsorbent. According 
to Temkin isotherm, the heat of adsorption 

would change linearly [27]. The Temkin 
isotherm assumes that taking into the account of 
between the adsorbent and adsorbate 
interactions by Eq.6 [28]. 
 

(4) 

                                                                                                                           
                                              (5)                                                                  

 
                                (6)                                                     

where qmax(mg/g): value of maximum 
adsorption capacity, b: rate constant of 
Langmuir adsorption, k and n: constants of 
Freundlich, At: equilibrium binding constant of 
Temkin isotherm (L/g), B: Constant (J/mol)  
(related to heat of sorption).  

 
Results and discussion 
Characterization of pyrolysis char 
In the scope of the study, waste tire (WT) 
samples and waste HDPE and waste tire 
mixtures (for different mixture ratio) were 

BET and FTIR analyses were performed for 
char characterization. FTIR spectras were given 
in Fig.1. These results were summarized in 
Table 2, together with pyrolysis yields. In waste 
tire pyrolysis, as the pyrolysis temperature 
increases the pyrolysis yield increases for each 
group. Furthermore, the pyrolytic char became 
more porous with the increase of specific 
surface area and specific porosity. Generally, 
the porosity increases and the specific surface 
area increases with the increase of 
decomposition. SBET values were char samples 
(405-519 m2/g ) were higher than  activated tire 
chars were obtained from other scientific studies 
[30].  
HDPE wastes were shown significantly 
effective on co-pyrolysis with WT. In WT-
HDPE co-pyrolysis, as HDPE ratio increased, 
pyrolysis yields increased. Also pyrolysis 
temperature and decomposition increased, 
carboxylic and lactonic acid groups were 
converted to phenolic groups for WT pyrolysis 
and WT-HDPE co-pyrolysis. The peaks 
observed in FTIR spectra of WT-HDPE char 
samples represented the aliphatic C H groups 
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and aromatic C-C groups. Chars obtained from 
WT-HDPE co-pyrolysis were showed higher 
aromatic structure from WT pyrolysis char 
samples. When the temperature incresed from 

specific pore volume of WT-HDPE chars 
increased by 4-6.5% and 4-5%, respectively. 
During depolimerization, a physical change 
become at the surface of the char samples. The 
complex functional groups (carboxylic and 
lactonic acid grups) decomposed to phenolic 
acid groups. As result, the large number of 
pores were generated in the char structure.  
Because that char samples were found to be 
mesoporous and macroporous materials, they 
may show good adsorption properties. In WT-
HDPE pyrolysis, highest pyrolysis yields were 

WT-
EDS, XRD and SEM. Table 3 shows the 
composition some pyrolytic chars. According to 
EDS results, C peak is the biggest peak  at a 
binding energy of 285-290 eV.  Another major 
elements are O (545-550 eV), S (591-597 eV), 
Zn (1020-1021 eV) and Si (624-628eV). In WT 
pyrolysis, when pyrolysis temperature increase 

WT chars increases from 79.53% to 85.89%, 
whereas the O contents increase from 11.94% to 
21.57%. Intense deoxygenation and 
dehydrogenation reactions occur during 
depolymerization. Accordingly, the wedge 
becomes more aromatic at 700C [32]. 
Waste tyre pyrolysis char composition was 
mainly 78.9 wt.% of carbon, 6.9 wt.% of 
volatiles compounds and 13.7 wt.% of ashes. 
Thus, the waste tire char becomes a good source 
of activated carbon [24]. 
When HDPE ratio increased, these C elements 
ratio increased for WT-HDPE pyrolysis. These 

result were supported by Table 2 and Fig.1. 
When HDPE ratio increased, phenolic, 
carboxylic acid groups and aliphatic groups 
were decomposed to aromatic C-C groups. C 
elements ratio increase as pyrolysis 
temperatu
increase (Table 2 and Fig.1). Besides this, it is 
notable the WT char samples has higher Zn and 
Si compared with WT-HDPE char samples. 
These elements are from additives of tire 
structure. When WT ratio was decresed 
phenolic and carboxylic acid, these other 
elements decreased. WT25+HDPE75 char 
samples has higher C and O ratios compared 
with its WT char samples.  Consequently, 
according to pyrolysis yields (Table 2) and 
elementel composition (Table 3) results, WT-
HDPE waste mixtures in co-pyrolysis showed 
higher elementel decomposition and higher 
aromatic structure as compared to WT samples 
pyrolysis. X-Ray diffraction (XRD) analyses 
results for char samples are shown in Fig. 2. In 

(diffuse graphite bands). The peak is binded to 
the graphitic structures of crystallites of 
pyrolytic char and the two-dimensional band (at 

within a single plane structure [33]. According 
w 

that HDPE-WT char samples have a disordered 
structure. This disordered carbon structure 
occurs from aliphatic side chains and morphous 
carbon.  
The intensity of the XRD spectra of all char 
samples became weaker as the pyrolysis 
temperature increased. As result, the peak of 
spectras became sharper and more symmetric. 
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Figure 1. FTIR spectras of char samples
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Table 2. Pyrolysis yields and different properties of char samples 
 

Char Name 
Yield 
(%) 

Different properties of char samples 

Specific 
Surface 

Area 
SBET 

(m2/g) 

Specific 
Pore 

Volume 
V (cm3/g) 

Functional Groups 
(Determined from FTIR spectrums) 

WT/300 59.18 424 0.108 
Phenolic groups, carboxylic groups, lactonic acid 

groups 

WT/500 64.07 497 0.119 Phenolic groups, carboxylic acid groups 

WT/700 60.79 519 0.135 Phenolic acid groups 

WT25+HDPE75/300 86.23 411 0.123 
Phenolic acid groups, aliphatic C-H groups, 

aromatic C-C groups 

WT25+HDPE75/500 89.45 405 0.123 
Phenolic acid groups, aliphatic C-H groups, 

aromatic C-C 

WT25+HDPE75/700 90.06 428 0.129 
Phenolic acid groups, aliphatic C-H groups, 

aromatic C-C groups 

WT50+HDPE50/300 76.50 442 0.103 
Phenolic groups, carboxylic acid groups, aliphatic 

C-H, aromatic C-C groups 

WT50+HDPE50/500 79.10 423 0.110 
Phenolic groups, carboxylic acid groups, aliphatic 

C-H groups, aromatic C-C groups 

WT50+HDPE50/700 83.56 417 0.109 
Phenolic acid groups, aliphatic C-H groups, 

aromatic C-C groups 

WT75+HDPE25/300 70.82 431 0.128 
Phenolic groups, carboxylic groups, lactonic acid 

groups, aromatic C-C groups 

WT75+HDPE25/500 71.64 445 0.130 
Phenolic groups, carboxylic  groups, aliphatic C-H 

groups, aromatic C-C groups 

WT75+HDPE25/700 75.43 459 0.133 
Phenolic groups, aliphatic C-H groups, aromatic C-

C groups 
*[WT(X)+HDPE(Y)/(C) :  X: WT ratio  Y: HDPE ratio  C:Pyrolysis temperature] 

 
 

 
 

Table 3. Elementel composition of char samples 
 

Char Name 
Elementel Composition (wt%) 

C O S Zn Cu Ca Si 

WT/300 79.53 11.94 0.84 2.38 0.81 0.57 3.71 

WT/500 67.96 12.43 0.56 1.75 0.69 0.15 6.85 

WT/700 85.89 21.57 0.946 4.87 - 0.44 6.73 

WT25+HDPE75/700 88.72 4.5 1.84 3.06 0.25 1.01 0.25 

WT50+HDPE50/700 84.41 7.92 1.12 1.43 0.81 1.77 1.46 

WT75+HDPE25/700 72.25 15.80 0.20 0.58 0.54 0.27 0.73 

 
Morphology of the chars obtained from 
pyrolysis of WT and WT-HDPE were given in 
Fig. 3. It is seen that there are developed pores 
over the surface of WT char samples. There are 
more pores on the surfaces of the WT char 
compared to WT-HDPE char, due to the 
aromatic structure of HDPE. It was apparent 
that at higher pyrolysis temperature, a larger 

number of developed pores were observed for 
all samples. 
Based on the BET, SEM and XRD results of the 
char samples, WT 700 can be used as 
adsorbents for Cr (VI) and organic material 
adsorptions, due to the importance of mesopore 
structure to many adsorption methods.  
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Adsorption kinetics results 
COD and Cr(VI) removal efficiencies were 
given in Fig. 4 for all samples. The rate of 
change in COD and Cr(VI) removal showed a 

 
COD removal efficiencies were between 60-
90% and 40-
respectively. Similarly, maximum Cr(VI) 
removal efficiencies were %80 and %70 for 

reason for these results, it can be say that when 
adsorption temperature increased, poro size of 
char decreased. Consequently, it can be say that 
adsorption efficiencies of COD and Cr (VI) 
decreased. 
Because of the porous morphology of char 
samples, as the adsorbed COD and Cr(VI) 
incresed, char surface area decreased and 
adsorption efficiencies decreased for all 
samples. In removal of COD and Cr (VI), 0.5 
g/100 mL adsorbent dose were better than other 
doses. According to the adsorption results, COD 
and Cr (VI) adsorption was rapid in the first 20 
minutes. Afterwards, the adsorption rate 
decreased for all doses and temperature values. 
While all samples showed a decreasing 
adsorption rate with increasing contact time, the 
adsorption capacity for the WT700 has 
increased significantly. 
The parameters of the kinetic models are 
calculated and given in Table 4. Pseudo first 
order model parameters for all doses showed 
better results than pseudo second order model 
parameters. According to Pseudo first order 
model results, adsorption rate and surface 
adsoption are closely related. It is known that 
the adsorption capacity depends on the active 
pores on the surface of the char [34,35]. The 
adsorption rates increased with adsorbent dose, 
as shown by the increasing rate constants from 
Table 4.  However, increasing rate of adsorption 

was not observed for all doses. The decreasing 
in adsorption could be due to the increasing of 
precipitation, which decreasing of the 
concentration 
Another reason could be the increased external 

resistance with higher temperature. This 
resistance occurs against to metal transport by 
the boundary layer. As result, lower rates of 
metal removal occurs for higher adsorption 
temperature[18]. The isotherm constants of the 
Langmuir, Freundlich and Temkin models were 
given in Table 5. According to R2 values, the 
Temkin isotherm were better than Langmuir and 
Freundhlich isotherm for COD removal. 
However, the data fit Langmuir isotherm better 
than other isotherm models for Cr (VI). 
Therefore, the these isotherms shows that the 
Cr(VI) was adsorbed in monolayers of WT700. 
According to Langmuir analysis, the maximum 
Cr(VI) adsorption capacity of WT700 was was 
determined as 0.486 mg/g and 14.09 mg/g for 

respectively. These results show that the Cr 
(VI)adsorption is monolayer adsorption on 
homogeneous surfaces of WT700 rather than 
multilayer adsorption on heterogeneous surfaces 
of WT700.  
 
Ecological and Economic Advantages of 
Study 
Among the industrial adsorbents, activated 
carbon having high porosity is the most 
important of the adsorbents currently used for 
controlling environmental pollution. 
Commercially active carbons are obtained by 
activating carbon obtained from wood, lignite, 
charcoal, through various processes.  
Energy and chemical gases are used in the 
activation of these adsorbents Activation 
temperatures are between the 500-            
Commercial active carbon surface area is 
between 400-1600 m2/g. Natural resources are 
being destroyed in the production of activated 
carbon. In addition, activated carbon production 
cause high energy costs. Therefore, new of 
adsorbents generation from wastes can be 
preferred instead of these commercial activated 
carbons. Moreover, the activation process was 
not carried out in the production of these chars. 
By using only electrical energy, both waste tires 
have been removed and a new adsorbent 
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Figure 2. X-Ray diffraction (XRD) characterization for char samples 

 

 
WT/300 WT/500 WT/700 

   
WT25+HDPE75/700 WT50+HDPE50/700 WT75+HDPE25/700 

  

 

 
 

Figure 3.  SEM images of WT and WT-HDPE char samples (X10000) 
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Figure 4. Adsorption efficiencies of COD and Cr (VI) with time 
 
 
material has been obtained from these wastes. In 
addition, a natural resource has not been 
destroyed. A cost analysis has been carried out 
for application of this study in a medium-scale 
pyrolysis facility. In Table 6, costs were given 
for pyrolysis facility [36]. In Turkey, cost of 
commercial activated carbon is changed 
between the 890-1115 $/tone. According to  

 
Table 6, WT tire char cost is 540 $/tone. The 
adsorbent obtained from waste tire pyrolysis are 
more economic than commercial activated 
carbon. This study provides environmental 
friendly and economic benefits in production of 
adsorbent. 
 
 

 
Table 4. Kinetic parameters of kinetic models 

 Pseudo First Order Pseudo Second Order 

 
0.1 g/100 mL 

    
k1 R2 k1 R2 k2 R2 k2 R2 

COD 0.0065 0.825 0.0078 0.995 0.0075 0.942 0.0081 0.924 
Cr(VI) 0.0075 0.994 0.0063 0.991 0.0088 0.987 0.0075 0.988 

 

 
0.3 g/100 mL 

    
k1 R2 k1 R2 k2 R2 k2 R2 

COD 0.0025 0.974 0.0033 0.991 0.0035 0.975 0.0045 0.977 
Cr(VI) 0.0029 0.990 0.0047 0.997 0.0029 0.963 0.0061 0.954 

 

 
0.5 g/100 mL 

    
k1 R2 k1 R2 k2 R2 k2 R2 

COD 0.0074 0.997 0.0045 0.998 0.0091 0.994 0.0081 0.988 
Cr(VI) 0.0082 0.993 0.0059 0.994 0.0088 0.987 0.0075 0.990 
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Table 5. Isotherm constants in adsorption of COD and Cr(VI) 
 

Constants 
    
 COD Cr(VI)  COD Cr(VI) 

Langmuir   
Qm (mg/g)  0.651 0.486  6.950 14.09 
KL (L/mg)  0.001 0.002  0.0142 0.274 
R2  0.661 0.993  0.9471 0.993 
       
Freundlich   
KF  1.430 1.087  3.349 23.517 
1/n  0.542 0.241  0.622 15.055 
R2  0.974 0.989  0.966 0.988 
       
Temkin       
B  413.0 8.071  597.90 927.0 
At  1657.0 0.101  3281.4 3512.9 
R2  0.999 0.976  0.998 0.931 

 

Table 6. Costs for pyrolysis facility 
 

Facility Capacity (tone/day) 70-270 
Cost of Capital ($) 16-90 

Operating and maintenance cost ($/7 year) 80-150 
Facility Capacity (tone/7 year) 178850 

Capital+Operating+Maintenance Cost ($/7 year) 96000000 
Unit Cost ($/tone) 540 

 
 
Conclusions 
Pyrolysis chars which are generated from waste 
tire were used as a recycled adsorbent material 
for the adsorption of Cr(VI) and organic 
materials from water in this study. When 

ars increase. 
The according to BET analysis, the char 

(WT700) showed high specific surface. As 
result, these adsorbent successfully adsorbed 
Cr(VI) anions from water. The maximum Cr(VI) 
adsorption capacity of WT700 was found to be 

0.5 g/100 mL adsorbent dose was better in COD 
and Cr (VI) removals. The correlation of pseudo 
first order model was better than pseudo second 
order model for all doses. The Temkin and 
Langmuir isotherms were better isotherm for 
COD and Cr(VI) removals, respectively. The 
chars obtained from this study can adsorb Cr(VI) 
and organic matter. As result, WT700 adsorbent 
obtained from waste tire pyrolysis is non-
activated. No other chemicals and energy were 

used as in other production process of active 
carbon. These non-activated char were show 
good adsorbent properties. Successful results 
were obtained from adsorption experiments.  
This study might significantly provide the 
economic and environmental benefits in the 
production of adsorbent. Waste tires can also be 
studied for the removal of other pollutant 
parameters in the subsequent studies after this 
work. In this study, only WT was used in 
adsorption experiments. However, adsorption 
experiments of co-pyrolysis char can be 
performed for evaluation of waste HDPE in 
water treatment.  
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Introduction 

Activated carbons are one of the most widely 
used adsorbents due to their high surface areas 
and pores [1]. Even if it has many applications 
such as energy storage [2], purification [3], water 
treatment [4], pharmaceutical [5], chemical and 
petroleum industries [6], separation, catalysis [7], 
nuclear power stations [8], electrodes for electric 
double-layer capacitors [9], batteries, fuel cells 
[10], hydrometallurgy [11],  it is preferable in 
adsorption  because it is cheaper than other 
adsorbents and thanks to the diversity in raw 
material usage, the importance of activated 
carbon are increasing every year [12]. 

One of the most important applications of active 
carbons is the adsorption of liquid-phase organic 
and inorganic compounds [13]. In addition, the 
use of activated carbon in the purification of 
polluted waters and groundwater is increasing 
[14]. Activated carbons are used in pre-treatments 
of purification processes or advanced 
purification. Adsorption in liquid phase 
applications results from the interaction of 
adsorbed material and activated carbon. An 
electrostatic interaction with activated carbon 
occurs when the adsorbed substance is an 
electrolyte. The push and pull forces in these 
electrostatic interactions vary with the electron 
charge on the surface of the activated carbon, the 
chemical structure of the substance to be 
adsorbed, and the ion charge in the solution. In 
non-electrolyte fluids, these interactions occur via 
Van der Waals interactions, hydrophobic, 
hydrophilic interactions and hydrogen bonds 
[15].  

Activated carbon synthesis was generally 
synthesized from coal, lignite, wood and animal 
bones in ancient times. Nowadays, these products 
are not preferable because they are expensive and 
not renewable. These products have been 
replaced by agricultural products and their 
wastes. Some of these wastes are pistachio-nut 
[16], hazelnut shell [17], corn cob [18], bamboo 
[19], pruning mulberry shoot [20], olive stone 
[21], Jojoba seed [22], coconut shell [23], 
Jatropha husk [24], hazelnut bagasse [25], 
Chinese fir sawdust [26] and many others. When 
activated carbon synthesis is made from these 

products, the yield is lower than that produced 
from coal and lignite. This is because the amount 
of carbon in these products is less than others. 

The synthesis of activated carbon is generally 
carried out in two ways: carbonization and 
activation. Activation is usually realized in two 
different ways: physical and chemical activation 
[27]. However, physicochemical activation has 
also emerged in recent years [28]. Chemical 
activation can be done by mixing the sample with 
the chemical substance after carbonization or by 
placing the chemical substance on the raw 
sample. In case chemical substance is placed on 
raw sample, activated carbon synthesis is 
performed in one step by passing carbonization 
step. In both cases, the atmosphere is made inertly 
with N2 gas. Chemicals commonly used in 
chemical activation are ZnCl2, H3PO4 [29], 
H2SO4, K2S, KCNS [25], HNO3, H2O2, KMnO4, 
(NH4)2S2O8 [30], NaOH, KOH [31], and   K2CO3 
[32].  In physical activation, the sample is 
carbonized in an inert atmosphere (with N2 gas). 
After carbonization, the sample which is 
subjected to physical activation is usually 
exposed to CO2, water vapor, CO2-water vapor 
mixture or CO2-air mixture and the activation 
process is completed.  

In physicochemical activation, activated carbon 
synthesis is made by placing a chemical agent 
either on the raw sample or on the carbonized 
material and placed in the gas atmosphere used in 
physical activation. It is a kind of mixture of 
chemical and physical activation [28]. Activated 
carbons expand the surface areas thanks to the 
pores on their surfaces. These pores are generally 
defined in three different ways: Micropores 
(<2nm), mesopores (2< >50 nm) and macropores 
(>50 nm) [12]. 

Biomasses with lignocellulosic structure are 
suitable materials for active carbon synthesis. 
Since these biomasses are both renewable and 
cheap, they can be used continuously in the 
synthesis of activated carbon [15]. Additionally, 
since these materials are inexpensive to store, 
biomasses are suitable for activated carbon 
synthesis. Lignocellulosic structures consist of 
three basic units: cellulose, hemicellulose, and 
lignin. These units decompose with temperature 
and form a porous structure [12].  
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In this study, activated carbon synthesis was 
performed in different conditions from walnut 
shell and properties of these activated carbons 
were investigated. The decrease in the amount of 
methylene blue in the aqueous phase was 
investigated by making use of adsorption which 
is one of the most used fields. 

Materials and Methods  

Preparation of the Samples 

The supplied walnut shell (Malatya, Hekimhan 
region) was weighed approximately 325 g 
without any pre-treatment and placed in a three-
zone oven. 

Carbonization 

Walnut shells were placed at Protherm PZF 
12/50/700 model 3-zone furnace at eight different 
temperatures (300, 400, 500, 600, 700, 800, 900, 

mL/min N2 gas flow for 60 min. The liquid yield 
was calculated by means of the back cooler and 
the collecting vessel attached to the furnace outlet 
and the gas yield was calculated from the 
difference. 

Physical Activation 

The carbonized materials were activated through 
a 3-zone furnace model Protherm PZF 12/60/600. 
CO2 was used during the activation process and 
the gas flow was set to 100 mL/min. The process 
was operated at two different temperatures (800, 

vated for 1 hour with a heating 
 

Preparation of Methylene Blue 

The methylene blue was placed in a petri dish and 
1 grams 

of methylene blue was weighed with precision 
scales, and 1000 ppm stock solution was 
prepared. 

Adsorption 

100 mL methylene blue solution which is diluted 
from 1000 ppm stock solution to 200 ppm, was 
placed in 200 mL conical flasks and 0,1 grams of 
activated carbon added to the flask under 
magnetic stirring. The flasks were sealed and 
mixed for 24 hours. After 24 hours, the samples 

were filtered through syringe tip filters and 
analyzed using UV-VIS analyzer at 660 nm. 

Analysis 

The surface area of activated carbon samples 
determined on Micromeritics TriStar 3000, XRD 
measurements were realized using Japanese 
Rigaku Rad B-DMAX II (Cu K-alpha) 
instrument, SEM measurements were carried out 
using Leo EV040 scanning electron microscope 
and element analyze were done with CHNS- 932 
(LECO) Elemental Analyzer. 

Results and Discussion 

Biomasses transform into 3 different forms as 
solid, liquid and gas when exposed to heat under 
an inert atmosphere. Solid, liquid and gas 
transformations of walnut shells with temperature 
are shown in Figure 1. The percentages of solid, 
liquid and gas form were calculated and plotted 
from Figure 1. According to the graphic, the 
amount of the solid product decreases with 
increasing temperature while the amount of the 
liquid and gas product generally increased. The 
decrease in the solid product occurred rapidly up 

stopped. The highest solid yield was seen at 

increase in liquid and gas yields, there is generally 
an increment. The highest liquid yield was 
achieved Liquid yield decreases again 

where the increment is not common overall. 

 

Figure 1: Solid (char), liquid and gas yields of carbonized 
samples. 
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Table 1: BET analysis of activated carbon 

 

BET analysis of the synthesized activated carbons 
is shown in Table 1. The highest surface area seen 
in Table 1 is 652,22 m2/g. According to Table 1, 
changes in carbonization temperature caused 
changes in the surface area. Although the 
elevation of the carbonization temperature causes 
a partial increase in the surface area, there is a 
decrease in the surface area after a certain 
temperature [33]. The effect belongs mostly to the 
activation conditions. It is seen that the surface 
area increases with the increase of activation 
temperature in samples obtained at the same 
carbonization temperature. The increased 
activation temperature increases the kinetic 
energy of the gas used during activation, further  

 

 

impacting the carbonized product, causing the 
surface area of the activated carbon to widen [34].   
These phenomena partly explains the increase in 
the surface area.  In addition, two types of pores 
which are micro and mesopores were found in 
activated carbon with the increased surface area. 
Increased activation temperature leads to an 
increase in the amount of micropore and 
mesopore which is common in all samples. 
Besides, it is seen that the percentage of 
micropore decreases in all samples and the 
percentage of mesopore increases with increasing 
activation temperature. Increased temperature 
positively affected mesopore formation of all 
samples. Looking at the total volumes of the 

 
Carbonization 

Physical 

Activation 

Code 
Temperature 

2) 

Temperature 

CO2) 

SBET 

m2/g 

Smicro 

% 

Smeso 

% 

VT 

cm3/g 

Vmicro 

cm3/g 

Vmezo 

cm3/g 

dp 

nm 

AC1 300 800 369,24 97,12 2,88 - 0,188 - - 

AC2 300 900 629,13 81,52 18,48 0,343 0,273 0,070 2,182 

AC3 400 800 425,16 86,21 13,79 0,239 0,192 0,047 2,256 

AC4 400 900 516,86 86,41 13,59 0,286 0,235 0,051 2,218 

AC5 500 800 382,93 88,01 11,99 0,215 0,177 0,038 2,252 

AC6 500 900 652,22 82,42 17,58 0,365 0,284 0,081 2,238 

AC7 600 800 387,04 88,78 11,22 0,215 0,180 0,035 2,225 

AC8 600 900 584,94 78,6 21,4 0,324 0,243 0,081 2,221 

AC9 700 800 380,97 95,43 4,57 0,200 0,191 0,008 2,103 

AC10 700 900 557,20 85,21 14,79 0,305 0,250 0,055 2,196 

AC11 800 800 411,74 92,5 7,5 0,213 0,200 0,013 2,077 

AC12 800 900 644,31 83,77 16,23 0,350 0,285 0,065 2,177 

AC13 900 800 320,01 100 - - 0,173 - - 

AC14 900 900 564,52 84,18 15,82 0,306 0,251 0,055 2,173 

AC15 1000 800 56,79 100 - - 0,07 - - 

AC16 1000 900 400,42 94,54 5,46 0,19 0,19 - 1,97 
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synthesized activated carbons, it is possible to 
observe the effect of the activation temperature. 
There is an increase in the total volumes as a 
result of the activation temperature increase. This 
increment can be observed both in micro and 
meso volumes. The average pore diameter is 
about 2 nm in all samples.  

N2 adsorption isotherm of different activated 
carbons is given in Figure 2. According to the 
classification of the IUPAC (International Union 
of Pure and Applied Chemistry), all activated 
carbons have type I hybrid shape isotherms. In 
such isotherms, N2 adsorption rapidly increases at 
low P/P0 pressures, then this rapidly increases 
slow and remains constant. Such activated 
carbons are generally activated carbons with the 
low surface area, narrow pore diameters, and high 
micropore content. Table 1 show that the amount 
of micropore is high. The graph shows an 
increase in the last sections, in the regions where 
P/P0 is approaching 1, and it can be shown as a 
proof that there is a small amount of mesopore in 
this structure.  

The pore distribution graphs of different activated 
carbons were calculated by the BJH method and 
given in Figure 3. As shown in this graph, pore 
diameters are usually around 2 nm and the 
amount of micropore is greater than the amount 
of mesopore. These results confirm the BET 
results in Table 1 and the N2 adsorption results in 
Figure 2.  

Another important method of analysis for 
activated carbons is SEM images. SEM images of 
some activated carbons are shown in Figure 4. 
Porous structure formation can be seen in the 
synthesized activated carbons as SEM images 
shows.  

 

 

 

 

 

 

 

Figure 2. Adsorption isotherms of N2. A. AC14. 
B. AC12. C. AC8. D. AC6. E. AC2. 

 

 

 

Figure3. Pore size distribution of activated carbon 
sample. A. AC14. B. AC12. C. AC8. D. AC6. E. 
AC2.  
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Figure 4. A. SEM image of raw walnut shell. B. AC6. C. AC2. D. AC14. E. AC12. F. AC8. 
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Figure 5 shows the results of the XRD analysis of 
activated carbons. The raw material used has a 
less organized structure that does not show any 
specific crystalline structure indication, probably 
due to the various organic impurities and volatile 
substances present in the structure. When XRD 
results are considered, there is no crystal region 
in the structure of activated carbon and the 
structure is amorphous. In particular, the peak 

generally belongs to the cellulose peak seen in 
cellulose-based materials. The FTIR spectrum 
was used to determine the surface chemical 
groups of the raw material and some activated 
carbons and the results are given in Figure 6. 
Characteristic lignocellulosic structure peaks can 
be seen at the raw material spectrum. These 
peaks, approximately 3500 cm-1 the peak OH is 
caused by stress vibration and occurs in phenolic 
or alcohol groups. These groups are generally 
present in the structure of glycosidic chains Also, 
the peak in the spectrum of approximately 2900 
cm-1 C-H asymmetric and symmetrical vibration 
peaks are caused by the methylene groups, such 
as -CH2. The peak seen at about 1700 cm-1 
originates from carbonyl groups (C = O) and 
comes from ester, ketones and carboxylic acids. 
The peak at about 1600 cm-1 belong to the C = C 
bond vibration of alkenes. The peak at 
approximately 1450 cm-1 is due to the stretching 
vibrations of the ether groups in the stevioside 
structure. The peak around 1260 cm-1 belongs to 
the stretching vibration of ester groups. Finally, 
the peak at about 1000 cm-1 is the vibrations 
caused by C-OH and C-O-C bonds. When the 
FTIR spectra of the activated carbons were 
compared with the raw material, these peaks 
either disappeared or decreased in intensity. 

Table 2 shows the element analysis of all 
activated carbons and element analysis of the raw 
material. According to the analysis results, the 
amount of carbon increases in all activated 
carbons compared to raw materials. Besides, 
there is a decrease in the amount of hydrogen and 
an increase in the amount of nitrogen. No sulphur 
was detected in activated carbons except for only 
one sample.   

 

Figure 5. XRD chart of samples A. AC14. B. 
AC12. C. AC8. D. AC6. E. AC2. F. XRD chart of 
walnut Shell 

 

 

 

 

 

 

Figure 6. FTIR spectrum of raw material and 
activated carbon samples A. AC14. B. AC12. C. 
AC8. D. AC6. E. AC2. F. FTIR spectrum of raw 
material 
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Table 2: Elemental analysis of activated carbon. 

One of the important points during the adsorption 
process is the length, width and thickness of the 
molecule to be adsorbed. If the molecule to be 
adsorbed is too large to pass through the pores of 
the synthesized activated carbons, adsorption 
does not occur or takes place very little. 
Therefore, the adsorbent used in adsorption 
studies is important. 

The methylene blue molecule used in this study is 
length, width and width of 1.43, 0.61 and 0.4 nm, 
respectively. It is shown in Table 1 that the 
average pore diameters of the synthesized active 
carbons are greater than the methylene blue 
molecule. Therefore, adsorption was realized. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In this study, the removal of impurities in aqueous 
solutions, which is one of the application fields of 
activated carbons, was carried out with methylene 
blue, and the adsorption capacity of methylene 
blue was determined. The methylene blue 
adsorption capacities of the activated carbons are 
shown in Table 3. Adsorption capacity increased 
in increasing surface areas generally. The highest 
surface area is 652 m2/g. However, the highest 
adsorption capacity is seen for activated carbon 
with a surface area of 644 m2 / g. The reason for 
this is that this activated carbon has a higher 
micropore pore area (83.77%) compared to the 
other. 

 

Carbonization 
Physical 

Activation 
 

Temperature 
/dk N2) 

Temperature 
 CO2) 

C H N S 

Raw Material 48,74 5,664 0,149 - 

300 800 64,80 1,170 0,237 - 

300 900 43,12 0,611 - 0,094 

400 800 88,21 1,232 0,220 - 

400 900 70,03 0,874 0,204 - 

500 800 86,48 1,324 0,245 - 

500 900 84,19 1,120 - - 

600 800 71,18 1,210 0,228 - 

600 900 76,71 0,605 - - 

700 800 53,84 1,031 0,156 - 

700 900 67,89 0,935 0,213 - 

800 800 73,77 0,983 0,287 - 

800 900 72,13 1,261 0,182 - 

900 800 65,91 0,884 0,345 - 

900 900 54,00 0,988 0,164 - 

1000 800 62,22 0,660 0,655 - 

1000 900 72,35 0,779 0,339 - 
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Table 3: Methylene blue adsorption capacity of 
activated carbon. 

 

Adsorption capacity was calculated according to 
equation 1. 

 (Eq.1) 

where C0 and C (mg L 1) are the initial and 
equilibrium liquid phase concentrations of MB, 
respectively, V (L) is the volume of the solution, 
and W (g) is the mass of dry adsorbent used. 

 

 

 

 

 

 

 

 

 

Conclusions 

In this study, the changed parameters in the 
experiments caused changes in the surface areas 
of the activated carbons. The changing 
carbonization and activation temperatures caused 
a change in the type and amount of pores formed 
in the activated carbon. Activated carbon has the 

 

Additionally, the increased activation 
temperature had a positive effect on the surface 
area but caused a decrease in the percentage of 
micropore. If it is desired to keep the amount of 
micropores in the structure excess, a low 
activation temperature should be used. Since 
chemical activation is generally used in previous 

Carbonization Physical 
Activation 

Temperature 
mL/dk N2) 

Temperature 
 CO2) 

SBET 

m2/g 
Adsorption Capacity qe 

(mg/g)  

300 800 369,24 23,99 

300 900 629,13 154,46 

400 800 425,16 45,55 

400 900 516,86 65,68 

500 800 382,93 26,19 

500 900 652,22 155,45 

600 800 387,04 40,93 

600 900 584,94 149,62 

700 800 380,97 16,29 

700 900 557,20 96,51 

800 800 411,74 39,5 

800 900 644,31 174,81 

900 800 320,01 24,1 

900 900 564,52 132,02 

1000 800 56,79 15,96 

1000 900 400,42 55,45 
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studies, the surface areas of those activated 
carbons are higher than this study. Active carbon 
synthesized by chemical activation has less 
micropore, while the amount of mesopore is high. 
At this point, it is clear that the activation used in 
the synthesis of activated carbon is important. As 
a result, physical activation with the CO2 can be 
used in a study aimed to increase the amount of 
micropore. In addition, that, the pore distributions 
of the formed activated carbons will vary on a 
smaller scale.  
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ABSTRACT 

This study was carried out in order to enrich the cerium in bastnasite ore containing rare earth elements, which is 

country's economy, in solution environment after selectively separating it from the ore by flotation process. In 
the first stage of the study, the component analysis of the supplied ore was made and the amounts of rare earth 
elements such as thorium, cerium and lanthan in the ore were determined. In the continuation of the study, it is 
aimed to separate and enrich the serium contained in the ore from the ore structure by the flotation process. The 
most important aspect of this study was to change the crystal structure of the ore before flotation to provide a 
certain particle size freeing degree and then to separate the cerium content from the main mineral with high 
efficiency by flotation. The process we do in order to increase the degree of liberation at a certain size by 
changing the crystal structure of the ore is the sulfurization process. In the experiments conducted for this 
purpose, the effect of temperature, time and H2S amount on the sulfurization process, the effect of pH, collector 
amount, pulp density and some stimulating and suppressing reagents on the flotation efficiency were examined, 
and the flotation efficiency of cerium in the ore was determined as 96.1% in the determined optimum conditions. 
has been. It has been determined that the cerium grade in the concentrate obtained in this way increases from 
1.0% to 10.35%. 
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ABSTRACT 

The aim of this work was to identify a gel with suitable organoleptic and rheological properties (spreadability, texture and viscosity) for 
topical administration, designed to allow controlable release of the active principle. In this study describes the rational design and synthesis 
of amino acid-based organogelator, which were systemically fine-tuned at the head group to develop gel matrix for anti-aging cosmeceutical. 
A great variety of organic self-assemblies are known and several of them provide cosmeceutical delivery matrices. Amino alcohol based bis-
(phenylalaninol)diglycoholamide (DGA), a well-known LMWGs for organic fluids whose properties have been reported in several papers, 
has been explored to develop depot systems and illustrated as a topically delivery vehicle for well known anti aging vitamine E and vitamine 
C. FAE (Faty acid ethyl and isopropyl ester) with different chain lenghts, ethyl laurate (LEE), ethyl myristate (MEE), ethyl palmitate (PEE), 
isopropyl laurate (LIE), isopropyl myristate (MIE), isopropyl palmitate (PIE); liquid paraffine, dodecane and 1-decanol were chosen as 
biocompatible organic fluids which are used in cosmetic industry. In this context, we attempted for the first time, using these gel base 
material as a novel topical delivery vehicle for cosmeceuticals. Optimizing rheological behavior is therefore one of the crucial steps in 
development of dermal cosmeceuticals delivery systems. In order to understand the convenience of newly designed gelator as a carrier for 
topical cosmeceutical delivery vehicles; we investigated rheological properties of these systems with respect to the, the gelation fluids, 
vitamine/ gelator ratios and vitamine  gelator interaction and formulation stability. Formulation stability, rheological properties and matrix 
convinent for skin application were evaluated with IR spectroscpy reometric techniqe Fourier transform infrared spectrophotometric studies 
indicated absence of gelator-drug chemical interactions. The rheological properties of DGA/ MIE gel system was implied as a carrier anti 
aging cosmeceutical for skin application. 
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 Bunlardan biri olan E Vitamini 
-

k  

 Topikal 
C ve E Vitaminlerinin 

1]. Topikal olarak 
uygulanan vitaminleri 

 

 yeni soft 
malzeme olan Dioksalamidin (DOA) analogu 
olan Bis-digycolamide (DG

 

alternatif olarak sidi etil ve izopropil 
  

sidi etil 
ve izopropil esterler, etil laurat, etil miristat, etil 
palmitat, izopropil laurat, izopropil miristat, 
izopropil palmitat, tipik olarak kozmetik 

 Bu nedenle, bu 

sahip jeli belirlemektir [2].  
 

Materyal ve Metod 

Fluka ve Sigma-

 Laurik asit etil ester 
(LEE), laurik asit izopropil ester (LIE), miristik 
asit etil ester (MEE) ve miristik asit izopropil 
ester (MIE), palmitik asit etil ester (PEE), 
palmitik asit izopropil ester (PIE) lite

. Arzu edilen 
opil esterleri, katalitik miktarda 

dehidrate p-

-94) elde edildi 
[3]. 

Teknikler: (400 MHz) ve 13C (100 MHz) NMR 
-

-
kaydedildi ve kimyasal kaymalar ppm olarak 
rapor edildi. 

 

 

Dimetildiglikolat entezi 

 
 [4]. 

500 mL metanol ve piridin 
250 mL 

3 saat 
 

hunisi yoluyla damla damla ilave edildi. 

Kalan 

S
dietil eter-petrol eterinden (2:1) yeniden 
kristallendirildi  

N-(1-benzil-2hidroksi-etil)-2[(1-benzil-2hidroksi-
etilkarbomil-metoksi)]-asetamid. 

 

DGA 

[5]. Dimetildiglikolat (0.16 g, 1.2 mmol), toluen 
-fenilalanilol (0.71 g, 2.5 

-

1) ile izlendi. 

Verim -130 C;  
20 = 

-39.2 (c = 0.03, MeOH). C22H28N2O5 

7.00. Bulunan: C, 65.97; H, 7.09; N, 6.97. IR 
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2873, 1643, 1546, 1110, 1045 cm-1 ; 1H NMR 
(400 MHz, CDCl3) :  (ppm) = 2.70 (2H, dd, J 
= 16, J = 8.4 Hz), 2.90 (2H, dd, J = 8.4, J = 7.4 
Hz), 3.39{3.46 (4H, m), 3.77{3.89 (4H, m), 
3.91{4.06 (2H, m), 4.91 (br s 2H,), 7.15-7.29 
(10H, m) 7.91 (2H, d, J = 8.4); 13C NMR (100 
MHz, CDCl3) : (ppm) = 37.01, 52.71, 62.89, 
70.84, 126.46, 128.62, 129.54, 139.50, 169.01. 

 
-tokoferol) 

 

-

peroksidasyondan korur. Deride, UV'ye maruz 

C ve E 
Vitaminlerinin b  hem bireysel 

 [6]. 

C Vitamini 

 

 Bu 

]. 

 

Vitaminlerin jel sistemlerine 

[8

ve buna mininmum jel konstanrasyonu (MGC) 
denir. Minimum jel konsantrasyonunda 

 [9]. 

= % wC/wgx100 

ve wg ise  

Reolojik  

nin 
ndaki 

tir. Reolojik analiz, 

bilinen bir metodolojidir. Modern reolojik 

hesaplamalar, reolojiyi, topikal malzeme 
ve kip 

etmede  
 

vb.) k  
minimum jel konsantrasyonu 
bulun  MIE ve PEE, 

 [6]. Bu nedenle LEE ve MIE 
 viskoelastik 

PAR MCR 301) 0.047 mm 
olan ve 20 mm'lik bir koni plakada  
Numune  

 Viskoelastik 

gerinimin bir 
fonksiyonu olarak depolama veya elastik 

belirlendi. ' 

tarama testleri, 25 oC'de dinamik gerinim tarama 
belirlenen organojel numunelerin 

sisteminde 
 Bu frekans tarama 

bir je .  
deneyler, 1

oC) 

 LEE  
-3 saat 

bekletildi. Jel sistemleri 

 * ve 
elde 

edildi. 
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Minimum jel konsantrasyonu 4 mg/mL'den daha 
a MIE ve 

 Bunlara ek olara
 

/ M  

 25 o

-
formlarla DGA / MIE jelinin (4 mgmL-1) 

 

Figure 1. Oscillating frequency measurement of 
DGA/MIE gel (4 mgmL-1 ) with viamine C 
loaded (1 mgmL-1)  and unloaded forms as a 
function of frequency at 25 oC. Elasticity 
modulus (G', green and blue) and viscosity 
modulus (G'', purple and red), vitamine C loaded 
and unloaded forme respectively. 

 
 25 o

-
formlarda DGA / MIE jelinin (4 mgmL-1) 

 

 

Figure 2. Oscillating frequency measurement of 
DGA/MIE gel (4 mgmL-1 ) with viamine E 
loaded (1 mgmL-1)  and unloaded forms as a 
function of frequency at 25 oC. Elasticity 
modulus (G', green and blue) and viscosity 
modulus (G'', purple and red), vitamine E 
loaded and unloaded forme respectively. 

 

Tablo 1. 

kombinasyonu elde edilen reolojik veriler. (n = 
10, 2,82 Hz). 

lar, bize bu sistemleri E vitamini ve C 
 

u da 
K - ler 

lardan 

 

 /   
MGC 
(mg/m

L) 

Vitamin/ 
ra 

(Formula
syonb) 

/  

/y
 

 E Vitamini 

/y
 

* 

Kompleks 
vizikozitesi 

 
/y

 

kompleks 
modulus 

/y
 

G*/G* 

MIE/
DGA 

E 
Vitami

ni 

35 (0,17)b 198/199 0.06/0,07 11.2/11.2 206/211=0,97 

LEE/
DGA 

E 
Vitami

ni 

 18/12.5 0.22/0.21 1/15.7 22.5/15.7=1.43 

LEE/
DGA 

C 
Vitam

ini 

83 (0,29) b 18/1660 1.0/0.04 22.6/348 22.6/1728=0,0
13 

MIE/
DGA 

C 
Vitam

ini 

 213.6/788.6 0.08/0.11 11.2/40.2 213.6/788.6=0.
27 
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ABSTRACT 

Erbiyum hexaboride is one of the heavy rare aearth hexaborides that indicate superior chemical and 
physical properties. In this study, Erbiyum hexaboride and Ce doped Erbium hexaboride crystal 
structures have been investigated systematically employing ab initio material modeling. The effects of 
Ce doping (wt.%10) on Erbiyum hexaboride structure in terms of optical, thermal, mechanical and 
electronic properties including band properties, enthalpy of formation energies and bulk modules were 
investigated. Results show that the Ce doping leads to an increase in the bandgap of the structure. 
Furthermore, the bulk modules calculations show that Ce doping to the structure leads to an increase in 
mechanical properties. 
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Introduction

Metal Rare Earth Hexaborides (REB6) 
consisting of octahedral bor units are 
fascinating advanced materials due to their 
superior electrical[1], thermal[2], magnetic[3], 
optical[4, 5], and mechanical[6] properties. 
Thus, such properties have been used in a 
variety of applications, such as electron 
emitters[7], thermoelectric materials[8], 
coatings[9], single-photon detectors[10] and 
superconductors[11]. 

 REB6 are cubic crystal structures with the 
symmetry Pm3m (Oh). This type is under the 
group of the simple CsCl-type structure. 
Erbium atoms are located at the corners of the 
unit cell while an octahedral B cage occupies 
the center position of the structure. The 
superior properties of (Erbium hexaboride) 
ErB6 are mostly due to the three-dimensional 
boron-framework.  The strong covalent 
bonding within the boron polyhedron leads to 
the range of homogeneity, stability, hardness, 
and high melting point[12, 13, 14, 15]. 
Baranovskiy et al.[12] studied the electronic 
structure, bulk and magnetic properties REB6 
and REB12, including ErB12 materials based on 
the ab initio material modeling method. They 
calculated the elastic properties of some metal 
hexaborides and dodecaborides. Raymond[16] 
synthesized ErB6 successfully. They found that 
ErB6 stayed stable for a limited temperature 
range. Gernhart et al.  [17]produced  ErB6 
nanowires via palladium nanoparticle-assisted 
chemical vapor deposition. They determine the 
length of the crystal structure. 

Due to the shared crystal structure, all rare-
earth metal hexaborides including ErB6 can 
form solid solutions, allowing for fine-tuning 
of electrical, optical and thermal properties 
with mixed-metals. This paper presents an 
overview of the electronic, magnetic, and 
optical properties of ErB6 and Ce (wt.%10) 
doped ErB6 rare-earth hexaboride crystals to 

guide researchers with the first step in 
pursuing these interesting and unique materials 
by ab initio material modeling. To the best of 
our knowledge, this is the first time ab initio 
material study related to the ErB6 rare-earth 
hexaborides crystals. Like many other REB6, 
ErB6 presents certain synthesis and processing 
challenges. Hence, there exist a few 
experimental studies related to crystallized 
ErB6 materials.  We believe that this study 
enlightens future experiments as a preliminary 
process to a certain degree.  

Materials and Methods 

Density functional theory-based ab initio 
material modeling has been performed using 
Quantum Espresso Software (QE) packages 
based on the modeling of the material at the 
nanoscale or atomistic scale[18]. The 
generalized gradient approximations (GGA) of 
Perdew Burke Ernzerhof (PBE) exchange-
correlation functional and the projector 
augmented wave (PAW) method were 
preferred. The plane-wave basis set was 
determined by a kinetic energy cutoff of 500 
Ry. The Brillion zone integration was 

methfessel-paxton smearing with a width of 
0.02 Ry. For geometry optimization, all forces 
on the atoms were converged to less than 0.01 
eVa0

1, the maximum ionic displacement was 
Furthermore, Mechanical and 

thermal properties and band structures were 
calculated by thermo_pw software[19] that is 
used for the computation of material properties 
using QE routines.  

Results and Discussion 

For the evaluation of electronic band 
structures of ErB6 and Ce doped ErB6, the 
band structures along the high-symmetry 
directions of the cubic Brillion zone (BZ) are 
given in Figure 1. Figure 1 indicates the 

symmetry points.  
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                               Figure 1 The band structure of (a) ErB6 and (b) Ce doped ErB6 

 

 

(a) 

(b) 
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Figure 2 The XRD structure of (a) ErB6 and (b) Ce doped ErB6 structures. 

For simplicity, the band structures along with 
high symmetry directions in the BZ were only 
plotted in this part. It can be concluded that 
Ce doping to the ErB6 structure leads to an 
increase in bandgap (see Figure 1). Also, due 
to the Ce doping, the energy levels of the 
bands decreased. 

For the microstructural characterization, we 
calculated the XRD analyzes of the structures 
(see Figure 2). The peaks in the XRD pattern 
are indexed to the tetragonal system with 
the space group Pm3m-O. Ce peak was not 
observed in the Ce doped structure since the 
addition of one Ce atom by removing one Er 
atom does not lead to any differences in the 
geometry or crystallographic direction of the 
structure, i.e., Ce atom occupies the same 
position as the removed Er atom.  Except for 
some peaks, the XRD results of ErB6 are 
generally consistent with previous studies.  

The bulk modulus of the structures has also 
been calculated. The values of ErB6 and Ce 
doped  ErB6 are 149 GPa and 154 GPa 
respectively. The results show that doping to 
the ErB6 leads to an increase in the 
mechanical properties of the ErB6.  

The relationship between thermal stability 
and mechanical properties has been 
investigated. Various ranges of elongated 
structures to examine the degree of thermal 
stability were calculated by applying tensile 
forces on doped and undoped ErB6 

nanocrystal structures. Figure 3 indicates the 
relation between enthalpy energy and 
elongation percentages of the structures. As 
the ratio of elongation increases, the thermal 
stability of both structures increases 
according to the enthalpy energy calculations. 
For a comparison of doped and undoped ErB6 
crystal structure, the applied tensile stress 
leads to more effect on Ce doped ErB6 than 
pure ErB6 in terms of stability. 

Conclusions 

A computational material study of ErB6 

crystal structures within the framework of ab 
initio material modeling at the level of DFT 
has been investigated. The Ce doped ErB6 
structures were also investigated. The optical 
properties calculations indicate that alloying 
of ErB6 with Ce leads the material to have  

(a) (b) 
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Figure 3 The Enthalpy formation energies of (a) ErB6 and (b) Ce doped ErB6 structures 
concerning the elongated volume. 

more insulating properties. Furthermore, the 
XRD of the structures was computed for 
microstructural evaluation. The XRD analyses 
support the studied crystal structures having 

the space group Pm3m-O. The enthalpy 
calculations show that the enthalpy energies of 
undoped ErB6 are higher values than doped 
ones. 

(a) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                               

(b) 
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edilen bu malzemelerin karakterizasyonu 
UV-visiblespektrofotometre (UV- oskopisi (FTIR),  
X- tron Mikroskobu (SEM), zeta 

in 454.01 nm dalga boyunda 
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ABSTRACT 

In this study, silver nanomaterials were synthesized in an environmentally friendly, rapid and 
simple way with the extract prepared using walnut leaves. Characterization of these materials 
was determined by UV-visiblespectrophotometer (UV-Vis.), Fourier Transform Infrared 
Spectroscopy (FTIR), X-Ray Diffraction Diffractometer (XRD), Scanning Electron 
Microscopy (SEM), and Zeta potential analysis data. It was determined that silver 
nanomaterials have a maximum absorbance at 454.01 nm wavelength, 23.66 nm crystal nano 
size, spherical appearance and -11.53 mV zeta potential. For biomedical applications, anti-
microbial effects were studied on pathogenic species. The Minimum Inhibition 
Concentrations (MIC) of these species were determined as 0.25-1.0 mg / L by microdilution 
method. 
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[1], [2]. Nano materyallerin (nano 
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yapan niteliklerden 

 mevcuttur [3], 
[4]. 
 
Met

 

yasal ve 
er 

[5],[6],[7]

 
 dir. Son 

zamanlarda  

 
[8], [9]. 

. Mantarlar [10], algler [11], 
bakteriler [12], bitkiler [13] 

in elde edilmesi daha kolay ve 

 [3], [14], [15]. 

alkoller, fenolik 
kler, aromatik gruplar, aminler gibi fitokim 

yasallar sulu ortamda Ag+ iyonunu indirgeyerek 
Ago 

meydana getirirler [16], [17]. 

ardin  Juglans 
regia L. 

n 
nmesi ve 

patojen mikroorganizmalar 
inhibisyonunun incelenmesi hedeflenmektedir. 

Materyal ve metot 

kimyasallar ve cihazlar  

AgNO3  
 Mikro dilusyon 

icari 

flukonazol antibiyotikleri . 

-visible 
spektrofotometre (UV-Vis.) ve Fourier 

RadB- -
Diftraktometresi (XRD), EVO 40 LEQ 

-

X- Zeta 
potansiyeli 

 de 
5706 marka model cihaz ile  

Sentez ve karakterizasyon 

e su i
Kuruyan yapraklardan 

 
 

250 ml 5 mM AgNO3 

 . 

ile 
UV-vis. spektrofotometre 

absorbanslar okundu. den sorumlu 
biyoaktif e ait  

 
incelendi. Sentez sonunda sulu ortamdan 

  devirli 

 75o tuldu. 

 XRD verileri incelendi. Morfolojik 
 ve element SEM-EDX 
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verileri ile belirlendi. AgNP y   
 Zeta potansiyeli analiziyle belirlendi. 

edik -
mikrobiyal etkilerinin incelenmesi 

-mikrobiyal etkileri patojen 

 

Staphylococcus aureus (S. 
aureus) ATCC 29213, Escherichia coli (E. coli) 
ATCC25922 ve Candida albicans (C. albicans) 

Mi Bacillus 
subtilis (B. subtilis) ATCC 11774 ve 
Pseudomonas aeruginosa (P. aeruginosa) 

tedarik edildi. 

formadaki besiyeri plaklar
Mc Farland 

 [18] b

 bakteriler 

besiyeri 16 1 

eklenip ilk kuyucuktan  bir seri mikro 
.  Mc 

Farland 0.5 standart  
kuyucuklara 

.  

 (S. 
aureus ve B. subtilis) 

 (E. coli ve P. aeruginosa) 
kolistin antibiyotikleri ile maya C. albicans 
de flukanozol  

. Mikro plakalar 37 oC 
de 24 saat  

 
 olarak 

belirlendi. 

ma 

Sentez ve karakterizasyon verileri 

3 

 ( ekil 1.) [19]. 
  indirgemeye 

gelmektedir [20]
UV-vis. spekt okumalarda 
454.01 nm dalga boyunda maksimum absorbans 

 2). 
[21] ve 451 nm [22] 

maksimum  
[23] 

 

 

 

 

 

 

2. 
UV-vis. Spektrofotometre verileri 

fonksiyonel gruplar -
3336.66 cm-1  ve 2139.69-2107.04 cm-1  

[24] ve 
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[25] indirgemeden sorumlu 
ekil 3.). 

 

 

3.
A. B.sentez 

 

k

o, 200o, 220o ve 311o pikler 

[26]
01, 44.32, 64.51 ve 77.20 olarak 

 ( ekil 4.). Kristal nano boyutu Debye-
[27],[28]. 

 

=X-

 

23.66 nm kristal nano 

30.25 nm [8] ve 18.17 [25] nm kristal nano 
boyutta  

 

4.  

5

SEM-EDX verileri incelendi. SEM grafisinde 
[29] 

[30]. 

 

 

 5.  SEM-EDX grafileri; A. 
 B. Element 

 

sonucu  11.53 mV 6). 

elde edilen 
-14 mV [24] ve -

19 mV [31]  
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ve 
belirtir [32].  

 

6. 
zeta potansiyeli analiz verileri 

-mikrobiyal etkilerinin 
incelenmesi 

 anti-mikrobiyal etkileri mikro 
enerek 

. P  0.25-1.0 

edildi. Bu konsantrasyonlar antibiyotik ve 

7). 

Tablo 1. Mikro dilusyon 
 

 
 AgNPs 

 
Silver 
Nitrat 

 

Antibiyotik 
 

S. aureus 
ATCC 29213 

0.25 2.65 2 

B.subtilis 0.5 1.32 1 
E. coli 

ATCC25922 
1.0 0.66 2 

P. aeruginosa 1.0 1.32 4 
C. albicans 0.25 0.66 2 

 

 

7. 
 

yken  
. Su  isinde 

iyonize olurlar ve vite 
ler 

kuvveti ile mikroorganizmalar ile temas kurarlar 
[21], [33]

bozulur [34]. 
lerin 

. 

  Bu 

[35]. 

S. aureus, E. coli ve P. 
aeruginosa 

[28]. Zea mays L. yaprak 
S. aureus 

g/mL [36] ve b
ise C. albicans ve B. subtilis 

[37].  

Sonu  

 ve 

antaj 
 

0

1

2

3

4
AgNP'ler

Nitrat



D -336
 

334 
 

Juglans regia L. 

ler UV-vis., FTIR, EDX, 
XRD, SEM ve Zeta potansiyeli cihaz verileri ile 

maksimum absorbans ve 23.66 nm kristal nano 
 

-mikrobiyal etkileri mikro 

0.25-1.0 
belirlendi. 

biyomedikal 

anti- . 
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ABSTRACT 

In this study, basaltic pumice (BR1) taken from the red hill volcano cone from the 
 is being used as the absorber. 

Microscopic and macroscopic properties of BR1 were determined. BR1 was characterized 
through methods such as XRD, XRF, BET, FTIR, BET and SEM. Different temperatures and 
contact times among the parameters affecting the adsorption were studied. Adsorption 
amounts were found as 1.97, 2.15 and 2.58 mgg -1 respectively for 298, 313 and 328 K. Data 
obtained from the experiment were applied to 4 kinetic models; Lagergren pseudo first-order 
model, Ho-McKay pseudo-second model, intra-particle diffusion model (Weber-Morris 
model), and Elovich kinetic model. The adsorption kinetic mechanism of Cu(II) was 
evaluated to mostly comply with the second order velocity equation - known as the Ho 
McKay model, yet it also comply with the Elovich kinetic equation. 
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denir.. 
 

, volkanik ortamda 

Asidik ve bazik volkanik faaliyetler neticesinde 

-  

-

 

 

 

karakterizasyonu sadece bilimsel analiz olmakla 

e,  Durgun, 2010), (Day, 
1990). 

ar 
vermektedir (Onursal, Dal, Kul, Yavuz, 2020). 

ko

de etkilemektedir 
(Onursal, 2019). 
 

mlerden biri 

(Onursal, 2019). 

yalanc

-Morris 

 

Adsorps  
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1. Pseudo-First order Model (Lagergen 
Denklemi)   

2. Pseudo-Second  order Model (Ho-Mckay 
Denklemi) 

3. Elovich Kinetik Modeli 
4. Weber-

 

Kinetik Model): 

kinetik mod

(Ho and Mckay, 1998a), (Yavuz, 2003). Burada 
k1 e, 

qt ise t 
 

                          (1.1) 

 

Model): Pseudo second order modeli ise Ho ve 

Mckay, 1998b ). Adsorplama kapasitesinin 

 

                                         (1.2) 

  
Elovich Kinetik Modeli: Bu modelin temel 

(Baytar ve ark., 2018) 

t                                 (1.3) 

 
Weber-Morris Kinetik Modeli:

-

ki 

Kul, & Baran, 2019), (McKay ve ark., 1987).  

                                             (1.4)                              

 

 

Materyal ve Metot 

Materyal 

Cu(NO3)2  

Metod 

 

+80, 80-100, 100-140 ve -140 mesh 

-100 mesh boyutundaki 
 

 

bekletilerek kurutuldu  XRD, XRF, 
SEM-
bu analizlerle makroskobik ve mikroskobik 

 

Bulgular 

Minerolojik ve Petrografik Analizler 

makroskobik ve mikroskobik 
  

 
- Renk: Grimsi siyah (N2- Geological Rock 
Color Chart,2009) 
- f dokusu) 
-  
- -orta-iri 

-oval-

 

 
-  
- - mikrofenokristaller: Piroksen 
mineraller: Piroksen mineralleri 
Alt zemin: Hamur. 
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Piroksen mineralleri: Tahmini %10-
- 

 
Hamur: Tahmini %35-

 
bol orandaki) opak minerallerden, plajioklaz 
kristalit- mikrolitlerden, (yer yer, az orandaki) 

 
-  

 
-iri 

- oval- 

 

 
 

 

 
 

 .  
(-80, +100 mesh) tanecik boyutlu hali. 

 

XRD Analizi 
 numunesinde 

 

1. Piroksen, 
2. Plajioklaz, 
3. Alkali feldispat, 
4. Olivin, 
5. Amorf malzeme.  

de XRD analizine ait diagram . 
 

 

 

 

SEM-EDX Analizi 
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kV: 20  Mag: 10013   Takeoff: 35   Livetime:20    Amp 

7.68Resolution(eV): 125.9 

SEM-  
 

 olup, 
 

sterilmektedir. 

 

 

spektrumu 

analizi verileri. 
 

Element 

 
Weight 

% 
Atomic 

% 
Net Int 

. 
Error 
 % 

Kratio 
 

Z 
 

A 
 

F 
 

 

O K 35.65 52.10 1287.14 9.19 0.0967 1.0828 0.2506 1.0000  

NaK 3.84 3.91 251.92 9.81 0.0131 0.9855 0.3461 1.0018  

MgK 2.16 2.08 249.93 9.12 0.0103 1.0028 0.4749 1.0032  

AlK 11.41 9.89 1624.47 5.71 0.0667 0.9661 0.6028 1.0041  

SiK 25.92 21.58 3865.33 5.12 0.1626 0.9877 0.6339 1.0021  

K K 1.30 0.78 159.58 12.08 0.0108 0.9171 0.8881 1.0228  

CaK 7.62 4.45 818.87 3.64 0.0667 0.9340 0.9200 1.0183  

TiK 2.12 1.03 195.29 7.60 0.0175 0.8469 0.9442 1.0330  

FeK 9.98 4.18 538.16 3.64 0.0850 0.8338 0.9904 1.0314  

kV: 20  Mag: 10013   Takeoff: 35   Livetime:20    Amp 
 

 

 

 

 

 

 

 

 

 

5. Cu piki 
veren EDX spektrumu 

 

XRF Analizi 
.1 ve 

2.2  
 

 2.1. Skorya numunesinin XRF ve EDX % 
 

 
Oksitler (%) SiO2 Al2O3 Fe2O3 K2O Na2O 

XRF 39,85 15,46 17,55 1,38 4,254 

EDX-1 48,7 21,6 14,26 1,57 5,18 

EDX-2 44,00 15,71 19,12 1,41 7,77 

EDX-3 48,11 19,02 21,53 0,89 7,05 

EDX ort 46,94 18,78 18,30 1,29 6,67 
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 2.2. Skorya numunesinin XRF ve EDX  
 

 
Oksitler (%) CaO MgO MnO TiO2 

XRF 9,45 8,80 0,26 1,95 

EDX-1 10,67 3,60 - - 

EDX-2 11,77 7,62 1,50 3,20 

EDX-3 10,29 6,48 - 2,23 

EDX ort 10,91 5,90 0,5 1,81 

 

.2  XRF, 
SEM- makroskobik ve 
mikroskobik verileri birbirilerini 
desteklemektedir. Gill SiO2 

  
 

2 
 

 
 

 

 

 

 
, 

niteliktedir. 

Belirlenmesi 

Braun Emmet Teller (BET) metodunun 
2g-1 

olarak belirlendi. 

FT-IR Analizi 
 

FTIR spektrumunda 1000 cm-1 

 skorya 

-O-M diye 

 
 

 

 
6  

 
1002 cm-1 -O-

 

metallerin Si-O-
-1  

pikler Si-O-Al esneme pikleri,  1600 cm-1  
-O-

 

 
-1 ve tanecik 

-100 mesh olarak belirlendi. 
Dakikada 14
banyosunda 298, 

adsorplanan maksimum miktar (qm

1,97, 2,15 ve 2,58 mgg-1 olarak bulundu. 
i); 250 ppm, 

 

 2 

mL 250 mg.L-1 
su banyosunda,140 rpm  

 

den num

(Ct), AAS(UNICAM 920) 

SiO2  Cinsi 
>63 Asidik 
63-52 Orta 
52-45 Bazik 
<45 Ultrabazik 
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=                                                    (2.1) 

 
Kinetik 

0-

 
 

 
Deneyler sonucu elde edilen veriler Pseudo-
first order (Lagergen Denklemi): Pseudo-
second order (Ho-McKay), Elovich ve Weber-

inetik m
7, 8, 9, 10 ve 11 de 

 4  teki R2 

- order (Ho-Mckay) 

denklemine de  Son 
 

 

 
 

.7
tkisi 

 

 
 

. 
 

 

 
 

. 
-  

 

 
 

.10. 
-  
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.11. 
 

 

 
 

 
 

parametreler 
 

Lagergren  pseudo first-order  modeli 

T 
(K) 

k1 

(dk -1) 
qm 

(mg/g) 
Denklem R2 

298 0,0091 1,70 y= -0,0091x+ 0,5334 0,9032 
313 0,0105 2,48 y= -0,0105x+ 0,1418 0,9085 
328 0,0141 1,62 y = -0,0141x+ 0,4867 0,9671 
 

Ho Mc Kay  pseudo second-order  modeli 

T 
(K) 

K2   
(g.mg-1 

*dk-1 ) 

qm 
(mg/g) 

Denklem R2 

298 0,0063 2,27 y = 0,4397x + 30,758 0,9608 
313 0,0241 2,19 y = 0,4561x + 8,6458 0,9912 
328 0,0180 2,71 y = 0,369x + 7,5649 0,9936 
 

Weber-

T 
(K) 

ki   
(mg/g 
*dk1/2)  

C    
(mg/g) 

Denklem R2 

298 0,1118 0,0948 y = 0,1118x + 0,0948 0,9463 
313 0,0748 0,9332 y = 0,0748x + 0,9332 0,9479 
328 90,1053 0,9495 y = 0,1053x + 0,9874 0,9495 

 
Elovic Modeli 

T 
(K) 

  Denklem R2 

298 1.9952 2.3116 y= 0,4326x - 0,6613 0,9618 
313 1.2300 3.4329 y = 0,2913x + 0,4196 0,9755 
323 0.8240 2.4889 y = 0,4018x + 0,2886 0,9809 

 

 

 

v  

XRF, FT- 2 

 
 feldispat, 

olivin ve amor

 
Adsorpsiyon dengesine 5 saatte (300 dk) 

  
u(II) ile BR1 

tlar 

-IR ve BET 
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Lagergren, Ho Mc Kay, Weber-Morris ve 
Elovich modell  

2 

 (0.9032, 0.9608, 0.9463 ve 
 

2 

0.9085, 0.9912, 0.9479 ve 0,9755) olarak elde 
 

2 

0.9936, 0.9495 ve 0.9809) olarak 
 

 olarak qt

kapasitesinin (qm

verilerden elde edilen grafiklerin regresyon 
2 

 
(II) nin adsorpsiyon kinetik 

olarak bilinen 
uymakla beraber, Elovich kinetik modeline de 

. 
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ABSTRACT 

The usage areas of silver nanomaterials are quite common. They can be obtained by different 
synthesis methods. In this study, silver nanomaterials (AgNPs) were obtained economically 
and simply using the biosynthesis method. AgNPs obtained as a result of the synthesis were 
characterized by using UV-visiblespectrophotometer (UV-Vis.), Scanning Electron 
Microscope (SEM), X-Ray Diffraction Diffractometer (XRD), Fourier transform infrared 
spectroscopy (FTIR), Zeta potential devices. It was evaluated that AgNPs had maximum 
absorbance at 426.66 nm wavelength, exhibited spherical morphological structure, 17.68 nm 
crystal nano size and surface charges showed -20.9 mV zeta potential distribution. Minimum 
Inhibition Concentrations (MIC) 0.03-0.5 mg / L were determined on pathogenic 
microorganisms using microdilution method. 
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 , 
biomedikal, fizik, biyoloji, kimya, malzeme 

lara 
 bir alan . 

o materyallerin elde 
edilmesi bottom-

 
 [1], [2], [3]. 

 [4]. 
Metalik nano materyaller ara
[5] [6], (Cu) [7] [8] 

 Nano metaryaller fiziksel, 
kimyasal ve biyolojik  
sentezlenebilirler. Biyosentezle nano 
materyallerin elde edilmesi u  
toksik kimyasallar   ksek enerji 

 , 

b  biyosentez 
daha 

ale getirmektedir [4], [9]. 
 

biyosentezle elde edilmesinde 
bitkiler [10],  mantarlar [11], algler [12], 
bakteriler [13] gibi biyolojik kaynaklar 

. Bitkilerin [14], 
meyveleri [15] [16], [17] veya 
bitkinin [18] 

elde edilmesi, 
[19],  sentezin basit ve maliyetin 

 [15] 
a

. Fitokimyasa
alkolloidler, terpenoidler, flavonoidler, 

enzimler, aminoasitler, fenolikler vs. biyoaktif 
 sulu  Ag+ 

indirgeyerek Ago  
meydana getirirler [20], [21]. 
 

nda, Mardin 
  (Nigella sativa L.) bitkisinin 

 n 

 ve 
antimikrobiyal aktivitesini incelemek . 

Materyal ve metot 

 

 

 AgNO3 

tuzundan 10 (milimolar) mM konsantrasyonunda 
 

 

Biyosentez ve Karekterizasyon  

3 

 

UV-visible spektrofotometre (UV-Vis.) ve 
Fourier   spektroskopisi 
(FT-IR) Perkin E.O.  

sorumlu fitokimyasallara ait fonksiyonel gruplar 
incelendi.Rigaku Miniflex 600 model X-
Diftraktometresi (XRD) 

 

EVO 40 LEQ tron Mikroskobu 
(SEM)  RadB-DMAX II bilgisayar 

-  
re ait 

 Malvern marka Zeta 
potansiyeli cihaz 

 belirlendi.  

Mikrodilusyon ile antimikrobiyal aktivitenin 
incelenmesi 

Biyosentez ile elde edilen 
antimikrobiyal aktiviteleri gram pozitif, negatif 
bakteriler ve maya  
Mikrodilusyon ile 

tespit edildi.  

Gram pozitif Staphylococcus aureus (S. aureus) 
ATCC 29213, Bacillus subtilis (B. subtilis) ATCC 
11774 , Escherichia coli (E. 
coli) ATCC25922, Pseudomonas aeruginosa (P. 
aeruginosa) ATCC 27833  ve maya 
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Candida albicans (C. albicans) 
 

 0.5 [22] 
mikroorganizma 

 plakalara gram 
pozitif ve negatif Muller Hinton 

 eklendi. C. albicans 
RPMI 1640 

. 
 

20 1  AgNP  
lendi.  Birinci  

kuyucuklara mikro dilusyon . 
 Mc Farland 0.5 

 mikroorganizma  
eklendi. 

de 
AgNO3 

ikro plakalar 37 oC   
24 saat  .   

  
sine ait 

konsantrasyon belirlendi. 

 

karakterizasyonu 

 ile AgNO3 nin bir araya 

 numunelerin  UV-vis. 
Spekrofotometrede 200-800 nm [23] dalga boyu 

nm dalga boyuna sahip maksimum absorbanslar 
bulundu ). Sulu ortamdaki Ag+ iyonunun 

in (SPR) meydana gelmesiyle 
   in 

[24]. UV-vis. 
spekrofotometrede ki r  ile 
okumalarda 426.50 nm dalga boyunda 

[23], 
[25]. 

     

 

 1. UV-vis. Spektrofotometre  
ile   

3332.71-3329.70 cm-1, 
2125.73-2124.05 cm-1 ve 1636.02-1635.63 cm-1 

 
[17], metilen  [26] 

ve  [15] indirgemeden sorumlu 
3). 

 

 

 

2. FT-IR (a) 
, (b) Nigella sativa L.  
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XRD ile  okunan datalarda (111), (200), 
(220) ve (311) de bulunan pikler 
k [27]. Pikler 

[28]. Datalarda bu piklerin 38.11, 
44.15, 64.52 ve  ki 
d nano boyut 

 Debye-Scherrer 

[29],[30].  

                                             (1) 

;  

D=  

K=  

 =X-ray dal  

  pikin FWHM   

= in . 

Bu  17.68 nm kristal 
nano boy  

21 nm [15] ve 
18.17 nm [31]  

 

4. krsistal desenine ait XRD 
 

 
[32], [33].  

ile eyici nitelik 
[34]. EDX verilerinde Carbon ve 

oksijenden gibi elementlerden 
fitokimysallardan 

 [35]. 

    

 5.  (a)Morfolojik  (b-
c) 

mikrografisi ve EDX profili 

 
belirlemek  Zeta potansiyeli analizi 
sonucu  20.9 mV 6). 

biyosentez 
 -19.7 

mV [27] ve -19 mV [36]  

. Bu  

[37].  

 

6.  

-mikrobiyal etkilerinin 
incelenmesi 

p  



D -354
 

351 
 

antimikrobiyal  
 e 0.03  ile S. aureus 

 ile P. aeruginosa 

tablo 1) 

Tablo 1.  
 

 
 

 AgNPs 
 

 
Nitrat 

 

Antibiyotik 
 

S. aureus ATCC 29213 0.03 2.65 2.00 

B.subtilis ATCC 11773 0.06 1.32 1.00 

E. coli ATCC 25922 0.12 0.66 2.00 

P. aeruginosa 
ATCC27833 

0.50 1.32 4.00 

C. albicans 0.12 0.66 2.00 

 

 

7. 
 

 iyonize olup 
 

iyonize olan 
kuvvetiyle mikroorganizmalar ile 

 [38],[39]. Reaktif 
 . Artan ROS 

verir [40]. 
faaliyetlerin DNA, RNA 

lar [42]. 

iyosentez ile elde edilen 

 B. subtilis, S. 
aureus, E. coli ,P. aeruginosa ve C. albicans 

etkili 
 [30].  ise S. 

aureus, E. coli 
antimikrobiyal aktivitede 

etkili  [41].  

Sonu  

AgNP lerin biyosentezinde Nigella sativa L. 
bitkisinden elde  

 
sentezlendi. UV-vis. 
spektrofotometre, SEM, FTIR, EDX, XRD, ve 
Zeta potansiyeli analizlerinden yararlanarak 
karakterizasyonu . 

morfoloji sergiledikleri, 
426.50 nm dalga boyunda maksimum absorbans 

 
23.66 nm kristal nano boyut ve son olarak da -
20.9 mV zeta potansiyeline 
edildi.  
antimikrobiyal aktivitelerinde antibiyotiklerden 

 
belirlendi. 
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ABSTRACT 

Nowadays, the use of phase-changing materials (PCM) which store energy as latent heat in the thermal mass and 
provide energy saving by increased thermal mass of building envelope is becoming more and more common in 
buildings. However, in literature, the number of theoretical, practical and experimental study on using in building 
envelope of these materials is not enough and lack of information in relation to this topic effects results of similar 
studies. With this study, it is aimed to examine the phase-changing materials that have just started to be used in 
the building envelope in different categories through thesis, articles, books, and research projects made in recent 
years and to shed light on the agenda by means of present a summary of the literature on PCM to the reader in 
result of these examinations. In line with these targets; approximately 50 scientific studies published in recent 
years; Usage in different climatic regions of building envelopes with PCM, the building element where the PCM 
is used, the PCM types used, the joining techniques with PCM, the study type and the simulation program used 
are evaluated and expressed with tables and visuals. By comparing the thermal performance characteristics, 
advantages-disadvantages and application methods of different types of PCMs, the necessary suggestions were 
made and the process that should be followed by the researchers who will work on this subject is shown on a 
diagram. As a result of the study, although there are many studies on PCMs, it was determined that the engineering 
knowledge on this subject is insufficient, the number of experimental studies should be increased, and most 
importantly, it is of great importance to develop PCMs as a low-cost and sustainable material suitable for use in 
building envelopes in all climatic conditions. It has been stated. 
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sorumludur [1

D-

20  

kaynaklardan 

 [2]. Enerji 

nerji 
  
 kadar toplam enerji 

%
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Tablo 1.  
Table 1. Physical, chemical and economic properties of phase change materials [4,13] 
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Introduction 

Soil has a heterogeneous structure; however, it 
can show changes on the meter or even 
centimeter scale. Soil is important in terms of 
being used as a building material and carrying the 
weights of engineering structures, such as 
buildings, bridges, roads and dams. 

In designing and making stability calculations of 
big structures, such as bridges, it has become 
mandatory to determine the physical and 
mechanical properties of the foundation and the 
materials being used, as well as understanding 
the deformations developed against the forces on 
the charge [1]. The most prevalent factors in the 
settlement and collapse of bridges are as follows: 
the wear of the slope and the pier foundations, 
sliding of the slope and pier foundations, 
washing of the slope and pier foundations, 
deformation of the foundation, overloading the 
bridge, receiving more flood waters than 
expected, earthquakes, and poor calculation of 
the wind effects on suspension bridges. 
Therefore, it is quite important to consider 
settlements under the stress effect, which is 
transferred to the foundation soil in the design of 
engineering structures, such as bridge piers. 
Settlements formed beneath the structures, 
especially different settlements, may have 
negative effects on the structural behavior [2].  

Soil is a non-homogeneous and anisotropic 
material. PLAXIS (static, dynamic stress 
analysis, and modeling program) is a finite 
element program that can be used for examining 
soil behavior. Many researchers conducted 
studies using the PLAXIS program. Brinkgreve 
et al. [3] used the two-dimensional PLAXIS 2D 
(Finite Element Code for Soil and Rock 
Analysis) software, which is based on the finite 
element method. Deformation analysis of 
different foundation types that settle on the soil 
can be performed with this program. Sert et al. 
[4] used the "Sensitivity Analysis and Parameter 
Change" option of the PLAXIS 2D software, 
which has been developed for analysis with the 
finite element method. In the models they 
obtained, they observed that the cohesion value 
in the clay had a greater impact on the results than 
the elasticity modulus of the shear resistance 
angle in the sand. There are many studies in the 
literature conducted with the PLAXIS program 
[5-7). Enkhtur et al. [8] made settlement 
calculations by using three different numerical 

analyses in their study on the numerical analysis 

Laman [9] examined the load bearing capacities 
of the circular foundations that settle on the 
granular filling layer built on remolded clayey 
soil with laboratory model experiments. They 
observed that the experimental data was in 
harmony by comparing the experimental data 
with an analytical relation.  

Geology 

Batman is located in the southeast of the 
 

Mountains (Figure 1). When the geological 
features of Batman province are examined, it is 
seen that ophiolitic rocks and sliced metamorphic 
rocks belonging to the Eurasian plate are located 
in the north of the Bitlis-Zagros Suture Zone 
(BZSZ) [10]. The oldest unit observed in Batman 
province and its surroundings is the Hoya 
Formation of the Midyat Group consisting of a 
sparsely argillaceous limestone level, limestone, 
dolomitic limestone, and dolomites of Lower 
Eocene-Lower Oligocene age; it is covered by 
the Germik Formation, consisting of locally 
dolomitic limestone and argillaceous limestone 

Formation of Middle-Upper Miocene age, 
consisting of conglomerate, sandstone, and 

Quaternary units consisting of alluviums are on 
the surface of the Batman River Valley and the 
surroundings of Batman (Figure 2). 
Formation is located in the city center of Batman 
and forms a large part of the study area [11]. This 
formation of Upper Miocene age consists of 
alternations of conglomerate, sandstone, 
siltstone, shale, and marl. The layer slopes of the 

sedimentation occurs in a fluvial and delta 
environment have directions and angles of short 
distances. This is due to the folds and strike-slip 
faults that occur as a result of tectonic events. 
Lithologically, it consists of alterations of pink, 
red, and brown coarse-grained, thick-bedded 
conglomerate with polygenic elements; 
sandstone with white and gray coarse-grained, 
thin, and indistinct bedding, with poorly 
cemented and polygenic elements; dirty yellow 
siltstone; white and light gray shale; light gray 
and yellowish marl and dark-greenish gray thin 
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shale; and conglomerate containing yellowish-
greenish gray sandstones [12-15]. 

 

 

 

 
 

Figure 1. Survey site location

  

 
 

Figure 2. Geological map of Batman City (modified from The Institute of Mineral Research and 
Exploration (MTA) 1:500.000 scale geological map, [10] 
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Materials and methods 

Materials 

In this study, four foundation boreholes (BH) 
were drilled to a total depth of 80 m in order to 

determine the geological characteristics of the 
soil during the field surveys carried out at the 

center (Figure 3). 

  

 
 

Figure 3. Three-dimensional view of the study area 
 

The dominant lithology of the study area is 
weathered claystone, in which siltstone and 
sandstone levels take the form of lenses. Batman 
City is at a risky position for settlement because 
most of the settlements in the city have been built 
on alluvium. In the area where the city was 
founded and the basin behind it, most of the 
lithological structure is clayey and impermeable 

(Figure 4a). In the drilled foundation boreholes, 
consolidated and brownish silty clay with low 
inorganic plasticity was observed between 0.5 
and 5 m. Silty sand was observed between 5-10 
m. Consolidated and brownish silty clay with low 
inorganic plasticity was observed between 10-20 
m (Figure 4b). 
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Figure 4. a) Soil appearance b) soil profile in the study area 
 

In order to determine the carrying capacity of the 
units in the study area, calculations were made 
using the data obtained from a triaxial 
compression strength test carried out in the 
laboratory on the samples taken from the 
borehole. According to this, the ultimate bearing 
capacity for the shallow foundations is calculated 
using the Terzaghi and Peck [16] relation. Table 
1 shows the results of the triaxial test. If we 

determine that the local sliding fracture will 
occur within the soil (in soft or close-to-soft, in 
loose or close-to-loose soil), maximum bearing 
capacity should be reduced. This reduction is 
made by scaling down the cohesion and internal 
friction angle by 2/3. In order to achieve the best 
results for important areas and areas that have 
been exposed to natural disasters, cohesion (c) 

[16].  

 
 

Borehole 
N. 

Depth 
(meters) 

Cohesion 
(c) kg/cm2 

Internal Friction 
Angle (  

Natural density 
(g/cm3) 

BH-1 2.00 0.52 7 1.920 
BH-1 4.50 0.55 7 1.934 
BH-2 2.00 0.57 8 1.938 
BH-2 4.50 0.54 8 1.929 
BH-3 2.00 0.50 8 1.925 
BH-3 4.50 0.53 7 1.942 
BH-4 2.00 0.52 7 1.934 
BH-4 4.50 0.54 7 1.940 
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Methods 

In this study, the parameters required to perform 
the settlement calculation were determined as a 
result of the consolidation tests. The 
consolidation settlement calculation was made 
within the study using the equation Bowles [17] 
below.  

 
     (1) 

 
In this equation  symbolizes the consolidation 
settlement amount of the stratum,  is the 
effective stress increase in the middle of the 
stratum due to loading, mv refers to the 
coefficient of volume compressibility, and  is 
the thickness of the clay stratum. 

Analysis based on the stress distribution was 
conducted in the settlement calculation of the 
bridge piers in the study area. The vertical (V) 
and horizontal (H) method was employed in the 
mathematical statement of the stress distribution 
[18] (Figure 5). 

 
     (2) 

In the equation,  symbolizes net base 
pressure,  is the foundation width,  is the 
height,  is the thickness effect, and  

represents the average stress increase in the soil 
stratum. 

    
 

Figure 5. Vertical (V)-Horizontal (H) method 
[18] 

 
Findings 

Results of the consolidation settlement 
calculation 

The settlement values for each drilling, which are 
calculated by using the data obtained from the 
boreholes in the study area, range between 12.32 
and 7.090 cm. Table 2 shows the settlement 
values calculated according to Bowles [17] for 
each borehole. 

 
 

Table 2. Settlement values calculated according to Bowles [17] for each drilling 
 

Borehole  Depth (meters) Mv  Settlement (cm) 

BH-1 UD1 2.00 0.0211 11.93 
BH-1 UD2 4.50 0.0183 7.090 
BH-2 UD1 2.00 0.0202 11.37 
BH-2 UD2 4.50 0.0202 7.86 
BH-3 UD1 2.00 0.0215 12.13 
BH-3 UD2 4.50 0.0202 7.77 
BH-4 UD1 2.00 0.0219 12.32 
BH-4 UD2 4.50 0.0222 8.55 

Calculation results according to the stress 
distribution 

The settlement values obtained from the study 
area are above the allowable values. No problems 
are expected in terms of excavation safety at this 

foundation depth. The soil, which consists of low 
plasticity clay (CL) and silty sand (SM) in 
accordance with the unified soil classification 
system (USCS), is not expected to cause a total 
and different settlement at a rate that can damage 
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the above-mentioned engineering structure. In 
the study area, settlement between 11.93 and 
12.32 cm is observed at 2 m and between 7.09 
and 8.55 cm at 4.5 m. 

 
Bridge Pier 1- Settlement at 2 m 

  
       (3) 

 

       (4) 

 
, therefore,  is taken as 1.5 since the 

clay stratum thickness will be 5 m and the 
thickness effect will be 3 m. 

 

          (5) 

 

             (6) 

 
Bride Pier 1- Settlement at 4.5 m 

   (7) 

 

                  (8) 

 
 therefore,  is taken as 0.25 since the 

clay stratum thickness will be 5 m and the 
thickness effect will be 0.50 m. 

 

                (9) 

 

               (10) 

 
Bridge Pier 2- Settlement at 2 m 

   
                   (11) 

 

                (12) 

 
, therefore,  is taken as 1.5 since the 

clay stratum thickness will be 5 m and the 
thickness effect will be 3 m. 

 

             (13) 

 

               (14) 

 
Bridge Pier 2- Settlement at 4.5 m 

  (15) 

 

                (16) 

 
, therefore,  is taken as 0.25 since the 

clay stratum thickness will be 5 m and the 
thickness effect will be 0.50 m. 

 

             (17) 

 

               (18) 

 
Bridge Pier 3- Settlement at 2 m 

         (19) 

 

                (20) 

 
, therefore,  is taken as 1.5 since the 

clay stratum thickness will be 5 m and the 
thickness effect will be 3 m. 

 

              (21) 

 

               (22) 
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Bridge Pier 3- Settlement at 4.5 m 

  (23) 

 

                (24) 

 
, therefore,  is taken as 0.25 since the 

clay stratum thickness will be 5 m and the 
thickness effect will be 0.50 m. 

 

              (25) 

 

               (26) 

 
Bridge Pier 4- Settlement at 2 m 

     (27) 

 

               (28) 

 
, therefore,  is taken as 1.5 since the 

clay stratum thickness will be 5 m and the 
thickness effect will be 3 m. 

 

              (29) 

 

               (30) 

 
Bridge Pier 4- Settlement at 4.5 m 

  (31) 

 

                (32) 

 
 therefore,  is taken as 0.25 since the 

clay stratum thickness will be 5 m and the 
thickness effect will be 0.50 m. 

 

              (33) 

 

               (34) 

 
The models obtained with PLAXIS 

PLAXIS V.8.2 (Finite Element Code for Soil and 
Rock Analyses) [19] is computer software that 
has been designed to analyze and determine 
problems in Geotechnical Engineering, such as 
deformation and stability, with the finite element 
method, and enables the asymmetric modeling of 
plane deformation and soil rock behavior. Tables 
3 and 4 show the characteristics of soil, bored 
pile, and bridge parameters for the model used. 

 

Table 3. The characteristics of soil parameters  
 

Analysis parameters of the clayey soil 

Internal friction angle  ( ) 7 
Soil unit weight  3) 19 

Cohesion c (kN/m2) 50 
Poisson ratio  0.30 

Young's modulus E (kg/cm2) 1323.5 
Analysis parameters of silty sand soil 

Internal friction angle  ( ) 32 
Soil unit weight  3) 19 

Cohesion c (kN/m2) 5 
Poisson ratio  0.43 

Young's modulus E (kg/cm2) 2387.5 
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Table 4. The characteristics of piling, bridge, and load parameters 
 

Bored pile parameters 

Material type Elastic 
EA (Axial stiffness) 4.58x106 kN/m 

EI (Bending stiffness) 83480 kNm2/m 
Bridge parameters 

Material type Elastic 
EA (Axial stiffness) 1.91x106 kN/m 

EI (Bending stiffness) 34780 kNm2/m 
Load 

Vertical (y)  100 kN/m2 

 
Since PLAXIS is two-dimensional the bridge 
was modeled in the depth and horizontal (x) with 
the perspective from the irrigation channel 
beneath it (Figure 6). The bridge piers in the 
model gathered at one point as one on the right 
and one on the left. Bridge loads were formed 
according to the static loads and drainage 
conditions. 

The model was created by using three strata at 
different depths. The geometry of the model 
includes: foundation at 0-2 m, silty clay at 0-5 m, 
silty sand at 5-10 m, silty clay at 10-20 m, and 
bored pile at 0-18 m for the analysis (Figure 6). 
Figure 7 shows the finite element network. 

 

 

 
 

Figure 6. Model geometry 
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Figure 7. Finite element network 
 

Pore water pressure increases linearly starting at 
the groundwater level. The capillary zone is 
under negative stress due to the tensile stress of 
water. In the drillings carried out in the survey 
area, the groundwater level was at 15 m. The 
groundwater level should be determined before 
carrying out the analysis in the calculation 

section of PLAXIS. Therefore, the active pore 
water pressure stemming from the weight of the 
soil and its position 15 meters beneath the 
groundwater level were created in Figure 8, 
before building the bridge and bored piles. 

 

 
 

Figure 8. Groundwater level 
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Figures 9 and 10 show the displacement vectors 
obtained with the analysis result conducted in 
PLAXIS. These are the respective total and 
vertical displacement vectors, and displacements 

are seen to intensify in the silty sand soil in 
between.  

 

 

 
 

Figure 9. Total displacement vectors 
 

 
 

Figure 10. Vertical displacement vectors 
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The displacement values obtained with PLAXIS 
are as follows: total displacement of 44.30x10-6 
m and vertical displacement if 17.02x10-6 m, and 
these values are negligible. 

Effective stresses control the important 
engineering behaviors, such as compaction, 
shape deformation, and resistance to shear 
stresses of the soil. In other words, effective 

stress is affected by the pore water pressure 
beneath the groundwater stratum and the total 
vertical pressures. In the effective stresses in 
Figure 11, a concentration can be seen around the 
bored piles on the silty clay soil in the lowest 
stratum, and this concentration can be said to 
affect the silty sand soil in the upper stratum. 

 

 

 
 

Figure 11. Effective stresses 
 
In the bored pile technique applied in the study 
area, piles, bridge foundations, bridges, and 
bridge loads are defined in the program, and 
active pore water pressures occurring on the soil 
are also shown in Figure 12. Accordingly, it can 
be said that the pore water pressures from the 
lowest stratum of the silty clay soil to the silty 
sand soil with a height of 5 m between, and there 

may be a risk of liquefaction in this area. During 
liquefaction, the pore water pressure increases 
between the grains that form the soil. As soon as 
the pore water pressure is equal to the total stress, 
the friction force between the grains reaches 
zero. Settlement problems occur in the 
foundation soil. 
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Figure 12. Active pore water pressure 

 

Considering that the soil is mainly clay in the 
study area, it is thought that consolidation 
settlement analysis is necessary. The settlement 
value was found to be 1.70 cm in the 
consolidation settlement analysis conducted with 
the temporal dynamic analysis of PLAXIS. In 
accordance with the analysis results, we conclude 
that the structure does not have an issue in terms 
of settlement. The low pebbly clay level in the 
study area is the unit where the foundation will 
settle, and soil improvement methods are 
required for construction. Therefore, bored pile 
technique was applied in the area as a soil 

improvement method. Figure 13 shows the three-
dimensional view of the bored pile technique 
applied in the area and each Bored Pile has an 80 
cm diameter and is 18 m in length. Excavation 
was primarily made at the building site in the 
study area, followed by the manufacturing of a 
total of 40 bored piles, each of which are 80 cm 
in diameter, 1800 cm in length, and 150 cm apart. 
Then, the building was completed after making 
the column footing, calculating the vehicle loads, 
and the design process. 
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Figure 13. Three-dimensional view of the bored pile application in the study area 
 

Conclusions 

Four foundation boreholes were drilled in order 
to determine the lithological and geological 
conditions of the soil, as well as the engineering 

. 
During the drilling of the borehole, assessments 
were made with the upper and lower depths of 
the soil strata, sampled levels, groundwater level, 
and all other observations. Settlements and 
stresses occurring at the base of the bridge legs in 
the study area were determined using the 
PLAXIS computer software, and the models 
created were correlated according to the 
geological data. Since the groundwater level is 
deeper than the foundation level, its impact on 
our foundation is not considered. However, the 
groundwater poses a risk to the liquidity of the 
sandy soil unit between 5 and 10 m depth. A 
settlement analysis was also conducted with 
PLAXIS, and this settlement value almost 
supported the consolidation settlement results. In 
the settlement calculation of the structure to be 
built (according to USCS class), the soil 
consisting of low plasticity clay (CL) and silty 
sand (SM) is not expected to cause a total and 
different settlement at a rate that can damage the 
above-mentioned engineering structure. Due to 
the fact that the soil consists of 5-10 m of silty 
sand in the study area, there is a risk of 
liquefaction due to the presence of groundwater, 
and settlements are observed in structures with 

shallow foundations in residential areas close to 
the study area, bored piling, which is one of the 
soil improvement techniques, was applied for the 
proposed bridge. 

References 

1. B. Canik, Engineering Geology Lecture Notes, 
Ankara: Ankara University Faculty of Science 
Department of Geology Engineering, 1997. 

2. M E , Geology Information 
for Engineerings, Expanded 2nd Edition, 

 Publishing, 2013. 
3. R. B. J. Brinkgreve, W. Broere, and D. Waterman, 

PLAXIS Finite Element Code for Soil and Rock 
Analysis. 2d Version 8.6., The Netherlands: Delft 
University of Technology & Plaxis, 2004. 

4. S. Sert, A. and E. Arel, Effect of Change in 
Soil Properties on Results in Numerical Analysis  
Thirteenth National Congress of Soil Mechanics and 

-482, (2010).  
5. E. B. G. Demir, Z.  and A. 

Kayahan, An Evaluation on Landslides (Example of 
Rize Province)  Fourteenth National Congress of 
Soil Mechanics and Foundation Engineering, 

-346, 
(2012). 

6. the 
Traditional Method and Finite Element Method in 

 Journal of 
Engineering Sciences and Design, vol. 7, no 1, pp. 
136-144, 2019. 



DUJE (Dicle University Journal of Engineering) 12:1 (2021) Page 373-387

387 
 

7. Adatepe, A.  and R. Performance 
of Different Braces in a Deep Excavation Application 
in Istanbul Graywackes  Fourteenth National 
Congress of Soil Mechanics and Foundation 

431-442, (2012). 
8. O. Enkhtur, T. D. Nguyen, J. M., Kim and S. R. Kim, 

Evaluation of Settlement Influence Factors of 
Shallow Foundation by Numerical Analyses  KSCE 
Journal of Civil Engineering, vol. 17, no 1, pp. 85-95, 
2013. 

9. G.  and M. Laman, Examination of Circular 
Foundations on Stratified Soils by Tests and 
Analytical Method  
Engineering and Architecture Journal, vol. 30, no 19, 
pp. 249-256, 2015. 

10. M. Sunkar and S. Tonbul Geomorphology Iluh 
Stream of River Basin Batman, Istanbul University 
Faculty of Literature Department of Geography, 
Journal of Geographical, vol. 24, pp. 38-60, 2013. 

11. Y. Eren, M. T. T. Beyaz, S. M. 
 Arslan and S. Polat, Tectonism of Esentepe 

( , Batman University Journal 
of Life Sciences, vol. 1, no 2, pp. 385-394, 2012. 

12. T. Bolgi, V. Petrol Region Section Measurements 
Structural Studies between the Field Numbered 

AR/TPO/261 and the Field West -Dodan  
Turkish Petroleum Corporation Research Group, 
Report No: 162, Ankara, (1961). 

13. D. Tuna, Explanatory Report of Lithostratigraphic 
Units in Region IV , TPAO Search Group, Archive 
No. 813, (1973). 

14. D.  The Geological Examination of 
-Sincik- Area , TPAO 

Search Group, Report No: 1395, (1979). 
15. Y. The Tectonics of Amonos Mountains  

TPAO Search Group, Report No: 1653, Ankara, 
(1982). 

16. K. Terzaghi and R. B. Peck, Soil Mechanics in 
Engineering Practice, New York: John Wiley & Sons, 
1948. 

17. J. E. Bowles, Foundation Analysis and Design, 4th 
Edition, Singapore: McGrawHill, 1988. 

18. B. H. Fellenius, Basics of Foundation Design 
Electronic, Vero Beach: Pile Buck International Inc., 
2019. 

19. R. B. J. Brinkgreve, 
 

 

 

 

 

 

 



D 12:2 (2021): pp. 389-399

1 
 

 

Recep K. 1, M. 2, Fatih Avcil3 
1,2 . recepkadir@harran.edu.tr, agurel@harran.edu.tr 

3  favcil@beu.edu.tr 

Investigation of the Collapse of the Gap Yenev Building and the Strengthening Studies 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 
M : 
 

 
22 Ocak 2021 

Kabul: 22 Ocak 2021 
Anahtar kelimeler: 

, , 
, Sonlu elemanlar 

 

 

 
 Bu bilgi birikimi 

. 
-

 
 

 
betonarme uy  

 
 

 
 

Doi: 10.24012/dumf.836954 

* Sorumlu yazar / Correspondence 
 

 recepkadir@harrane.edu.tr 

ARTICLE INFO 
Article history: 
 
Received: 7 December 2020 
Revised: 22 January 2021 
Accepted: 22 January 2021 

Keywords: 
 
Cantilever slap, Load analysis, 
Structural strengthening, Finite 
element method 

ABSTRACT 

During their economic lifetime, buildings may face partial and sometimes complete collapse due to errors made 
during the design or construction phase. With the examination of partially or completely collapsed buildings and 
investigating the reasons for the collapse, a lot of valuable information has emerged for engineers. This knowledge 
is a guide for engineers about the points to be considered during the design and manufacturing phase of new 
buildings. During the construction of the South East Anatolia Project, Renewable Energy and Energy Efficiency 
R&D Center (GAP YENEV) building located in the Osmanbey campus of Harran University, a partial collapse 
occurred in the cantilever flooring system. This event, which was overcome without loss of life, caused the 
construction to stop for a certain time and financial losses. In this study, the reasons for the collapse of the 
mentioned cantilever slab were investigated. As a result of the examinations and analyses made, it has been 
observed that the current load situation of the building and the load analysis in the approved reinforced concrete 
application project do not coincide with each other. This situation revealed that the collapse occurred because of 
serious mistakes made during both the project phase and the manufacturing phase of the building. With the 
ABAQUS program, the unit-width cantilever of the building was modeled and analyzed both as it should be and 
in its current form, and its moment carrying capacities were compared. The analysis revealed that the current 
moment capacity of the cantilever slab was considerably lower than the capacity it should have been. In the last 
part of the study, the strengthening works carried out on the building are explained. A lot of valuable information 
was obtained both while investigating the reasons for the collapse of the building and during the retrofitting works. 
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Betonarme uygulama projelerinde 

-  

 

7 Betonarme uygulama projesin
 

 

Tablo 1. Karot numunelerin TS EN 13791
 

Karot numune no 

1-4 
dilatasyonu 

m) 

(Mpa) 

2-5 dilatasyonu 

 

(Mpa) 

1 27.11 29.96 
2 40.69 35.37 
3 40.87 31.39 
4 31.92 37.04 
5 33.03 35.52 
6 37.84 34.75 
7 32.92 40.21 
8 41.84 35.54 
9 35.38 31.72 
10 35.74 37.13 

Ortalama 
(fm is) 

35.74 34.86 

f = fm is-k 30.74 29.86 
f = f +4 31.11 33.96 

1-4 
-5 

dilatasyonunun 
20 adet karot numunesi 

-4 
dilatasyonundan a

8

13791/Nisan 2010 -
1-4 

ve 2-

 
 

f = fm is-k     (1) 

fck is, = f is, en +4    (2) 

bu f  150 
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k 
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11 
birimi 

Betonarme kolon-
C3D8R (an 8- ise 

 
D

, 
beton plastisite modeli 

 
 

temsil etmektedir. 

 

 bir 
davranmas    

 

 uygulama projesinde belirtilen 

2  

Tablo 2
 

kN/m2 

 

 

12 -1 kesiti (a) 
Projedeki boy kesit (b) uygulamadaki boy kesit 

2 
2 

Tablo 
3  

 

Tablo 2. 
 

 
(m) 

Birim 
Hacim 

(kN/m3) 

Sabit 

(kN/m2) 

Bitkisel 
Toprak 0.5 18 9 

Geotekstil 
 0.07 10 0.7 

 0.005 12 0.06 

Koruma 
Betonu 

0.1 23 2.3 

 0.16 0.3 0.048 

Toplam   12.108 

kadar kademeli olarak y



D -399
 

396 
 

 

Tablo 3. 
 

 
Boyutlar 

(m) 

Birim 
hacim 

(kN/m3) 

Birim 
uzun. sabit 

(kN/m) 

Parapet 0.15x1.5 25 5.63 

 0.03x1.5 22 0.99 

Toplam   6.62 

2 sabit ve 5 
kN/m2 
kN/m2  

Kon
3 14   

Ln/  [12]. Ln 

Betonarme uygulama projesinde, en konsol 
 

 (3) 

 

Betonun karakteristik silindir 
(fck

fyk Betonun 
fctk) ise, 

    (4) 

 1.9 Mpa, olarak 

verilmektedir. 

gelmektedir.  

 

13 
 

 

14 
 

Model 1

kN/m2 

 
Y Model 1 
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5
  

 

15 
 

 

edilen bulgular Tablo 4 Model 

 

 

 

 

-

 

16 a -5 ve 3-6 
 

 

Tablo 4.  

Malzemeler ve mekanik 
 

 
Model I Model II 

 
Prapet 
duvar 

Beton 
Bet. 

 G 
(kN/m2) 

Q 
(kN/m2) 

G 
(kN/m) 

(%) 

Mom. 
kap. 

(kNm) 

Sehim 

(mm) (%) 

Mom. 
kap. 

(kNm) 

Sehim 

(mm) 
fck 

(Mpa) 
fctk 

(Mpa) 
fyk 

(Mpa) 

30 1.9 420 12.108 5.0 6.62 100 73.704 10.16 40 46.551 53.60 
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. Bu durumda 
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ABSTRACT 

Since the global climate changes exist, today, floods can be accounted among the most important hydraulic and 
hydrological problems of world. Extreme urbanization, concrete structures, and asphalt roads are the most 
important factors that increase the impermeable zones and the flood flow. Estimating the flow in advance will 
minimize the potential loss of both life and properties. Realistically determining the flow coefficient, which is 
the most effective factor on flood flow, the existing problems will be eliminated to a considerable extent. There 
are many techniques, which can be found in the existing literature, offered for modeling flow coefficient. 
However, the most of them base on the black-box type methodologies and they cannot be generalized. 
Therefore, in this study, a new approach namely Fuzzy SMRGT Method, which considers the physic of the 
event, has been preferred. The data, which contains the daily measurements of both temperature and wind speed, 
were obtained from the Regional Directorate of Meteorology. The model results were compared with the real 
data. For comparison, basic statistical magnitudes such as maximum, minimum, mean, standard deviation, 
coefficient of variation and coefficient of skewness and mean absolute relative error, scattering diagram, and 
time series graphs were used. As a result of the comparison, it can be said that the results of the SMRGT are 
quite realistic and can be used confidently in determining the meteorological flow coefficient. 
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Kural 
No  

0C) Ruzgar (m/s) 
 

 Model OMRH 

                

1 2.50  0.31  1.62 93.34 Bir 99.14 0.25 

2 2.50  1.25  2.00 91.79  95.80 0.17 

3 2.50  2.50 Orta 2.50 89.74  91.65 0.09 

4 2.50  3.75  3.00 87.69  87.50 0.01 

5 2.50  4.68  3.37 86.16  83.43 0.13 

6 10.00  0.31  6.12 74.87 Alti 79.20 0.23 

7 10.00  1.25  6.50 73.33 Yedi 75.00 0.09 

8 10.00  2.50 Orta 7.00 71.28 Sekiz 70.80 0.03 

9 10.00  3.75  7.50 69.23 Dokuz 66.65 0.15 

10 10.00  4.68  7.87 67.70 On 62.58 0.30 

11 20.00 Orta 0.31  12.12 50.25 Onbir 58.35 0.64 

12 20.00 Orta 1.25  12.50 48.71 Oniki 54.20 0.45 

13 20.00 Orta 2.50 Orta 13.00 46.66  50.00 0.29 

14 20.00 Orta 3.75  13.50 44.61  45.80 0.11 

15 20.00 Orta 4.68  13.87 43.08  41.72 0.13 

16 30.00  0.31  18.12 25.64 Onalti 37.50 1.85 

17 30.00  1.25  18.50 24.09 Onyedi 33.35 1.54 

18 30.00  2.50 Orta 19.00 22.04 Onsekiz 29.20 1.30 

19 30.00  3.75  19.50 19.99 Ondokuz 25.00 1.00 

20 30.00  4.68  19.87 18.46 Yirmi 20.90 0.53 

21 37.50 
 

0.31  22.62 7.17 Yirmibir 16.69 5.31 

22 37.50 
 

1.25  23.00 5.63 Yirmiiki 12.50 4.88 

23 37.50 
 

2.50 Orta 23.50 3.58  8.30 5.28 

24 37.50 
 

3.75  24.00 1.53  4.24 7.10 

25 37.50 
 

4.68  24.37 1.00  0.93 0.28 

        
Toplam  32.12 
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Ortalama 46.70 50.02 
Standart Sapma 32.08 30.54 

  0.69 0.61 
 0.99 

 -0.05 -0.03 
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ABSTRACT 

In the energy-based seismic design approach, earthquake ground motion is taken into account as input energy to 
structures. This energy entering the system during the earthquake is equal to the sum of the kinetic energy, damping 
energy, elastic strain energy and hysteretic energy components formed in the structure system. Therefore, it is 
important to know the value of the energy entering the system and how it is consumed. In this study, 3 single 
degree of freedom (TSD) models, which are assumed to be located in Elazig city center, were formed. Then, the 
behavior of these structural systems under earthquake acceleration records scaled according to the design spectra 
of the soil classes of DBYYHY (2007) and TBDY (2018) were evaluated. For this purpose five different 
earthquake records were selected. These acceleration records were used by scaling separately according to the 
design spectra for the four soil classes of both regulations, taking into account the area where the buildings are 
located.  For the nonlinear behavior of structural elements, bi-linear model is considered. The motion equations of 
SDOF models are solved in the time domain using the Newmark average acceleration method. After determining 
the displacements of each system by using nonlinear dynamic analysis in the time domain, the total input energies 
of SDOF systems with the earthquake were calculated. The displacements, shear forces and energy inputs in the 
structures models were compared with each other and the results were evaluated. 
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olan TA ve TB 
bulundurularak . Model 
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A ve TB 
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TSD 

 
 

 
2. TSD sistem modeli 

 
DBYYHY (2007) [33] 

 [34] 

dirilen 5 

merkezi  
d her iki deprem 

birlikte 
- a  , 

Z1-ZA, Z2-ZB, Z3-ZC ve Z4-ZD zemin 

tir. 
 Tablo 2- verilmi ir. 

 

 

 

 

 

 

 

 

Tablo 1. TSD  
 

 
Kolon 

kesiti (m2) 
e 

(t) 
Kolon 

i  (m) 
  

 
Periyod 

(s)   

Model 1 0.50x0.50 0.8 3 16 16 10/100 0.045 C30/B420C 

Model 2 0.70x0.70 35 4.5 20 18 10/100 0.276 C30/B420C 

Model 3 0.80x0.80 340 6 24 22 10/100 1.017 C30/B420C 
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karakteristik  

Zemin 
 

Etkin yer ivme 
 

 TA TB 

Z1 0.3  0.10 0.30 
Z2 0.3  0.15 0.40 
Z3 0.3  0.15 0.60 
Z4 0.3  0.2 0.90 

 
 SDS SD1 TA TB 

ZA 0.721 0.282 0.056 0.282 
ZB 0.811 0.203 0.050 0.251 
ZC 1.081 0.381 0.070 0.352 
ZD 1.027 0.531 0.104 0.518 
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Tablo 4.  
 

 
 

Deprem &   Mw Vs3o(m/s) PGA 
(g) 

PGV 
(cm/s) 

PGD 
(cm) 

  1201 6.30 529 0.5109 37.21 15.74 

 Sivrice, 2020 2308 6.80 450 0.2986 45.34 10.99 

Imperial Valley-06**  El 
Centro  

6.53 163 0.3152 31.49 14.12 

Imperial Valley-02** El Centro, 1940 El 
Centro  

6.95 213 0.3188 36.15 21.35 

Kocaeli ** Kocaeli, 1999   7.51 297 0.3490 62.18 51.30 

*[36 . 

**[37  
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8. -Valley deprem yer hareketinde Model 2
miktarlar  

 

 

9. Kocaeli deprem yer hareketinde Model 2 lar  

0,00

0,10

0,20

0,30

0,40

0,50

0,60

0,70

0,80

0,90

1,00

0 5 10 15 20 25 30

2 /
s2 )

Zaman (s)

2007 Z1 2007 Z2 2007 Z3 2007 Z4

2018 ZA 2018 ZB 2018 ZC 2018 ZD

0,00

0,10

0,20

0,30

0,40

0,50

0,60

0,70

0,80

0 5 10 15 20 25 30 35 40

2 /
s2 )

Zaman (s)

2007 Z1 2007 Z2 2007 Z3 2007 Z4

2018 ZA 2018 ZB 2018 ZC 2018 ZD

0,00

0,10

0,20

0,30

0,40

0,50

0,60

0,70

0,80

0,00 5,00 10,00 15,00 20,00 25,00 30,00 35,00

2 /
s2 )

Zaman (s)

2007 Z1 2007 Z2 2007 Z3 2007 Z4

2018 ZA 2018 ZB 2018 ZC 2018 ZD



12:2 (2021): pp. 411-430

427 
 

 

.  deprem yer hareketinde Model 3 lar  
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ABSTRACT 

 

Ensuring more reliable and quality meteorological and climatological studies by providing data continuity 
and widening the data range. For this reason, missing values in meteorological data such as temperature, 
precipitation, evaporation must be completed. In this study, an artificial neural network (ANN) model was 
used to complete missing temperature data in the Horasan meteorology station. To establish the ANN 
model, monthly average temperature values of neighboring stations having similar climatic characteristics 
and altitude with Horasan were used as input.  The monthly average temperature values of the Horasan 
station were used as output. Approximately 70% of the data was used for training, about 15% for testing, 
and about 15% for verification in the ANN model. Various statistical parameters were compared to 
determine the best network architecture and best model. As a result, the model's high determination 
coefficient (R2 = 0.99) and low mean absolute error (MAE = 0.61) showed that the ANN model can be 
used effectively in estimating missing temperature data. 
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Introduction 

Artificial Neural Networks (ANNs) are 
developed as a parallel processing modeling 
system, inspired by the brain work system, and 
have been recently applied to many fields of 
science. These models consist of input, output, 
and hidden layers and can be used to achieve 
high-performance models in the hydrology 
discipline as in other disciplines. Water resources 
systems and weather forecasts are composed of 
complex relationships that are non-linear and 
have many parameters. Such problems can be 
solved effectively thanks to ANN's ability to 
easily adapt to the problem [1,2]. Therefore, the 
ANN model was used in the estimation of 
missing air temperatures in this study. 

Numerous studies have been conducted on the 
prediction of artificial neural network models 
and meteorological and hydrological variables. 
Some of those;  Some of those;  3] used for 
estimation of air temperature,  Sanikhani et al. [4] 
used to reduce the biases of climate variables 
(temperature and precipitation), Vakili et al. [5] 
used for estimation of daily global solar   
radiation, Behmanesh, and Mehdizadeh [6] used 
for estimation of soil temperatures,  Zhu et al. [7] 
used for river water temperature simulation, 

 used for estimation of the 
evaporation amount,  Rahman, and Chakrabarty 
[9] used for estimation of transport of sediment, 

 used for estimating 
the amount of precipitation,  Afzaal et al. [11] 
used for estimation of groundwater,  
and  Hashimi, [12];  used for 
streamflow estimation. 
In this study, ANN model was used to complete 
the missing temperature data in Horasan 
meteorology station. To establish the model, the 
monthly average temperature values of 
neighboring stations with the nearest, climatic 
characteristics and least elevation difference of 
the Horasan station were used as input, and 
missing temperature data were estimated as 
output. 

 

 

Materials and Methods 

Study Area and Data 

17690 no Horasan, 17688 no Tortum, 17666 no 
 and 17718 

no Tercan meteorological observation station 
temperature data were selected in the study area 
since the stations are close to each other and have 
similar hydrological and climate characteristics 
and high correlations. The data used in this study 
were between 1966 and 2017 and were obtained 
from the General Directorate of Meteorology. 
Detailed information on the stations used in the 
study is given in Table1. 

Table 1. Stations used in the study 

Station 
Name 

Station 
Number 

Latitude Longitude Altitude 

Horasan 17690 40,04 42,17 1540 
Tortum 17688 40,30 41,54 1576 

 17666 40,49 40,99 1223 
 17099 39,73 43,05 1646 
 17204 38,75 41,50 1322 

Tercan 17718 39,78 40,39 1425 
 

The distance between the meteorology 
observation stations and Khorasan, which are 
used as inputs in the artificial neural network 
model, is shown in Table 2. 

Table 2. Distance between selected stations and 
Horasan 

Station Name Distance (KM) 

Tortum 59,55 
 113,00 
 83,50 
 157,09 

Tercan 154,82 
  

The stations used in the study are expressed 
according to the Euphrates Basin boundaries 
(Figure 1). 
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Figure 1. Euphrates basin location map 

 

Artificial Neural Networks (ANNs) 

ANNs are the computer systems that make the 
learning function which is the most basic feature 
of the human brain. They make the learning 
process with the help of examples. These 
networks consist of interconnected processing 
elements (Artificial nerve cells). Each 
connection has a weight value. The knowledge of 
the ANN is hidden in the weight value and spread 
into the network. 

ANNs suggest a different calculation method 
than the known methods of calculation. It is 
possible to see the successful applications of this 
calculation method, which is adapted to the 
environment, can work with incomplete 
information, can make decisions about 
uncertainties, and tolerate errors. The interest in 
these networks increases day by day, although 
there is not a certain standard in the structure of 
the network to be formed and selection of the 
network parameters, the problems are shown 
only with numeric information, it is not known 
how education is finished and the behavior of the 
network cannot be explained. Especially in 
classification, pattern recognition, signal 
filtering, data compression, and optimization 
studies, ANNs are considered the most powerful 
techniques [14]. 

 

The Structure and Elements of ANN 

Artificial neural networks are computer systems 
developed inspired by the properties of the 
nervous system (information generation, 
description, prediction, etc.). Artificial neural 
networks are formed by the combination of cells 

as in biological nervous systems and generally 
artificial neural network architecture is defined in 
3 layers. These are; 

 Input layer 
 Hidden layer 
 Output layer 

 

 
Figure 2. The model of Artificial neural network. 
Xi is input values, Wi, Connection weight 
Information is transmitted from the input layer to 
the network. They are processed in interlayers 
and sent to the output layer. Information 
processing is the conversion of the incoming 
information to the network using the weight 
values of the network. The weights should be 
evaluated correctly for the network to produce 
the correct outputs for the inputs. The network 
needs to be trained to find the right weights. The 
process of determining the correct weights is 
called network training. Weights are initially 
assigned randomly. Then, when each sample is 
presented to the network during training, weights 
are changed according to the learning rule of the 
network. Then another sample is presented to the 
network and the weights are changed again. 
These operations are repeated until the correct 
outputs are produced for all the samples in the 
network training set [15, 16] 
 
Determination of Model Performance  

The performances of the established models have 
been tested with the help of different statistical 
criteria. These criteria are; The Determination 
Coefficient (R2) and the Mean Absolute Error 
(MAE) values. The statistical calculations used 
can be calculated with the help of Equations 1 
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and 2, respectively. MAE is a statistical measure 
that measures the predictive accuracy by 
determining the differences between the 
predicted values and the observed values. The 
Determination Coefficient (R2) is a statistical 
measure that shows how close the data is to the 
fitted regression line. 

R2 =                                  (1) 

MAE =                                 (2) 

In these equations, xi shows expected (observed) 
values of models; yi shows outputs of models, xi 
yi: error (residue) and N: the number of data. 

The model with the largest R2 (near 1) and the 
lowest error rate (near 0) is considered the best. 

 

Results 

The completion missing temperature data 
with Artificial Neural Network (ANN) 

The quality, reliability, and completeness of the 
data used while working in the field of hydrology 
and meteorology is very important in terms of the 
correct result of the established model. Studies 
using incomplete data have inadequate and 
incorrect results. For this, the missing records 
must be completed with various methods before 
starting the study. In this study, missing 
temperature data were completed with an 
artificial neural network model by using 
neighboring station data. 
 
The collection of data and analysis 

In this study, the temperature data of the Tortum, 

presented as inputs to the artificial neural 
network model, and the missing temperature data 
of the Horasan station was completed. The data 
sets are divided into three sections: training set, 
test set, and validation set. About 70% of the data 
was used for training, about 15% for testing, and 
about 15% for validation. 

Table 2. Altitude, climate, and correlation 
coefficients of the stations used in the study 

Station 
Correlation 

with Horasan 

Climatic 
similarity with 

Horasan 

Altitude 
difference with 

Horasan (m) 
Tortum 0,98 Similar 36 

 0,99 Similar 317 
 0,99 Similar 106 
 0,99 Similar 218 

Tercan 0,99 Similar 111 

To complete the missing temperature data of 
Horasan, the stations closest to the Horasan 
station, with the highest correlation and with 
similar climatic characteristics and elevations 
were used. 

 
Determining the network architecture 

The information coming from the input layer is 
processed according to certain standards and 
transmitted to the output layer. The main 
function of the network is the hidden layer and 
the number of hidden layers varies from network 
to network in line with the purpose to be achieved 
[21]. In this study, since a single hidden layer is 
sufficient to solve the problem, the best network 
architecture has been chosen as a single layer 
architecture with the smallest training, testing 
and verification errors. 

 

Figure 3. Comparison of the absolute errors of 
the top 5 network architectures 

Figure 3 shows the graph of the absolute error 
values of the top 5 network architectures that fit 
the model. The smallest absolute error value of 
these architectures is seen in [5-13-1] 
architecture. Besides, when the other criteria are 



DUJE (Dicle University Journal of Engineering) 12:2 (2021) Page 431-438

435 
 

compared, the fitness criterion gives the best 
model, the highest correlation coefficient, and 
the determination coefficient, and the lowest of 
training, test, and validation errors. When the 
model parameters are compared, [5-13-1] 
architecture has been found to represent the best 
network structure (Table 3). 

Table 3. Comparison of statistical parameters to 
determine the best network architecture 

Network 
architecture 

5-13-1 5-8-1 5-5-1 5-3-1 5-6-1 

Fitness criterion 1,32 1,24 1,26 0,92 1,20 
Training error 0,62 0,66 0,69 0,96 0,72 

Test Error 0,76 0,80 0,79 1,08 0,83 

Validation Error 0,70 0,73 0,71 1,07 0,77 
Correlation 0,996 0,996 0,995 0,994 0,995 

Determination 0,992 0,992 0,99 0,988 0,990 

 

 

Figure 4. Selected network architecture 

Figure 4 shows the most suitable network 
architecture (5-13-1) selected to complete 
missing temperature data. Here, 5 represents the 
number of inputs, 13 is the number of neurons in 
hidden layers, and 1 is the number of outputs. 

 

Training the network 
As a result of the training process, the error 
calculated in the artificial neural network is 
expected to decrease to an acceptable error rate. 

The training was completed with minimum error 
by selecting the network training process, various 
learning rates, the number of neurons in the 
hidden layer, the activation function, the number 
of iterations and the training algorithm. 
 

Testing and verification 

Testing is a process used to estimate the quality 
of a trained neural network. During this process, 
some of the data not used during training are 
presented to the trained network, as appropriate.  
Then the estimation error is measured in any case 
and used to estimate the network quality. This 
step determines the success of education by 
simply comparing the statistical data with the 
data predicted by ANN [17].  The correlation 
coefficient (R = 0,996) between the actual data 
and the predicted (modeled) data, while the 
Determination coefficient (R2 = 0,992) and the 
errors are small. In addition, the correlation 
indicates that the model, which is estimated to be 
high and positive, is appropriate and correct 
(Table 4, Table 5). 

Tablo 4 Artificial neural network model 
summary table 

Artificial neural network parameters 
Activation function: Logistics sigmoid 
Model architecture: (5-13-1) 
Learning algorithm: Quick propagation 

Iteration number: 1000 
R: 0,996 
R2: 0,992 

Note. R: Correlation coefficient, R2: Determination coefficient 

Correlation and determination coefficients are 
used to compare predicted values and actual 
values and to determine the best estimation 
performance. The determination coefficient (R2), 
which takes the values of the prepared model in 
the range of (0-1), indicates its fitness. This 
coefficient is the square of the correlation 
coefficient between the observed value of the 
dependent variable and the estimated value in the 
model.  The value reflects how many percent of 
the fluctuations in the dependent variable are due 
to variations in the independent variable [18,19]. 
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In Figure 5, the scatter plot of the actual 
temperature values and artificial neural network 
of Horasan and the estimated temperature values 
are shown. Scattering around the dots indicates 
high fit. 

 

Figure 5. Comparison of targeted (actual) values 
and outputs (estimated values) 

 

 
Figure 6. The relationship between targeted 
(real) values and artificial neural network and 
predicted outputs 
 
Figure 6 shows the real temperature values of 
Horasan and the estimated temperature values 
with artificial neural network. The complete 
overlap of the target and output values show the 
success of the model. 
 
Table 5. Test results of artificial neural network 

 Target Output MAE 
Mean 5,96 5,99 0,03 

Standard deviation 11,34 11,28 0,06 
Minimum -21,20 -18,10 3,10 
Maximum 23,30 22,78 0,52 

Testing is a process used to estimate the quality 
of a trained neural network. In this process, some 
data that is not used during the training is 

presented to the trained network depending on 
the situation.  In this study, estimation error was 
used to estimate network quality. To estimate the 
success of the analysis, targeted (real) values and 
output values were compared. The results of this 
comparison are shown in Table 5 and Figure 5. 
The fact that the errors are low enough shows that 
the model established when estimating the 
temperatures of the Horasan station is correct. 
Here the absolute error expresses the difference 
between the targeted values and the output values 
of the network. 
 

 

Discussion 

temperature values of the previous days as input 
to the ANN model to estimate the daily average 
temperatures. In their study, Levenberg-
Marquardt (LM) feed-forward backpropagation 
algorithm, which has 6 neurons in the hidden 
layer, was chosen as the most suitable model 
because it gives the biggest R2 (0,99) and the 
smallest error rate (1,85). Besides, as a result of 
the study, it was determined that the estimated 
temperature values expressed as the output of the 
networks are very close to the real values. This 
shows that the ANN model is effective in 
temperature estimation. When the statistical 
parameters obtained as a result of the study are 
compared with our study, it is seen that our study 
is quite superior. This situation is thought to be 
due to the daily temperature estimation of the 
stated study, while monthly temperatures were 
used in our study. Besides, it is suggested that 
more effective estimation can be made by 
including parameters such as altitude, humidity, 
precipitation, and evaporation in the model for 
the estimation of temperatures in future studies. 

 et al. [21] the average air temperature of 
Antalya was estimated by the artificial neural 
network method. In the study, real monthly 
average vapor pressure, monthly average relative 
humidity, related month, and year data were used 
as an input. As a result, it has been observed that 
the predicted values in the artificial neural 
network model are compatible with the actual 
average air temperature values. The error rate of 
the most suitable model obtained in their study 
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was determined as 0.029 and the value of R2 as 
0.99. Compared with the statistical parameters 
obtained with our study, it is seen that it is almost 
the same in temperature estimation.  

 

Conclusions 

This study, it is aimed to estimate missing air 
temperature data with the ANN model. 
Accordingly, stations with similar features were 
used near the meteorological station with missing 
data. The results obtained show that a 
satisfactory estimate is obtained by the artificial 
neural network method. The quick propagation 
learning algorithm minimizes the error rate and 
is proposed to be used for temperature prediction. 
Statistical parameters such as the determination 
coefficient (R2: 0,992) and the Mean Absolute 
Error (MAE: 0,03) obtained because of this study 
show the accuracy of the prediction. 
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ABSTRACT 

This study presents the fragility functions for reinforced concrete columns incorporating recycled 
aggregates, which are obtained from waste concrete, for performance-based seismic assessment after an 
earthquake. The columns evaluated in generating fragility functions are either (i) flexure-critic columns 
with composite reinforcement, or (ii) shear-critic columns with composite reinforcement. Based on the 
comparison of these fragility functions, the effect of failure mode on the fragility functions of the columns 
incorporating recycled aggregates is obtained. On the other hand, according to the comparison of the  
fragility functions obtained for the column type specified in the statement (i), and the fragility functions, 
available in the literature, obtained for flexure-critic reinforced concrete columns/frames incorporating 
reycled aggregates with conventional reinforcement, the effect of reinforcement type on the fragility 
functions is revealed. The test data used in the development of the fragility functions are the types of 
damage occurring after an earthquake-type loading of columns and frames incorporating recycled 
aggregates in the literature. The drift ratio is considered as the demand parameter. As a result, larger 
deformations are observed for the columns subjected to lower axial loads in the database, while the drift 
ratios associated with "severe damage" develop earlier for the columns exposed to higher axial loads 
regardless of the failure mode and type of reinforcement. It is also found that that the fragility functions of 
the columns incorporating recycled aggregates, which have similar failure mode but have different 
reinforcement type, differ, particularly, for the damage state representing severe damage. This difference 
may be due to the higher stiffness of the columns with composite reinforcement than the columns with 
conventional reinforcement.  

 439-449, March 2021. 
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Figure 1. Column section as an example (a) 
Conventional, (b) Composite 

kadar, 
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Figure 2. Algorithm used in the study 
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Ma vd. [3

edilen  kolonlar, sabit eksenel 

4] 

GDA ikame edilen  kolonlar 

8

edilen evelerin deprem 
 

Hasar  

Bu 
[13  belirtilen hasar 

Goksu [13] 

GDA ikame edilen , 
konvansiyonel 

Bu 
, 

ikame edilen beton 
, kompozit 

ilgili deney veri

Goksu [13] 

 

Goksu [13] deprem 

Hasar Durumu 2 (HD2) ve Hasar Durumu 3 

FEMA 308 [15], ASCE 41-17 [16] gibi 

d Hasar 
durumla  T

3 te 
 

 

3
daki 

.5 mm ile 

(Hasar 
Etiketi 3.2), (c) 3 
(Hasar Etiketi 3.3) [17] 

Figure 3. Photos representing the condition of 
the columns in the dataset for several damage 
states given in Table 2, (a) Crack width in 
between 0.5 mm and 3 mm (Damage ID 2.2), (b) 

Tablo 2.  

Table 2. Damage states  

Hasar 
durumu 
(HD) 

Hasar 
etiketi 

 

1 1.1  

2 
2.1  

2.2 
 

3 
3.1  
3.2  
3.3  

 

 
 

 
 

 

kolon 

temel 

Temsili kolon 
numunesi 

(a) 

(b) 

(c) 
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Buckling of longitudinal reinforcement (Damage 
ID 3.2), (c) Crack width more than 3 mm 
(Damage ID 3.3) [17] 

Tablo 
 

hasar etiketine 

veris  

 

 
 

Table 3. Summary of test data used to create 
fragility functions 

No  
Numune 

 

Her bir hasar durumu 
(HD)  hasar verisi 

 

HD1 HD2 HD3 

1 

Ma vd.  
[3] 

SRRC12 1 2 2 
2 SRRC13 1 2 2 
3 SRRC14 1 2 2 
4 SRRC15 1 2 2 
5 SRRC16 1 2 2 
6 SRRC17 1 2 2 
7 

Ma vd.  
[4] 

SRRC2 1 2 1 
8 SRRC3 1 2 1 
9 SRRC4 1 2 1 
10 SRRC5 1 2 1 
11 SRRC6 1 2 1 
12 SRRC7 1 2 1 
13 SRRC8 1 2 1 
14 SRRC10 1 2 1 
15 

Liu vd. 
[8] 

SRRCF1 1 2 2 
16 SRRCF2 1 2 1 
17 SRRCF3 1 2 1 
18 SRRCF4 1 2 1 
19 SRRCF5 1 2 1 

 

Veri 
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veri  ve 

tahmin etmek   Olabilirlik 
 (Denklemler 2-

4).   

2 2=i r u                               (2) 

  (3) 

                           (4) 

Denklemler 2-  r test verilerinde 
, u ( u =0.10) 

ise belirsizli 17]. Test edilen 
 ise M K

 
Denklem 5). 

                 (5) 

H Lilliefors test parametresini 
temsil etmektedir. D

SM(d) 
 mutlak fark olarak 

. 

A , ve i
i SM(d), 

(i 1/2)/M i=1, ...., M) [20-
21]. 

 

Kolmogorov-Smirnov (K-S) testidir. Elde edilen 
H tik test 
parametresi Hcrit 

 belirlenmektedir (Denklem 6 
ve 7). Bu  

H0 kabul edilmekte, 
aksi halde reddedilmektedir.  

          (6) 

H <Hcrit (7) 

 

, GDA Beton ile 

 

, 
GDA ikame edilen  
k
Olabilirlik  
edilen, her bir hasar durumu Lilliefors testi (H, 
Hcrit

parametreleri (medyan i, logaritmik 
standart sapma i

FEMA P-58'e [18

 i  
kalite olarak kabul edilmektedir. Tablo 4'ten 

olup GDA ikame edilen beton 
 kolonlarda her bir hasar durumu 

 

4 olup kompozit 
GDA ikame edilen  

 
Goksu [13] 

ikame edilen 

 kolon ve 

tipinin 

ikame edilen 
l  

Lilliefors testi  

Table 4. Lognormal distribution parameters and 
Lilliefors goodness-of-fit test results of RAC 
columns 

modu 
  HD1 HD2 HD3 

 

Konvansiyonel 
  

[13] 

i 0.30 1.21 3.25 
i 0.95 0.42 0.45 

H 0.20 0.14 0.13 
Hcrit 0.15 0.11 0.12 

Kompozit 
kesitli  

i 0.13 0.80 1.50 
i 0.65 0.63 0.58 

H 0.19 0.12 0.11 
Hcrit 0.24 0.18 0.17 

Kesme 
Kompozit 

kesitli  

i 0.35 1.75 3.21 
i 0.16 0.37 0.26 

H 0.22 0.20 0.11 
Hcrit 0.30 0.23 0.30 
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  4 , 
s ol deneysel 
veriler  dir.  

4  
kompozit GDA ikame edilen beton ile 

kolonlarda HD
HD

 ve HD3 (ciddi hasar) 
-%0.35, %0.19-

%1.95, %0.54-
meydana gelmektedir. 

   

4.  donat  
tipleri (kompozit veya konvansiyonel) 
GDA ikame edilen  kolonlar 

 

Not: 

 

Figure 4. Fragility functions for flexure-critic 
RAC columns with different type of 
reinforcement (composite section or 
conventional reinforcement) 

Note: The data points (related drift ratio and 
probability) obtained from tested columns are 
also shown with circle markers on the graph.  

, 
GDA 

 

, 
GDA ikame edilen  

Olabilirlik  
edilen, her bir hasar durumu Lilliefors testi (H, 
Hcrit
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5
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 veri 
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31-%0.44, %1.10-%2.85, 
%2.45-%5.05 
meydana gelmektedir. 

 

5 tipleri zit 
 

kesme), GDA ikame edilen 
 

Figure 5. Fragility functions for RAC columns, 
which have similar reinforcement type 
(composite section) while having different failure 
mode (flexure-critic or shear-critic)  
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(ii  
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ler 4-5): 
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edilen kol

(Tablo 1) 
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da 
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a betonun 
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 GDA ikame edilen beton 
[13]. 
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GDA ikame edilen kolonlarda 

, GDA ikame edilen beton 
 

du kesme olup 
, GDA ikame edilen beton ile 

%53 ila %62  

, GDA ikame edilen 
kolonlar veri n n  

 den 

 
 [18].  

4 , 
, GDA ikame edilen 

hasar durumu HD3 
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kritik numunelerde 
, kompozit  

 numunelerin 
 numunelere 

kaynaklanabilmektedir. 

olan, GDA ikame edilen  
rinde de hasar 

-%2.04 
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ABSTRACT 

In this study, the management of geothermal resources in Turkey is discussed. In our country, the law on 
geothermal resources is Law No. 5686 on Geothermal Resources and Natural Mineral Water. According to this 
law, the Ministry of Energy and Natural Resources, General Directorate of Mineral Research and Exploration, 
General Directorate of Mining Affairs, General Directorate of Renewable Energy, the Ministry of Culture, and 
other similar institutions and Tourism, as well as the local authorities such as Special Provincial 
Administrations and Investment Monitoring Coordination Department have been given administrative, technical 
and supervising powers. In addition, local governments and private investors/entrepreneurs are other 
institutional and executive authorities. In a situation where so many institutions are involved, it may be possible 
for investors/entrepreneurs to make investments and businesses efficient and efficient in a fast, transparent, fair, 
and sustainable coordination. Afyon Geothermal Tourism and Trade Inc. (since 1994 Bursa Geothermal Energy 

etc. are the successful examples to this coordination in our country. It is clear that geothermal energy potential 
has not yet been thoroughly investigated. The problems of existing enterprises are taken into consideration, and 
that an immediate administrative coordination unit is needed in our province. In this paper, an administrative 
model proposal covering Governorship, Metropolitan Municipality, Investment Monitoring Coordination 
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