
 



 

 

 

 

Journal Info 
Web dergipark.org.tr/en/pub/ijcesen 

E-mail ijcesen@gmail.com 

ISSN 2149-9144 

Frequency March-July-November 

Founded 2015 

Journal Abbreviation IJCESEN 

Language English-Turkish 

Founder-Editor-in-Chief 
Prof.Dr. İskender AKKURT  Suleyman Demirel University-TURKEY 

Editorial Board 
Prof.Dr. Mahmut DOGRU Fırat University, Elazığ- TURKEY 

Prof.Dr. Mustafa ERSÖZ SelçukUniversity, Konya- TURKEY 

Prof.Dr. Hüseyin FAKİR Isparta Uygulamalı bilimler University- TURKEY 

Prof.Dr. Erol YAŞAR Mersin University- TURKEY 

Prof.Dr. Osman SAĞDIÇ Yıldız Teknik University- TURKEY 

Dr. Nabi IBADOV Warsaw University of Technology-POLAND 

Prof.Dr. Sevil Cetinkaya GÜRER Cumhuriyet University- TURKEY  

Prof.Dr.Mitra DJAMAL Institut Teknologi Bundung-INDONESIA 
Prof.Dr. Mustafa TAVASLI Uludağ University- TURKEY 

Prof.Dr. Mohamed EL TOKHI United Arab Emirates University-UAE 

Dr. Nilgün DEMİR Uludag University- TURKEY 

Prof.Dr. Abdelmadjid RECIOUI M'Hamed Bougara University, ALGERIA 

Dr. Zuhal ER Istanbul Technical University- TURKEY 

Prof.Dr. Dhafer ALHALAFI De Montfort University, Leicester-UK 

Dr. Ahmet BEYCİOĞLU Adana Bilim Teknoloji University- TURKEY 

Dr. Tomasz PIOTROWSKI Warsaw University of Technology-POLAND 

Dr. Nurten Ayten UYANIK Isparta Uygulamalı Bilimler University- TURKEY 

Dr. Jolita JABLONSKIENE Center for Physical Sciences and Tech. Lithuania 

Dr. Yusuf CEYLAN Selçuk University-TURKEY 

Dr. Zakaria MAAMAR Zayed University-UAE 

Dr. Didem Derici YILDIRIM Mersin University- TURKEY 

Dr. Fengrui SUN China University of Petroleum, Beijing, CHINA 

Dr. Kadir GÜNOĞLU Isparta Uygulamalı Bilimler University- TURKEY 

Dr. Irida MARKJA University of Tirana-ALBANIA 

Dr. Zehra Nur KULUÖZTÜRK Bitlis Eren University- TURKEY 

Dr. Meleq BAHTIJARI University of Pristina, Kosova 

Dr. Hakan AKYILDIRIM Suleyman Demirel University- TURKEY 

Dr. Mandi ORLİC BACHLER Zagreb University of Applied Sciences-CROATIA 

Dr. Zeynep PARLAR Istanbul Technical University- TURKEY 

Dr. Amer AL ABDEL HAMİD Yarmouk University-JORDAN 

Prof.Dr. Nezam AMİRİ Sharif University-IRAN 

Dr. M. Fatih KULUÖZTÜRK Bitli Eren University- TURKEY 

Prof.Dr. Berin SİRVANLI Gazi University- TURKEY 

 

 

 

 

 

 

 

http://dergipark.gov.tr/@zuhaler
http://dergipark.gov.tr/@zakariamaamar
http://dergipark.gov.tr/@iridamarkja


 

Indexing/Abstracting Databases 

 
 

 

 

 

 

 

 

 

   

  

 

 

 
 



 

Table of Contents 

        Volume: 7                                                                            Issue: 2                                                         July-2021 
                    Authors Title DOI: Pages 
 Naim SYLA, Fisnik ALİAJ, Njomza ELEZAJ, Bashkim 

DALİPİ 

 Comparison of Experimental Curves of Alloy Steels after Gas Nitriding 10.22399/ijcesen.798206 46-49 

 Tunahan ÇİFTÇİ, Levent AYDIN, İrem ERTEN Optimization of Stamping Process Parameters 10.22399/ijcesen.744337 50-56 

 Xheneta XENGO, Bashkim ZİBERİ, Naim SYLA Comparison of Mechanical Properties of Gypsum with and without 

Polypropylene Fibers 

10.22399/ijcesen.798867 57-60 

 Aniekan IKPE, Emem IKPE, Ekom ETUK  On the Mechanical Behavior of Distinct Auto Wheel Materials Under Static 

and Dynamic In-service Loading Cycle 

10.22399/ijcesen.913166 61-75 

 Ekrem AKBULUT
 

 

 Changes in Interaction Between Accessory Protein 8 and IL-17RA in UK 

Isolates Caused by Mutations in the SARS-CoV-2 Open Reading Frame 8 

10.22399/ijcesen.935624 76-83 

 Süha Berk KUKUK, Zeynep Hilal KİLİMCİ
 

 

Comprehensive Analysis of Forest Fire Detection using Deep Learning 

Models and Conventional Machine Learning Algorithms 

10.22399/ijcesen.950045 84-94 

 Sabah FARHAN, Faez WAHEED, Mohammed AL-

DULAIMI 

Investigation of Natural Occurring Radioactive Material Activity Level in 

Falluja-Anbar (Iraq) 

10.22399/ijcesen.957477 95-98 

 Duygu ŞEN BAYKAL, Huseyin Ozan TEKİN, R. Burcu 

ÇAKIRLI MUTLU 

An Investigation on Radiation Shielding Properties of Borosilicate Glass 

Systems 

10.22399/ijcesen.960151 99-108 

 Xingyuan LİANG, Jiang LEİ, Yi LU Erratum to “Study on Determination Method of Inter Well Pumping System 

for Liquid Supply Shortage Well” [IJCESEN 6-2(2020)82-87 doi: 

10.22399/ijcesen.693839] 

10.22399/ijcesen.883419 109-109 

 



 

 
 

Copyright © IJCESEN 

 

International Journal of Computationaland 

Experimental Scienceand ENgineering 

(IJCESEN) 
Vol. 7-No.2 (2021)pp. 46-49 

http://dergipark.org.tr/en/pub/ijcesen  
ISSN:2149-9144 

ResearchArticle 
 

Comparison of Experimental Curves of Alloy Steels after Gas Nitriding 
 

Naim SYLA
1
, Fisnik ALIAJ

2,*
, Njomza ELEZAJ

3
, Bashkim DALIPI

4
 

 
1
University of Prishtina, Department of Physics, Eqrem Cabej Str. 51, 10000 Prishtina, Republic of Kosovo 

naim.syla@uni-pr.edu -- ORCID: 0000-0003-0857-4685 
 

2
University of Prishtina, Department of Physics, Eqrem Cabej Str. 51, 10000 Prishtina, Republic of Kosovo 

* Corresponding Author : fisnik.aliaj@uni-pr.edu-- ORCID: 0000-0002-9967-8334 
 

3
University of Prishtina, Department of Physics, Eqrem Cabej Str. 51, 10000 Prishtina, Republic of Kosovo 

njomza.elezaj@uni-pr.edu -- ORCID: 0000-0003-3967-8452 
 

4
University of Gjilan, Faculty of Education, Zija Shmesiu Str. 3, 60000 Gjilan, Republic of Kosovo 

bashkim.dalipi@uni-gjilan.net -- ORCID: 0000-0002-8133-0452 

 
Article Info: 

 
DOI:10.22399/ijcesen.798206 

Received : 21 September 2020 

Accepted : 23 April 2021 

 

Keywords 

 
Hardness,  

Residual stress,  

Nitrogen concentration,  

Nitriding, 

Steel 

Abstract: 
 

This study is concerned with experimental curves of: hardness, residual stress 

and concentration of nitrogen at the precipitation layer at alloy steels after gas 

nitriding. The purpose of this treatment is that through experimental curves to 

identify the relationship and causality between hardness, on one side, and on the 

other, residual stress respectively concentration of nitrogen. Comparing the 

shape and slope of these curves we can conclude that, concentration of diffused 

nitrogen on the steel lattice, respectively ferrite, is a cause of increased hardness 

at the precipitation layer. More to the point, as a result of nitrogen diffusion, 

residual stress emerge which cause increase of hardness. The intensity and slope 

of the curves of hardness depends on the intensity and slope of the nitrogen 

concentration respectively residual stress. 

  
 

1. Introduction 
 
With the aim of improving the physical 

characteristics of iron materials, and more 

specifically of steels, various methods are used, and 

one of them is nitriding [1-8]. This process takes 

place in temperatures of over 500
0
C and in solid, 

liquid or gas environments [9]. Irrespective of the 

environment in which nitriding takes place, the aim 

is almost the same: enriching the steel’s surface 

with atomic nitrogen. As a result of the diffusion 

(enrichment) of the nitride on the surface of the 

material, physical changes occur within it and these 

are noticeably improved by the conditions of 

application of different equipment [10-14]. In this 

paper we deal with the results of nitriding of two 

types of steel in gas environments. Specifically, we 

have researched the effect of nitriding on 16MnCr5 

and 31CrMoV9 steel in the temperatures of 550
0
C 

and 590
0
C and over two periods of time, giving a 

total of eight samples. 

2. Method 

The nitriding process was carried out in an air 

dopped ammonia atmosphere with the nitriding 

potentials as given in Table 1, while the nitriding 

period was chosen such that comparable layers of 

nitriding could be obtained for different 

temperatures as in Table 2. 

Before the samples were investigated 

experimentally they were prepared 

metallographically with grinding and polishing of 

their surface. The details of specimen preparation 

are given in our earlier papers [11, 15]. The 

chemical analysis of the samples was carried out 

with a spark emission spectroscopy (Jobin Yvon, 

model JY-132F), and the results are listed in Table 

3. The experimental research methods were: 

Vickers method for hardness measurements, 

Electron Probe Micro-Analysis (EPMA) for 

http://dergipark.org.tr/en/pub/ijcesen
http://dergipark.ulakbim.gov.tr/ijcesen
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nitrogen-depth profiling, and X-ray diffraction 

(XRD) method for residual stress analysis. 

Hardness measurement were performed on polished 

cross-sections of nitrided specimens by using a 

PCE Leco hardness tester under a load of 0.9807 N 

(HV0.1). The distance between two succsesive 

measuring points was 50 µm. For comparison 

purposes, five more hardness measurements were 

taken outside of the nitrided area, i.e., in the matrix. 

Nitrogen concentration-depth profiles were 

determined with a Joel JXA-8900RL microanalyser 

operated at 20 kV and 40 nA. EPMA measurements 

were performed on polished cross-section of 

nitrided specimens, perpendicular to the surface, 

starting at the surface and moving in 5 µm 

increments towards the depth. Residual stresses 

were evaluated with XRD by using a Huber 

diffractometer with Cr-Kα radiation on the {211} 

diffraction plane of α-Fe. The sin
2ψ method [16-18] 

was used with the following measuring conditions: 

voltage/current X-ray tube parameters 40 kV/30 

mA, measuring interval sin
2
 = 0 to 0.5, 

measuring step width sin
2
 = 0.1, measuring time 

interval 10-20 s, α-Fe elastic constants E(211) = 220 

GPa and (211) = 0.8. 
 

 
Table 1. Nitriding parameters 

Temp./ °C 
The atmosphere of 

nitriding 

Nitriding 

potential, K
n
 

550 Air dopped ammonia 

gas 

3 

590 Air dopped ammonia 

gas 

2.82 

 

 
Table 2. Sample labelling, nitriding temperature and 

time 

Temp./ °C  Time /h Sample label 

16MnCr5 31CrMoV9 

550 
9 16-9 31-9 

64 16-15 31-15 

590 
4 16-17 31-17 

36 16-23 31-23 

 

3. Results and Discussions 

For each sample we found experimental curves for 

strength (HV), residual stress (RS), and the profile 

of distribution of nitrogen (N). Subsequently, with 

the aim of comparing the experimental results, we 

presented the curves jointly in a graphic. In order to 

for the comparison to be clearer, we normed the 

maximal values of HV, RS and N as 1 so that on 

the y axis we can see the relative impact of these 

values on depth. The results were displayed in 

figüre 1-8. 

4. Conclusions 

The intensity of curve N is in proportion with that 

of RS and HV. The more nitride diffuses in the 

steel network (the greater the intensity of curve N) 

the higher the intensity of residual stress RS. This is 

the case because during nitriding, deformation 

occurs to the steel network which produces stress in 

(negative) pressure. Likewise, the intensity of the 

residual stress RS is comparable with that of HV. In 

this assessment we consider that the diffusion of 

nitrogen causes residual stress in the network and 

as a result an increase occurs in the HV strength of 

the steel. Since the diffusion of nitrogen depends on 

the nitriding conditions it is possible to change the 

physical characteristics of steel and in this specific 

case by using the parameters of nitriding – time, 

temperature, nitriding potential and the type of 

steel. 

 

 

Table 3.  Chemical composition (in wt.%) of  steels. The 

difference to 100 wt.% is Fe 

 16MnCr5 31CrMoV9 

C 0.18 0.29 

Cr 0.71 2.17 

Mn 1.06 0.70 

V 0.001 0.15 

Mo 0.009 0.27 

Si 0.31 0.26 

S 0.026 0.004 

P 0.028 0.016 

Al 0.088 0.022 

 

 

Figure 1. HV, RS and N curves for sample of 16_9 (see 

table 2) 
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Figure 2. HV, RS and N curves for sample of 16_15 (see 

table 2) 

 
Figure 3. HV, RS and N curves for sample of 16_17 (see 

table 2) 

 
Figure 4. HV, RS and N curves for sample of 16_23 (see 

table 2) 

 

 

 

 

 
Figure 5. HV, RS and N curves for sample of 31_9 (see 

table 2) 

 

 
Figure 6. HV, RS and N curves for sample of 31_15 (see 

table 2) 

 
Figure 7. HV, RS and N curves for sample of 31_17 (see 

table 2) 
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Figure 8. HV, RS and N curves for sample of 31_23 (see 

table 2) 
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Abstract:  
 

Stamping is one of the significant sheet metal forming process which is used for 

producing components especially in automobile industry. Sheet metal flow into 

the die cavity occurs the applied force in stamping process. While the extreme 

compressive stresses of sheet metal end up with wall thickening, tensile stresses 

lead of thinning problems in the wall zone of the part. The excessive thinning 

may cause crack formation or fracture of the metal sheet. This faulty process 

design eventually produces non-conforming products. In order to have 

successful design of stamping process, designing of tooling and identification of 

the optimum level of the process parameters are needed. In this regard, the 

present paper is an attempt to set the stamping process parameters for minimum 

thinning of blank and optimal results by a stochastic search method (modified 

Differential Evolution) based on multiple nonlinear regression analysis. The 

results have been compared with the results those of the previous study. It is 

shown that the current results show that the present optimization study is 

successful as further increase the thickness. 

  
 

1. Introduction 
 
The stamping process is a process in which variety 

of sheet metal forming production processes, such 

as; punching, drawing, bending, flanging, coining 

and embossing are performed by using machine 

presses or stamping presses. The process is 

generally carried out the sheet metals as well as 

other materials such as polystyrene.  

 

 
(a) Bending using matched (b) Wipe Forming punch and die 

set 

 

Figure 1. a) Bending using matched punch and die set 

[2]   b) Wipe forming [2] 

 

Stamping can be done in a single mold station or in 

multiple mold stations with the help of progressive 

dies. When the workpiece has a bending angle 

greater than 90 ° or the part contains intermittent 

properties, progressive dies are generally used [1]. 

As showing in figure 1. bending using matched 

punch and die set (in a) and wipe forming (in b) [2]. 

During the design of prosperous sheet metal 

forming process, it is need of real experiments to 

reach a successful prod.uct as well as expensive and 

time-consuming prototype tests [3].  

 

One of the significant step of stamping is the 

drawing processing. In the drawing, the plate holder 

is formed against the mold with the help of the 

upper die of punch, while the blank holder is 

applied to the mold by a foregone force in order to 

check the material flow. In the drawn part, usually 

the team experiment stage, forming errors which 

are wrinkling, thinning and fracture of the material 

are monitored [4,5]. The Finite Element Method 
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(FEM) is comprehensively put to use for simulation 

of sheet metal forming to remove unwanted 

forming defects, and to anticipate blank stresses for 

prevent failures [6,7]. The parameters which are 

related to the blank geometry, work material, die 

and presses are some of the important parameters 

that influence the process. Also the other significant 

process prameters are punch radius, die radius, 

blank holder force, draw tonnage, binder stroke, 

drawbead hight and contect coefficient of friction. 

 
 

 
 

Figure 2. Example of Forming Error, Cracking [8] 

 
 

An example of Forming Error, Cracking is shown 

in figüre 2 [8]. It is quite hard to determine the 

process parameter effects on the quality of final 

product. For the better efficiency of the process, the 

parameters must set at an optimum level [9]. The 

traditional method of determination the optimum 

level of the process parameter is expensive and 

time consuming. It seriously depends on the trial 

and error, expertise, and skill of workers. The 

improper setting of the parameters can cause to 

manufacturing of faulty products. So the primary 

purpose of stamping process designers is designing 

manufacture forming tools and setting process 

parameter for the production of flawless products 

within the required surface quality and desired 

dimensional tolerances. In the present study, it is 

aimed to create an ‘Objective Function’ that 

expresses the relation between predictor parameters 

and response of stamping process by using the 

FEM simulation results from the reference article 

[10]. Optimization works at this stage and enables 

to find the conditions where the process parameters 

are optimum level. 

 

1.1. Process parameters 

 

The process parameters which is also called as 

‘Desing Variables’of the stamping process are 

given in the Table 1. 

 

DR. Die Radius 

 

The radius of die is the one of the parameters that 

influences drawing operations using the flat blank 

holder. When the die radius set too bit, there is 

 

Table 1. Process Prameters of Stamping Process [10]. 

 Nomenclature 
 DR Die radius (mm) 
 PR Punch radius (mm) 
 DT Draw tonnage (Ton) 
 BH Blank holder force (Ton) 
 BS Binder stroke (mm) 
 CCF Contact coefficient of friction 
 DH Drawbead height (mm) 

 
chance of split of material owing to the excessive 

limiting force which are caused by the sheet’s 

bending and unbending around a small radius. 

Besides, these bending and unbending generate heat 

in high quantity throughout the operation. 

Nevertheless, wrinkling of blank occurs due to a 

large die radius [10,11].  

 

PR. Punch Radius 

 

Pressure is practiced by using a punch standing on 

the blank results in deformation in sheet metal 

forming. For material behaviour, the punch radius 

is an important influence, the tiny radius punch 

leads to shearing of the sheet metal between the die 

and punch, while the excessive radius causes 

strecthing of the sheet throughout the radius. The 

proper punch selection is affected by material 

properties and thickness of a blank [10,12,13,14]. 

 

DT. Draw Tonnage 

 

DT is the required force for the blank’s deformation 

in the desired form. The too many variations in 

present DR might cause the faults. It can be given 

examples for faults such as compressive stresses 

development in the blank and unfinished 

deformation of the blank [10]. 

 

BHF. Blank Holder Force 

 

Inadequate material flow into the die causes 

stretching and ultimately causes blank’s tearing. In 

contrast, the excessive flow results in blank’s 

wrinkling. Thus, the optimal setting of blank holder 

force might prevent the occurrence of wrinkling 

and tearing in the installed part. The fundamental 

blank holder force characteristically is applied by 

the press cushion system. Blank holder force 

checks the material flow in the die and significant 

impact on quality of the product. Higher BHF 

reduces wrinkling in deep drawn products. 

However, it is common practice (maybe, it might 

be application to calculate the minimum required 

BHF [10,15,17]. 

 

BS. Binder Stroke 
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In forming operations of the sheet metal, the 

circumferential compressive force is exerted by a 

punch on blank force the blank in the die cavity, 

whereas the blank put up resistance to flow. The 

blank’s quite high resistance to flow might cause 

crack of the cup. The blank’s thinning and 

stretching are also affected by the distance between 

post and blank edge. When the post is properly set 

from the blank edge, and the die’s inlet radius is 

properly placed, the metal enters into the die as 

gradually and freely flow in the cavity. Binder 

stroke is accommodately locked by using shoulder 

bolts or spool keepers [10]. 

 

CCF. Contact Coefficient Friction 

 

Contact coefficient friction has crucial influence on 

the quality of surface of the product. The static 

friction between the blank and tool affects draw 

ability of sheet metal. The existence of decent 

lubricating film between the contact areas is crucial 

for getting more effective stamping process qua 

strain distribution in the vacancy is influenced by 

contact friction. Also the contact friction makes 

contribution to the blank wear and tool. The more 

stable strain distribution is possible when the large 

value of full film lubrication regions applied. The 

largest contact area ratio is happened when the 

surface roughness of blank and mold contacts, and 

it will couses the larger frictional stress values. 

Friction which have lower value cause a more 

stable radial strain distribution [10,12,18]. 

 

DH. Drawbead Height 

 

The draw bead and blank holder provide the 

restrictive force which is required for controling the 

material flow. The minor groove on the binder 

surface/die surface, which is called the draw bead, 

matched together by a protrusion on the die or 

binder surface. After the binder with closure, the 

sheet metal is drawn above the drawbead [10,19]. 

 

2. Methods 
 

2.1. Optimization 

 

Optimization can be defined as making something 

the best as much as possible by using of any 

available resources. With optimization by using the 

mathematical function, results can be maximized or 

minimized with respect to the desired situation, by 

changing with specific parameters. To make 

optimization studies which is related to a subject, 

firstly we should have certain data set composed of 

parameters which is called as design variables. 

After that with respect to regression analysis type 

the mathematical model which is called as 

‘Objective Funtion’ of the problem must be 

defined. After that the objective function can be 

minimized or maximized by optimization [20]. 

 

2.2. Regression 

 

The definition of regression analysis can be 

described as forming approximative modelling 

technique that examines relationships between 

independent and dependent variables. This 

technique is used for estimating, finding and 

modelling the causative effects to the relationships 

between the variables. In the analyzing and 

modelling data, regression analysis is crucial 

technique. There are also several advantages of this 

technique. Such as: 

 

 Important relationships between the 

dependent variables and independent 

variables can be indicated by regression. 

 

 It enables to see the power of effects of 

several independent variables on a dependent 

variable. 

 

Also, comparing the effects of variables, which 

made measurement on different scales, for instance, 

the effect of price changes and the number of 

promotional activities, are calculated by the 

regression analysis. These advantages offer service 

market researchers, data scientists or data analysts 

to evaluating and selecting the best set of variable 

to be used for setup successfull approximative 

models between the input and output variables [21]. 

 

There exist several kinds of useful regression 

methods in order to make a guess. In the main, 

these methods are seperated into three groups such 

as; number of independent variables, dependent 

variable types and regression line shape (See Fig. 

3). 

 

 
 
Figure 3. Various kinds of regression techniques [21]. 
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The regression analysis may be linear/non-linear or 

may multiple/simple. These are the examples of 

regression techniques; 

 

 

 Linear Regression 

 Logistic Regression 

 Polynomial Regression 

 Stepwise Regression 

 Lasso Regression 

 ElasticNet Regression 

 Ridge Regression 

 

In the peresent study, multiple non-linear regression 

analysis was used and the mathematical model of 

the problem was formed as second order multiple 

polynomial function [21]. 

 

2.3. Wolfram Mathematica 

 

In present study, the regression and optimization 

studies were performed by using 

‘Wolfram Mathematica’ Software. 

 

Mathematical operations with mathematics, 

equations, integrals, matrices, arrays, functions, 

vectors can be made with a few simple Wolfram 

Language commands. Wolfram Mathematica, with 

its features in mathematics, provides solutions in a 

very short time. Wolfram Mathematica includes the 

Wolfram Notebook file type, which has an .nb 

extension for you to do any kind of process or 

project, including mathematical operations. In this 

file type, you can write your commands int input 

cells and display the output of your codes in Out 

cells. The commands that used in the present study 

by using Mathematica, is introduced below [22]. 

 

2.3.1. FindFit 

 

The general expression of FindFit command can be 

described as: 

FindFit [data, expr, pars, vars] 

This command finds out numerical values of design 

parameters which is represented as ‘pars’ that make 

‘expr’ give best fit to ‘data’ as a function of ‘vars’. 

The possible method choice include for the FindFit 

command, "ConjugateGradient", "Gradient", 

"LevenbergMarquardt", "Newton", "NMinimize", 

and "QuasiNewton", with the default being 

Automatic that was used in the present study [22]. 

 

2.3.2. NMinimize 

 

The general expression of NMinimize command 

can be described as: 

NMinimize [f, x∈ reg] 

This command minimizes f function numerically 

with respect to x and constrains x to be in the 

region reg. The Method option in Mathematica for 

the NMinimize command include "NelderMead", 

"DifferentialEvolution", "SimulatedAnnealing", 

and "RandomSearch". The method was chosen as 

default being Automatic in the present study [22]. 

 

3. Problem Definition 
 

The problem that concerned in this study is the 

thinning problem that occurs in stamping process. 

Thinning problem is caused when thickness 

variation in metal forming operation beyond the 

limit and it is the important fault of concern at the 

die tryout stage, while ideally the thickness of the 

stamped component is desired to remain 

unchanged. Thinning of the sheet at several critical 

sections or points might cause thinness of the wall 

and might cause cracking. 

 

In the reference article, the data set consisting of 27 

experiments were obtained from the experiments 

with FEM simulations by using Taguchi 

Orthogonal Array Method. In the present study, the 

data set that taken from the reference article was 

used. Simulation results for 27 experiments of 

Stamping process are given in Table 2. 

 
Table 2. Simulation Results for L27 Orthogonal Array 

Experiments [10]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Run    Parameters   Thinning 

 DR     PR DT BH BS CCF DH (%) 

1 19.2 20 350 35 100 0.125 6 27.42 

2 19.2 20 350 35 110 0.250 8 22.89 

3 19.2 20 350 35 120 0.375 4 -- 

4 20.2 20 300 40 100 0.125 6 20.18 

5 20.2 20 300 40 110 0.250 8 17.65 

6 20.2 20 300 40 120 0.375 4 22.13 

7 18.2 20 325 45 100 0.125 6 20.27 

8 18.2 20 325 45 110 0.250 8 20.74 

9 18.2 20 325 45 120 0.375 4 25.22 

10 19.2 22 325 40 100 0.375 8 18.06 

11 19.2 22 325 40 110 0.125 4 18.54 

12 19.2 22 325 40 120 0.250 6 -- 

13 20.2 22 350 45 100 0.375 8 24.69 

14 20.2 22 350 45 110 0.125 4 18.16 

15 20.2 22 350 45 120 0.250 6 19.86 

16 18.2 22 300 35 100 0.375 8 20.63 

17 18.2 22 300 35 110 0.125 4 22.10 

18 18.2 22 300 35 120 0.250 6 17.00 

19 19.2 18 300 45 100 0.250 4 15.35 

20 19.2 18 300 45 110 0.375 6 22.27 

21 19.2 18 300 45 120 0.125 8 19.74 

22 20.2 18 325 35 100 0.250 4 25.18 

23 20.2 18 325 35 110 0.375 6 28.87 

24 20.2 18 325 35 120 0.125 8 30.35 

25 18.2 18 350 40 100 0.250 4 26.14 

26 18.2 18 350 40 110 0.375 6 27.94 

27 18.2 18 350 40 120 0.125 8 25.31 
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3.1. Mathematical Modelling 

 

The modelling of the problem was made by using 

multiple non-linear regression analysis method on 

Wolfram Mathematica. 

 

Firstly, the Design Variables were introduced to the 

program as ‘x1, x2, x3, x4, x5, x6, x7’ correspond 

to the ‘DR, PR, DT, BH, BS, CCF, DH’ 

respectively. The output variable which is Thinning 

was introduced as ‘ t’ and for the missing two 

output variables values were added as the mean 

value of the output values which is ‘21.68’. As 1st 

trial linear regression model had tried and the 

genaral expression of the function is; 

 
                        n  

y  a0  ai xi             (1) 

 

 

The objective function with respect to linear 

regression model was defined as by using ‘FindFit’ 

command on Mathematica; 

 
t = 26.3348 - 1.1525 x1 + 0.0955556 x2 -0.319556 x3 + 0.0799556 x4 

+ 0.0162778 x5 + 0.183889 x6 + 3.71556 x7                                                       

                                                                          (2) 

 

But the R
2
 value in according to this model was 

determined as 0.563326 which showed that the 

model is not appropriate for the problem, thus as 

trial 2
nd

 order polinomial regression model had 

tried. The genaral expression of the function is; 

 
n n             n     n  

y  a0   ai xi  aii xi 
2
  aji xj xi      (3) (3) 

i 1 i 1           i 1 ji  

 

 

The result show that the mathematical model is 

good. The mathematical model ‘Objective 

Function’ with respect to 2
nd

 order polynomial 

multiple regression model was defined as by using 

‘FindFit’ command on Mathematica; 

 
t = 66.0439 + 2.42924 x1 + 0.060683 x12+ 0.457953 x2 - 0.195938 x1 

x2 +0.159102 x22 - 4.19963 x3 + 0.0158941 x1 x3 - 0.247609 x2 x3 

+0.0276474 x32 - 0.00185789 x4 - 0.0107405 x1 x4 +0.00896666 x2 
x4 + 0.0106789 x3 x4 - 0.000306033 x42 +0.125582 x5 + 0.000599765 

x1 x5 + 0.0483611 x2 x5 + 0.0191 x3 x5 -0.00202111 x4 x5 - 

0.00302376 x52 + 3.02032 x6 + 0.197952 x1 x6 -0.032798 x2 x6 - 
0.00301794 x3 x6 + 0.0135547 x4 x6 -0.0545488 x5 x6 - 0.288759 x62 

- 78.96 x7 - 2.51938 x1 x7 -1.09745 x2 x7 + 2.52829 x3 x7 + 0.141346 

x4 x7 - 
0.545977 x5 x7 -3.65277 x6 x7 + 163.959 x72  
                                                                               

                                                                          (4) 

 

According to this mathematical model, the R
2
 value 

was determined as 0.944946. 

Some graphs were created between the fitness 

function and DR in order to understand how the 

obtained model produces values by changing the 

system parameters (See Figs. 4-7). 

 

 
Figure 4. Variation of sistem output vs DR for different 

DH values. 

 

 
Figure 5. Variation of sistem output vs DR for different 

BS values. 

 

 
Figure 6. Variation of sistem output vs DR for different 

BH values. 

 

 
Figure 7. Variation of sistem output vs DR for different 

CCF values. 

  
When the figures are examined, it is possible to see 

that the output increases linearly with the increase 

of DR for all cases. In addition, it is obvious that 

the effect due to the change of DH is much more 

than the other three parameters. Secondly, we can 
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say that the least effective parameter is the BH, 

besides, the effect value of CCF and BS difference 

is close to each other. 

 

4. Results and Discussion 
 

The goal of the study is setting the stamping 

process parameters for minimum thickness and the 

optimization study results for thinning problem of 

the reference article, were given as; 

 

These results shows that the optimized design 

parameters setting as shown in table 3. 

 
Table 3. Optimized Stamping Process Parameters of 

Ref.[10] and Present Study 

 Ref. [10] Present Study 

Parameter Value Value 

PR 22 mm 22 mm 

DR 19.19 mm 20.2 mm 

BHF 44.39 Ton 45 Ton 

DT 300 Ton 300 Ton 

CCF 0.208 0.2122 

BS - 100 mm 

DH - 4 mm 

 

 

In reference study, the minimum thinning 

percentage was defined as 11.613 % which is 

corresponding to minimum thickness of component 

is 0.707 mm. 

 

In the present study, optimized parameters of 

stamping process were defined according to the 

modified Differential Evolution method. 

 

The minimized output (thinning percentage) was 

defined as 8.53 % with respect to the optimized 

parameters for minimum thickness. These results 

corresponding to the amount of thickness is 0.519 

mm. If the optimized process parameters of the 

present and the reference study compared the 

results shows that even small amount of increasing 

of the die radius, blank holder force and contact 

coefficient of friction values provides quite 

decreasing in thickness of the product. When these 

two thinning results compare, it shows that the 

present optimization study is successful as further 

increase the thickness. 

 

5. Conclusion 
 

Linear and second order multiple polinomial 

regression models were tried to obtain the 

mathematical model of the relation between process 

parameters and the result. In present study, there 

are 7 design parameters which thinning percentage. 

 

Firstly, linear regression model was tried and it was 

decided to be insufficient because the result of R
2
 

value is smaller than 0.85, and decided to set a 

mathematical model as second order polynomial. 

The R
2
 value for second order polynomial model 

was determined as 0.944946 which represents that 

there exist 94.5 % relation between the 

mathematical model (Objective Function) and the 

experimental data. It is found that the the main 

effect due to the change of DH is much more than 

BH, CCF and BS. Secondly, least effective 

parameter is the BH, besides, the effect value of 

CCF and BS difference is close to each other. 

In optimization stage of the present study, defining 

the minimum thinning percentage was aimed. As 

result, the thinning value was minimized and 

defined as 8,53 which was found in article as 11,61. 

When these results were compared, the current 

results show that the optimization study in the 

present study is succesfull.  It is also noted that the 

obtained optimum results can be experimentally 

tested in a future study. 
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Abstract: 
 

Gypsum is a mineral belonging to the group of sulfates, i.e., sulfuric acid, which 

is often found in Earth's crust. In this paper, two main types of gypsum, gypsum 

α and gypsum β, with different water content were prepared. Samples with and 

without polypropylene fibers, with different fiber content and different fiber 

lengths during preparation, produced in a gypsum factory located in the Debar 

region, North Macedonia, were studied. Physical properties such as density, 

porosity, water absorption capability and their kinetics, packing factor, 

hardening and others were examined using different methods. The main goal of 

this paper was the determination of mechanical properties of gypsum such as the 

compressive and flexure strength and the module of elasticity of the gypsum 

prisms. For the determination of elastic properties, the nondestructive method of 

ultrasound testing was used. In this test, the strength and quality of a prism is 

assessed by measuring the velocity of an ultrasonic pulse passing through a 

gypsum structure. This test is conducted by passing a pulse of ultrasonic wave 

through a prism and by measuring the time taken by the pulse to get through the 

structure. Higher velocities indicate good quality and continuity of the material, 

while slower velocities may indicate gypsum with many cracks or voids. The 

comparison of the obtained results from these two types of gypsum shows 

different mechanical and other physical properties. 

  
 

1. Introduction 
 

Gypsum is a mineral belonging to the group of 

sulfates, i.e., sulfuric acid, which is often found in 

the earth's crust. The gypsum chemical name is 

calcium sulfate dihydrate (CaSO4 × 2H2O). In this 

paper, two main types hemihydrates, hemihydrate α 

and β, with three different water contents during 

preparation, were prepared and studied in the shape 

of prisms. The hemihydrate (HH) is a crystalline 

hydrate containing one molecule of water for every 

two molecules of the compound in question. 

These hemihydrates are reinforced to see if the 

properties of the gypsum change, aiming to obtain a 

much stronger material than gypsum itself. The 

polypropylene fibers used to reinforce the gypsum 

were 4,6,8 mm long and 18 micrometers thick. The 

mass of fibers used is 0.5 %, 1 % and 1.5 % fibers 

of the mass of gypsum.[1][2][3] 

 Gypsum panels and blocks represent a good 

economical method for the manufacture' of 

partitions and walls, since the raw material cost as 

well as the labor cost are cheap, besides the ease of 

decoration. Their main drawbacks are the high-

water permeability and their poor mechanical 

strength. In the present paper, polypropylene (PP) 

fibers were blended with plaster in an attempt to 

improve the properties of these products. It was 

found that the addition of PP fibers reduces the 

http://dergipark.org.tr/en/pub/ijcesen
http://dergipark.ulakbim.gov.tr/ijcesen
mailto:zengoxh@gmail.com
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porosity, decreases the setting time and enhances 

the mechanical strength.  
 

2. Method 

Measurements were performed with prisms whose 

dimensions were 40 mm × 40 mm × 160 mm. The 

prisms without fibers are constructed by mixing 

grinded gypsum who is calcined and turned into a 

hemihydrate, the grinded gypsum and a percentage 

of water, 40% for α and 60% for β hemihydrate, are 

mixed together to form a homogeneous mass. For 

the samples that are reinforced with polypropylene 

fibers, the same mass if formed, with the same 

water factor, but now a percentage of fibers is 

going to be mixed into the mass. The percentage 

used is 0.5, 1 and 1.5% fibers of the mass of the 

gypsum. After the homogeneous mass is formed a 

mold in the same dimensions are filled with it, it is 

left to harden for 30 minutes, then the samples are 

ready to get out of the mold and to be left to dry for 

24 hours in 40 °C.The samples dried for 24 hours 

are tested in flexure, compression, ultrasound pulse 

velocity test, porosity etc.  

Flexing:the method of placing the prism on three 

supporting points distanced equally from the center 

of the prism and the bending is going to occur on 

the center of the prism by pressing it until the prism 

reaches the maximal breaking point. The speed 

used is 0.5 m/s. The unit of the force needed to 

break the prisms is in kN, while its tension in the 

scale of MPa or in N/mm2. 

Compression:presents the method of placing the 

prism between two parallel plates and pressing it 

with a force until it brakes. The unit of force for 

breaking the prism is in kN, and the tension needed 

for breaking the prisms has values in MPa or 

N/mm2. 

The porosity:done when the prisms are completely 

dry, they are placed in a container with water 

covering completely the prismsfor 60 minutes, after 

they are removed, the water from the surface gets 

dried. The mass of each prism is taken. With the 

masses of the dry and the wet prisms it can be 

determined the porosity by using equation 1 

 

𝑃 =
𝑉𝑝

𝑉
∙ 100% =

(𝑚𝑑−𝑚𝑤) 𝜌⁄

𝑉
∙ 100%  (1) 

 

Ultrasound pulse velocity test: In this test, the 

strength and quality of a prism is assessed by 

measuring the velocity of anultrasonic pulse 

passing through a gypsum structure. This test is 

conducted by passing a pulse of ultrasonic wave 

through prism to be tested and measuring the time 

taken by pulse to get through the structure. Higher 

velocities indicate good quality and continuity of 

the material, while slower velocities may indicate 

gypsum with many cracks or voids. Through this 

test the modulus of elasticity is determined using 

equation 2 [4][5] 

 

𝐸 = 𝑣2 ∙ 𝜌   (2) 

 

3. Results 

From the experiments that were performed, the 

results were quite unexpectable. The porosity 

results obtained with the samples that contain 0%  

and 1% fibres that are 8 mm long, tested in both 

hemihydrates (HH) with three different water 

factors for both of them.  

Table 1. Change in porosity for the samples with and 

without fibers 

HH Wf 0% fibers 1% fibers 

α 

0.40 22.64 22.65 

0.425 24.02 24.03 

0.45 25.87 25.87 

β 

0.60 32.82 33.03 

0.625 33.29 33.24 

0.65 34.81 34.81 

 

As it can be seen, the porosity doesn’t change even 

though fibres are added in the mixture (Table 1). 

That means that the gypsum can be used again in 

the same places as before, without absorbing more 

water, without loosing its function and purpose.   

By the results in Table 2, it can be said that the 

longitudinal module of elasticity changes as we add 

fibres, but not uniformly. As the fibre percentage 

increases, most of the sample modules decrease, 

except for β HH which marks 7.05 GPa when 1.5% 

fibers are added. It can be seen clearly that when 

we want to increase the module of elasticity, it is 

worth to use fibers that are 6 mm long.  As for the 

mechanical behavior, when different percentage 

and different lengths of fibers are added into the 

mixture, the maximum breaking points change 

randomly, depending on what fiber works better in 

a certain HH, or what length resists better in flexure 

and compression. The maximum breaking point in 

flexure, it increases when 1.5% fibers 8 mm long 

are mixed in both α and β hemihydrates. In 

compression things change, because it is seen that 

for α HH, 4 mm fibers work better, as for β, 6 mm 

fibers create a better reinforcement, which mixture 

doesn’t decrease the maximum breaking point. 

Even though, as it is seen in the tables 3 and 4, the 

maximum breaking point decreases when fibers are 

added into the mixture, the graph in Figure 1 shows 

that the sample gets destroyed after it reaches the 

maximum breaking point, as for the samples that 
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have fibers in their content (Figure 2), it cracks 

after it reaches the maximum breaking point, but it 

doesn’t get destroyed, it needs for about 25 MPa 

more to detach the fiber connection. [6] 

 

4. Conclusion 

Based on the abovementioned results it can be 

concluded that even though the maximum breaking 

point decreases when fibres are added into the 

mixture, the gypsum get reinforced in a strong way 

even with a small amount of fibres in short lengths. 

These fibres can help to build much stronger 

constructions, by using gypsum, which is a very  

 

 

 

 

  

 

 

 

 

 
 

Figure 1. The sample without fibbers 

 
economical and cheap solution. Adding fibres 

in the mixture won’t even change the cost, 

because even PP fibres are cheap, it will cost 

$10 for preparing 1 ton of prefabricated 

reinforced gypsum. 

 

 

 

 

 

 

 

 

Table 2. Longitudinal module of elasticity for samples with and without fibres 

 
α HH, Wf=0.40 (GPa) β HH, Wf=0.60 (GPa) 

%of fibers 4 mm 6 mm 8 mm 4 mm 6 mm 8 mm 

0% fibers 13.85 13.85 13.85 6.95 6.95 6.95 

0.5% fibers 12.23 12.75 13.75 6.45 6.99 6.55 

1% fibers 11.79 13.15 12.65 6.80 6.77 6.62 

1.5% fibers 10.93 12.56 13.06 6.83 7.05 6.32 

Table 3. Maximum breaking point in flexure for samples with and without fibers 

 
α HH, Wf=0.40 (MPa) β HH, Wf=0.60 (MPa) 

% of fibers 4 mm 6 mm 8 mm 4 mm 6 mm 8 mm 

0% fibers 9.31 9.31 9.31 5.36 5.36 5.36 

0.5% fibers 1.68 7.77 5.26 3.56 0.95 4.23 

1% fibers 1.67 6.96 6.49 3.76 0.97 5.51 

1.5% fibers 1.95 7.27 10.38 2.92 1.16 6.95 

Table 4. Maximum breaking point in compression for samples with and without fibers 

 
α HH, Wf=0.40 (MPa) β HH, Wf=0.60 (MPa) 

% of fibers 4 mm 6 mm 8 mm 4 mm 6 mm 8 mm 

0% fibers 30.33 30.33 30.33 13.63 13.63 13.63 

0.5% fibers 29.67 26.48 27.35 11.29 12.97 12.01 

1% fibers 27.71 26.22 23.01 10.79 12.77 10.79 

1.5% fibers 24.76 23.91 24.10 9.12 12.80 9.95 
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Figure 2. The sample with fibers 
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Abstract:  
 

Automobile wheels serve as a primary means of support to a moving and 

stationary car while being subjected to static and dynamic loading in the 

process. The present study examines the mechanical behavior of different 

auto wheel materials under the aforementioned loading conditions using 

Finite Element Method (FEM). The wheel component was modlled and 

simulated with SOLIDWORKS 2018 version using different materials 

including carbon fibre (T300), cast alloy steel, aluminium (2014-T6) and 

magnesium alloy. Considering the simulation constraints of lowest static 

stress (von-mises), lowest resultant strain, lowest displacement (static and 

raidal) and lowest bending, cast alloy steel met all the requirements except 

for static strain where carbon fibre was the lowest followed by cast alloy 

steel. Carbon fibre (T300) among all the materials had the highest static 

stress (von-mises), highest displacement (static and raidal) and highest 

bending. Static stress for aluminium (2014-T6) was lower than that of 

magnesium alloy while resultant strain, static and radial displacement as 

well as bending were lower for aluminium (2014-T6) than magnesium 

alloy. Von-mises stresses for all wheel materials where below their yield 

strength, indicating that they can perform optimally under the above 

mentioned loading constraints. The main disadvantage with steel wheel is 

the high density while low density of the other three materials offer a 

distinctive advantage to auto performance, but steel wheel is inexpensive, 

strong, tough and more durable compared to the other materials. 
  

 

1. Introduction 
 
A wheel is a circular-shaped structure designed with 

extreme toughness and high strength to withstand 

radial, tangential and axial forces it is exposed to 

when subjected to rotational motion. The centre of 

the wheel is bored of a circular hole were an axle 

bearing is tightened about to enable the wheel rotate 

when a moment generated by the auto engine is 

applied to the vehicle axle about its axis and the 

wheel [1]. In other words, the wheel is one of the 

most important rotating circular member of a 

vehicle, upon which the tyre is installed in between 

the flange at a pressure (35-40 Psi) different from the 

ambient pressure [2, 3]. Automobile wheel assembly 

is one of the most important aspects that determine 

mobility in automotive applications and its failure 

can be hazardous if not properly engineered to bring 

out the best performance, strength, durability and 

reliability. The design of a wheel assembly is critical 

http://dergipark.org.tr/en/pub/ijcesen
http://dergipark.ulakbim.gov.tr/ijcesen
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due to the forces acting on it during acceleration, 

braking, cornering and tilting [4]. Weight, 

manufacturability, performance and aestetics  are the 

four essential technical factors considered in the 

design of auto wheel. It is usually designed to 

possess adequate strength to enable it perform the 

desired functions, should be balanced statically and 

dynamically as well, and should be produced from 

very light materials to reduce unsprung weight. Steel 

wheels are comparably stronger than wire and alloy 

wheels, but it is heavier than alloy wheels which 

increases the vehicle unsprung weight. On the other 

hand, alloy wheels are recommended for automobile 

applications because they reduce unsprung weight of 

the vehicle [5, 6]. Bisht and Awasthi [7] reported the 

percentage weight of different wheel types as 

follows: Steel wheel (100%), Wire wheel (85%), 

alloy wheel (75%) and composite wheel (60%). 

Nomenclature of a wheel-rim profile consist of the 

wheel (rim and disc forms wheel), Rim (a section of 

wheel that the tyre is installed), disc (a section of the 

wheel attached to the axle hub of the vehicle) as well 

as the bead seat (a section of the rim that holds the 

tyre in a radial direction and in contact with the bead 

face) [8, 9]. Depending on the purpose of design, 

loading conditions and material capacity to 

withstand severe loading conditions, automobile 

wheels can be classified. For example, heavy loading 

may require steel wheels (density: 7.8 g/cc) due to 

their strength while medium and low load condition 

may require aluminium alloys (density: 2.7 g/cc) and 

magnesium alloys (Density: 1.54 g/cc) [10]. Prasad 

et al. [11] employed CATIA 5R17 software in the 

modelling of aluminium alloy and forged steel wheel 

rims which were further imported to ANSYS 

software to simulate the forces, pressure (21.3kpa 

was applied along the circumference of each wheel 

rim) acting on them and their effects on the wheel 

rim. Static displacement, Von-mises stress, stress 

intensity and dynamic displacement were 4.1168e-

6mm, 9.748e5 Mpa, 1.0611e6 Mpa and 0.71537 mm 

as well as 4.077e-6 mm, 3.2348e6 Mpa, 3.3759e6 

Mpa and 0.43427 mm for aluminium alloy and 

forged steel wheel rims, making forged steel a better 

material for wheel design over aluminium alloy. 

Venkateswarlu and Sharma [12] designed and 

analysed three different alloy wheel materials 

including aluminium alloy, magnesium alloy and 

titanium alloy. The wheel was modelled with 

CATIA V5 R20 while simulation of the model was 

carried out with ANSYS workbench. Total 

deformation values obtained from the static analysis 

were 0.13156, 0.13505 and 0.16258 for aluminium 

alloy, magnesium alloy and titanium alloy. This 

indicates that aluminium alloy among the three 

materials will exhibit the least level of deformation 

under static condition. Kumar et al. [13] carried out 

similar study on different alloy wheel materials 

(aluminium alloy, steel and magnesium alloy) using 

CATIA V5 for the modelling and ANSYS software 

for the simulation. Steel wheel exhibited the least 

level of deformation (0.00029 mm), followed by 

magnesium alloy (0.00072 mm) and aluminium 

alloy (0.001287 mm). Using ANSYS software, 

Burande and Kazi [14] modelled and simulated two 

aluminium alloy wheels (Aluminium A356.2 and 

Aluminium 7075-T6) for passenger car under radial 

load.  Finite Element Analysis (FEA) was used in the 

simulation to determine the stress and displacement 

factors in service condition. Aluminium A356.2 

yielded Von-mises stress of 43.95 MPa and 

displacement of 32.33 mm while Aluminium 7075-

T6 yielded Von-mises stress of 35.75 MPa and 

displacement of 23.81 mm. The analysis indicated 

that Aluminium 7075-T6 has a higher fatigue life 

(1x106 cycles.) than aluminium A356.2 (7.9985x105 

cycles). Sekhar and Mouli [15] examined the 

application of Finite Element Technique (FET) for 

analysing the stress and displacement distribution in 

AL2024-T351 and Al 2064-T6 alloy wheels under 

conjoint influence of inflation pressure and radial 

load. The deflection for AL2024-T351 alloy wheel 

was found to be 0.164 mm which is much lower than 

that of aluminum (Al 2064-T6) alloy wheel which 

was 0.285mm, indicating that AL2024-T351 is 

much stiffer than aluminum (Al 2064-T6) alloy 

wheel. Results from the static analysis revealed that 

maximum normal stress obtained from Al 2064-T6 

alloy wheel was 78.6% higher than that of Al2024-

T351 alloy wheel while the Von-mises stress 

obtained for Al 2064-T6 alloy wheel was 50% 

higher than that of Al2024-T351 alloy wheel. It was 

observed that the stress and displacement increased 

while the in-service life of the wheel decreased as 

the operational speed increased. In actual case 

scenario, determining the mechanical behaviour of 

auto wheels (as per the ISO 7141-Road Vehicles-

Wheels-Impact Test Procedure, and SAE J175-

Impact Test Procedure Standards) is important. 

However, testing and inspection procedure during 

development process of auto wheels are time 

consuming and expensive. Moreover, it is difficult to 

estimate the stress behaviour through theoretical 

approaches and elementary mechanical 

approximations. For these reasons, a 3D static 

analysis of any given auto wheel which involves 

complicated geometries and assumptions can be 

employed. The present study therefore involves 

determination of stresses, strains, displacements as 

well as bending induced on different auto wheel 

materials (designed with different materials) due to 

static and dynamic loads. The study involves Finite 

Element Modelling (FEM) of the auto wheel using 

SOLIDWORKS 2018 version and simulation of the 
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modelled component as well, in order to determine 

the mechanical behaviour of each material for auto 

wheel applications. For economic reasons, this can 

reduce the time, energy and resources involved in the 

development of prototype designs and testing phase 

of auto wheel. 

2. Research Methodology 
 
A given automotive wheel in motion is subjected to 

the following forces and moments: longitudinal 

force, lateral force (cornering force), vertical force 

(load), roll moment (overturning moment), pitch 

moment, yaw moment [16]. A given rotating vehicle 

wheel is subjected to radial loading due to pressure 

distribution which acts directly in the 

circumferential direction along the bead seat [17]. 

The pressure distribution is given by Equation 1. 

From Equation 1, radial load acting on a given car 

wheel can be determined using Equation 2: 

 𝑊𝑟 = 𝑊0 ∗ 𝑐𝑜𝑠  (
𝜋

2
∗

𝜃

𝜃0
)                             (1a) 

W0 =
𝑊𝜋

𝑏𝑟𝑏4θ0
                 (1b) 

𝐹𝑟 = 2𝑏 ∫ 𝑊𝑛 ∗ 𝑟𝑏𝑑𝜃 = 8 ∗ 𝑏 ∗ 𝑟𝑏 ∗ 𝜃0 ∗
𝑊𝑛

𝜋

𝜃0

−𝜃0
  (2) 

Where Wn is the natural frequency, W denotes the 

radial load, θ is the angle of loading, θ0 is the angle 

at maximum load, Fr is the radial force, b is the width 

of the bead seat, rb is the radius of the bead seat and 

Wr represents the pressure distribution. The wheel 

rolling radius can be determined as expressed in 

Equation 3 based on the relationship between the 

wheelset, wheel rotation and the formation of the 

traction force [18, 19]. On the other hand, Jazar [20] 

proposed the wheel rolling radius as expressed in 

Equation 4 while Wilson et al. [21] proposed the 

wheel rolling radius based on the function of drive 

torque, load, and pressure as given in Equation 5. 

𝑅𝐷 = 𝑅𝑢 − 𝜌𝑜 [𝐷𝑎𝑟𝑐𝑡𝑎𝑛 (𝐵
𝜌

𝜌𝑜
) + 𝐸

𝜌

𝜌𝑜
]                (3) 

𝑅𝐷 =  
2

3
𝑅𝑢 +

1

2
𝑅𝑙     (4) 

𝑅𝐷 = 𝑅𝑢 − 𝜆∗ [1 − (1 −
𝑊

𝑊∗) 𝑃/𝑃∗] 𝑇   (5) 

Were RD is the actual rolling radius of the wheel, Ru 

is the radius of the wheel without load, Rl is the 

radius of the loaded wheel, ρ is the actual deflection 

of the tire, ρo is the deflection of the tire at rated load, 

B, D, E are the design parameters of the tire, W is the 

vertical load on the wheel, Т is the torque applied to 

the wheel, λ*, W* and P* are the empirical factors of 

the tire longitudinal elasticity, load, and pressure. 

Studies have shown that wheel deformation 

contributes immensely to wheel slipping which is a 

measure of the difference between rotational speed 

of the wheel and the translational velocity of the 

wheel centre as expressed in Equation 6 [22] or 

determined as the difference between the arc lengths 

in Equation 7. The actual radius (RA) of a deformed 

wheel is determined using Equation 8 while the 

relation for coefficient of slippage [23] is given by 

Equation 9.  

S = −
(V−Rew)

V
      (6) 

𝛿𝐺 =
2𝜋

𝛼
(

(𝛼𝑅−2𝑅 𝑠𝑖𝑛
𝛼

2
)

𝛼𝑅
) = (1 −

2

𝛼
𝑠𝑖𝑛

𝛼

2
) = (1 −

𝐿

𝛼𝑅
) =

(1 −
𝑅𝐷

𝑅
)                   (7) 

𝑅𝐴 =
𝐿

𝛼
=

𝐿

2 𝑎𝑟𝑐 𝑠𝑖𝑛
𝐿

2𝑅

     (8) 

𝛿 =
𝜔𝑅𝐾−𝑉𝐷

𝜔𝑅𝐾
=

2𝜋𝑅𝐾𝑛−𝑆𝐷

2𝜋𝑅𝐾𝑛
                  (9) 

Where V is the longitudinal speed of the wheel 

centre, w is the angular speed of the tire and Re is 

the effective tire radius,  is the coefficient slipping, 

VD is the actual speed, ω is the angular velocity of 

the drive wheel, RK is the driving wheel rolling 

radius, n is the number of turns made by the wheel 

per unit of time, SD is the actual distance covered by 

the wheel for a certain number of the wheel turns, 𝛿𝐺  

is the wheel slipping, R is  the initial radius of the 

wheel rolling, 𝛼 is the central angle limiting the 

chord of the wheel tire deflection, L is the length of 

the chord formed by the deflection of the wheel. 

Initial radius of the wheel is given by Equation 10 

while the change in radius of the wheel caused by the 

load of its own weight is given by Equation 11. The 

stiffness of the wheel material (Equation 12) if 

optimum can resist changes in the radius of the 

wheel [24]. 

𝑅 = 𝑅𝐶 − Δ𝑟 =
𝑙𝐶

2𝜋
−

(𝑙𝐶−𝑙𝐾)𝑘𝐷𝑃

2𝜋
=

𝑙𝑐(1−𝑘𝐷𝑃)+𝑙𝐾𝑘𝐷𝑃

2𝜋
     (10) 

Δ𝑟 =
(𝑙𝐶−𝑙𝐾)𝑘𝐷𝑃

2𝜋
                 (11) 

𝑘𝑤ℎ𝑒𝑒𝑙 = (2 ∗ 𝜋 ∗ 𝑓2)2  [𝑀𝑇 − 𝑀𝑇 (
𝑓2

 2

𝑓1
 2)]                       (12) 

Where f1 is the Maximum frequency in harmonic 

response, f1 is the minimum frequency in harmonic 

response, MT is the mass of the wheel, RC is the 

radius of the middle of the wheel tread in the Free 

State. Axial load (Fp) resulting from tire inflation 

pressure (Po) is given by Equation 13 while the load 

on a unit length of the circumference of the rim 

flange of the rotating wheel is given by Equation 14. 

𝐹𝑝 = 𝜋(𝑎2 − 𝑟𝑓
 2)𝑃𝑜                 (13) 

𝑇𝑓 =
𝐹𝑃

4𝜋∗𝑟𝑓
= (𝑎2 − 𝑟𝑓

 2)
𝑃𝑜

4∗𝑟𝑓
               (14) 
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where a is the design radius of the tire and rf is the 

radius of the loading point on the rim flange. When 

the vehicle is in motion, causing the wheels to 

undergo a rotary motion (O) at angular velocity (ΩZ), 

the velocities at the axial centre of the right front 

wheel (O1) are given by Equations 15a-b [25]. The 

slip velocities of the projection point (O1) on the 

wheel-ground contact surface is given by Equations 

16a-b. 

𝑉𝑜1 = 𝑅"Ω𝑧 = √(𝑅" +
𝐵

2
)

2

+ (
𝐿

2
− 𝑆𝑜 + 𝐶𝑦)

2

Ω𝑧      (15a) 

𝑉𝑜1𝑥1 = 𝑅"Ω𝑧  𝑠𝑖𝑛𝛼 = (
𝐿

2
− 𝑆𝑜 + 𝐶𝑦)            (15b) 

𝑉𝑡1𝑥1
= (𝑅" +

𝐵

2
) Ω𝑧 − 𝑟𝜔𝑜             (16a) 

𝑉𝑡1𝑥1
= (

𝐿

2
− 𝑆𝑜 + 𝐶𝑦) Ω𝑧                           (16b) 

Were the rotational angular velocity of the right 

wheel denoted as ωo. The expression describing the 

dynamics of the angular deformation of the wheel is 

given by Equation 17. 

𝐻𝛼
𝑑Δ𝛼

𝑑𝑡
+ 𝐶𝛼Δ𝛼 = 𝑀(𝜆)                             (17) 

where 𝐻𝛼 is the energy dissipation rate of the angular 

deformational motion in a wheel, Ca is the angular 

rigidity of the wheel in the direction of the angular 

deformation movement therein. The angular speed 

of rotation and speed of translational movement of 

the centre of wheel mass is given by Equation 18 

while The change of moment M(,V ) of the traction 

point is given by Equation 19 [26]. Furthermore, the 

stress induced on auto wheel due to bending is given 

by Equation 20. 

Δ𝛼 = ∫ [𝜔(𝑟𝑜 − 𝑥1) − 𝑉]𝑑𝑡
𝑡

𝑡−Δ𝑡
              (18) 

 

𝑀(, 𝑉 ) = 𝐶𝛼 ∫ {𝜔 − 𝑉/ [𝑟𝑜 −
𝑡

𝑡−Δ𝑡

𝑃

(𝐶𝑜+𝐶𝜔(1−𝑒
−𝐾𝜔𝜔 ))

]} 𝑑𝑡               (19) 

𝜎𝑏 =
𝑀𝑦

𝐼𝑐
                             (20) 

where Co is the value of the radial stiffness of the 

wheel in rest, Cω is the coefficient characterizing the 

impact of centripetal force on radial stiffness of the 

wheel, Kω is the coefficient characterizing the 

nonlinear effect of the angular speed of the wheel on 

its radial stiffness, P is weight of the vehicle and the 

wheel which influence the contact patch, V is the 

velocity of translational motion of the centre of the 

wheel mass and ωo is the angular velocity of the 

wheel, M is the bending moment, y is the distance 

between the centroidal axis and the outer surface of 

the wheel and Ic is the centroidal moment of inertia 

of the of the cross section about the appropriate axis. 

SOLIDWORKS software, 2018 version was 

employed in modelling and simulating the auto 

wheel component presented in Figure 1. 

SOLIDWORKS is a solid modelling Computer 

Aided Design (CAD) software as well as Computer 

Aided Engineering (CAE) tool that runs mainly on 

Microsoft windows. Modelling procedure of the auto 

wheel commenced with 2D sketch, consisting of 

geometries such as arcs, points, conics, lines, splines 

and so on. Dimensions were added to the sketch to 

define the size and configuration of the geometry. 

Relations in the tool bar were used to define features 

such as parallelism, tangency, concentricity, 

perpendicularity among others. In the part assembly, 

sketches of individual parts were assembled together 

to form the intended solid model of the auto wheel. 

Views were automatically generated from the solid 

model; and dimensions and tolerances were added to 

the drawing as required. SOLIDWORKS software 

have been successfully employed in modelling of 

reciprocating piston [27], remotely controlled 

hydraulic Bottle Jack [28], vehicle compression 

springs [29], two stroke internal combustion engine 

[30], High Density Polyethylene Liner HDPL [31] 

etc. The wheel was analysed for static and dynamic 

loads. In the case, pressure loading, 

centrifugal/radial loading and vertical loading were 

considered. Von-mises stress, equivalent strain, 

resultant displacement and bending obtained from 

the analysis shows the maximum and minimum 

values induced on the auto wheel operating under the 

aforementioned loading conditions. The wheel was 

constrained appropriately and the loads were 

calculated based on the specifications and applied to 

appropriate nodes. The wheel was analysed for the 

calculated loading conditions and plots were 

obtained for each analysis performed. To fully 

initiate the auto wheel simulation process, the 

following conditions were taken cognizance of: 

i. There was a fixed support on the six 

bolt/stud holes, as wheels are normally 

installed by bolt via stud holes in vehicle 

axle. 

ii. A total of 7769.5 N bearing load was applied 

to the hub centre at Y-axis, as the hub is 

fixed at the central hole of the rim. 

iii. A pressure of 0.241 Mpa was considered on 

the tyre allocation area which acts normally 

at the circumferential tread and flange 

portion of the wheel. 

iv. Considering a tyre diameter of 550 mm, 

velocity of car rim was taken as 100 kmph, 

i.e. 965 RPM. 
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v. From annexure of AIS-073 (part 2), the 

moment taken was 5.0969e+5 N-mm. 

Figure 1 represents the auto wheel model while 

Figure 2 represents the mesh visualization for each 

material of the auto wheel model. Material 

properties of the auto wheel are presented in Table 

1, load details for the auto wheel analysis in Table 2, 

fixture details for the auto wheel analysis in Table 3 

and mesh information in Table 4. 

3. Results and Discussion 

3.1. Carbon Fibre (T300) 

Carbon fibre is a fibre material of about 5-10 

micrometres in diameter and is composed primarily 

of carbon atoms. Carbon fibre is manufactured 

through the process of high bonding of carbon atoms 

together in crystals which are more aligned to the 

long axis which gives the fibre a high strength to 

volume ratio. It has numerous advantages such as 

high tensile strength, high temperature tolerance, 

low weight, high stiffness, low thermal expansion 

etc. which makes carbon fibre an essential material 

in the manufacturing of automotive wheel. However, 

it is very expensive, brittle and prone to the risk of 

catastrophic failure that cannot be experienced with 

metallic wheels. The T300 carbon fibre is a 

thermoset polymer matrix composite reinforced with 

68% carbon fibre, and formed by laminating hot-

pressed carbon fibre prepreg. Having developed the 

auto wheel model presented earlier in Figure 1, T300 

carbon fibre was applied as the wheel material and 

simulated to obtain multiple profiles as shown in 

Figure 3a-f. 

 

 
 

Figure 1. Auto wheel model analysed in this study 

 

Table 1. Material properties of auto wheel (model) 

Name Carbon fiber 
(T300)  

Cast Alloy Steel Aluminium (2014-
T6) 

Magnesium Alloy 

Model type Linear Elastic 
Isotropic 

Linear Elastic 
Isotropic 

Linear Elastic 
Isotropic 

Linear Elastic 
Isotropic 

Yield strength 3.44e+008 N/m2 4.41e+008 N/m2 4.15e+008 N/m2 6.24+008 N/m2 
Tensile strength 1.86e+009 N/m2 4.48e+008 N/m2 4.7e+008 N/m2 4.48e+008 N/m2 
Elastic modulus 1.35e+011 N/m2 1.9e+011 N/m2 7.24e+010 N/m2 4.5e+010 N/m2 
Poisson's ratio 0.3   0.26   0.33   0.35   
Mass density 1700 kg/m3 7300 kg/m3 2800 kg/m3 1760 kg/m3 
Shear modulus 9.8e+007 N/m2 7.8e+010 N/m2 2.8e+010 N/m2 1.7e+010 N/m2 
Thermal expansion 
coefficient 

1.5e-005 /Kelvin 1.5e-005 /Kelvin 2.3e-005 /Kelvin 2.5e-005 /Kelvin 

 
Table 2. Load details for the auto wheel analysis 

Load name Load Image Load Details 
Pressure-1 

 

Entities 9 face(s) 
Type Normal to selected face 
Value 255.692 
Units N/m2 

Phase Angle 0 
Units deg 

Gravity-1 

 

Reference Top Plane 
Values 0  0 -9.81 
Units m/s2 
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Table 3. Fixture details for the auto wheel analysis 

Fixture name Fixture Image Fixture Details 
 
 

Fixed Hinge-2 

 

Entities 6 face(s) 

Type Fixed Hinge 

Resultant Forces 
Components X Y Z Resultant 

Reaction force(N) 2.88696 22.2569 0.028139 22.4434 

Reaction Moment (N.m) 0 0 0 0 
 
 

Fixed-1 

 

Entities 2 face(s) 

Type Fixed Geometry 

Resultant Forces 
Components X Y Z Resultant 

Reaction force (N) -2.88833 42.2323 -0.0292426 42.331 

Reaction Moment (N.m) 0 0 0 0 

 
Table 4. Mesh information for the auto wheel analysis 

Mesh details for the wheel rim analysis Specification of proposed car wheel rim 
Mesh type Solid Mesh Specification Value 
Mesher Used  Blended curvature-

based mesh 
Bolt circle diameter 68 mm 

Jacobian points 4 Points Width of the rim 140 mm 
Maximum element size 26.4766 mm Diameter of the rim 355 mm 
Minimum element size 5.29532 mm Offset 57 mm 
Mesh Quality Plot High Central hole diameter 40 mm 
Total Nodes 56016 Rim thickness 7 mm 
Total Elements 31880 Hole circle diameter 15 mm 
Maximum Aspect Ratio 421.11 Number of stud hole 5 No’s 
% of elements with Aspect Ratio < 3 83   
% of elements with Aspect Ratio > 10 2.58   
% of distorted elements (Jacobian) 0   
Time to complete mesh (hh;mm;ss):  00:02:28   

 

 

Figure 2. Mesh visualization for each material of the auto wheel model 

 

3.2. Cast alloy steel 

Cast steel is a ferrous alloy with maximum carbon 

content of approximately 0.75% and other elements 

including silicon, manganese, iron, aluminium, 

zirconium etc. It has high resistance to impact 

cracks, high strength, toughness, can withstand 

abrasion and high loading deformation due to high 

carbon content and inexpensive compared to carbon 

fibre, aluminium and magnesium alloy. The 

aforementioned properties makes it suitable for auto  
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Figure 3a. Aspect ratio 

 

Figure 3b. Static nodal stress 

 

Figure 3c. Equivalent Static strain 

 

Figure 3d. Static displacement 

 

Figure 3e. Radial displacement 

 

Figure 3f. Bending 

 

 

Figure 4a. Aspect ratio 

 

Figure 4b. Static nodal stress 
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Figure 4c. Equivalent static strain 

 

Figure 4d. Static displacement 

   

Figure 4e. Radial displacement 

 

Figure 4f. Bending 

 

 

Figure 5a. Aspect ratio 

 

Figure 5b Static nodal stress 

 

Figure 5c. Equivalent static strain 

 

Figure 5d. Static displacement 
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Figure 5e. Radial displacement 

 

 

Figure 5f. Bending 

 
wheel application but it has a major disadvantage 

which is the unit weight. Having developed the auto 

wheel model presented earlier in Figure 1, cast alloy 

steel was applied as the wheel material and 

simulated to obtain multiple profiles as shown in 

Figure 4a-f. 

3.3. Aluminium 2014-T6 

2014-T6 aluminium is 2014 aluminium in the 

T6 temper which is achieved by solution heat-

treatment and artificial age-hardening treatment 

to obtain the standard mechanical required. As 

one of the strongest aluminium alloy, 

aluminium 2014-T6 is a precipitation hardening 

alloy with high electrical conductivity, low 

density, ductile, excellent machinability, cost 

effective and fair corrosion resistant property. It 

is used in applications that require high 

strength/hardness as well as elevated 

temperature such as auto wheel, heavy duty 

forgings, tangs, automotive frame etc. However, 

it contains high amount of copper, making it less 

corrosion-resistance. Therefore, requires anti-

corrosion treatment if exposed to corrosive 

environment. Having developed the auto wheel 

model presented earlier in Figure 1, 2014-T6 

aluminium was applied as the wheel material 

and simulated to obtain multiple profiles as 

shown in Figure 5a-f. 

 

3.4. Magnesium Alloy 

 

Magnesium alloy is known for being the lightest 

structural alloy. It is formed from a mixture of 

magnesium (the lightest structural metal) and 

other metals elements (known as alloying 

elements) usually manganese, zinc, aluminium, 

copper, silicon etc. to improve the mechanical 

properties [32]. Magnesium alloy has a number 

of merits such as low specific gravity with 

satisfactory strength, higher specific modulus, 

withstand greater loading per unit weight, low 

density which makes it suitable for wheel-rims 

in automobiles. The strength of magnesium 

alloy however depreciates at elevated 

temperature. Therefore, temperature as low as 

200 oF (93 oC) yields considerable reduction in 

the yield strength of magnesium alloy [33]. 

Having developed the auto wheel model 

presented earlier in Figure 1, magnesium alloy 

was applied as the wheel material and simulated  

 

Figure 6a. Aspect ratio 

 

Figure 6b. Static nodal stress 
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Figure 6c. Equivalent static strain 

 

Figure 6d. Static displacement 

 

Figure 6e. Radial displacement 

 

Figure 6f. Bending 

to obtain multiple profiles as shown in Figure 

6a-f. The deflected auto wheel models obtained 

from the finite element simulation profiles are 

characterized by different colors corresponding with 

the simulation results shown on the color bands. 

Areas with high stress concentration, high resultant 

displacement, high equivalent strain as well as high 

bending stress indicates unsafe zones which are 

prone to high level deformation and vice versa [34, 

35], and can be identified using the color band or 

legend on the simulated plots presented in Figures 3-

6. Red color which is at the top of the color band 

indicates the area with maximum stress, resultant 

displacement, equivalent strain and bending stress 

concentration on the auto wheel component. This is 

followed by orange color, light green color, green 

color and so on. On the other hand, royal blue which 

is at the bottom of the color band indicates safe zones 

as well as the areas with minimum stress 

concertation on the wheel component. Sky blue 

indicates the stress level at which the shaft material 

begins to respond to the applied load, aqua (SVG) 

blue indicates further stress level from sky blue color 

[36, 37]. Figure 7 shows the maximum Von-mises 

stress derived from each of the auto wheel material 

employed in this study.Results shown on the plot in 

Figure 7 reveals that carbon fibre (T300) had the 

highest static nodal stress (5.35E+04 N/m^2), 

followed by magnesium alloy (4.22E+04 N/m^2), 

2014-T6 aluminium alloy (3.14E+04 N/m^2 and 

then cast alloy steel as the least (1.14E+04 N/m^2). 

This implies that auto wheel material with maximum 

static nodal stress will fail first before the one with 

minimum static nodal stress. Considering von-Mises 

failure theory, material component is said to be in a 

state of failure if the von-Mises stress exceeds the 

material yield strength, but if the von-Mises stress 

value is lower than the material’s yield strength, the 

material is considered to be safe [38, 39]. 

Considering the maximum von-Mises stresses and 

yield strength obtained from each auto wheel 

simulated profile, it can be observed that the 

maximum von-mises stress values for the four (4) 

wheel materials were below their yield strength, 

indicating that all the for materials in this study 

considered are good choice of materials that can 

withstand the in-service loading condition of an auto 

wheel application without untimely failure. Figure 8 

shows the maximum resultant static strain derived 

from each of the auto wheel material employed in 

this study. 

Results shown on the plots in Figure 8 reveals that 

magnesium alloy had the highest resultant static 

strain (3.31E-07), followed by 2014-T6 aluminium 

alloy (3.17E-07), cast alloy steel (2.45E-07) and then 

carbon fibre (T300) as the least (1.92E-07). From the 
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maximum strain obtained from each profile, the 

values are insignificant, implying that the rate of 

strain elongation on the auto wheel component due 

to static and dynamic loads is within tolerable level 

that will not result in catastrophic failure. The low 

static resultant strain exhibited by carbon fibre is due 

to the high stiffness and high tensile strength of the 

material. Strain is the ratio of change in deformation 

undergone by an object in response to the applied 

load or force to its original length [40]. The static or 

dynamic loads may take the form of compression or 

stretching which incite stresses within the molecular 

bonding of the material, causing the atomic bonding 

to detach from one another. Strain elongation on the 

wheel can also occur due to thermal expansion 

coefficient which is the equivalent strain divided by 

the change in temperature of the wheel in motion. 

This can cause increase in strain along the bonded 

area within the atoms in the metal lattice as the auto 

wheel temperature increases during service 

condition. Figure 9 shows the maximum static 

displacement derived from each of the auto wheel 

material employed in this study. 

Results shown on the plot in Figure 9 reveals that 

carbon fibre (T300) had the highest static 

displacement (5.46E-05 mm), followed by 

magnesium alloy (4.61E-05 mm), 2014-T6 

aluminium alloy (3.61E-05 mm) and then cast alloy 

steel as the least (3.01E-05). Figure 10 shows the 

maximum radial displacement derived from each of 

the auto wheel material employed in this study. 

Results shown on the plots reveal that carbon fibre 

(T300) had the highest static displacement (5.71E-

05 mm), followed by magnesium alloy (4.32E-05 

mm), 2014-T6 aluminium alloy (3.01E-05 mm) and 

then cast alloy steel as the least (2.01E-05). 

Displacement is a vector quantity that refers to the 

extent at which a body deviates from its original 

place or length. It is also the overall change in 

position of an object due to external forces or loads 

acting on them, which in this case is the static and 

dynamic loads acting on the auto wheel component. 

The change in position or deviation from the original 

length is a property that relates to the geometric 

distortion or structural deformation of the wheel 

from its original geometry. Hence, the static and 

dynamic loads acting on the auto wheel component 

are responsible for the static and radial 

displacements discussed in this paper.  

Figure 11 shows the maximum bending deformation 

derived from each of the auto wheel material 

employed in this study. Results shown on the plot in 

Figure 11 reveals that carbon fibre (T300) had the 

highest bending deformation (5.03E-05 mm), 

followed by magnesium alloy (3.33E-05 mm), 2014-

T6 aluminium alloy (2.55E-05 mm) and then cast 

alloy steel as the least (4.03E-06).  Bending 

deformation also known as flexural stress is a more 

specific form of normal stress induced on a 

structurally loaded member like the auto wheel 

subjected to tensile or compressive forces. In other 

words, normal stress is a result of an external load 

acting perpendicularly to longitudinal axis of the 

wheel component. The exact value of the normal 

force (curb weight of the car) acting on the wheel 

component which eventually results in bending 

deformation is simply the force divided by the cross 

sectional area of the auto wheel. 

 

Figure 7. Maximum static nodal stress (von-mises) derived from each wheel material 
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Figure 8. Maximum resultant static strain derived from each wheel material 

 

Figure 9. Maximum static displacement derived from each wheel material 

 

Figure 10. Maximum radial displacement derived from each wheel material 
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Figure 11. Maximum bending derived from each wheel material 

 

 

4. Conclusion 

 The study reveals that Steel wheels (cast alloy steel) 

in terms of mass are heavier than aluminium (2014-

T6), magnesium (alloy) and carbon fibre (T300) 

based wheels while wheels produced from carbon 

fibre are the lightest and aluminium wheels are 

slightly heavier than magnesium wheels. Weight of 

the wheel can be referred to unsprung weight 

particularly when it is denser which is not being 

cushioned by the suspension springs, and cast alloy 

steel is a clear example in this case. Acceleration and 

agility of the car is dampened by the excess weight 

of the wheel, lowers the vehicle’s centre of gravity 

and causes it to drive sluggishly while also 

consuming more fuel. However, while wheels 

designed with carbon fibre are very expensive, steel 

wheels in terms of cost are the cheapest and 

inexpensive to replace if extremely damaged while 

wheels produced from magnesium alloy are cheaper 

than their aluminium counterpart. In terms of 

strength and resistance against in-service defects like 

bending, stress-strain deformation as well as static 

displacement, steel wheels are better choices 

followed by aluminium wheels and magnesium 

wheels. However, carbon fibre (T300) wheels tend 

to be brittle, cracks more easily and cannot withstand 

roads with pot holes and rough patches, whereas, 

steel, aluminium and magnesium wheels tend to 

bend at extremely high impact force and hardly 

cracks when impacted by road (particularly steel 

wheels) due to their toughness and somewhat ductile 

nature. In terms of thermal expansion, magnesium 

wheel is not a good choice of material when high 

temperature or long distance drive that will end up 

raising the auto wheel temperature is involved. In 

this case, carbon fibre is the best choice of auto 

wheel material among the four auto wheel materials 

reported in this study. This is seconded by steel 

wheel and then aluminium wheel. When considering 

availability, the wide range of steel and aluminium 

wheels available for different purposes are easy to 

find irrespective of the size or style. In terms of 

rust/corrosion, wheels produced from carbon fibre 

are better choices followed by aluminium and the 

magnesium, but as long as the paint layer in steel 

wheels remain intact, steel wheel can hardly rust. 

Hence, the choice of auto wheel depends on the 

user’s requirement. For example, steel wheel is the 

right choice when an inexpensive, strong, tough and 

rugged wheel is required (particularly in rough 

terrains) and vice versa.  
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Abstract:  
 

SARS-CoV-2 is the infectous agent of COVID-19, one of the most important 

health problems of the twenty-first century. IL17RA is an crucial receptor in the 

generation of the host immune response. ORF8 is the viral accessory protein of 

SARS-CoV-2 that suppresses the host immune response. Mutations can alter the 

viral properties and clinical course of SARS-CoV-2. In this study, we investigated 

the changes that SARS-CoV-2 ORF8 mutations may cause in the interaction of 

IL17RA with ORF8. The study was carried out using 825 complete genome 

sequences from UK isolates. Mutation analyzes were performed using RDP4 and 

MEGAX. The protein model was created using the Swiss Model. Protein protein 

interaction was analyzed by Haddock ver 2.4. Analysis of changes in protein 

stability was performed using SDM2, mCSM stability and DUET tools. The 

change in ORF8 - IL17RA binding affinity before and after the mutation was 

evaluated using mCSM-PPI2. We detected P30S, R52I, Y73C and L118V 

mutations in SARS-CoV-2 ORF8. Mutations have been shown to reduce protein 

stability and affinity. After the mutation, the binding dynamics of ORF8 to 

IL17RA were changed. Molecular attachment scores were -78.0±3.4 kcal.mol-1 

and -76.3±11.9 kcal.mol-1, for wild type and mutant, respectively. After the 

mutations, the hydrogen bond number and position between ORF8 and IL17RA 

changed. While establishing ten hydrogen bonds between the wild type and 

IL17RA, four hydrogen bonds were established between the mutant ORF8 and 

IL17RA. The decreased affinity between ORF8 and IL17RA can be seen as a 

stronger immune response and a milder clinical course. Although our results 

contain important data for understanding ORF8, which is an important drug target, 

it needs to be repeated with in-vivo and crystallgraphy studies. 

  
 

1. Introduction 
 
Severe acute respiratory syndrome coronavirus 2 

(SARS-CoV-2) has killed 3.27 million people since 

December 2019. SARS-CoV-2, which revealed the 

third largest coronavirus epidemic in the last 20 

years, infected 160 million people [1,2].  The 

molecular basis of the severity and rapid spread of 

COVID-19 disease caused by SARS-CoV-2 is 

largely unknown [3]. Although prophylactic vaccine 

development studies have recently been successful 

in COVID-19 disease, the high mutation capacity 

and progressive evolutionary change of the virus 

genome pose the risk of overriding existing 

treatments [4]. SARS-CoV-2, which is of zoonotic 

origin such as severe acute respiratory syndrome 

coronavirus (SARS) and Middle East respiratory 

syndrome (MERS), may be a sign that members of 

this family may cause serious health problems in the 

future, and even epidemics with transition between 

species [5,6]. 

The SARS-CoV-2 genome consists of 16 non-

structural proteins, 4 structural proteins (S, M, E, N) 

and 5 accessory proteins [7]. Although the SARS-

CoV-2 genome is known as the genetic code, the 

functional role of many accessory proteins is not 

clearly [8,9]. Open Reading Frame-8 (ORF8) from 

SARS-CoV-2 is an accessory protein consisting of 

366 nucleotides. Its evolutionary distance from other 

beta coronaviruses makes SARS-CoV-2 ORF8 an 
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http://dergipark.ulakbim.gov.tr/ijcesen
mailto:ekremakbulut@gmail.com


Ekrem Akbulut/ IJCESEN 7-2(2021)76-83 

 

77 

 

important research target [8]. ORF8 from SARS 

CoV-2 is a rapidly evolving accessory protein that 

has been proposed to interfere with immune 

responses [3]. ORF8 from SARS-CoV-2 disrupts 

antigen presentation and reduces the recognition and 

elimination of virus-infected cells [10]. ORF8 

suppresses the immune response by reducing the 

expression of MHC I (HLA-A2) molecules. The 

major pathway for ORF8-mediated MHC-I 

downregulation is the lysosomal degradation. The 

proteins that ORF8 from SARS-CoV-2 interacts 

with in the host are localized in the endoplasmic 

reticulum [11]. This may result in the rearrangement 

of the ER traffic of host-ORF8 interactions during 

infection. 

 

ORF8 from SARS-CoV-2 was shown to inhibit type 

I interferon (IFN-β) activation and NF-kappa-B 

pathway [12]. Cytokine binding triggers the 

homotypic interaction of the IL17RA and IL-17RC 

chains with the TRAF3IP2 adapter, leading to 

TRAF6-mediated activation of the NF-kappa-B and 

MAP kinase pathways, resulting in the activation of 

cytokines, chemokines, antimicrobial peptides and 

matrix metallocationproteinases that will ultimately 

generate strong immune inflammation [13–15].  

IL17RA involved in antiviral host defense through 

various mechanisms. IL17RA plays a role in the 

maintenance of the integrity of epithelial barriers 

during pathogen infection. It stimulates the 

production of antimicrobial beta-defensins DEFB1, 

DEFB103A, and DEFB104A by mucosal epithelial 

cells, limiting the entry of microbes through the 

epithelial barriers [16,17]. It contributes to virus 

clearance by driving the differentiation of B1a-B 

cells, providing for production of virüs specific IgM 

antibodies at first line of host defense [18]. IL17RA 

interaction with ORF8 from SARS-CoV-2  is one of 

the most important stages of viral infection that 

suppresses the immune response [4]. 

The discovery of effective treatments against SARS-

CoV-2 requires full elucidation of the functional 

properties of the virus genome and proteome. 
Functional properties of many viral proteins, which 

are the target of treatment, can be achieved by in 

silico approaches in a shorter time and with less 

funds than conventional methods [19]. In this study, 

changes in ORF8 - IL17RA interaction caused by 

mutations in SARS-CoV-2 ORF8, which play a role 

in the suppression of the immune response, were 

analyzed using in-silico approaches.  

 

2. Materials and Methods 
 

2.1. Sequence and Mutation Data 

 

This study was carried out using genome data of 825 

SARS CoV-2 isolates from United Kingdom (UK). 

Genome data of the isolates were taken from 

GISAID EpiCoV database [20].  Reference ORF8 

accesion code is YP_009724396.1. Protein sequence 

information of 825 isolates were aligned with the 

MAFFT (v7.475) multiple sequence alignment 

program FFT-NS-i algorithm [21,22]. The scoring 

matrix BLOSUM 80 and 1 PAM was chosen for the 

amino acid sequences and nucleotide, respectively 

[23,24]. Gap opening penalty was used as 2.0. The 

mutated residues were analyzed with RDP4 and 

MegaX tools [25,26].  

 

2.2. Homology Model of Mutant Protein 

 

Three-dimensional model of mutant ORF8 protein 

was generated by the method of homology modeling 

using Swiss-Model [27]. 7JTL (RCSB protein data 

bank code) was selected as template. ProSA and 

MolProbity tools were used for structural validation 

and model of wild type and mutant ORF8 proteins 

[28,29]. Secondary structure components (random 

coils, beta strands alpha helices) of ORF8 protein 

were defined by using PSIPRED [30]. Superimpose 

and conformational analysis of wild type and mutant 

proteins were performed with PyMOL (ver2.4.1). 

Topological differences of wild type and mutant 

ORF8 proteins were calculated with the i-Tasser 

TM-Score and root mean square deviation (RMSD) 

algorithm [31,32]. 

 

2.3. Docking  

 

The wild type and mutant ORF8 proteins were used 

as ligands and IL17RA (pdb code 4HSA) was used 

as target for molecular docking with Haddock 

version 2.4. The contact points for the IL17RA were 

residues number 25, 26, 31, 87, 88, 89, 90, 91, 92, 

261, 262 and 265. The contact points for the ORF8 

were residues number 49, 56, 58, 71, 72, 73, 74, 

75,76, 83, 84, 85 and 95. Number of structures for 

rigid body docking was set to 1000. Number of trials 

for rigid body minimisation was set to 5. Number of 

structures for semi-flexible refinement was set to 

200. Refined with short molecular dynamics in open 

solvent using water. Clustering method was selected 

Fraction of Common Contacts (FCC). RMSD cutoff 

for clustering was set to 0.6 Å. Kyte-Doolittle 

hydrophobicity scale method was used for solvating. 

Cutoff distance (proton-acceptor) to define an 

hydrogen bond was set to 2.5 Å. Cutoff distance 

(carbon-carbon) to define an hydrophobic contact 

was set to 3.9 Å. Docking parameters were 

performed as blind docking with default values [33]. 

Docking results were visualized with Discovery SV 

(ver20.1, DDS Biovia) and PyMOL.  
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2.4. Protein Stability and Protein-Protein Affinity 

Analysis  

 

Analysis of changes in protein stability was 

performed using SDM2 [34], mCSM stability and 

DUET tools [35]. The change in ORF8 - IL17RA 

binding affinity before and after the mutation was 

evaluated using the mCSM-PPI2 tool [36]. 

 
3. Results and Discussions 

 

In this study, mutation analysis of UK isolates 

revealed Pro30Ser, Arg52Ile, Tyr73Cys and 

Leu118Val mutations. The homology model of the 

mutant ORF8 was created with the Swiss Model. 

The quality scores of the mutant model were -0.94, 

0.67 and -3.83 for QMEAN, Molprobity, and ProSA, 

respectively. It was determined that the generated 

mutant ORF8 model was within the NMR quality 

limits (Figure 1). After docking, the TM-score (0.73) 

between the wild type ORF8 – IL17RA and the 

mutant ORF8-  IL17RA complexes were observed to 

be topologically similar, although not high rate. The 

RMSD in supersposition was 0.28 Å. The change in 

the topological structure after the mutation can alter 

the protein-protein interaction [37].  

 

 
Figure 1. Quality analysis of mutant ORF8 homology 

model.  

 
The docking analysis consolidated 132 structural 

models for the wild type ORF8 into 18 clusters, 

which represents 66 % of the water-refined models 

generated. The docking analysis consolidated 129 

structural models for the mutant ORF8 into 17 

clusters, which represents 64 % of the water-refined 

models generated. Docking analysis revealed the top 

10 models with the lowest binding energy with       

IL17RA for wild type and mutant ORF8. The 

docking score was -78.0±3.4 kcal.mol-1 and                    

-76.3±11.9 kcal.mol-1 for wild type and mutant 

ORF8, respectively (Table 1). Molecular docking 

results showed that; the ten hydrogen bonds were 

established between the wild type ORF8 and              

IL17RA, while four hydrogen bonds were 

established between the mutant ORF8 and IL17RA 

(Table 2). The wild type ORF8 made contact with 

IL17RA on five locations, while between the mutant 

ORF8 and IL17RA, contact was made on three 

locations (Figure 2). The decrease in the number of 

hydrogen bonds and contact points established 

before mutation between ORF8 from SARS-CoV-2 

and IL17RA explains the decreased affinity after the 

mutations. 

 
Figure 2. Bonding motif of ORF8 and IL17RA with solid 

ribbon presentation. a) wild type ORF8-Il17RA complex, 

b) mutant ORF8-IL17RA complex (red spheres represent 

binding sites, solid surface represents the hydrogen bond 

interaction surface).  

 

Protein dynamic analysis showed that mutations in 

Tyr73 and Leu188 residues impair protein stability 

(Table 3). The ΔΔG values were -0.389 kcal.mol-1 

and -0.85 kcal.mol-1, respectively. However, the 

vibrational entropy energies between wild type and 

mutant showed that mutations in the Pro30, Tyr73 

and Leu118 residues of the ORF8 increased protein 

flexibility, while the mutation at the Arg52 residue 

decreased flexibility (Table 3). The interaction data 

for ORF8 and IL17RA showed decreased affinity 

after mutation (ΔΔGaffinity -0.070, -0.201, -0.924 and 

-1.224 for P30S, R52I, Y73C and L118V, 

respectively). Unlike SARS and MERS, the physical 
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interaction of ORF8 from SARS-CoV-2 with 

IL17RA may be associated with the high virulence 

effect of SARS-CoV-2 and the severe clinical course 

of the disease [38–41]. 

Although ORF8 is known to modulate the systemic 

IL17 signaling pathway in SARS-CoV-2 infections, 

its mechanism has not been fully elucidated. IL17, a 

pleitropic cytokine, is likely to play different roles in 

the immune system during SARS-CoV-2 infection. 

This makes solving the molecular mechanism of 

IL17A and SARS-CoV-2 ORF8 interaction more 

difficult [42]. Inactivation of IL17RA showed that it 

resulted in a significant reduction in SARS-CoV-2 

viral replication in ACE2 cell lines. In this study, it 

was shown that the region where ORF8 from SARS-

CoV-2 binds with the lowest binding energy on 

IL17RA is the binding site of IL17F [13]. The 

regulatory effect of unique signaling properties of 

IL17RA on innate and adaptive immune systems is a 

result of its interaction with IL17F [43,44]. 

Disruption of the interaction between IL17RA and 

IL17F by the ORF8 linkage may be one of the main 

mechanisms explaining the process of suppressing 

the immune response. Engaging the binding site of 

IL17RA, a common receptor for the IL17 family, 

with ORF8 may suppress the cytokine signaling 

process. One of regions of sequence unique to 

SARS-CoV-2 begins after Cys61 and extends until 

before the Cys83-Leu84-Pro85 conserved motif. 

SARS-CoV-2-specific 73YIDI76 motif occurs at the 

center of this region. The YIDI motif is responsible 

for stabilizing an extensive non-covalent dimer 

interface [3]. The combination of Leu95, Ile58, 

Val49, and Pro56 form a hydrophobic interaction 

with Tyr73 of the YIDI motif. In this study, it was 

shown that the Tyr73Cys mutation caused an 

increase in flexibility and a decrease in stabilization. 

It appears that the occurring mutation of Tyr73 may 

adversely affect the stabilization of the dimer 

interface. This may affect the functional properties 

of ORF8 from SARS-CoV-2. Mutations can alter 

virulence characteristics of SARS-CoV-2 and affect 

the clinical course of the disease. The clinical effect 

of deletions in ORF8 may be a milder infection with 

less systemic release of proinflammatory cytokines 

and a more efficient immune response to SARS-

CoV-2 [42,45]. 

In conclusion, it was shown in this study that 4 

mutations identified in ORF8 from SARS-CoV-2 

caused changes in the dynamic properties of the 

protein and this may result in a decrease in IL17RA 

affinity. These data will contribute to elucidating the 

functional properties of ORF8, which is an important 

therapeutic target. More studies are needed to fully 

elucidate how ORF8 from SARS-CoV-2  suppresses 

the host immune system. 
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Table 1. Docking scores of wild and mutant ORF8 with IL17RA 

  DocSc i-RMSD Evdw Eelec Edesolv Eair Z-Score 

1 
W -78.0 ± 3.4 2.4 ± 0.4 -40.9 ± 5.1 -220.6 ± 34.4 -1.3 ± 3.4 83.5 ± 25.7 -2.1 

M -76.3 ± 11.9 11.9 ± 0.1 -48.2 ± 4.1 -164.5 ± 25.7 -1.2 ± 3.0 60.4 ± 40.1 -1.8 

2 
W -71.8 ± 6.5 14.0 ± 0.4 -35.0 ± 7.0 -255.8 ± 26.1 0.4 ± 3.1 139.1 ± 41.0 -1.2 

M -74.8 ± 10.8 0.7 ± 0.4 -49.0 ± 7.4 -191.9 ± 7.3 -0.1 ± 3.7 125.8 ± 81.5 -1.6 

3 
W -66.5 ± 8.0 8.3 ± 0.6 -35.8 ± 3.3 -186.5 ± 29.5 1.5 ± 1.7 51.3 ± 38.9 -0.4 

M -65.8 ± 11.8 11.4 ± 0.7 -37.1 ± 5.9 -189.3 ± 73.7 1.5 ± 2.3 76.0 ± 43.8 -0.4 

4 
W -66.4 ± 3.6 6.7 ± 1.2 -47.5 ± 10.9 -160.2 ± 43.6 5.4 ± 2.4 76.9 ± 14.0 -0.4 

M -64.4 ± 5.3 13.6 ± 0.3 -41.1 ± 2.8 -165.3 ± 24.1 2.5 ± 2.6 72.9 ± 31.3 -0.2 
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5 
W -63.4 ± 2.4 13.1 ± 0.1 -32.1 ± 5.9 -198.1 ± 14.5 8.0 ± 1.8 3.5 ± 3.2 -0.0 

M -61.2 ± 4.5 10.9 ± 0.0 -31.6 ± 9.1 -253.9 ± 23.1 12.2 ± 2.1 90.1 ± 21.0 0.2 

6 
W -60.3 ± 8.2 14.1 ± 0.3 -33.3 ± 4.7 -179.6 ± 24.9 -2.7 ± 4.6 116.7 ± 55.7 0.4 

M -60.0 ± 7.8 5.1 ± 0.4 -32.1 ± 3.2 -214.9 ± 50.4 9.0 ± 3.1 61.1 ± 28.6 0.3 

7 
W -58.8 ± 6.3 11.3 ± 0.0 -42.0 ± 8.2 -112.3 ± 32.6 0.8 ± 2.2 48.1 ± 20.1 0.6 

M -59.9 ± 5.4 13.8 ± 0.1 -31.8 ± 1.7 -220.6 ± 25.5 3.4 ± 1.3 125.5 ± 39.0 0.4 

8 
W -57.8 ± 5.4 12.5 ± 0.7 -32.8 ± 3.8 -180.0 ± 52.8 4.4 ± 4.8 66.8 ± 60.1 0.8 

M -58.2 ± 1.7 8.1 ± 0.7 -41.5 ± 4.9 -120.8 ± 11.6 2.5 ± 1.4 49.9 ± 23.9 0.6 

9 
W -56.8 ± 5.9 13.3 ± 0.3 -38.5 ± 3.9 -155.9 ± 10.5 -1.1 ± 0.3 139.7 ± 63.1 0.9 

M -53.4 ± 10.5 7.4 ± 0.5 -35.3 ± 7.1 -176.7 ± 22.2 -1.7 ± 0.6 188.8 ± 10.7 1.2 

10 
W -53.5 ± 1.7 10.5 ± 0.2 -39.7 ± 3.5 -164.0 ± 42.1 10.3 ± 2.9 86.8 ± 14.9 1.4 

M -52.1 ± 3.8 11.2 ± 0.2 -36.2 ± 3.8 -136.4 ± 33.7 4.6 ± 4.0 67.7 ± 32.3 1.4 

 DocSc: docking score, i-RMSD: interface RMSD (from the overall lowest-energy structure), Evdw: Van der Waals 

energy, Eelec: electrostatic energy, Edesolv: desolvation energy, Eair:restraints violation energy. 

 
Table 2. Hydrogen bond interaction for ORF8-IL17RA complexes 

Hydrogen 

bond 

IL17RA ORF8 

wild type 

Asn91:HN Gln72:O 

Asn91:O Gln72:HN 

Arg93:HH21 Ser69:O 

Asp123:OD2 Lys94:HZ3 

Asp123:O Lys94:HZ1 

Gln124: OE1 Lys94:HZ1 

Gln200:HE22 Asp119:OD2 

Asn261:OD1 Glu92:HN 

Asp262:OD1 Gln27:HE22 

Asp262:OD2 Gln91:HE22 

mutant 

Asn89:O Ile74:HN 

Asp121:OD2 Lys94:HZ2 

Asp121:OD2 Lys94:HZ3 

Ser257:O His28:HE2 

 

 
Table 3. Effects of mutant residues on protein dynamics. 

   
ΔΔG  

(kcal.mol-1) 

 

ΔΔS  

(kcal.mol-1.K-1) 
 

wild position mutant ENCoM DynaMut mCSM SDM DUET ENCoM Flex. 

Pro 30 Ser -0.144 0.146 -1.000 0.810 -0.372 0.180 Inc 

Arg 52 Ile 0.124 0.436 0.206 0.910 0.414 -0.155 Dec 

Tyr 73 Cys -0.525 -0.389 -0.526 -0.040 -0.290 0.656 Inc 

Leu 118 Val -0.248 -0.850 -1.593 -1.580 -1.712 0.310 Inc 

Flex.: Flexibility 
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Abstract:  
 

Forest fire detection is a very challenging problem in the field of object detection. 

Fire detection-based image analysis have advantages such as usage on wide open 

areas, the possibility for operator to visually confirm presence, intensity and the 

size of the hazards, lower cost for installation and further exploitation. To 

overcome the problem of fire detection in outdoors, deep learning and 

conventional machine learning based computer vision techniques are employed to 

determine the fire detection when indoor fire detection systems are not capable. 

In this work, we propose a comprehensive analysis of forest fire detection using 

conventional machine learning algorithms, object detection techniques, deep and 

hybrid deep learning models. The contribution of this work to the literature is to 

analyze different classification and object detection techniques in more details that 

is not addressed before in order to detect forest fire. Experiment results 

demonstrate that convolutional neural networks outperform other methods with 

99.32% of accuracy result. 

  
 

1. Introduction 

 
Forest fire is unplanned, uncontrolled, unwanted fire 

what start natural or people cause. Forest fire results 

in a huge number of global disasters, causing endless 

economic and ecological losses as well as 

endangering living population. Every year, after all, 

millions of hectares of forest are destroyed by forest 

fire, which seriously just lost source oxygen and rise 

carbon dioxide cause change earth climate. In order 

to guard living population and preserve natural 

resource fire detection and fighting with fire have 

been seen as one of the most important solution. 

Traditional fire detect systems are heat detectors, 

smoke detectors, carbon monoxide detectors and 

manual call points. All of fire detect systems don’t 

successfully work outdoors because they because are 

designed to work indoors.  

Forest fire detection is a very challenging problem 

computer vision in the field of object detection. Fire 

detection-based image analysis have advantages 

such as usage on wide open areas, the possibility for 

operator to visually confirm presence, intensity and 

the size of the hazards, lower cost for installation and 

further exploitation. To overcome the problem of 

fire detection in outdoors, deep learning and 

conventional machine learning based computer 

vision techniques are employed to determine the fire 

detection when indoor fire detection systems are not 

capable. [1-3]. 

In addition to traditional machine learning methods, 

the application of deep learning algorithms has 

become very popular in recent years in different 

research areas such as image processing [2], natural 

language processing [4], speech recognition [5], and 

machine translation [6], computer vision [7], etc. 

Deep learning models are opted by scientists and 

researchers since they present better forecasts when 

compared to conventional machine learning 

techniques. Deep learning models are employed for 

the purpose of ensuring automatic feature extraction 

by training complex features to acquire more 

informative demonstration of data. In addition to 

this, deep learning methods are also utilized 

employed for the classification tasks in many areas 

http://dergipark.org.tr/en/pub/ijcesen
http://dergipark.ulakbim.gov.tr/ijcesen
mailto:shbkukuk@gmail.com
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[8-10]. Convolutional neural networks (CNNs), 

recurrent neural networks (RNNs), long short-term 

memory networks (LSTMs), generative adversarial 

Networks (GANs), radial basis function networks 

(RBFs), and deep belief networks (DBNs) are 

widely used and well-known architectures. Both 

traditional machine learning techniques and deep 

learning methodologies are employed to detect fire 

indoors and outdoors [11-15]. 

In this paper, we propose an efficient forest fire 

detection model by using traditional machine 

learning algorithms, deep learning models, hybrid 

deep learning methodologies and object detection 

techniques (OD) in order to demonstrate the most 

successful system by comparing the performance of 

them. For this purpose, support vector machines 

(SVMs) and random forest (RF) models are 

evaluated as conventional machine learning 

techniques. CNN as deep learning model, 

convolutional neural network-gated recurrent unit 

(CNN-GRU) and convolutional neural network-long 

short-term memory (CNN-LSTM) as hybrid deep 

learning techniques, and Single Shot Detector 

(SSD), faster region based convolutional neural 

network (Faster R-CNN) as OD methodology are 

assessed. In order to demonstrate the efficiency of 

proposed model, two different the data sets are 

collected from two different sources. DL techniques 

have changeable hyper parameters that are the better 

get result for models. We also attempt model’s 

different version used that disparate 

hyperparameters to acquire the best performance by 

evaluating eight different combination every model 

of hyper parameters. The results of extensive 

experiment indicate that CNN model exhibits 

superior classification performance in order to detect 

forest fire compared to all other techniques. To the 

best of our knowledge, this is the very first attempt 

in terms of utilizing and comparing the performance 

of various models such as traditional machine 

learning algorithms, deep learning models, hybrid 

deep learning methodologies, object detection 

techniques.  

The rest of this article is arranged as follows: Section 

2 provides a summary of studies on fire detection. 

Section 3 includes methods used in this work, 

including machine learning techniques deep 

learning, hybrid deep learning and object detection 

models. Section 4 introduces proposed framework. 

The experiment results, discussion and conclusion 

parts are given in Sections 5 and 6, respectively. 

 

2. Related Work 

 
This section provides a brief summary of the state-

of-the-art studies on fire detection. In [7], Rafiee et 

al. investigate which object was smoke and fire by 

taking all objects in an image. Authors perform 

detection of smoke using color, mobility and tissue 

disorder characteristics. In [8], Ren et al. present 

performance of support vector machine (SVM) 

algorithm as a machine learning algorithm for fire 

classification in open space using color channels. 

They report that it is possible to calculate which 

color channel is outweighed in the image and 

whether it contains fire in the image according to the 

four main rules set in the color channels special. 

Data sets consisting of video images are labelled. F-

measure is employed as an evaluation metric to 

demonstrate the success of support vector machine 

technique. They conclude the paper that the usage of 

SVM ensures 93.52% classification success. 

In [9], Sadewa et al. propose to reduce the time 

elapsed from the start of the fire to the shortest time 

so that smoke sensors can test smoke indoors. For 

this purpose, the data received by the web cam 

placed at a corner point of the room instead of the 

smoke sensor is gathered. The data is first 

preprocessed by image processing techniques and 

then model training is carried out using evolutionary 

neural network. Inception-v3 model that is a 

convolutional neural network architecture from the 

Inception family and bottleneck features to classify 

class of fire.  In [10], a real time fire detector is 

developed using faster region-based convolutional 

neural networks (Faster R-CNN). For fire detection 

system process of the machine learning, 1,000 

images which are comprise fire and forest scenes are 

splitted into training (80%) and validation sets 

(20%). Experiment results demonstrate that Faster 

R-CNN is capable to detect fire and forest scene with 

99% of accuracy. In [11], Mwedzi et al. introduce an 

intelligent fire detection system procedure with the 

use of computer vision and convolutional neural 

network to analyze the performance of the fire 

detection system under various setup scenarios. 

CNN and VGG-net models are used for fire 

detection system. The data set is constructed by 

using Google image search. The efficiency of the 

trained neural network data set of images are 

classified based on the precise images at the test 

stage. The experiment results are demonstrated that 

the proposed intelligent fire detection system 

presents significant improvement as compared to 

non-intelligent mechanisms. Through the 

application of CNN and VGGNet models, the 

system performs better result with 85% of accuracy 

and minimizes false alarm. In [13], Xu et al, propose 

to detect forest fire by employing deep learning 

methodology. Yolov5 and EfficientDet are utilized 

for fire detection process. The paper was created a 

single integrated forest fire dataset containing 

10,581 images, with 2976 forest fire images and 

7605 non-fire images. Experiments on the dataset 
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show that the proposed method improves detection 

performance by 2.5% to 10.9%, and decreases false 

positives by 51.3%, without any extra latency. In 

[14], Pourghasemi et al. assess forest fire detection 

sensitivities in Fars Province, Iran. Three geographic 

information system-based machine learning 

techniques are utilized, namely regression tree, 

general linear model and compound discriminant 

test. Data set is composed of satellite images on 

forest. 358 sites in the data set are divided into two 

sets for training (70%) and validation (30%). The 

BRT model is got access of accuracy is 83%. They 

conclude the paper that resulting maps can enhance 

the effectiveness of planning and management of 

forest resources and ecological balances in this 

province area. In [15], Maksymiv et al. focus on fire 

detection by combining some advantages of the 

AdaBoost, local binary pattern (LBP) and 

convolutional neural network for the purpose of both 

accelerating the processing time and providing better 

performance. Execution time is in the millisecond 

range, thus verifying that the developed system can 

operate in real time at video rates. In addition, the 

utilization of CNN technique exhibits more accurate 

classification success. The performance of CNN is 

validated on the data set with five hundred images, 

which contain such category as smoke, fire, others. 

The empirical results show that the method achieves 

more than 95% correct detection rate. 

Our study differs in literature studies 

aforementioned in that it enables to evaluate various 

machine learning algorithms, deep and hybrid 

learning algorithms, and object detection model. To 

our knowledge, it is the first study to evaluate forest 

fire in such a comprehensive way in terms of six 

different techniques and two different size data sets. 

 

3. Models 
 

In this section, methods used in this work, including 

machine learning techniques, deep and hybrid deep 

learning and object detection models are briefly 

presented. 

 

3.1. Support Vector Machine (SVM)  

 

The support vector machine (SVM) classifier, which 

is supervised learning, one of the most accurate and 

robust algorithms in data collection and analyze data 

for classification and regression analysis. The SVM 

algorithm was developed by Cortes and Vapnik in 

1995 [16] to classify data that were linearly 

separable and later generalized to nonlinear states. 

When using SVM training, data are categorized into 

two phases of train and test sets. and to validate the 

data, cross-validation techniques such as k-fold, 

holdout, or leave-n-out training methods are applied. 

In addition to performing linear classification, SVMs 

can efficiently occur a non-linear classification using 

what is called the kernel trick, implicitly mapping 

their inputs into high-dimensional feature spaces 

[17]. 

 

3.2. Random Forest (RF) 

 

Random forest (RF) or random decision forests are 

an ensemble learning technique for classification 

and regression. The general machine learning 

method of random decision forests was first 

proposed by Ho in 1995 [18]. Random Forest is a 

supervised learning algorithm. It is used in 

classification and regression problems with random 

decision forests. The forest network structure he 

established is a collection of decision trees, often 

trained by the bagging method. The Bagging method 

is that a combination of learning models increases 

the overall result. The random forest forms multiple 

land trees and combines these trees for a more 

accurate and stable prediction. Random Forest adds 

additional randomness to the model as it grows trees. 

Instead of looking for the most important property 

when breaking a node apart, it looks for the best 

property among a random subset of properties. This 

results in a wide variety, which usually results in a 

better model. Thus, in a random forest, only a 

random subset of properties is considered by the 

algorithm for the division of a node. Instead of 

finding the best possible thresholds, the model 

creates decision trees using random thresholds for 

each individual property. 

 

3.3. Convolution Neural Network. (CNN) 

 

CNNs are a particular kind of deep learning 

algorithm [19] for most commonly applied to 

analyze visual imagery that give a better 

consequence than many other machine learning 

algorithms. CNNs are regularized versions of 

multilayer perceptron. A CNN include input layer, 

hidden layer and output layer. Hidden layer is 

provided that the better learning capability of CNN 

and can learn from the data. CNN is also a 

feedforward Neural Network with more hidden 

layers. Hidden layers comprise convolutional layers 

combined with pooling layers. CNN has the most 

important block   that is convolutional layer. The 

input is a tensor. After passing through a 

convolutional layer, the data becomes abstracted to 

a feature map. Multilayer filters are applied for the 

output is given to batch of feature map that becomes 

the final output of the convolutional layer. 

Convolution layer catch information about local 

dependencies or semantics in the regions of original 

data. Data and final output are masked by the 
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activation function. After the convolution process, a 

pooling layer transform the number of samples in 

each feature map and take the most important 

information. Pooling layers transform the size of 

data by compound the outputs of neuron bunch at 

one layer into a single neuron in the next layer. There 

are two common types of pooling in popular use: 

max and average. Max pooling uses the maximum 

value of each local cluster of neurons in the feature 

map, while average pooling takes the average value. 

 

3.4 Convolution Neural Network-Gated 

Recurrent Unit (CNN-GRU)  

 

Gated recurrent unit (GRU) is improved for that are 

solved the vanishing gradient problem which come 

from with standard recurrent neural networks 

(RNNs) by Cho et al. [19]. GRU is a variation of 

long short-term memory networks (LSTMs). The 

GRU is simpler than the LSTM since it has only two 

gates, which are reset gate and update gate. These 

gates are utilized for the purpose of evaluating which 

information is beneficial or not. GRU has two gates 

that are update and reset aforementioned before. The 

useful information is stored with the usage of update 

gate while useless information is forgotten by reset 

gate.  

The hybrid CNN-GRU model contains the best 

advantages of the GRU model which can be 

processed time sequence data and the advantages of 

the CNN model which is ideal for handling high 

dimensional data and feature extraction process. The 

architecture of the proposed GRU-CNN hybrid 

neural networks consists of structured GRU module 

and a CNN module. The inputs are fire and forest 

images data collected from web scraping while the 

outputs are the prediction of the is fire or non-fire. 

The CNN module uses local connection and shared 

weights to directly extract local features from the 

images matrixes data and obtain effective 

representation through the convolution layer and 

pooling layer. On the other hand, the purpose of the 

GRU module is to prevent the long-term 

dependency. In this way, the GRU module learns 

useful information in the historical data for a long 

period through the memory cell, and the useless 

information is forgotten by the forget gate. The 

inputs of GRU module are time sequence data; the 

GRU module includes many gated recurrent units, 

and the outputs of all these gated recurrent units are 

connected with the fully connected layer. Finally, the 

load predicting results can be obtained by calculating 

the mean value of all neurons in the fully connected 

layers. 

 

3.5. Convolutional Neural Network-Long Shor-

Term Memory (CNN-LSTM) 

Long short-term memory networks (LSTMs) is an 

extended version of the recurrent neural networks 

(RNNs) architecture [17]. Unlike forward-fed neural 

networks, LSTM has feedback connections. These 

connections can flow information to the next neuron 

with the help of gates, or this information can be 

considered unnecessary and forgotten. An ordinary 

LSTM unit consists of a cell, an entrance gate, an 

exit gate and a forget gate. The cell remembers 

values at arbitrary intervals of time, and these three 

gates regulate the flow of information entering and 

exiting the cell. The performance of LSTMs is very 

poor compared to other deep learning algorithms 

such as CNNs in computer vision or image 

classification problems [20]. For this reason, hybrid 

models of LSTMs are evaluated to enhance the 

classification success in these fields [21]. Due to the 

characteristics of CNN and LSTM, the combination 

of advantages of CNN and LSTM is presented as a 

hybrid model. In this study, we also employ a hybrid 

deep learning methodology by integrating CNN and 

LSTM techniques. Two layers of CNN are utilized 

to ensure the correlation and effective extraction of 

multidimensional data. The feature sequence from 

the CNN layer is considered as the input for LSTM. 

Finally, the time dependencies are also extracted in 

the LSTM layer. 

 

3.6. Faster Recurrent-Convolutional Neural 

Network (Faster R-CNN) 

 

Faster R-CNN is model of R-CNN technology. The 

model is improved by Girshick et al [22]. A Faster 

R-CNN object detection network is composed of a 

feature extraction network which is typically a 

pretrained CNN. This is then followed by two 

subnetworks which are trainable. The first is a 

Region Proposal Network (RPN), which is, as its 

name suggests, used to generate object proposals and 

the second is used to predict the actual class of the 

object. So, the primary differentiator for Faster R-

CNN is the RPN which is inserted after the last 

convolutional layer. This is trained to produce region 

proposals directly without the need for any external 

mechanism like selective search. Then, region of 

interest (ROI) pooling and an upstream classifier and 

bounding box regressor similar to Fast R-CNN are 

employed for the purpose of detecting fire at 

outdoor. We also use ROI pooling and an upstream 

classifier and bounding box regressor similar to Fast 

R-CNN. 

 

3.6. Single Shot Detector (SSD) 

 

The SSD model is a model used in object detection, 

such as the Faster R-CNN model. In contrast to the 

R-CNN architecture, the SSD model performs these 
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operations at the same time, while the region 

specified in the networks and these regions are 

connected to the networks respectively. This feature 

allows you to achieve faster results than the Faster 

R-CNN model of the SSD model. The input image 

is to the SSD model as in other models. It passes 

through convolutional nerve layers. The dimensions 

of these layers are different. In this way, different 

feature maps of the image are extracted. A certain 

number of rectangles are obtained using a 3x3 

convolutional filter on maps. SSD divides the image 

as grids, and each grid cell responsible for detecting 

objects in that region of the image [23]. 

 

4. Proposed Framework 
 

In this work, the comprehensive analysis of forest 

fire detection is proposed by employing deep and 

hybrid deep learning models, conventional machine 

learning algorithms, and object detection algorithms. 

For this purpose, data collection procedure is 

performed as a first step. The fire image data used in 

this study is gathered from Google images, 

Shutterstock, Getty Images websites by data 

scraping method. The pages of these websites are 

created with text-based markup languages. The 

markup language helps to define the structure of 

arguments that a web page contains. Because there 

are universal components and tags for embedded 

data on the website, it allows us to get the 

information that web breakers need into the 

program. In this work, a bot is constructed for the 

purpose of finding the image data addresses inside 

the website, and taking a screenshot of each image 

using Selenium library written in Python 

programming language. In this way, by opening a 

web browser with the help of a driver that will be 

installed on the computer, all operations that can be 

performed in a web browser are performed with the 

help of a program that conducts Python codes. 

Another method of scraping data is the usage of 

Beautiful Soup library, is a powerful and fast library 

built for processing HTML or XML files. On the 

web page that hosts the image data, the keyword that 

will allow to find the image cluster data to search is 

entered into the program. By parsing the HTML 

codes in the source with this module, it downloads 

only the source addresses of the target specified 

fields. As a result of scraping data, two datasets are 

gathered. The first one (DS1) covers 2,360 forest fire 

and 2,400 forest images. Second one (DS2) contains 

two categories 5,000 forest fire and 5,000 only forest 

images. After data collection, images are 

preprocessed by using grayscale and resize methods 

for both datasets. After that, dataset is ready to model 

for the purpose of detecting forest fire. For this 

purpose, support vector machines (SVMs) and 

random forest (RF) are evaluated as conventional 

machine learning algorithms while Convolutional 

Neural Networks (CNNs), Convolutional Gated 

Recurrent Unit (CNN-GRU), and Convolutional 

Neural Network-Long Shor-Term Memory (CNN-

LSTM) are assessed as deep end hybrid deep 

learning techniques. In addition, the effect of object 

detection techniques is also observed by employing 

Faster Recurrent-Convolutional Neural Network 

(Faster R-CNN) and Single Shot Detector (SSD) 

methods. As a result of extensive experiments, the 

final decision of the forest fire detection is 

determined among all techniques. The flowchart of 

the proposed framework is presented in Figure 1. As 

seen in in Figure 1, data collection step is carried out 

by gathering images from Google images, 

Shutterstock, Getty Images websites as a first step. 

Then, images are classified as forest, and forest fire. 

After applying grayscale and resizing preprocessing 

stages, classification task is performed using SVM, 

RF, CNN, CNN-GRU, CNN-LSTM techniques. In 

addition to classification models, SSD and Faster R-

CNN are employed as object detection models. As a 

final decision, CNN outperforms others among 

classification techniques while SSD performs well 

when compared to the Faster R-CNN.    

 
 

Figure 1. The flowchart of the proposed framework 

 

In this part, parameter details of models are 

explained. Support vector machines (SVMs) that are 

machine algorithm, are used kernel function 

parameters, that represents the similarity of vectors 

(training samples) in a feature space over 

polynomials of the original variables, allowing 

learning of non-linear models [24]. Our model is 
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non-linear models that is so we are used polynomial 

kernel in SVM model. Other parameter is 

probability. One standard way to obtain a 

“probability” out of an SVM is to use Platt scaling, 

which is available in many decent SVM 

implementations. In the binary case, the probabilities 

are calibrated using Platt scaling: logistic regression 

on the SVM’s scores, fit by an additional cross-

validation on the training data. Random forest is a 

meta estimator that fits a number of decision tree 

classifiers on various sub-samples of the dataset and 

uses averaging to improve the predictive accuracy 

and control over-fitting. The sub-sample size is 

controlled with the max_samples parameter, 

otherwise the whole dataset is used to build each 

tree. Our model is used default value. Convolution 

neural network (CNN) model is deep learning 

algorithm that contains many parameters of learning 

models. The convolution layer is the core building 

block of a convolutional network that does most of 

the computational heavy lifting. The convolution 

layer’s parameters consist of a set of learnable filters. 

Every filter is small spatially (along width and 

height), but extends through the full depth of the 

input volume. During the forward pass, we slide 

(more precisely, convolve) each filter across the 

width and height of the input volume and compute 

dot products between the entries of the filter and the 

input at any position. As we slide the filter over the 

width and height of the input volume, we will 

produce a 2-dimensional activation map that gives 

the responses of that filter at every spatial position.  

Intuitively, the network will learn filters that activate 

when they see some type of visual feature such as an 

edge of some orientation or a blotch of some color 

on the first layer, or eventually entire honeycomb or 

wheel-like patterns on higher layers of the network. 

Convolutional networks may include local and 

global pooling layers along with traditional 

convolutional layers. Pooling layers decrease the 

size of data by combining the outputs of neuron 

bunch at one layer into a single neuron in the next 

layer. Local pooling combines small bunches, tiling 

sizes such as 2 x 2 which is employed in this work, 

are commonly used. Global pooling actions on all 

the neurons of the feature map. There are two 

common types of pooling in popular use: max and 

average. Max pooling uses the maximum value of 

each local cluster of neurons in the feature map, 

while average pooling takes the average value. Our 

model is used max pooling layer. Flatten layers for 

are used, neural networks retrieve input data from a 

one-dimensional array. The data in this neural 

network is a one-dimensional array of matrices from 

the convolutional and pooling layer [20].  

Until this part, parameters of convolutional neural 

networks are mentioned in hybrid models (CNN-

LSTM, CNN-GRU), all the parameters mentioned at 

the top are used in common. From here on, the 

parameters used in all general models are mentioned. 

The batch size is a number of samples processed 

before the model is updated. Batch size are chosen 

32 for CNN, 8 for hybrid deep learning algorithms 

and 4 for object detection models.  The number of 

epochs is the number of complete passes through the 

training dataset. Activation functions are used to get 

the output of node. Epoch value is changeable for 

every models. Epoch size is set to 20 for CNN, 50 

for hybrid deep models, and 20,000 for object 

detection models. The resulting values range 

between 0 to 1 or -1 to 1. We employed ReLU 

activation function. We use loss function is Binary 

cross entropy. Adam is used optimizer for method of 

machine learning. Parameters that are chosen above 

were first studied with two different data set sizes 

and their results were compared. In order to see 

which hyper parameter variable the model receives 

the best result, different combinations of the 

parameters convolution layer number, the number of 

neurons of the hidden layer and the number of dense 

layers were tried and the results of the model training 

criteria were obtained. The parameter values are 

selected because the best classification results are 

obtained.  The result is argued section 5. 
Python 3.7 version is employed in the experiments. 

Furthermore, pillow, lxml, Tensorboard, OpenCV, 

TensorFlow, NumPy and Scikit-Learn libraries are 

integrated into the system for use in the workspace 

through Anaconda. TensorFlow contains objects 

detection API (Faster R-CNN, SSD), machine 

learning tools (Dense, Layer, Sequential) that's so 

our models are used TensorFlow for machine 

learning applications. It is a library for the Python 

programming language, adding support for large, 

multidimensional arrays and matrices, as well as a 

large collection of high-level mathematical 

functions to work with in these arrays. It is used to 

translate images into tensors. Scikit-learn is a free 

software machine learning library for the Python 

programming language. It features various 

classification, regression and clustering algorithms 

including support vector machines, random forests 

and is designed to interoperate with the Python 

numerical and scientific libraries NumPy and SciPy. 

Scikit-learn is used for our models that SVM and 

random forest classifier. Python Imaging Library is 

a free and open-source additional library for the 

Python programming language that adds support for 

opening, manipulating, and saving many different 

image file formats. When data of images are 

downloaded, opened image and saved to repository 

for used Pillow library. Lxml is a Python library 

which allows for easy handling of XML and HTML 

files, and can also be used for web scraping. When 
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our dataset is collected with web scraping, the library 

is worked with collected images on websites. 

Tensorboard is part of the TensorFlow. Tensorboard 

is used to analyze model of machine learning 

algorithms. All experiments are performed on 

PyCharm version 2020.3.5, Python version 3.7.0 and 

PC requirements that have Intel (R) Core (TM) i5-

7200U CPU @ 2.50GHz   2.71 GHz process unit and 

NVIDIA GeForce 940MX graphic card in Windows 

10 operation system. 

 

5. Experiment Results 
 

In this section, comprehensive experiments are 

carried out in order to detect forest fire using 

conventional machine learning algorithms, object 

detection techniques, deep and hybrid deep learning 

models. Accuracy (AC), f-measure (FM), precision 

(PR), mean average precision (mAP), and recall 

(RC) are employed as evaluation metrics to 

demonstrate the performance of the models. To 

calculate evaluation metrics for each model, the 

number of true-positive (TP), true-negative (TN), 

false-positive (FP), and false-negative (FN) values 

are obtained using confusion matrix. The TP refers 

to the number of operations extracted from the result 

of the fire by the model for visual data that actually 

contains the fire in the sample space collected within 

the scope of the study. TN is the number of visual 

data that does not actually contain a fire image and 

is determined by the model to contain no fire. FP 

refers to the number of visual data that the model 

classifies as if it were containing fire, although it 

does not actually contain fire data. FN refers to the 

number of visual data that is classified as if it does 

not contain fire data on the model side, even though 

it actually contains fire data. The ratio of the number 

of data that a model can classify as false when false 

and true when true to the total number of data gives 

the accuracy value given in equation 1. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑁𝑃+𝑇𝑁+𝐹𝑁
  (1) 

  

Precision gives the ratio of correctly predicted 

positive observation results to total positive 

estimates, and the power of negative interpretation 

gives the ratio of correctly predicted negative 

observation results to total negative estimates. The 

formula should be given as in equation 2. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝑁𝑃
   (2) 

 

Recall is used to measure the precision of the model. 

It gives the ratio of correctly predicted positive 

estimates to the number of all images that are 

actually correct (containing fire) given in equation 3. 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
    (3) 

 

F-measure is a value obtained as a result of the 

weighted ratio of positive interpretive strength and 

sensitivity values. Both false-positive and false-

negative values are taken into account when 

calculating the F-measure. When the distribution of 

classes is not balanced, it gives more realistic results 

compared to the total accuracy criterion when 

measuring the success of the model. The formula 

should be given as in equation 4. 

 

𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =  
2∗𝑅𝑒𝑐𝑎𝑙𝑙∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙+𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
   (4) 

 

Intersection over Union (IoU) is defined as the area 

of the intersection divided by the area of the union 

of a predicted bounding box (𝐵𝑝) and a ground-truth 

box (𝐵𝑔𝑡). Formula is presented in equation 5. 

 

𝐼𝑂𝑈 =  
𝑎𝑟𝑒𝑎(𝐵𝑝 ∩ 𝐵𝑔𝑡)

𝑎𝑟𝑒𝑎(𝐵𝑝 ∪ 𝐵𝑔𝑡)
                             (5) 

 

To observe how the hyperparameters effect the 

performance of the system, different combinations 

are tested such as the number of convolution layer, 

the number of neurons in the hidden layers and dense 

layer, The best performance result is determined to 

construct the proposed model. In the experiments, 

dataset is divided into 70% as training and remaining 

is test.  

The following abbreviations are used in the tables: 

AC: Accuracy, FM: F-measure, PR: Precision, RC: 

Recall, SVM: Support vector machine, RF: Random 

Forest, CNN: Convolutional neural network, CNN-

GRU: Convolution Neural Network-Gated 

Recurrent Unit, CNN-LSTM: Convolutional neural 

network-long short-term memory, SSD: Single shot 

detector, Faster R-CNN: Faster recurrent-

convolutional neural network, Avg: Average. The 

best results are obtained for each dataset in the Table 

1 and Table 2 after experiments of hyperparameter 

tuning. The best performance results are also 

demonstrated in boldface in all tables. In Table 1, the 

performance results of all classification models 

according to evaluation metrics in the first dataset 

(DS1) are demonstrated. As it is clearly seen that in 

Table 1, convolutional neural network model 

outperforms other models with 98.32% of accuracy 

result. 

 
Table 1. Classification performance results of each 

method in terms of evaluation metrics on DS1. 
DS1 Evaluation Metrics 

Models AC FM PR RC 

SVM 72.75 75.86 78.22 83.26 
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RF 80.26 81.22 83.17 84.35 

CNN 98.32 98.12 98.30 98.34 

CNN-GRU 53.08 66.34 34.66 66.21 

CNN-LSTM 53.45 30.15 15.24 24.68 

Avg. 71.24 70.15 62.18 71.96 

 

It is followed by RF with 80.26%, SVM with 72.24 

%, CNN-GRU with 53.45%, and CNN-LSTM with 

53.08% of accuracy results. Although the RF is the 

model with the second-best classification ability, it 

cannot be said to be competitive due to nearly an 

18% accuracy difference between them compared to 

CNN. As another result of Table 1, hybrid deep 

learning models exhibit poor performance with 

approximately 53.08% of accuracy in the image 

classification task for DS1, both compared to 

traditional machine learning techniques and CNN as 

a deep learning model. 

In Table 2, the performance results of all 

classification models according to evaluation 

metrics in the second dataset (DS2) are 

demonstrated. 

 
Table 2. Classification performance results of each 

method in terms of evaluation metrics on DS2. 

DS2 Evaluation Metrics 
Models AC FM PR RC 

SVM 75.29 78.48 70.29 89.15 

RF 81.45 83.08 78.49 88.66 

CNN 99.32 99.32 99.22 99.42 

CNN-GRU 55.11 52.26 46.48 57.78 

CNN-LSTM 54.73 34.25 17.48 37.78 

Avg 73.35 69.52 62.46 74.18 

 

As it is obviously observed that in Table 2, 

convolutional neural network model outperforms 

other models with 99.32% of accuracy result. It is 

followed by RF with 81.45%, SVM with 75.29%, 

CNN-GRU with 55.11%, and CNN-LSTM with 

54.15% of accuracy results. Although the RF is the 

second-best classification technique, RF is not 

competitive because of about an 18% accuracy 

decrement when compared to CNN method. As 

another result of Table 2, hybrid deep learning 

techniques present the poorest classification success 

with approximately 54.15% of accuracy for CNN-

LSTM and 55.11% of accuracy for CNN-GRU in 

DS2, both compared to conventional machine 

learning techniques and CNN model. The 

classification performance of models is ordered as: 

CNN> RF> SVM> CNN-GRU> CNN-LSTM.  

When we compare Table 1 and Table 2 in terms of 

datasets, there is no remarkable change in accuracy 

for the CNN model when the total number of data 

increases. On the other hand, the traditional machine 

learning models exhibit an enhancement in accuracy 

values of nearly 1% for the RF, about 3% for the 

SVM model, and almost 2% and roughly 1 for the 

CNN-GRU and CNN-LSTM models when the 

number of data increases. In addition, when the 

average accuracy value is considered in Table 1 and 

Table 2, an increase of almost 2% is also noticeable. 

Experiment results demonstrate that the utilization 

of CNN model for detection of forest fire 

significantly contributes to classification success of 

the system. For this reason, experiments are carried 

out on detailed parameter settings of CNN model as 

a next step. Table 3 and Table 4 present detailed 

parameter experiments for DS1 and DS2, 

respectively. The parameters employed in the 

experiments are the number convolution layer, the 

number of neurons and dense layer. In order to 

ensure the best scores of CNN model, different 

combinations are tested by varying epoch sizes. 

Epoch size is arranged as 20 for CNN and 50 for 

hybrid deep models, 32 batch sizes for CNN and 8 

batch sizes for hybrid deep models, the number of 

convolution layer, the number of neurons contained 

in each layer, and the number of dense layers. The 

following abbreviations are used in the Table 3 and 

Table 4: CNV: The number of convolution layer, 

ND: The number of neurons contained in each layer, 

DNS: the number of dense layers.  
 

Table 3. Classification performance results of each 

parameter combination in terms of evaluation metrics on 

DS1. 
CNN Evaluation Metrics 

Parameters AC FM PR RC 

2 CNV-32 

ND-1 DNS 
98.32 98.12 98.30 98.34 

2 CONV-32 

ND-2 DNS 
97.26 90.79 90.79 90.79 

2 CNV-64 

ND-1 DNS 
97.26 97.26 97.26 98.26 

2 CNV-64 

ND-2 DNS 
95.29 85.89 80.45 92.28 

3 CNV-32 

ND-1 DNS 
90.42 95.08 93.47 97.74 

3 CNV-32 

ND-2 DNS 
93.13 94.10 94.15 94.13 

3 CNV-64 

ND-1 DNS 
84.46 95.19 93.73 98.19 

3 CNV-64 

ND-2 DNS 
93.54 95.46 98.31 94.46 

 

In Table 3, the combination of 2 convolution layer, 

32 nodes, and 1 dense layer exhibits the best 

classification success with 98.32% of accuracy. 

When the number of dense layers and convolution 

layers are set to 1, and 2, respectively, the only 

change is observed in number of nodes. When the 

number of nodes increases from 32 to 64, the 
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performance is decreased nearly 1%. If the number 

of node and dense layers are adjusted as 32 and, 1, 

the number of convolutions varies to 3 from 2, which 

causes approximately 8% decrement in 

classification accuracy. When the number 

convolution layers, nodes, and dense layers are set to 

3, 64, and 1, the fire detection system exhibits the 

poorest classification success with 84.15% of 

accuracy. As a result of Table 3 and Table 4, the raise 

of number of convolution layer and nodes affect the 

classification performance of the system, negatively. 

Finally, CNN experiments are carried out by setting 

the number of convolution layer, nodes, and dense 

layer as 2, 32, and 1, respectively for DS1 and DS2. 

In Table 4, classification results of each parameter 

combination in terms of evaluation metrics on DS2 

are presented. Similar to Table 3, the combination of 

2 convolution layer, 32 nodes, and 2 dense layers 

exhibits the best classification success with 99.32 % 

of accuracy. Although there is a modification in the 

number of nodes and hidden layers, no significant 

increase or decrease in classification performance is 

observed. However, the increase in the number of 

convolution layers caused a decrease in 

classification performance of about 5%.  

 
Table 4. Classification performance results of each 

parameter combination in terms of evaluation metrics on 

DS2. 
CNN Evaluation Metrics 

Parameters AC FM PR RC 

2 CNV-32 

ND-1 DNS 
99.16 98.60 99.52 98.61 

2 CNV-32 

ND-2 DNS 
99.32 99.32 99.22 99.42 

2 CNV-64 

ND-1 DNS 
98.96 99.41 99.34 99.16 

2 CNV-64 

ND-2 DNS 
99.46 99.42 99.49 99.83 

3 CNV-32 

ND-1 DNS 
96.59 95.19 95.24 96.81 

3 CNV-32 

ND-2 DNS 
94.26 94.49 94.34 93.28 

3 CNV-64 

ND-1 DNS 
95.76 96.64 97.57 95.19 

3 CNV-64 

ND-2 DNS 
97.78 96.15 97.42 97.26 

 

In addition to classification task in order to detect 

forest fire, object detection techniques are also 

evaluated. For this purpose, SSD and Faster R-CNN 

models are performed in the experiments. In Table 

5, performance results of object detection techniques 

are presented in terms of evaluation metrics. The 

mAP metric compares the ground-truth bounding 

box to the detected box and returns a score. The 

results demonstrated in Table 5 are ensured 

employing 1,605 fire images with 300*300 size. Test 

data contains 232 fire images and train data has 

1,379 fire images. Common Objects in Context 

dataset (MS COCO), which contains 80k training 

images (“2014 train”) and 40k validation images 

(“2014 val”) is released by Microsoft. There is an 

associated MS COCO challenge with an evaluation 

metric, that averages mAP when is used calculate 

object detection accuracy over different IoU 

thresholds, from 0.5 to 0.95. This emphasizes a 

significantly larger emphasis on localization 

compared to COCO metrics.  Every model has a 

performance number for training dataset. When 

Faster R-CNN model is trained on the dataset, the 

result of mAP is lower than 28%.  Actually, this 

means that the Faster R-CNN model gives result of 

mAP score 13.36% for 0.5 intersection on unit 

(IOU). The same dataset is also trained on other 

object model single shot detector (SSD). The 

experiment result shows that the usage of SSD 

technique outperforms Faster R-CNN with 22.2% of 

mAP. Furthermore, precision of SSD model 

performs better than Faster R-CNN method with 

19.26%. Figure 2 demonstrates the fire detection 

results of SSD model on test images.  

 
Table 5. Performance results of object detection 

techniques in terms of evaluation metrics. 
 Evaluation Metrics 

Models mAP Precision Recall 

SSD 22.20 19.26 43.00 

FasterR-

CNN 
13.36 14.22 43.22 

 
 

 
Figure 2. SSD fire detection model on test images.  

 

In [25], authors propose multi-scale prediction for 

fire detection utilizing convolutional neural network. 

97.89% of F-measure score is reported while our 

study demonstrates 98.12% of F-score. In [26], 

convolutional neural network (CNN) is proposed to 

detect fire by classifying both fire and smoke in 

videos. The training procedure is performed with the 

videos including both fire and smoke. The 

experiment results indicate that the model used in the 

study is able to classify the fire, smoke and fire with 

smoke with a recognition rate of up to 94%, 95% and 

93%, respectively. In [27], Saponara et. al present 

real-time video fire/smoke detection system 
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employing YOLOv2 convolutional neural network. 

Authors employ a large scale of fire/smoke and 

negative videos in different environments, both 

indoor (e.g., a railway carriage, container, bus 

wagon, or home/office) and outdoor (e.g., storage or 

parking area). They report that the achieved 

experimental results show that the proposed system 

is suitable real-time video-surveillance system for 

fire/smoke detection with 96.02% of accuracy that 

surpasses of our object detection models because of 

using different model and different experiment 

settings, and datasets. 
 

6. Conclusion and Discussion 
 

Forest fire detection is a very challenging task in the 

area of object detection. To overcome the problem 

of fire detection in outdoors, deep learning and 

conventional machine learning based computer 

vision techniques are utilized to determine the fire 

detection when indoor fire detection systems are not 

capable. In this work, we present a detailed analysis 

of forest fire detection employing conventional 

machine learning algorithms, object detection 

techniques, deep and hybrid deep learning methods. 

To the best of our knowledge, it is the very first 

attempt to assess forest fire in such a comprehensive 

way in terms of six different techniques and two 

different size data sets. In this aspect, this work 

contributes to the literature in terms of analyzing 

various classification and object detection methods 

in more details that is not addressed before to detect 

forest fire. Extensive experiments show that 

convolutional neural networks outperform other 

techniques with 99.32% of accuracy result. As a 

future work, we intend to analyze the effects of 

transfer learning methodology on forest fire 

detection with large volumed datasets. 
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Abstract:  
 

Radiation may be defined as the energy in the form of electromagnetic waves or 

particles that pass through space and even heavy dense materials. The radioactivity is a 

continuously decreasing quantity which is a function of the half-life of the responsible 

radionuclides. The natural sources of radiation came from terrestrial radionuclides 

which are widely distributed in the earth's crust. 

Field radiological surveys were conducted by the GR-460 mobile detection system, the 

only mobile system in Iraq and the region. This system is dedicated to the radiological 

scanning process for large areas and in less time. The system is attached to a GPS 

satellite positioning device so that the measurement points are coupled with the spatial 

coordinates of the radiometric area. 

In this study, the concentration of naturally occurring radioactive materials had been 

determined experimentally of AL-Falluja / Anbar Governorate- Iraq for (66) km
2
 using 

GR-460 portable gamma spectrometer system. The results showed that the high level of 

uranium concentration (
238

U) was 8.1 ppm in the industrial area, the low level was 0.1 

ppm in most districts. The high level of Thorium (
232

Th) concentration was 17.5 ppm 

and less than 0.1 ppm in most neighbourhoods are within Iraq's natural background. 

 

 

1. Introduction 
 
Radiation and radioactivity were discovered more 

than 100 years ago, this phenomenon of 

radioactivity occurs when energy from an atom is 

spontaneously released, ionizing radiation is part of 

nature and human activities in medicine, research, 

industry, energy production, and some special 

military applications [1 - 3]. 

The main source of radioactivity belongs to two 

classes; natural and man-made resources. The 

natural source of radiation comes from terrestrial 

radionuclides, terrestrial radionuclides are widely 

distributed in the earth's crust, and sources originate 

from cosmic rays. Other sources come from 

radiation and human activities related to the use of 

radioactive materials, where radionuclides can form 

in the environment [4 - 6].   

Iraq needs to measure radioactivity and determine its 

rates on an ongoing basis due to the events of 2003, 

as well as the presence of many nuclear programs in 

the neighboring countries of Iraq. Therefore, 

radiological survey programs to determine the 

concentrations of radioactive isotopes such as 

uranium and thorium are important in normal cases 

because of the possibility of needing these results in 

emergency situations or when nuclear accidents 

happen [7]. 

Fallujah considered one of the districts that belong 

to the Anbar Governorate and is located near the 

capital, Baghdad, about 50 km from it. Radiological 

measurements had been done using the latest 

pertable spectroscopy systems to determine the 

concentration of 
238

U and 
232

Th in Fallujah. 

2. Material and Methods 
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2.1. Material  

The GR-460 detection system used is considered one 

of the advanced systems in the field of mobile 

radiological surveys. This system is characterized by 

high accuracy in conducting field measurements and 

recording data while specifying the coordinates of 

the measurement sites with extreme accuracy 

because it includes a GPS device [7, 8]. This system 

contains a gamma-ray detector kind NaI(Tl) and is 

characterized by its ability to measure radioactivity 

and radiation dose because it contains a spectra 

analyzer that contains 512 channels. 

This system contains two NaI detectors with a size 

of (793 x 216 x 177 mm), this system capable of 

separating different energies and identifying the 

radioactive isotope [9, 10]. Figure 1 shows the 

layout of the measurement system. The system is 

installed inside a suitable car at a height of one 

meter above the ground, GR-460 detection system 

and the detectors attached to it are connected via 

dedicated cables. When starting to record field 

measurements, the wheel speed must be between (8 - 

20 km/h) so that the detector can sense the signal 

and convert it into a reading known from the 

measuring device to the calculator attached to them. 

The detectors are calibrated to the radioactive source 
137

Cs with radioactivity (0.25 µCi) before starting 

the field survey process [7, 11]. 

 
Figure 1. Two sodium iodide detectors NaI (Tl) inside the 

radiological survey field vehicle 

2.2. Methods 

Radiation investigation and measurements were 

made for areas belonging to Fallujah district (Table 

1), whose area is estimated at 66 km
2
, and the main 

roads and streets were chosen as paths for the 

implementation of these surveys, and the distance 

between two path is approximately 200m in some 

areas, and other areas the distance between one path 

and another is estimated at 80 - 250 m due to the 

presence of some areas that are built in a random 

way and do not allow the organization of the path 

with equal distances, and the total paths that were 

conducted surveys were within 235 km as shown in 

the Figure 2. 

3. Results and Discussions 

Some areas were taken as main fixed points for 

measuring the concentrations of uranium and 

thorium as shown in Table 1, the results of the 

radiometric measurements were in ppm units for all the 

measurement points. 

 

Figure 2. The path of the measurements points in Faluja 

district 

Table 1. The 
238

U and 
232

Th concentration in ppm unite of 

Fallujah district of Fallujah district 

R/hµ 
232Th 

ppm 
238 U ppm 

Min Max Av Min Max Av Min Max 
Ave

rage 

Locatio

n 

(Distric

t) 

3.1 5.4 4.0 0.2 12.5 5.7 0.1 7.2 2.6 Widows 

2.7 4.3 3.3 0.1 14.7 4.8 0.1 5.9 2.4 
Andalus

ia 

3.0 4.8 3.7 0.1 14.7 5.1 0.1 5.7 1.4 Tamim 

3.0 4.5 3.7 0.1 14.0 5.3 0.2 6.3 2.5 Golan 

3.2 5.3 3.9 0.2 14.8 5.6 0.1 6.2 2.6 Green 

2.7 5.8 4.0 0.1 16.7 5.4 0.1 7.9 2.8 
Al-

Resalla 

2.8 4.6 3.4 0.1 11.2 4.1 0.1 6.2 2.2 
Al-

Salam 

2.6 4.4 3.4 0.1 12.1 4.2 0.1 6.1 2.2 Police 

150 800 300 0.2 15.8 5.6 0.1 8.1 2.3 
Industri

al 

2.7 4.5 3.4 0.2 12.0 4.7 1.8 5.0 1.8 Officers 

2.8 7.3 3.8 0.1 13.9 5.0 0.1 6.6 2.3 
Qadisiy

ah 

2.9 6.7 3.9 0.1 17.5 5.5 0.1 6.5 2.7 
Al-

Mu'tasi

m 

2.7 5.0 3.6 0.1 17.5 5.1 0.1 6.1 2.1 
Teacher

s 

2.7 5.5 3.8 0.2 16.6 5.3 0.2 6.4 2.6 
Mansou

r 

2.7 5.7 3.8 0.2 11.2 4.3 0.1 6.1 2.3 
Al 

Wahda 

2.9 5.2 3.9 0.1 14.8 5.8 0.2 6.4 2.6 
Yarmou

k 

 

The recorded data were fully analysed, the results of 

radiological measurements in Anbar Governorate\ 

Fallujah were as follows: The recorded natural 
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uranium 
238

U concentration rates were (2.8 ppm) in 

Al-Resala neighbourhood and the lowest reading 

was 1.4 ppm in Al-Tameem neighborhood. The 

recorded natural thorium 
232

Th concentration rates 

were the highest reading 5.8 ppm. In the Yarmouk 

neighbourhood and the lowest reading 4.1 ppm in 

the Al-Salam neighbourhood, all readings were 

within the limits of the rates of the natural radiation 

background of the environment of Iraq. See Figure 3 

and Figure 4. 

 

Figure 3. The minimum and maximum concentration of 
232

 Th 

 

Figure 4. The minimum and maximum concentration of 
238

U 

 

4. Conclusions 

It is known that Iraq considered one with the normal 

natural radiological background as proven in the 

studies and investigations conducted in this field.  

The results showed that all the radiological 

measurements of uranium and thorium were within 

the limits of the radioactive background of Iraq. 

The radiation survey system kind GR-460 is 

considered one of the advanced systems for 

measuring radioactive isotope concentrations over 

large areas due to the ease of measurement and 

speed in analyzing and giving results. 
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Abstract:  
 

The aim of this research is to examine the radiation shielding properties of 

5B2O3-40SiO2-(55-x)Al2O3-xBaO (BSABa-x) (where x = 25, 28, 31 and, 34) 

lead-free glass systems, which are containing barium and aluminum oxide added 

to borosilicate glasses, with varying from 25 to 34 weight fractions. Shielding 

parameters, such as linear attenuation coefficients (LAC), mass attenuation 

coefficients (MAC), mean free path (MFP), effective atomic number (Zeff), 

effective electron density (Neff), half-value layer (HVL), tenth-value layer 

(TVL), effective atomic weight (Aeff), exposure buildup factors (EBF) and 

energy absorption buildup factors (EABF) enable us to obtain information about 

the radiation shielding power of composite glass material groups. Therefore, the 

mass attenuation coefficients (MAC), for the 0.015–15 MeV gamma-ray 

energies are obtained by using the Py-MLBUF online software to determine 

photon shielding parameters of BSABa-x glass systems. The results are shown 

that the glass system, which contains higher BaO concentration has higher mass 

attenuation coefficients. BSABa-34 glass has the highest MACs, ranging from 

0.111 cm2/g to 90.400 cm2/g, while BSABa-25 glass has the lowest values, 

ranging from 0.099 cm2/g to 69.000 cm2/g. The BSABa-34 glass with the 

highest BaO contribution has the thinnest MFP and HVL values. In addition, 

photon buildup is minimized by adding BaO to the BSABa-x glasses. 

Accordingly, we can conclude that adding BaO to aluminum borosilicate glasses 

at increasing rates, improves nuclear radiation resistance properties. 

  
 

1. Introduction 
 
Radiation obtains benefit when used for diagnosis 

and treatment within certain dose limitations, but it 

can also cause to destructive biological effects. In 

addition to its natural level existing in nature, 

minimizing the harmful effects of radiation from 

artificial sources requires maximum protection. 

Shielding, one of the basic principles of protection, 

is defined as a material environment which 

radiation can absorb its energy as a result of the 

interaction. Radiation protection is provided by the 

use of materials which’s shielding parameters are 

well known and pre-determined for this material 

environment. Lead (Pb) is the material that has 

been widely used since ancient times for radiation 

protection due to the various advantages provided 

by its physical and chemical properties. With the 

developing technology, lead, which has been 

discovered to be a heavy metal by spectroscopic 

analysis, has a high density and therefore is in the 

heavy metals class. Thanks to this feature, it has 

been discovered that it is the best absorbent 

material environment when it interacts radiation 

energy, and it has been used for shielding and it 

continues to be widely used today [1-7] However, 

in addition to the advantages of lead, it also has 

important disadvantages such as the low material 

http://dergipark.org.tr/en/pub/ijcesen
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strength, the difficulties it causes during its use, the 

cost, the lack of a transparent structure. Due to its 

widespread use, the structure of lead accumulated 

in the environment is not suitable for 

biodegradation, and therefore, with its increasing 

concentration, it causes a permanent threat to nature 

and living things by taking place in the 

environment. Almost all functions in human body 

can be affected by the toxic effects caused by lead 

through respiration, skin absorption, and digestion. 

These disadvantages of lead accelerated the search 

for materials that can be used as an alternative to 

traditional materials used for shielding [8-10]. 

Glass panes are important requirement where 

radiation is used, especially in nuclear facilities and 

hospitals. Glass materials used in these 

compartments must also have strong radiation 

attenuating features. Today, glass materials are 

doped with both lead and lighter heavy metals to 

increase their resistance to radiation. However, 

since these composite leaded glasses contain both 

toxic heavy metals and the level of transparency 

can not be achieved at the desired level. It has 

become an important need to develop lead-free 

glass materials that do not harm the environment 

and people, and also have more transparent 

structure [11-14]. Developing lead-free protective 

material is very important for the safe use of 

radiology rooms. The most important feature of the 

shielding material is the weakening of gamma 

photons which have very high ability to penetrate 

into the substance. This could only be 

accomplished by using materials that include 

elements with a high atomic number and hence a 

high density [15-20]. To determine the feasibility of 

using any glass sample as a photon shielding 

material, detailed studies are conducted to 

determine its physical properties, including linear 

attenuation coefficients (LAC), mass attenuation 

coefficients (MAC), mean free path (MFP), 

effective atomic number (Zeff), effective electron 

density (Neff), half-value layer (HVL), tenth-value 

layer (TVL), effective atomic weight (Aeff), 

exposure buildup factors (EBF) and energy 

absorption buildup factors (EABF). When all of 

these parameters are established, we may 

recommend which materials or material classes can 

provide the best defense. The mass attenuation 

coefficient (𝜇𝑚) is one of these parameters; it 

indicates the amount of photons scattered or 

absorbed by the interacting material. The mass 

attenuation coefficient is regarded as a fundamental 

parameter that can be used to calculate additional 

shielding parameters [19-23]. Additionally, the 

effective atomic number (Zeff) is a critical 

parameter for interpreting the attenuation efficiency 

of gamma photons by a multi-element substance. 

Zeff indicates the protective material's efficiency; a 

higher Zeff value indicates that photons are more 

likely to be absorbed due to the presence of more 

electrons to communicate with. Additionally, since 

the mean free path (MFP) is an energy-dependent 

quantity, it allows the determination of the distance 

traveled by a photon in a sample prior to any 

interaction [23-26]. The mass attenuation 

coefficients (MAC) for 0.015–15 MeV gamma-ray 

energies are determined using the Py-MLBUF 

online software in order to determine the photon 

shielding parameters of the BSABa-x glass systems 

tested in this analysis. MAC values are used to 

calculate various shielding parameters for BSABa-x 

glasses, including the half value layer (HVL), 

energy buildup and energy absorption buildup 

factors (EBF and EABF), and mean free path 

(MFP). The Py-MLBUF software has been used 

extensively to investigate the photon and neutron 

shielding properties of glasses [27]. Numerous 

experiments have been conducted to determine the 

mass attenuation coefficient for various glass 

systems, including borosilicate and heavy metal 

oxide glasses [28-33]. While the majority of these 

studies analyze the radiation shielding parameters 

of various glasses at medium and high energy 

levels, there are very few studies that examine the 

gamma and neutron radiation shielding parameters 

of various glass systems at medical diagnostic 

energies [34-37]. Therefore, this study include 

radiation shielding parameters of the 5B2O3 - 

40SiO2 - (55-x) Al2O3 - xBaO (BSABa-x), (where x 

= 25, 28, 31 and 34 (with these additive rates 

theoretical ρ range from 3.798 to 3.957 g/cm3 )) 

glass systems, which are containing barium and 

aluminum oxide added to borosilicate glasses and 

theoretical density range from 3.798 to 3.957 g/cm3, 

in medical diagnosis energy scales.  

2. Materials and Methods 
2.1 Shielding Parameters 

 

As a measure of the absorption of a photon by the 

material, the linear attenuation coefficients (LAC) 

of the materials are examined [25]. The LAC, 

which is a quantity that needs to be investigated in 

many materials to be effectively protected from 

radiation, gives the probability of any interaction 

per unit length of a photon, and it expresses the 

total probability of occurrence of photoelectric 

events, Compton scattering, pair formation events. 

The LAC is expressed as [36-38];  

𝜇 =
𝐼𝑛[ 𝐼/𝐼0 ]

𝑡
                                                           (1)                                 
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(where I and I0 show intensities of the incident and 

attenuated gamma rays, respectively, and t denotes 

the mass thickness of the sample.) 

and the mass attenuation coefficient (MAC) is 

calculated by dividing the LAC by the specific 

gravity of the material. The MAC gives the rate of 

attenuation of the beam per unit mass and is 

expressed as [36-38]; 

𝜇𝑚 =
𝜇

𝜌
                                                                  (2) 

(where µ shows the linear attenuation coefficient 

(expressed in cm-1) defines a measure of the 

possibility of photon interaction when radiation 

passes through a target material, depending on the 

thickness of the material, where µm shows mass 

attenuation coefficient, and ρ shows the density of 

the material.)  

The appropriate material thickness that causes the 

intensity of radiation passing through a target to 

decrease to half intensity by interacting with the 

material is also called the half-value layer (HVL) 

and is expressed with the formula [36-38]; 

𝐻𝑉𝐿 =
𝐼𝑛2

𝜇
                                                             (3) 

The tenth-value layer (TVL) is defined as the 

material depth value that allows the incoming 

radiation intensity to decrease to one-tenth value 

and is formulated in the form of [36-38]; 

𝑇𝑉𝐿 =
𝐼𝑛10

𝜇
                                                           (4) 

The mean free path (MFP), another of the shielding 

parameters, is defined by the following formula as 

the distance traveled by a particle before possible 

collisions with other particles [36-38]. 

𝑚𝑓𝑝 =
1

𝜇
                                                               (5) 

The effective atomic number (Zeff) is a parameter 

that has any real constant value for a given 

material, which gives the common behavior of 

electrons in the interaction of materials with 

radiation [36-38]. 

𝑍𝑒𝑓𝑓 =
∑ 𝑓𝑖𝐴𝑖(𝜇𝜌)𝑖𝑖

∑ 𝑓𝑗

𝐴𝑗

𝑍𝑗
(𝜇𝜌)𝑗𝑗

                                               (6) 

Also, there is a linear relationship between the 

effective atomic number (Neff) and the electron 

density defined by the following expression [30-

31]. 

𝑁𝑒𝑓𝑓 = 𝑁𝐴
𝑍𝑒𝑓𝑓

<𝐴𝑒𝑓𝑓>
 (electrons/g)                           (7) 

(where NA is Avogadro constant and Aeff is the 

effective atomic mass value, also known as the ratio 

of atomic weight to total atomic number [36-38].) 

The buildup factor is a factor that includes the 

response of non-colliding photons to add the 

participation of scattered photons. Exposure 

Buildup factor (EBF) is a parameter related to the 

amount of absorption or stored energy in the air, 

and this parameter determines the extent of the 

interaction that may occur in the air, between the 

source and the detector. Energy absorption build up 

factor (EABF) is a parameter related to the amount 

of energy absorbed in the substance with which the 

radiation interacts in different substances [36-45].  

2.2 Py-MLBUF 

 

To investigate the gamma-ray shielding parameters 

of the materials, a thorough understanding of the 

various gamma-ray shielding parameters (GSP) is 

needed. By measuring gamma-ray 

shielding parameters, the computer plays an 

important role in this form of study. [46]. The 

storage and processing of useful radioactive 

materials in radiology establishments has become a 

critical issue as nuclear technology and safety 

requirements have advanced. A gamma-ray 

shielding enclosure (GSE) must be designed with 

suitable materials to protect the environment from 

harmful self-emitting ionizing radiations from 

radioactive materials. Shielding is one of the most 

effective ways to reduce the harmful effects of 

ionizing radiation on living tissues. Shield 

designers should investigate the suitability of 

materials using gamma-ray shielding parameters to 

choose a suitable material for the GSE. Py-MLBUF 

is the name of the platform's computer code, which 

is written in Python and calculates gamma-ray 

shielding parameters in the energy range of 0.015–

15MeV [47-49]. 

Table 1. The weight fractions and theoretical densities of 

5B2O3-40SiO2-(55-x)Al2O3-xBaO (x=25, 28, 31 and 34) 

glass systems. 

Sample 

Code 

B Si Al Ba O Density 

(g/cm3) 

BSABa25 0.016 0.187 0.159 0.224 0.415 3.798 

BSABa28 0.016 0.187 0.143 0.251 0.404 3.851 

BSABa31 0.016 0.187 0.127 0.278 0.393 3.904 

BSABa34 0.016 0.187 0.111 0.305 0.382 3.957 
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Figure 1. (a) Variation of linear attenuation coefficients 

(LAC) (b) mass attenuation coefficients (MAC) versus 

photon energy for BSBa-x (x=25, 28, 31 and 34) glasses. 

 

Figure 2. Variations of mean free path (MFP) with 

photon energy for for BSBa-x (x=25, 28, 31, 34) glasses. 

 
Figure 3. Effective atomic number (Zeff ) with photon 

energy for BSBa-x (x=25, 28, 31 and 34) glasses. 

 

Figure 4. Effective electron density (Neff ) with photon 

energy for energy for BSBa-x (x=25, 28, 31 and 34) 

glasses. 

3. Results and Discussion 

 
Table 1 shows theoretical density, which range 

from 3.798 to 3.957 g/cm3, and  weight fractions of 

each glasses. The samples with the lowest density 

are BSABa-25. When density is examined in 

general,  increase in concentration of BaO is found 

to have a major effect on the density of BSABa-x 

glasses. As can be seen in Figure 1, when the 

density increases LAC (µ) values, which are 

determined between 0.015-15 MeV photon energy 

range (Fig. 1 (a)), and MAC (Fig. 1 (b)) values are 

getting higher value than those with low density. To 

begin with, we can see that the LAC has distinct 

behavior in three different photon energy zones. In 

the collision phase, the photoelectric effect 

becomes more dominant (at 0.04 MeV) as LAC 

values decrease and gamma energy increases in the 

low energy field. The decay rates slowed as the 

energy level increased. 
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Figure 5. (a) Variation of half-value layer (HVL) (b) 

tenth-value layer (TVL) versus photon energy for BSBa-x 

(x=25, 28, 31 and 34) glasses. 

 

 
Figure 6. Effective atomic weight for attenuation (Aeff ) 

with photon energy for for BSBa-x (x=25, 28, 31 and 34) 

glasses. 

 

 

According to our findings, the maximum LAC 

values for the BSABa-34 sample are observed at 

the investigated photon energies. The chemical 

structure and theoretichal density value of the 

BSABa-34 sample may clarify the situation. Where 

the density of BSABa-25 is 3.798 g/cm3 in the 

BSABa-34 and 3.957 g/cm3 in the BSABa-34 

sample. 
 

 

Figure 7. (a) Variations of exposure buildup factor 

(EBF) (b) energy absorption buildup factor (EABF) with 

photon energy at different mean free paths for BSABa-25 

glass system. 

Figure 8.  (a) Variations of exposure buildup factor 

(EBF) (b) energy absorption buildup factor (EABF) with 

photon energy at different mean free paths for BSABa-28 

glass system. 



Duygu Sen Baykal, Huseyin Ozan Tekin, R. Burcu Cakirli/ IJCESEN 7-2(2021)99-108 

 

104 

 

Figure 9.  (a) Variations of exposure buildup factor 

(EBF) (b) energy absorption buildup factor (EABF) with 

photon energy at different mean free paths for BSABa-31 

glass system. 

 
Figure 10. (a) Variations of exposure buildup factor 

(EBF) (b) energy absorption buildup factor (EABF) with 

photon energy at different mean free paths for BSABa-34 

glass system. 

As a result, the aforementioned substitution results 

in a noticeable increase in LAC values. For 

BSABa-25, BSABa-28, BSABa-31, and BSABa-34 

samples at 0.015 MeV, LAC values are stated as 

69.000 ,76.000 ,83.100 and 90.400 cm-1, 

respectively. Furthermore, LAC values at 15 MeV 

(highest energy of recent investigation) are stated as 

0.099, 0.103, 0.107 and 0.111, respectively. The 

increase in BaO content in glass samples from 25% 

to 34% resulted in a rigid increase in density. 

The mean free path (MFP) is also a determining 

factor for a material's gamma shielding abilities. 

Figure 2 shows a graphical representation of the 

MFP values for four different types of glass. At 

various gamma ray energies, the lowest measured 

MFP values for the BSABa-34 sample are also 

reported.  

In terms of gamma ray attenuation properties, the 

effective atomic number (Zeff) is a useful term for 

evaluating the material's suitability for gamma-ray 

applications, and it is related to the partial photon 

mitigation process. Figure 3 shows the (Zeff) of the 

investigated glass samples as a function of photon 

energy. According to the results, the maximum Zeff 

for the BSABa-34 glass sample is reported as 

48.392 for 0.04 MeV. Other BSABa-x samples 

have been shown to be in similar situations. Zeff -

BSABa-34 > BSABa-31 > BSABa-28 > BSABa-25 

is the overall order of Zeff. In terms of Neff values 

for BSABa-x glass samples, there is also a linear 

relationship between the effective atomic number 

(Neff), as shown in Figure 4, with Neff-BSABa-34 > 

BSABa-31 > BSABa-28 > Zeff-BSABa-25 as the 

overall order of Neff . 

Investigated glasses are also tested in terms of the 

HVL. The term HVL is a crucial parameter for 

determining the thickness of shielding material 

needed to reduce the initial intensity by half (50%). 

As a result, this parameter can be used for future 

glass shield applications that take into account the 

physical environment and the suitability of 

shielding material placement in a given region. 

Figure 5 (a) illustrates the changes in the half value 

layer (HVL) values of the glass samples against to 

incident photon energy. The HVL values of glass 

samples increase as the incident photon energy 

increases. From 0.015 to 5 MeV, a rigid increment 

is registered. The average maximum HVL values 

for all glass samples are reported as 6.075, 5.949, 

5.826 and 5.708 cm at 5 MeV photon energy for 

BSABa-25, BSABa-28, BSABa-31 and BSABa-34 
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samples, respectively. It can be seen that, HVL 

difference between BSABa-25 and BSABa-34 

sample is 0.367 cm at 5 MeV. It means that BaO 

additive from 25 to 34% decreased the required 

shielding thickness as 0.367 cm for 5 MeV gamma 

rays. Similarly, the lowest HVL values are 

observed for BSABa-34 sample at all energies. This 

is another indicator for superior shielding properties 

of BSABa-34 sample against ionizing gamma rays. 

A similar pattern can be seen in Figure 5 (b), which 

shows the HVL values, which are the material 

depth values that enable the intensity of incoming 

radiation to be reduced to one-tenth of its original 

value. Besides, the MFP value (Figure 2) is clearly 

on a downward slope, similar to the HVL value. 

The effective atomic weight (Aeff ), which is known 

as the ratio of atomic weight to total atomic 

number, reaches its maximum value for BSABa-34 

glass sample as seen in Figure 6. As the BaO 

concentration rises, the effective atomic weight 

value rises as well, indicating that the BSABa-34 

glass becomes more radiation resistant. 

The buildup factor is a correction factor for the 

effect of scattered radiation in the presence of 

secondary particles in the medium. The 

accumulation causes of secondary ionizing 

radiation must be considered when accounting for 

secondary ionizing radiation accumulation. As a 

result, the factor of accumulation is a multiplier that 

makes up for the reaction to non-confronted 

photons in order to integrate the contribution of 

scattered photons. The multiplier in the buildup 

portion absorbs non-confronted photons, allowing 

the contribution of scattered photons to be included. 

Exposure buildup factor (EBF) and energy 

absorption buildup factor (EABF) are two 

subcategories of the principle of buildup factor 

(EABF). The Py-MLBUF is used to measure the 

terms of EBF and EABF values for four BSABa-x 

separate glasses between 0.5 and 40 mfp. Figure 7-

10 (a) describes the relationship between exposure 

buildup factor (EBF) and energy for various mfp 

values. Different chemical reactions take place in 

various natural settings. The first region shown 

peaked because the atomic number is close to the 

binding energy of the elements with the highest 

atomic numbers. As a consequence, in the Compton 

resonance region, the EBF values are nearly 

constant. The third field of interest is pair 

production, where there is a small rise in EBF due 

to absorption processes. The EBF value of the 

BSABa-34 sample is found to be the lowest. This is 

an excellent example of how well materials can 

shield gamma rays. As a consequence, among the 

investigated specimens, the best extracted sample is 

BSABa-34, which has the lowest EBF values. In 

the energy absorption buildup factor (EABF) is 

plotted against photon energy (MeV) from 5 to 40 

mfp and a similar pattern can be seen. in Figure 7-

10 (b).  

4. Conclusions 

In terms of radiation shielding parameters, we 

investigated 5B2O3 - 40SiO2 - (55-x) Al2O3 - xBaO 

(BSABa-x) glass systems (where x = 25, 28, 31 and 

34) and determined their radiation resistance 

properties. The glass density increased from 3.798 

g/cm3 to 3.957 g/cm3 when the BaO concentration 

is increased linearly (i.e. 25, 28, 31 and 34% mole). 

On the other hand, from 25 to 34 mole percent BaO 

reinforcement, a total increase of 0.159 g/cm3 is 

given (i.e. between BSABa-25 and BSABa-34). As 

a result, we would like to emphasize that a direct 

34% mole substitution of BaO results in a net 

density difference of 0.159 g/cm3. The hypothesis 

that the radiation resistance of glass will increase as 

BaO density increases is clearly validated by the 

results, and it can be stated that BaO has a clear 

effect on the radiation attenuation qualities. It can 

be concluded that BaO has a clear effect on the 

attenuation properties of radiation. The BSABa-34 

with the highest BaO additive exhibits the greatest 

attenuation of photons, indicating that BaO 

reinforcement has strong anti-nuclear radiation 

resistance properties. Finally, in light of the 

scientific community's ongoing efforts on the 

promising lead-free barium and aluminum oxide 

added to borosilicate glass system, we would like to 

propose some potential future investigations. 
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This paper represent correction of some 

information previously published paper (IJCESEN 

6-2(2020)82-87 doi: 10.22399/ijcesen.693839). The 

details are given below. 

 

Details of Errata: 

1. Abstract: “The wells with deficient-liquid supply 

account for 20%-30% for all production wells, the 

proportion of the oil field in the long production 

time is greater.” should be “The wells with 

deficient-liquid supply account for large proportion 

for all production wells, the proportion of the oil 

field in the long production time is greater.” 

2. Abstract: “Get the time of open well; through 

analyzing the relationship between the inflow 

performance of oil wells and the submergence to 

determine the close time” should be “also studied 

the increasing law.” 

3. Equation (3), (4), (8), (9) are delated. 

4. Part 2.4 and 2.5 are delated. 

5.Conclusion should be “We studied the 

intermittent system for liquid shortage wells and 

realized the importance of intermittent for oil 

operation. We also studied the variation law of 

annulus dynamic liquid depth and got the ground 

dynamometer card from electrical power curve. We 

conclude two conclusions, which are as follows: we 

draw the dynamometer card from electrical power 

curve, which can calculate the dynamic liquid 

depth. Both of the decrease and rise speed of 

submergence depth are first quick back slow, 

during the open and shut-in period.” 

The authors would apologize for any inconvenience 

caused. 
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