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Ercan Uygur \Y

International Conference on Economics
Turkish Economic Association
ICE-TEA 2016
Announcement and Call for Papers

The Turkish Economic Association (TEA) is pleasedrinounce its 5th Interna-
tional Conference on Economics, ICE-TEA, schedbed®0-22 October 2016
at theKefaluka Resort Hotel Bodrum, Turkey; http://www.kefaluka.com

The main theme of the conference fclusive and Sustainable
Growth and Income Distribution” . The conference, which is supported by
theInternational Economic Association,aims to generate a debating ground
for economists from around the world through indigend contributed sessions.

Contributed papers to be presented at ICE-TEA 2@illGbe selected on the
basis of an abstract submitted at the Abstract $diom page of the con-
ference website; http://teacongress.org The Orgtai#Scientific Committee
welcomes submissions from all fields of economics.

Papers selected from among those accepted on 1EsARG16, submitted in
full until 26 September 2016, and presented atcttrd@erence will be pub-
lished in“Ekonomi-tek” http://ekonomitek.org , the peer reviewed jouifal
the TEA. In addition, a proceedings volume will frepared containing the
full papers submitted.

The conference will also provide an opportunity &otour of the historical
sites in the Aegean region at exclusive ratesorinftion on registration,
reservations, transportation alternatives and towan® available at
http://teacongress.org

Deadline for Abstract Submission:20 July 2016

Deadline for Organizing a Session20 July 2016

Date of Notification of Acceptance:15 August 2016

Deadline for Early Registration, Hotel and Flight Reservation: 2 September 2016
Deadline for Submission of Full Paper26 Septembe2016

Date of Announcement of Programme30 Septembet016

The Turkish Economic Association looks forward teeting you at ICE-TEA
on 20-22 October 2016. We will much appreciatehi tannouncement is
passed on to your colleagues and members.

With best wishes,

Organization/Scientific Committee
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Uluslararasi Ekonomi Konferansi
Tarkiye Ekonomi Kurumu
UEK-TEK 2016
Duyuru ve Bildiri Daveti

Tlrkiye Ekonomi Kurumu (TEK), Bénci Uluslararasi Ekonomi Konferansi
UEK-TEK'i 20-22 Ekim 2016tarihlerinde Bodrum’'da Kefaluka Resort
Otel'de diizenlemektedir; http://www.kefaluka.com

Konferans'in ana temasKapsayici ve Sudrdurilebilir Buyume ve Gelir
Dagilimi” dir. Uluslararasi Ekonomi Bigi'nin (International Economic
Association) destekledii bu konferansin amaci, tim Ulkelerdeki iktisatcila
icin, davet edilmy ve secilmg bildirilerin sunuld@gu oturumlar yoluyla, tar-
tisma ortami yaratmaktir.

UEK-TEK 2016'da sunulacak bildiriler, http://teagprss.org adresindeki
konferans web sitesinin Ozet Teslimi sayfasindetiiéh 6zetler icinden segi-
lecektir. Ozet ve bildirileringilizce veya Tirkce olabilir. Diizenleme/Bilim
Kurulu, iktisadin her alanindan gelecek 6zetlexgk&lrle kagilar.

15 Agustos 2016'da kabul edilgji26 Eylil 2016’ya kadar tam makale olarak
teslim edilmg, ve konferansta sunulmbildiriler icinden secilmi olanlar,
“Ekonomi-tek” http://ekonomitek.org dergimizde yayinlanacakiyrica,
teslim edilen tam makaleleri iceren bir konferaitalk da hazirlanacaktir.

Konferans, Ege bdlgesinin tarihi mekanlarini cokwy fiyatlarla gezip goére-
bilmek i¢in de bir firsat sunmaktadir. Kayitlarzeevasyonlar, ukam secenek-
leri ve turlara ilgkin bilgiler http://teacongress.org adresinde dujaaktadir.

Ozet Teslimiigin Son Tarih: 20 Temmuz 2016

Oturum Diizenlemelcin Son Tarih: 20 Temmuz 2016

Ozet Kabul Bildirim Tarihi: 15 Agustos 2016

Erken Kayit, Otel ve Ugak Rezervasyonugin Son Tarih: 2 Eyliil 2016
Makale Teslimi Igin Son Tarih: 26 Eyliil 2016

Programin flan Tarihi: 30 Eyliil 2016

Tarkiye Ekonomi Kurumu olarak 20-22 Ekim'de UEK-TEK)16'dasizi de
aramizda gérmekten seving duyaiea Litfen bu duyuruyu ger meslektgla-
rimiza ve boliminiz mensuplarina iletiniz.

En iyi dileklerimizle.

Duzenleme/Bilim Kurulu
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Editor’'s Introduction

This issue ofEkonomi-tekstarts off the fourth volume of our publication
and contains three papers on particularly imporntapical subjects, namely,
foreign direct investment, the employment effeciTirkey of the minimum
wage, and immigration flows to and from OECD coigstr These three topics
just happen to be among those that have recently akethe top of the agenda
of economic and policy debates here in Turkey.

The first paper is by Yilmaz Akyuz, of the Southn@s and UNCTAD.
His stimulating contribution reviews the debatesl &ey issues surrounding
foreign direct investment (FDI) against the backda industrialization and
economic development. After clearing up severabgflead misunderstandings
of the very definition of FDI, he goes on to explaixactly how FDI fosters
domestic investment, provides a stable source wfrieal financing, adds to
productive capacity, and accelerates technologicress, structural change,
and industrial upgrading—all of which are obviouslgsirable outcomes in
any emerging market economy.

However, Akylz expresses his significantly diffgriview from the main-
stream economics approach when he delivers hislumon on the matter:
FDI is far from being a fail-safe strategy to emstapid and sustained economic
growth, in tandem with steadily proceeding indadization, for a developing
country. To guarantee a truly positive contributiona nation’s growth and
industrialization, FDI policy needs to be embedutethe government’s overall
industrial strategy. The paper considers whichcpesiwould be best at yielding
such advantageous spillovers from FDI; at the stime, it concedes that
constraints to good policymaking in this area mand in the way. Often,
these roadblocks are self-inflicted by developingrtry governments that
earlier decided to sign investment and free-tragieeeaments with the ad-
vanced countries as well as agreements signedhatt/TO.

Our second paper in this issue is by Selin Pelegatatasaray University.
This paper outlines her investigation of the emplent effects of minimum
wages in Turkey. Cross-sectional data for 26 regmmver the period between
2004 and 2014. The focus is mainly on how the mimmage interacts with
youth employment, specifically those between thesagf 15 and 29. In esti-
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mations, both formal and informal employment aslasleducation levels of
the workers are taken into consideration.

Her major findings are as follows: (i) The minimwage does not hurt to-
tal employment in the 15-29 age group, for the npast. (ii) However, when
it comes to informal employment, this age groupffected by changes in the
minimum wage. (i) Informal wage employment risg@sresponse to increases
in the minimum wage; employment of not only minimaducated workers
but also of medium educated ones are boosted.

The third paper is by Cansu Unver, of the Univgreit Birmingham. The
author explores the role of ICT (Information anch@ounications Technology)
connections on migration flows. The effects of anber of other variables,
including the employment rate in the host countngl ahe unemployment
rate in the origin country, real GDP per capita #verage wage in the host
country, and the distance between the origin arstl ¢muntries, are also tested.
Intra-OECD population movements, as well as movesieom the non-OECD
regions to the OECD ones, are also covered.

The empirical work in this paper draws on panehddtmigration flows of
the 15-64 age group from origin countries to hasintries, covering the
years between 1995 and 2009. Among the main hasitges are Austria,
Belgium, France, Germany, Italy, Spain, and the OECD-origin countries
include, among others: Estonia, Slovakia, and Twrkmong the non-
OECD-origin countries, on the other hand, there &e instance, Algeria,
Armenia, Bulgaria, China, Egypt, Morocco, NigerRakistan, Romania,
Tunisia, and Ukraine. The author reports thattttmdband penetration rate
has a significant and positive effect on migrafioms. This effect is stronger
for non-OECD migration flows. Also, broadband sedmbe preferred over
landline phones by potential migrants.

We look forward to presenting you with more thoughdvoking articles
in our future issues.

Ercan Uygur
Editor
Ekonomi-tek
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Editérin Sunusu

Ekononomi-tek’in bu sayisi dergimizin dérdincu iildbaslatiyor ve
onemli glncel 6zellikleri de olan daudan yabanci yatirim, Turkiye'de asgari
Ucretin istihdam Uzerinde etkisi, ve OECD ulkelerve bu ulkelerden go¢
akimlari konularinda Gi¢ makale iceriyor. Bu Ugltha Tirkiye’de ekonomi ve
politika konularindaki targma glindeminin en Ust siralarinda yer almaktadir.

Birinci makale, South Center ve UNCTAD’dan Yilmazyiz'inddr.
Yazarin bu dikkat ¢ekici ve uyarici katkisi, safeggyne ve ekonomik kalkinma
cercevesinde yabanci gladan yatirrmla (YDY) ilgili targmalari ve temel
konulari ele almaktadir. Yazar 6nce YDY tanimiildgi yaygin yanls anlama-
lari ve yorumlarn agikia kavyturmaktadir. Sonra, geiekte olan/yikselen
ekonomiler icin 6nemli olarsu konularda gegi aciklamalar yapmaktadir:
YDY’nin yurtici yatirimlari uyarma etkisi, istikrarbir dis finansal kaynak
olup olmadgi, uUretim kapasitesine katkisinin derecesi, vedkik gelisme,
yapisal dgisme ve sanayide iyiene Uzerindeki hizlandirma etkisi.

Ancak, Yilmaz Akyuz konuygu sézlerle sonuclandirirken, ana akim ikti-
sat yaklaimindan oldukca farkl bir goste oldwunu gostermektedir: YDY,
gelismekte olan bir Glkenin istikrarli bir sanayiee ile birlikte hizli ve sir-
durdlebilir blyimesini slamak icin garantili bir buyime stratejisi etur-
maktan uzaktir. Bir Ulkenin blylme ve sanayitesine gercekten olumlu
katkisini garanti etmek icin, YDY’nin hikiimetin ggrsanayilgme stratejisi
cercevesi icinde yer almasi gerekir. Makale, YD mlumlu yayillma etkisi
yapabilmesi icin, hangi politikalarin en yararldogunu ele almaktadir; ayni
zamanda bu alanda glo politika olturmakta bazi kisitlarin ve engellerin
oldugunu da kabul etmektedir. Bu engeller bircok zamalismekte olan tlke
hakumetlerinin, gedimis tlkelerle daha énce imzaladiklari yatirirm ve sstrbe
ticaret anlamalari yoluyla, kendileri tarafindan getiriimekteiinya Ticaret
Orgiitii (WTO) anlgmalari da ayrica olumsuz kisitlar getirmektedir.

Bu sayidaki ikinci makalemiz Galatasaray Univessitelen Selin Pelek
tarafindan yazilnstir. Bu makalede yazar, Turkiye'de asgari Ucrestihdam
Uzerindeki etkilerini argirmaktadir. Aratirmada kullanilan veriler 26 bélgeyi
ve 2004 ile 2014 donemini kapsamaktadir. Makalga@agicretin genel olarak
genclerin istihdami, 6zellikle de 15 ile 29syarasindakilerin istihdami ile
nasil bir etkilgim icinde oldgu tzerinde ygunlasmaktadir. Yapilan ekono-
metrik tahminlerde, kayith ve kayitgiistihdam yanindascilerin egitim di-
zeyleri de dikkate alinmaktadir.
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Makaledeki bgica bulgularsunlardir; (i) Asgari tcret aglarinin genel
olarak 15-29 ya grubundaki genglerin toplam istihdami Gzerindenwuz
etkisi yoktur. (i) Ancak, asgari Ucret afarinin kayitdgl istihdam tzerinde
ayni yonde etkisi vardir. (iii) Asgari Ucrette yekseler, kayitdy istihdamda
artis getirmekte; kayitgi istihdam artyl egitim diizeyi digik ve orta diizeyde
olan kcilerde daha fazla gorilmektedir.

Ucuincti makale, Birmingham Universitesi'nden Canswés'in makalesi-
dir. Burada yazar, go¢ akimlar zerindéTBbilgi ve iletisim teknolojisi)
baglantilarinin roliini ardirmaktadir. Go¢ alan utlkede istihdam orani, gog
veren llkedessizlik orani, kii basina reel GSYH, go¢ alan ulkede ortalama
Ucret, go¢ alan ve veren ulkeler arasindaki uzajibkbagka desiskenlerin de
goc akimi tzerindeki etkileri sinangnr. OECD igi nufus hareketleri yaninda
OECD dsindan OECD'ye olan akimlar da kapsastmni

Bu makaledeki uygulamali catnalar ve tahminler, 15-64 yarubundaki
kisilerin go¢ veren Uulkelerden go¢ alan ulkelere oddamini yansitan ve
1995 ve 2009 yillari arasindaki dénemi kapsayarelpearileri ile yapilimstir.
Go6¢ alan Ulkeler arasinda Almanya, Avusturya, BelciBirlesik Krallik,
Fransa,Ispanya vdtalya vardir. Go¢ veren OECD ulkelerinden bazi&st
tonya, Slovakya ve Turkiye'dir. Ber yandan, go¢ veren OECD Uyesi olma-
yan Uulkeler arasinda, orgia, Bulgaristan, Cezayir, Cin, Ermenistan, Fas,
Misir, Nijerya, Pakistan, Romanya, Tunus ve Ukrayeaalmaktadir. Yazar,
gensbant (broadband) kanali habertee oraninin go¢ akimlari tzerinde
olumlu ve anlamli etkisinin oldiu sonucuna varmtir. Bu etki, OECD Uyesi
olmayan ulkeler goéclerinde daha da gucludir. Ayrmotansiyel gocmenle-
rin, genikbant haberlgme kanalini, sabit hat telefon habenhesine gore daha
cok tercih ettikleri gérilmektedir.

Gelecek sayilarimizda sizlere yine ilgi ¢ekicigi@idiren ve uyaran maka-
leler sunmay diliyoruz.

Ercan Uygur
Editor
Ekonomi-tek
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FOREIGN DIRECT INVESTMENT, INVESTMENT
AGREEMENTS, AND ECONOMIC DEVELOPMENT:
MYTHS AND REALITIES

Yilmaz Akyiiz
Abstract

Foreign direct investment (FDI) is one of the mastbiguous and least
understood concepts in international economics. fGomdebate over FDI is
confounded by several myths regarding its natuck imrpact on capital ac-
cumulation, technological progress, industrial@atiand growth. It is often
portrayed as a long-term, stable, cross-border @bwapital that adds to pro-
ductive capacity, helps meet balance-of-paymentstfsitis, transfers tech-
nology and management skills, and links domestimdiwith wider global
markets. However, none of these are intrinsic tjaalof FDI.

First, FDI is more about the transfer and exeroiseontrol than move-
ment of capital. It does not always involve flowfsfinancial capital (move-
ments of funds through foreign-exchange marketseak capital (imports of
machinery and equipment for the installation ofductive capacity).

Second, only the so-called greenfield investmeritasa direct contribu-
tion to productive capacity and involves cross-lkeorthovement of capital
goods, but it is not easy to identify from reporgatistics what proportion of
FDI consists of such investment as opposed tofean$ ownership of exist-
ing assets.

Third, what is commonly reported as FDI containscsgative and volatile
components. Fourth, the longer-term impact of FBItlbe balance of pay-
ments is often negative, even in countries highigcessful in attracting ex-

Chief Economist, South Center, Geneva. south@ sentiecint

Originally published as South Center Research Pape68| October 2015. An earlier ver-
sion was presented at the 8th Annual Forum of ey Country Investment Negotiators,
organized by the International Institute for Susa@ie Development and the South Center,
5-7 November 2014, Montreux, Switzerland. | am gfidtto the participants in the Forum
and Nathalie Bernasconi, Humberto Campodonico, Linh Mai, and Sanya Reid for their
comments and suggestions, as well as to Xuan ZHangtatistical assistance. The usual
caveat applies.
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port-oriented FDI. Finally, positive technologicglillovers from FDI are not
automatic but call for targeted policies of the ckithat most investment
agreements prohibit.

Jel Codes:F21, F23, F32, F63, 033

Key Words: Foreign direct investment, balance of paymentswtiroand
development, technological change, transnationglacations

1. Introduction

Foreign direct investment (FDI) is perhaps onehefmost ambiguous and
least understood concepts in international ecormn@ommon debate over
FDI is confounded by several myths regarding itsireeand impact on capital
accumulation, technological progress, industrisilirg and growth in emerg-
ing and developing economies (EDES). It is ofternirpged as a long-term,
stable, cross-border flow of capital that adds todpctive capacity, helps
meet balance-of-payments shortfalls, transfersni@olgy and management
skills, and links domestic firms with wider globahrkets.

However, none of these are intrinsic qualities bi.H-irst, FDI is more
about the transfer and exercise of control thanemnt of capital. Contrary
to widespread perception, it does not always invdlows of financial capital
(movements of funds through foreign-exchange majykat real capital (im-
ports of machinery and equipment for the instadlatf productive capacity).
A large proportion of FDI does not entail crossewmrcapital flows but is
financed from incomes generated on the existingkstd investment in host
countries. Equity and loans from parent compan@ount for a relatively
small part of recorded FDI and even a smaller pfarbtal foreign assets con-
trolled by transnational corporations (TNCSs).

Second, only so-called greenfield investment makekrect contribution
to productive capacity and involves cross-bordevenaent of capital goods.
But it is not easy to identify from reported statis what proportion of FDI
consists of such investment as opposed to traw$fewnership of existing
firms (mergers and acquisitions, i.e., M & A). Fha@tmore, even when FDI is
in bricks and mortar, it may not add to aggregavsgfixed-capital formation
(GFCF) because it may crowd out domestic investors.

Third, what is commonly known and reported as F@itains speculative
components and creates destabilizing impulsesudiray those due to the
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operation of transnational banks in host countmdsch need to be controlled
and managed as any other form of internationakakfows.

Fourth, the immediate contribution of FDI to thddpee-of-payments may
be positive, since it is only partly absorbed byaris of capital goods re-
quired to install production capacity. But its lengerm impact is often nega-
tive because of the high import content of fordiigms and profit remittanc-
es. This is true even in countries highly successfuattracting export-
oriented FDI.

Finally, superior technology and management skill§NCs create an op-
portunity for the diffusion of technology and ide&kwever, the competitive
advantage these firms have over newcomers in EBE®lso drive them out
of business. They can help EDEs integrate intoal@boduction networks,
but participation in such networks also carriesribk of getting locked into
low value-added activities.

All this does not mean that FDI does not offer &eyefits to EDEs. Ra-
ther, policy in host countries plays a key roledigtermining the impact of
FDI in these areas. A laissez-faire approach cootdyield much benefit. It
may, in fact, do more harm than good. Successfaimgies are found not
necessarily among EDEs that attracted more FDlaimaing those that used it
in the context of national industrial policy deséginto shape the evolution of
specific industries through interventions. This nethat EDEs need adequate
policy activity vis-a-vis FDI and TNCs if they at@ benefit from it.

Still, the past two decades have seen a rapidalization of FDI regimes
and the erosion of policy autonomy in EDEs vis@-VNCs. This is partly
due to the commitments undertaken in the WTO asgfdhe Agreement on
Trade-Related Investment Measures (TRIMs). Howeremny of the more
serious constraints are, in practice, self-infticterough unilateral liberaliza-
tion or bilateral investment treaties (BITsjgned with more advanced econ-
omies (AEs) — a process that appears to be goiegdatvith full force, with
the universe of investment agreements reaching23i36the end of 2014
(UNCTAD IPM 2015).

Unlike earlier BITs, recent agreements give sigaffit leverage to interna-
tional investors. They often include rights to bkslment, the national
treatment and the most-favored-nation (MFN) claubesad definitions of
investment and investors, fair and equitable treatnprotection from expro-

1 In this paper, BITs is used as shorthand for a#irimtional agreements signed outside the

multilateral system that contain provisions on igmneinvestment and investors, including
free-trade and economic-partnership agreements.
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priation, free transfers of capital, and prohibitiof performance require-
ments. Furthermore, the reach of BITs has extenagdly thanks to the use
of the so-called Special Purpose Entities (SPES§jctwallow TNCs from
countries without a BIT with the destination coynio make the investment
through an affiliate incorporated in a third-pastate having a BIT with the
destination country. Many BITs include provisiohattfree foreign investors
from the obligation of having to exhaust local leganedies in disputes with
host countries before seeking international arbiina This, together with the
lack of clarity in treaty provisions, has resultadthe emergence of arbitral
tribunals as lawmakers in international investmant] these tend to provide
expansive interpretations of investment provisiomsfavor of investors,
thereby constraining policy further and inflictingsts on host countries.

Only a few EDEs signing such BITs with AEs havengigant outward
FDI. Therefore, in the large majority of casesyé¢his no reciprocity in deriv-
ing benefits from the rights and protection grantedoreign investors. In-
stead, most EDEs sign them on expectations thatwhkattract more FDI by
providing foreign investors guarantees and pratectithereby accelerating
growth and development. However, there is no aeatence that BITs have
a strong impact on the direction of FDI inflows. Moimportantly, these
agreements are generally incompatible with thecjpal objectives of signing
them because they constrain the ability of hosihttaes to pursue policies
needed to gain their full potential benefits.

This paper revisits and reviews the key issuesoaading the place held
by FDI in industrialization and development, withview to assessing the
impact of BITs. It examines if and under what coieds FDI provides a sta-
ble source of external financing, supplements ddmessources, adds to
productive capacity, and accelerates technologicafress and industrial
upgrading. It starts with an examination of the aagpt of FDI as officially
defined and reported in order to clarify what iitsout. This is followed by a
discussion of the effects of FDI on capital accuatiah, stability, and the
balance-of-payments, and the policies and conditimeeded to secure posi-
tive technological spillovers from foreign firmsh& penultimate section as-
sesses and compares the policy constraints impletthe WTO Agreement
on TRIMs with those imposed by BITs, followed bydbipolicy conclusions.

2. What is FDI?

In common discussions, the term FDI is often méawkescribe capital in-
flows from abroad and additions to productive ci#tyaim host countries.
However, the reality is a lot more complex anddbacept is a lot more am-
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biguous than is widely believed. An important paftFDI does not entail
cross-border capital flows, and it is very difficab identify from existing
statistics what FDI really comprisés.

The OECD (2008) provides global standards for dinegcestment statis-
tics consistent with the related concepts and difins of “Balance of Pay-
ments and International Investment Position Manoélthe IMF (2009). Di-
rect investment is defined as a category of crosddy investment made by a
resident in one economdifect investoy with the objective of establishing a
lasting interest in an enterpriséirect investment enterpriséhat is resident
in an economy other than that of the direct investthe motivation of the
direct investor is said to be a long-term, staleiationship with the direct
investment enterprise to ensure a significant aegfenfluence over its man-
agement. The lasting interest and a significantekegf influence are said to
be evidenced when the direct investor owns at [E@%t of the voting power
of the direct investment enterprise. OwnershipWwel0% is treated as portfo-
lio equity investment.

Defined in this way, FDI comprises the initial elyuransaction that meets
the 10% threshold and all subsequent financiaktaetons and positions be-
tween the direct investor and the direct investnasmérprise. Thus, in addi-
tion to initial equity capital outflows from the @ country, it includes rein-
vested earnings and intercompany debt flows.

The threshold of 10% is totally arbitrary, and thex no compelling reason
why investment in a 10% ownership stake shouldebs fickle than one in a
9.9% position. Both the OECD and the IMF recognimg, in practice, influ-
ence may be determined by several factors otherttieextent of ownership.
However, they argue that “strict applicationof a numerical guideline is
recommended to define direct investment” in ordersécure international
consistency and to avoid subjective judgménts.

In the official definition, a direct investment erprise is always a corpo-
ration and may also include public entities. Howewmntrary to a wide-
spread perception, direct investors are not alWi@y€s. It could also be an
individual or household, an investment fund, a goreent, an international
organization, or a non-profit institution. Certainthere are significant differ-
ences in the technology and managerial skills slichrse investors could
bring to the host country. But readily availabl&mél statistics do not help in

2 For an earlier account of some of the issues tapdmere, see Woodward (2001).

® The OECD (2008, para 31). See also IMF (2009, f4ra). Definition and measurement of
FDI have changed considerably over time and haviediacross countries; see Lipsey
(1999).
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identifying them. This is one of the drawbacks aipé&ical studies linking
aggregate FDI to various economic performance &idrs in host countries,
such as GFCF, productivity, and growth.

Every financial transaction after the initial acgjtion of equity by the in-
vestor, that is, internal capital flows within fistare also considered direct
investment. Thus, loans and advances from parenpanies to affiliates are
treated as part of direct equity rather than dekteptions are made for loans
between certain affiliated financial corporationstably deposit-taking cor-
porations — international banks — on grounds theh slebt is not so strongly
connected to direct investment relationships. Harethis may also be the
case in non-financial enterprises since, in practids not possible to identify
the nature and effects of lending and borrowingveet parents and affiliated
corporations. Statistics do not generally givetdrens and conditions of intra-
company loans and advances (UNCTAD, 2009a). Thek@own to fluctuate
much more than equity capital. They are highly spsible to changes in
short-term business conditions, and their inclusisrequity capital can cause
major swings in recorded FDI flows. “For instange,2012, high levels of
repayment of loans to parent companies in Brazithmir affiliates abroad
pushed total Brazilian FDI outflows to negativeufigs even though there was
a net equity capital investment abroad of some Billibn by Brazilian parent
companies."

While initial equity investment and intercompanyts constitute capital
inflows to the host country, this is not the cagerketained earnings. In FDI
statistics, these are imputed as being payableet@iners, to be reinvested
as an increase in their equity. Thus, they arerasduo be used for lasting
investment in the existing or new productive asdatbalance-of-payments,
they are first recorded as investment-income paysni@nthe current account
and then as offsetting inflows of direct equity estment in the capital and
financial account.

Retained earnings constitute a significant padtafistically measured FDI
inflows. Historically, equity capital outflows amt debt from parent compa-
nies are relatively small parts of US outflows akdt investment, while the
rest comes from retained earnings. In the postweog until the mid-1990s,
the latter accounted for no less than one half ®fdutward direct investment
(Lipsey, 1999). It was even higher in more recezdrg because of growth of
the US outward FDI stock. In 2008, retained earsicgnstituted 60% of out-
ward FDI stock for non-bank affiliates of US nomkaorporations (Table 1).
Globally, in 2011, they accounted for 30% of tdt&ll flows. This proportion
was even higher for FDI in EDEs; in the same ybalf of the earnings on
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FDI stock in EDEs were retained, financing abol%o4dr total inward foreign
direct investment in these economies (UNCTAD WIR12).

Clearly, when financed from earnings generated dat ltountries, FDI
does not constitute an autonomous source of exténaancing. Given that
retained earnings constitute an important componoénotal recorded FDI,
the notion that FDI is functionally indistinguisHalfrom fresh capital inflows
and represents a flow of foreign resources crossiacgborders of two coun-
tries has no validity, as long noted by Vernon @9®quity and loans from
parent companies account for a relatively smalt parecorded FDI and an
even smaller part of total foreign assets contddtlg them.

This is illustrated in Table 1 for the majority-oeah foreign non-bank af-
filiates of US non-bank corporations. Figures f8B9 are estimates at current
cost given by Feldstein (1994), whereas those @082are based on the 2008
benchmark survey of the US Bureau of Economic AsialyBOEA, 2008),
using the same methodology as Feldstein (1994both years, FDI as de-
fined in the balance-of-payments exceeds by a largegin not only equity
and loans from parent companies, but also totakxtetrnal finance from all
US sources because of retained préfidore importantly, the value of assets
of US affiliates is significantly greater than rigtance from US sources be-
cause of equity and debt from non-US sources amdsttare of non-US
sources in retained profits of majority-owned US8liates. In 2008, total as-
sets controlled by US affiliates were 8.6 times iie¢ external finance from
US sources (equity and debt from US parents argl &t§ investors) and 3.8
times the stock of US outward FDI at current castanventionally defined
(that is, including unrepatriated profits).

3. FDI and Domestic Investment

As officially defined, FDI can take three main fanThe first is green-
field investment, which involves creating a subaigdifrom scratch with fresh
capital by one or more non-resident investors. 3déwond is cross-border M
& A, which relates to existing company structur@soss-border mergers arise
when resident and non-resident companies agre®rtioe into a single
operation.

4 Feldstein (1994) distinguishes among several iiefits of outward FDI. The narrowest

definition, net external finance from US sourcesludes only outflows of equity and debt
from US parents and other US sources. Net finarare JS sources is a broader definition
and includes, in addition, retained earnings dub/$oparents and other US investors. The
broadest concept refers to total assets contrbifddS parents, that is, value of assets of US
affiliates, and includes, in addition, equity anebtlfinance from non-US sources and the
share of non-US equity investors in retained egin
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Table 1. Outward FDI and Value of Assets of US NoBank
Foreign Affiliates (Billions of US dollars)

1989 2008

FDI (US parents) 452 4376
Equity 202 1638
Debt 25 130
Retained earnings 225 2608
Other US investors 24 146
Equity 1 3
Debt 22 138
Retained earnings 1 5
Net external finance from US sources® 250 1909
Net finance from US sources® 476 4522
Non-US finance 761 11910
Equity 92 2741
Debt 567 4806
Retained earnings 102 4363
Value of assets of US affiliates® 1237 16432

Source 1989 figures from Feldstein (1994). 2008 figuaes estimates from
BOEA (2008) using the same method as Feldstein.

a: Equity and debt from US parents and other U8stors.

b: FDI plus other US investors.

c: Net finance from US sources plus non-US finance.

Acquisitions involve the purchase of existing comipa fully or partly by
a non-resident company or a group of companies;sha transfer of owner-
ship from residents to non-residents of 10% or nwir@oting stock of an
existing company. The third is the expansion ofdpmtion capacity of exist-
ing firms partly or fully owned by non-residentsdbgh the injection of fresh
money, including loans from parent companies. WEBh is in the form of
acquisition of existing public or private assetsnakes no direct contribution
to domestic capital formation, although changesvnership may give rise to



Yilmaz Akyiiz 9

productivity gains, be followed by new investmegtthe direct investor, or
stimulate domestic investment that would not hatteerwise taken place.
Cross-border privatization could also add to domespital accumulation if
the proceeds are used for investment. Howeverethbsdepend on several
other factors, including host country policies. Eaver, such spillovers may
also be generated by greenfield FDI. Thus, M & Argat be treated at par
with the other two components of FDI that directtyd to productive capacity
in host countries.

These three categories of FDI are not separatelytified in the existing
statistics on FDI provided by the OECD and the IMBNCTAD provides
data on M & A as well as greenfield “investment jpots” from 2003 on-
wards, which refer to capital expenditures planbgdhe investor at the time
of the announcement. It is recognized that investnpeojects data “can be
substantially different from the official FDI dadé&s companies can raise capi-
tal locally and phase their investments over tiare the project may be can-
celed or may not start in the year when it is amged” (UNCTAD WIR
2014, p. 33, note 1). A comparison of reported Fildbws with the sum total
of M & A and greenfield projects shows considerabségiations over the
2003-13 period. For AEs, figures on total FDI extelee sum total of the
figures on greenfield projects and M & A for evergar except 2005. For
EDEs, this is the case since 2010, and, in somesyda discrepancy is as
high as 40% of reported FDI figures. Given the gloeconomic downturn
after 2007, investment plans are unlikely to hagerbexceeded to the extent
that they would account for the discrepancy. Thisrgly suggests that re-
ported FDI data contain items that may not reallgildyy as direct investment.

The existing statistical measures cannot alwaystifgethe use made of
unrepatriated earnings and loans from parents.kdbhown that they are exten-
sively used to accumulate record levels of cashather liquid assets, rather
than reinvested in productive capacity (UNCTAD WHER13). Certainly, any
industrial or commercial enterprise needs to haididl capital in order to
support its core activities for the production andrketing of goods and ser-
vices. But it is very difficult to identify from ditial statistics the proportion
of recorded equity capital held in such assetstoather they serve to support
core activities, as opposed to constituting an pedeent source of financial
income and speculative capital gains.

® The fourth edition of the OECD Benchmark DefinitiohFDI contains an updated bench-
mark definition and provides guidance on how to pieenFDI by type and distinguish
M&A (OECD, 2008, pp. 141-42). However, collectionddta on FDI from member coun-
tries according to the new guidelines started ami$eptember 2014 and will not be availa-
ble before the second quarter of 2015.
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All these difficulties in interpreting the report&@I| data as investment in
productive capacity are also recognized by UNCTARIR 2014, p.149):
“FDI flows do not always translate into equivaleapital expenditures, espe-
cially where they are driven by retained earninggytransactions, such as
mergers and acquisitions (M & As), although somé&M transactions, such
as brownfield investment in agriculture, do redultsignificant capital ex-
penditure. FDI can contain short-term, relativetyatile components, such as
‘hot money’ or investments in real estate.”

The contribution of FDI to GFCF depends not onlyvamether it repre-
sents additional capital spending on productiveacey rather than transfer of
ownership or portfolio investment, but also oniitgact on domestic capital
accumulation — that is, whether it crowds in orvale out domestic invest-
ment. The impact can occur in various channels. iRbbws attracted by
privatization could allow public investment to tesed. Again, it can affect
domestic investment by easing the balance-of-pasnesnstraint. Whether
FDI crowds in or crowds out domestic investors alspends on the externali-
ties and spillovers generated by foreign companiégy can stimulate do-
mestic investment if they help improve overall emmic performance
through linkages with the domestic industry andhtedogical and managerial
spillovers. However, such benefits are not autambtithe absence of deliberate
and effective policies to generate positive spii®y the financial and techno-
logical strengths of these firms can simply crowd @omestic investors.

The empirical evidence for the impact of FDI on i&g@te domestic in-
vestment is inconclusive and the impact is oftdatee to other variables,
including institutions and policy (Akylz, 2006; Ma@sey and Udomkerd-
mongkol, 2012; Farlat al, 2013). Results also differ across regions, with
East Asian EDEs mostly showing crowding-in, whilatih America displays
crowding-out® Most of these studies do not distinguish betwespiaition of
existing assets and greenfield investment. A sex@mining the impact of M
& A separately concludes that M & A-related FDInist only less beneficial
than greenfield investment, but also has an adweffeet on accumulation
and growth (Nanda, 2009). The evidence of the impaoutward FDI on
domestic investment in home countries is also mix&we of the first studies
of this by Feldstein (1994), using data from the fdSthe 1970s and 1980s,
concluded that outbound FDI reduced domestic imvest about dollar for

5 Looking at Africa, Asia, and Latin America, Agosimd Machado (2005) find that the im-

pact of FDI on domestic investment is at best raltr all regions, with Latin America

showing a crowding-out effect. See also Ernst (2@06crowding out in the three largest
economies of Latin America. The evidence providedvutenyoet al (2010) suggests that
FDI also crowds out private investment in sub-Sahdfrica.
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dollar, whereas inbound FDI raised domestic investnby the same magni-
tude.

A more recent study of OECD countries, using davanfthe 1980s and
1990s, came to the same conclusion for aggregatesi@ investment and
outward FDI (Desagt al, 2005). However, when the analysis was confioed t
domestic and outward investment by TNCs, investrhgriamerican multina-
tionals and their foreign affiliates appeared ca@nmntary. Research also
suggests that the relation between domestic inadtand outward FDI may
be sector specific, with those with strong R&D caments appearing to be
complementary compared to efficiency-seeking FDbd@egebuure, 2006).
With increased outward FDI from some major EDEgerdion has recently
turned to the impact of such investment on domestpital accumulation in
these economies. A study using aggregate domestistiment and outward
FDI data from 121 countries, including both devélgpand transition econ-
omies, over the 1990-2010 period found that outwddd in these countries
had a negative effect on domestic investment (Aligge2013).

The rapid growth of global FDI in the past threealies appears to have
led not so much to an acceleration of global chptaumulation as to a real-
location of production facilities, jobs, and owrt@ps across different coun-
tries. For the world economy as a whole, total Fiflbws as a proportion of
GDP increased more than three-fold since the 1986de the investment
ratio declined over the same period (Table 2). mythis period, FDI inflows
grew rapidly in both AEs and EDEs, but investmegil ifh the former while
rising in the latter. In AEs in both the 1990s &t0s, higher FDI inflows
were associated with lower domestic capital accatian. While the acceler-
ation of FDI inflows to EDEs was associated withise in domestic invest-
ment in the new millennium, this was not the casthe 1990s.

Table 2. Investment and FDI(Per cent of GDP)

Investment® FDI Inflows

1981-1990 1991-2000 2001-2013 1981-1990 1991-2000 2001-2013

World 24.4 23.4 23.6 0.64 1.71 2.29
AEs 24.3 23.2 21.3 0.65 1.57 1.90
EDEs 24.4 24.4 28.4 0.59 2.19 3.12

Source IMF World Economic OutlookOctober 2014) and UNCTABDI database.
a: Includes inventories
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In the 1990s, the privatization of public assets/ptl an important role in
the boost in FDI inflows, particularly in Latin Amiea, which received two-
thirds of total FDI inflows to EDEs linked to pritization (UNCTAD TDR,
1999). After a series of financial crises in EDEarting in the mid-1990s,
most forms of capital inflows, notably bank lendifgll sharply, but FDI kept
up. An important factor was foreign acquisitioncoimpanies in EDESs hit by
the crises. This happened particularly during tisgaA crisis, where massive
flight of short-term capital and sale of foreigrugyg holdings were accompa-
nied by a wave of FDI inflows in the form of foreigacquisition of Asian
firms. Collapse of currencies and asset price tleflatogether with the pres-
sure from the IMF to abandon policies unfavorabléoteign ownership, cre-
ated opportunities for TNCs to buy Asian companétsfire-sale prices
(Krugman, 2000). Indeed, cross-border M & A as acgaet of total FDI
peaked during the recurrent crises in EDEs at titkad the 1990s and early
2000s (Chart 1). Foreign acquisitions at timesrifes in host countries are
driven mainly by non-financial acquirers targetfitghs in the same industry,
thereby concentrating market power in TNCs at ttease of national com-
panies of EDEs (Alquistt al, 2013).

Chart 1. Share of Cross-border M&A as per cent of Btal FDI
Inflows in Developing Countrieg (Per cent)
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This suggests that the economic conditions theacittoreign enterprises
may not always be conducive to faster capital foiznaand that the two sets
of investment decisions may be driven by differeonisiderations. Indeed, the
generalized surge in FDI inflows to EDEs in the 0®%vas not always ac-
companied by a concomitant increase in domestitatdprmation. In Latin
America, there was a widespread pattern of inccedd@l combined with
reduced fixed-capital formation; for the regionaagvhole, FDI as a propor-
tion of GDP was higher in the 1990s than in the0s98y more than 1.7 per-
centage points, but the share of GFCF in GDP wasrldy some 0.6 per-
centage point (UNCTAD TDR, 2003). In all major Lathmerican econo-
mies, FDI as a proportion of GDP rose strongly,l&dFCF either stagnated
or fell between the two periods (Chart 2). It is;ahotable that the inverse
association between GFCF and FDI is found not émlgountries where a
substantial portion of FDI was in the form of M & Aut also in Mexico,
where there was considerable greenfield investraemulated by NAFTA.
Again, in several countries in Africa, FDI and GF@Bved in opposite direc-
tions. By contrast, in none of the rapidly growiggst Asian NIEs was rising
FDI associated with falling GFCF.

In the new millennium, in EDEs as a whole, both Ridlows and invest-
ment as a percentage of GDP grew strongly untilgibbal crisis, but they
departed subsequently, with FDI falling while inresnt kept up, thanks
largely to fiscal stimulus packages introduceddgponse to fallout from the
crisis (Chart 3). In 2012, they were both signifitta higher than the levels
recorded in the early years of the century. Therehowever, considerable
diversity among countries. In more than half of twntries that enjoyed
booms in FDI inflows, GFCF fell or stagnated, irdihg in Brazil, Korea,
Turkey, and Thailand (Chart 2). In China, FDI inf® declined mainly be-
cause of contraction in its export markets, whileGE jumped sharply be-
cause of the policy response of the governmenanafications from the cri-
sis: a massive investment package. Among the Esianh/Acountries severely
hit by the 1997 crisis, only Indonesia saw a rurirupoth FDI and GFCF in
the 2000s compared to the 1990s, while Malaysiemspced a sharp con-
traction in both.

The examination of the movements of capital inflaw&DES and domes-
tic investment over the past two decades showsHDatends to move more
closely with non-FDI flows than with domestic int@&nt (Chart 3). From
the mid-1990s until the end of the decade, there arainverse correlation
between FDI and domestic investment.
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Chart 2. Changes in FDI Inflows and Domestic GFCFn Selected
Emerging EconomiegPer cent of GDP)
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Chart 3. International Capital Inflow and Investment in EDEs?
(Per cent of GDP)
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After the Asian crisis in 1997 until 2002, domestegestment and gross
non-FDI capital inflows followed a downward trendhile direct investment
inflows kept up, due, in part, to the fire-sale ADIcrisis-hit countries noted
above. After 2002, FDI and non-FDI inflows followedsimilar path, rising
quickly until the Lehman turmoil, plunging durin@@3-09, and recovering
subsequently but remaining below their pre-crisigls.

Generally, FDI seems to follow, not lead, domestiestment. Evidence
from a study of a large sample of countries over1884-2004 period indeed
shows that lagged domestic investment has a powiaffuence over FDI
inflows to the host economy (Lautier and Moreaul 20 On the other hand,
FDI and non-FDI inflows are more closely connectiean is commonly be-
lieved. This is partly because, like portfolio flswpart of FDI, property in-
vestment, is also driven by financial bubbles. $dcglobal liquidity condi-
tions have a prime impact on FDI because assetsradgoy TNCs are often
leveraged. This is true not only for corporatiorsyi AEs but also from major
EDEs (Akylz, 2014). Financial cycles also exerbredful push for profits of
TNCs, which constitute an important source of FBR$. noted by the BIS
(1998, p. 28), “short-term movements in FDI flows &ighly pro-cyclical,
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mainly reflecting the influence of reinvestmentrefained earnings.” These
influences have been particularly evident in they maillennium, with FDI
moving closely with non-FDI inflows. By contrasteweral EDEs that had
experienced bursts in both types of inflows wentmtive through falling or
stagnant domestic investment rates and deindusdtiamn (Akylz 2012;
Naudéet al, 2013).

4. Impact on Stability

It is widely held that FDI constitutes a stable reeuof finance for balance-
of-payments shortfalls. According to this view, dese FDI is largely fixed in
illiquid assets and reflects “lasting interest” e investor, the likelihood of
direct investment to exit rapidly at times of daigation in global liquidity
conditions and fading risk appetite is much loweant with other forms of
capital inflows. In other words, “it is bolted dovamd cannot leave so easily
at the first sign of trouble.” (Hausmann and Fed#mArias 2000, p. 3) Con-
sequently, it is argued, they do not pose a setiboresat to macroeconomic
and financial stability in EDEs.

This account is misleading in that it ignores derfeatures of FDI and
TNCs that can induce as much instability in theabeé-of-payments and
domestic asset and credit markets as portfoliosimrent and investors. Fur-
thermore, many of the changes in financial markeds have facilitated inter-
national capital movements have not only acceldréite mobility of FDI, but
also made it difficult to assess its stability.

First, recorded FDI statistics do not always endbée identifying of the
stability of its various components and hence thstabilizing impulses they
may generate. While FDI inflows do not always imeinflows of financial
capital, their exit always implies outflows of fusdhrough the foreign-
exchange market. By convention, retained earningsecorded as additions
to equity capital, but in reality they may well bsed to acquire financial as-
sets or repatriated as portfolio outflows. Furthemm financial transactions
can accomplish a reversal of FDI. A foreign aftdiacan borrow in the host
country to lend the money back to the parent companhe parent can recall
intercompany debt (Loungani and Razin, 2001). Mgeeerally, what may
get recorded as portfolio outflows may well be [mwts of FDI in disguise:

Because direct investors hold factories and otheeta that are impossible to
move, it is sometimes assumed that a direct invastinflow is more stable
than other forms of capital flows. This need nottlxe case. While a direct
investor usually has some immovable assets, tlsene ireason in principle
why these cannot by fully offset by domestic liglak. Clearly, a direct in-
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vestor can borrow in order to export capital, ameteby generate rapid capi-
tal outflows (Claesseet al 1993, p. 22).

Second, FDI inflows can undergo temporary surgesrasult of discovery
of large reserves of oil and minerals, widespredgapzation, rapid liberali-
zation or favourable political changes. A glut lire foreign-exchange market
resulting from a one-off bump in FDI inflows coulgbnerate unsustainable
currency appreciations in much the same way as baomny other forms of
capital inflows, unlike the endemic fallacy thatistonly short-term capital
inflows that can lead to such an outcome. The impacthe currency could
be particularly strong when FDI inflows involve aggjtion of existing assets
rather than greenfield investment since the latteolves imports of capital
goods required to install production capacity.

Third, FDI includes components such as real-est@stment that are of-
ten driven by speculative motivations and susckptid sharp fluctuations.
This has led the IMF (2009, p. 105) to suggest tfdecause it may have
different motivations and economic impact from otd@ect investment, if
real-estate investment is significant, compilersy mash to publish data on
such investment separately on a supplementary.b&sisss-border property
acquisitions have no doubt been central to thednighblatility and gyration of
property prices in the past two decades in sewenahtries. Historical data on
housing transactions in London show considerabteida effect on house
prices and volume of transactions (Badarinza anthd&iarai, 2014). The
recent recovery in house prices in London is predanily due to growth in
foreign demand (Property Wire, 2014b). Foreign pases propelled the
build-up of the Spain property bubble in the runtopthe crisis in 2008.
Hopes are now pinned once again on foreign demanthé recovery of the
housing market in Spain as sales to foreignersoskgted by almost 209% in
the 12 months ending in October 2014, with the esludirforeigners hitting a
new high of 13% of the market (Taylor Wimpey, 2Q14) Turkey, too, for-
eign buyers have been a main driver of the ongburigple in the property
market (Property Wire, 2014a).

Fourth, the “lasting interest” the foreign direnvéstors are said to have
with the direct investment enterprise does not gdmmanslate into a long-
term commitment of that enterprise to the host tguinvestment in bricks
and mortar can be highly footloose, particularlyfiagmented production
segments organized by TNCs as part of internatipraduction networks for
manufactured products. It is less likely to happéen investment is resource
seeking, but even then the discovery of more @l reserves elsewhere
could lead to migration of FDI. The emergence afdo-cost countries for
manufacturing production for global markets by TNtas result in relocation
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of production, particularly when host-country p@i fail to lock TNCs into
the economy with strong linkages to local firms @ndceed in getting these
companies to upgrade and move to higher echelottseiproduction chains
they control.” This is seen in East Asia, notablyMalaysia, where a number
of plants producing electronics left for China bs tatter emerged as a more
attractive location for production for internatibnmarkets (Ernst, 2004).
Elsewhere, certain TNCs in electronics left Mexicaaquiladoras for China
and a number of other Asian countries, and Chimasard FDI is found to
have had a negative impact on FDI inflows to Mexacal Colombia, particu-
larly after China joined the WTO (Zarsky and Gallag 2008; Garcia-
Herrero and Santabarbara, 2007). Much of the FDielland also appears to
be hot money, encouraged by its entry to the EUspedial incentives (Cam-
pa and Cull, 2013).

Finally, and perhaps more crucially, foreign baeggablished in EDESs can
represent a looming source of financial instahilitiiere is now a heavy pres-
ence of such banks in EDEs. Their share in baniinbese economies dou-
bled between 1995 and 2009 to reach 50% in ther pgiar, compared to 20%
in OECD countries. A large majority of them arenfrddEs (Claessens and
van Horen, 2012). These banks tend to skim thencrefi of the banking
sector in EDEs, picking the best creditors and diépis. They are better able
to benefit from regulatory arbitrage by shiftingeogtions back and forth be-
tween the home and host countries. More importaoiyposite to the long-
held orthodox view that they enhance the resilieoicEDES to external fi-
nancial shocks, it is now widely recognized that #xtensive presence of
foreign banks can aggravate EDEs’ financial fragind vulnerability to
credit-market shocks. As pointed out in an IMF SRiécussion Note, cross-
border banking groups “are highly interconnectetérimationally and may
expose individual countries to the risk that shaoksther countries will spill
over into their domestic financial systems.” (Fieglet al, 2011, p. 5)

These banks are known to have been instrumenthkimapid accumula-
tion of external debt and balance-of-payments litggn the Eurozone pe-
riphery in the prelude to the crisis. Also, duriihg recent rush of capital in-
flows into EDEs, they have been extensively engdgechrry-trade-like in-
termediations, benefiting from large interest-ratbitrage margins between
reserve-issuing AEs and EDEs and currency appiecgatn the latter. They
were also seen to act as a bringer of financiahbikty to AEs during the
global crisis, transmitting credit crunches frommeoto host countries, cutting
lending more than domestically-owned banks, andhdegwing earlier than
domestic banks from the interbank market. Theygmeerally slower than
domestic banks in adjusting their lending to charngehost-country monetary



Yilmaz Akyiiz 19

policy, thereby impairing its effectiveness. Durithg EZ crisis, foreign affil-
iates in many European emerging economies actetbrduits for capital
outflows in support of their parent banks in therdzone core, leading to
depletion of reserves and putting pressure on tnecies of host countries
(Akyuz, 2014).

5. Impact on Balance-of-payments
5.1. Net Transfers

Most EDEs, particularly those with chronic curreetount deficits and
excessive dependence on foreign capital regardni@é as a source of ex-
ternal financing than as an instrument of indukzasion and development. In
closing the external financing gap, FDI is prefdrte debt-creating inflows
because it does not entail fixed obligations arzbissidered more stable.

However, FDI can also result in considerable outian income remit-
tances and hence exert pressure on the balan@soafemts in much the same
way as debt obligations. A measure of this pressunet transfers — that is,
the difference between net inflows of FDI and FBlated payments abroad,
including profits, royalties, licence fees, wagenittances, and interest paid
on loans from parent companies. This concept is @kithat of net transfers
on debt obligations, discussed far and wide dutiregLatin American debt
crisis. If income transfers abroad exceed net wdlof FDI in any particular
year, then the gap would have to be closed eithiegdmerating a current-
account surplus or by using reserves or borrowbrga’

At the early stages of involvement of EDEs with T9@he stock of FDI
tends to be small relative to new inflows. But otiere, inflows tend to fall
relative to the stock. In other words, initiallipetgrowth rate of the FDI stock
is likely to exceed the rate of return on it, ard tmansfers on FDI would be
positive. However, as the stock of FDI goes upgitswth rate tends to de-
cline, eventually falling below the rate of retumn existing FDI stocks, result-
ing in net negative transfers. Clearly, the higtier rate of return on foreign
capital stock, the sooner the host country may featenegative transfers on
FDI.

Countries with a long history of TNC involvementdathus a relatively
large stock of foreign capital tend to suffer negatransfers. A developing
economy with abundant labor and good infrastructuegey start attracting
hefty amounts of FDI for the production of laboteinsive manufactures for

" This holds whether or not profits are remittedcs retained earnings are recorded as FDI
inflows.
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global markets, but over time FDI inflows are lik¢b level off as the surplus
labor is exhausted, and wages start climbing. Tinergence of low-cost loca-
tions can also lead to diversion of FDI, widenihg gap between new inflows
and income payments on foreign capital stock. Risgpof rich oil and min-
eral reserves can unleash a wave of FDI, but thsat be maintained over
time. In such countries, the growth rate of foresgpital stock can fall rapid-
ly, and negative net transfers can appear in divelp short time after the
initial influx of foreign funds. Indeed, a suddepeming up of an economy
could lead to a one-off boom in FDI inflows.

The long-term trend in the growth rate of FDI statlEDES is downward,
albeit showing large swings and boom-bust cycleésafC4). This is clearly
seen if periods of extreme instability are excludeie average annual growth
rate was around 14% during the first half of th®0d<9 before the recurrent
crises in EDEs. It fell to 11.3% during 2002-07 aaghin to less than 10%
during 2010-13.

Chart 4. Inward FDI Investment in EDEs
Ratio of FDI Flows to FDI Stock®er cent)
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Source UNCTADstats.

For EDEs as a whole, on average, annual inflowSif exceed income
payments on FDI stocks. However, there are coraidielinter-country varia-
tions.
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Table 3. Net Transfers on FDI in Selected EDEs
Ratio of Cumulative Profit Payments to Cumulatin@l F
Inflows: 2000-2013

Ranking | Country Ratio Country Ratio Country  Ratio
1 Algeria 3.09 10|Congo, Republic of 1.117 19| Colombia 0.83
2 Nigeria 2.09 11|Pnhilippines 1.0T1 20| Zambia 0.73
3 Malaysia 1.73 12|Indonesia 1.0 21|China 0.52
4 Thailand 1.54 13| Chile 1.04 22|India 0.49
5 Singapore 1.4B 14 Russian Federation 0.99 23| Brazil 0.43
6 Libya 1.38 15| Tunisia 0.9 24| Mexico 0.40
7 Cote d'lvoire 1.3]1 16|Sudan 0.92 25|Kenya 0.39
8 Peru 1.21 17|Argentina 0.90 26| Egypt 0.39
9 South Africa 1.2¢ 18|Korea 0.84 27| Turkey 0.18

Source: IMF BOP.

Note: For 2000-2004, data are based on BPM5, and, f25-2013, on BPM6.
Indonesia: 2003-2013; Peru: 2007-2013; Thailan@122012; Algeria: 2005-2013;
Congo: 2000-2007; Cote d'lvoire: 2000-2010; Lib3@00-2010; Singapore: esti-
mates for 2002-12 based on national data; Sud&2-2013.

This is shown in Table 3 in terms of a comparisbewnulative income
payments on the stock of FDI with cumulative inflowver 2000-13 for a
number of EDEs, including major recipients of FBIHalf of the countries in
the table, total income payments exceeded totalinBaws over that period.
Two African oil exporters top the list in termsmégative net transfefsThey
are followed by three Southeast Asian countriesridaed extensively on FDI
from the early stages of their development. By @stf the ratio of profit
remittances to new inflows is low in countries theteived large inflows of
FDI relative to the initial stock in the more retegmriod, including Brazil,
China, and Turkey.

Of countries with negative net transfers, Malaysa a long history of in-
volvement with TNCs, often cited in the 1990s asgample of how to sus-
tain rapid growth by attracting sizable inflows @fport-oriented FDI. On
both a per-capita basis and relative to GDP, it bad of the biggest FDI
stocks and flows in the developing world in the (9@UNCTAD TDR, 1997,
Table 32). However, the momentum could not be ra@ietl, and the country
saw its FDI plummet in the new millennium (Chart &) the back of the
emergence of low-cost venues further afield and asnsequence of its fail-
ure to upgrade rapidly; at the same time, incorarsfiers on FDI stock kept

8 According to Sumneet al. (2009, p. 3), in “sub-Saharan Africa, up to 90%6fl inflows
are lost in profit repatriation.” However, sincedmn firms in the primary sector are highly
export-oriented, their current-account impact, uised in the subsequent section, is still posi-
tive.
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up with full force? In Malaysia, manufactures no longer dominate expor
earnings, if measured in value-added terms, simeg lhave much higher im-
port content than commodities (Akylz, 2012).

China, as a major recipient of FDI, still maintamsigh level of FDI in-
flows as a proportion of its inward FDI stock, ratly in comparison with
Malaysia but also the rest of the developing wd¢@tiart 5). However, such
funds movements have been falling relative to tieeks This suggests that
profit opportunities for foreign investors in lakiotensive sectors and pro-
cesses for production for markets abroad are rgnairt. To avoid a sharp
drop in FDI inflows of the kind experienced by Mgda, higher value-added
sectors in China should become attractive to forenyestors, and this de-
pends largely on its success in industrial upgadin

Some countries with negative net transfers, sudNigeria, Algeria, Ma-
laysia, and Libya, have had relatively comfortatskede surpluses in recent
years to help them meet negative net transfersin But these surpluses
have been falling rapidly following the end of tt@mmodity boom, resulting
in deterioration in the current account. In Malayand Nigeria, the current-
account surplus collapsed, falling from double-diigjures during 2006-08 to
2-3% in 2015. In Libya and Algeria, the impresssegpluses of earlier years
have already disappeared, and these countriesoargumning yawning cur-
rent-account deficits. Most of the others with rieganet transfers in Table 3
also run deficits on trade in goods and servicéss eans that they need to
rely on reserves or borrow abroad or attract higohatile portfolio inflows in
order to balance their external accounts. If resgiprove inadequate, and
international lending and investment are cut b#ody can then face liquidity
problems due to the big income outflows on thelstdd=DI.

In addition to officially recorded income transfefdNCs are known to be
extensively involved in illicit financial outflow$rom EDEs through such
practices as tax evasion, trade mis-pricing, aadsfer pricing® Various
estimates show that these account for the bulkiat butflows from EDEs.
According to a recent report by a panel chairedh®y former president of
South Africa, Thambo Mbeki, the continent has blesing $50-60 billion per
year in illicit financial outflows in recent yeafd NECA, 2014).

° Malaysia also ran negative net transfers in the 1880s, but, in the 1990s, FDI inflows

accelerated significantly, exceeding income paysientthe stock — see Woodward (2001,
Chapter 11).

A factor contributing to tax avoidance is doutdedtion agreements promoted by countries
such as Switzerland, which often commit EDEs to leithholding tax rates (in order to
create more favorable conditions for their investam exchange for greater help with track-
ing tax evaders; see Bonanomi and Meyer-Nandi (2013)

10
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Chart 5. FDI Inflows and Stocks in China and Malaysa
Ratio of FDI Flows to FDI StockPer cent)
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About 60% of this originates from the activitieslafge foreign companies
that operate in Africa, mostly in sectors such iggpoecious metals and min-
erals, and ores. This is equal to three-quarterthefFDI that the continent
receives annually. If this is added to recordedipremittances by TNCs,
then the region would go into the red in net trarsbn FDI.

5.2. Trade and income transfers by TNCs

A broader measure of the impact of FDI on the ladanf-payments in-
corporates exports and imports of foreign-owneghgiin addition to income
transfers. The initial inflow of FDI for greenfielshvestment often entails
imports of capital goods required to install praidlut capacity, but these are
financed by the inflow of FDI. In fact, since paftthe goods and services
needed to install production capacity would be pred locally, the overall
payment impact would be positive.

The subsequent impact of foreign firms on the traalance depends not
only on their imports and exports, but also thdfea on the imports and
exports in the economy as a whole through supptirelemand linkages and
macroeconomic channels. A full account of the impafcFDI on imports
would require identification of not only direct imgs by the corporations
concerned but also the indirect imports embodiethéngoods and services
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locally procured. Foreign entities may also gereefatport-substitution ef-
fects or can facilitate or impede exports by thasal counterparts. However,
most empirical studies on the balance-of-paymantsact of FDI do not ex-
plicitly account for such indirect effects and kpikrs.

The debate over the balance-of-payments impacbbhis often focussed
on the distinction between traded and non-tradetbse FDI in non-traded
sectors clearly leads to a net outflow of foreigohange because it does not
generate export earnings (or import substitutiar)dowers imports and prof-
it remittances. Services are traditionally consdea non-tradable sector.
However, the tradability of services has been edpanrapidly. In the past
three decades, international trade in commercialics has grown faster
than the trade in goods. They now account for albdgzproportion of the ex-
port earnings of some EDES, such as India, wheldd-fdund to have great-
ly contributed to the breakout of services exptirese (Saleena, 2013).

However, despite their increased tradability, matthe services sector is
still non-traded. This implies thateteris paribusa shift in the composition
of FDI from primary and manufacturing sectors todgaservices could be
expected to exacerbate its overall trade-balangadin Indeed, such a shift
had already started in the 1990s but acceleratdgeinew millennium. In the
early 1990s, services had accounted for some 45%talf FDI inflows to
EDEs, and this proportion averaged almost 60% du?i®10-12 (Chart 6).
During the same period, the share of manufactunntptal FDI inflows to
EDEs fell from 36% to 27%, while the primary secémjoyed a small gain,
thanks to the commodity boom that started in thiy g@ars of the new mil-
lennium. If China is excluded, the increase in share of services and the
decline in manufacturing in FDI inflows to EDEs aneich more pronounced.

On the other hand, the decline in the share of fiaatwring in total FDI
has been linked to a fundamental change in theeaatuoreign investment in
that sector. While earlier FDI flows into manufaatg were mainly motivat-
ed by attempts to overcome barriers to trade avmhiad establishing similar
plants across countries, recently this horizontatlpction structure has been
more and more replaced by a vertical structuregdesi “to slice up the value
chain” through international production network#isT shift in the composi-
tion of FDI in manufacturing can be expected toriowe its contribution to
the balance of payments.

In discussing the impact of FDI on the current actpwe should distin-
guish between inward-oriented and outward-oriefBdl rather than traded
and non-traded sectors. This applies to all seefisary, manufacturing,
and services--though to different degrees. Inwarehted foreign outfits sell
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Chart 6. FDI inflows to EDEs by Sector and Industry
1990-1992 and 2010-201(Per cent of total FDI inflows)
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mainly in the domestic market, while the principatlets of outward-oriented
TNCs are abroad. Foreign manufacturers establifbrethriff-jumping and
market-seeking purposes fall into the former categmd often account for
more imports than exports. This is also true fostnthough not all, foreign
investment in services.

By contrast, foreign firms in natural resourcestsas those in most parts
of Africa, are generally outward oriented. Domestades constitute a tiny
proportion of their total production, and they gexte more exports than im-
ports. Thus, their impact on the balance-of-paysdands to be positive.
Operations connected to international productiotwaeks established and
controlled by TNCs for supplying consumer manufeetuto global markets
are also outward oriented, but their domestic satesunt for a greater pro-
portion of total production than is typically thase for foreign firms active in
primary sectors. Outward-oriented firms establisledExport Processing
Zones (EPZ) also sell a very large proportion efrtbroduction abroad.

Production by foreign businesses is generally nimort intensive than
that of local firms. There is also evidence thablyhforeign-owned compa-
nies are more import intensive than joint-ventuslalishments. On the other
hand, in countries closely integrated into inteioval production networks,
such as China, Southeast Asian EDEs, and Mexieoavkrage import inten-
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sity or foreign value-added content of exportsighbr than those that are not
so closely connected to such networks, such asilBrad most other Latin
American countries, South Africa, India, Russiaj aarkey (Koopmaret al,
2010; Koopmaret al, 2012; Akyuz, 2011b). In the former cases, an im-
portant part of the domestic value-added is absbhyethe profits of TNCs,
which often enjoy tax concessions. This proport@astimated to have been
around three-quarters of value-added in the Chimag®ert sector (Akylz,
2011a).

The impact of fully inward-oriented foreign firms the current account is
negative, while their contribution to GDP and GMries inversely with their
imports and profits. Even when exports by thesami@ations meet their im-
port bill, the impact on the current account wolkdnegative because of prof-
it remittances. To stop such firms from runningreat-account deficits, it
would be necessary to raise their exports withomiroensurate increases in
the import content of production.

The contribution of outward-oriented foreign cormions to GDP and
GNI tends to be lower than that of inward-orienfieths because of their high
import intensity. But their impact on the curremiceunt could be superior
given their pronounced export orientation. This ngethat there may be no
one-to-one correspondence between the export pmafare of TNCs and
their contribution to domestic income. Indeed, samoantries closely linked
to international production networks in manufactgriare known to have
widened their shares of world manufactured expaithout commensurate
increases in their shares in world value-added amufacturing. This hap-
pened in Mexico in the 1990s. After NAFTA, Mexic@gbare in world manu-
factured exports moved up, while its ranking in Mfananufacturing value-
added dropped. This happened because as high-elquontalue-added firms
in maquiladoras expanded, the traditional industweéh high value-added but
low exports withered (UNCTAD TDR, 2002 and TDR, 2D0

Often, outward-oriented foreign firms establishadeiPZs have few sup-
ply-and-demand linkages with the economy other tiaough employment.
They promise no significant dynamic benefits, anelirt contribution to the
current account is mainly confined to wage paymesitice such arrange-
ments often include tax and tariff concessions.irTingact is quite similar to
that of remittances from migrant workers abroadweler, since public in-
vestment would be required to establish a zonefaditegn-exchange surplus
generated by these investors may not justify tlsésdacurred.

The main policy challenge for those EDEs that ame pf the international
production networks in manufactures is to get nafr@ contribution from
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their foreign “partners” to the balance-of-paymertsployment, and domes-
tic value-added; their strategy, however, shoulddeduce the import con-
tent of the foreigners’ production, not increaseirttexport orientation. This
would mean import substitution; that is, moving iapthe value chain and
replacing imported high-value parts and componeuitis domestic produc-
tion.

The impact of FDI on the current account naturdiypends on the type of
investment as well as the policies affecting immanitent and the export ori-
entation of foreign firms. That FDI would have agagve impact in countries
where it is concentrated in areas with little orexport activity is incontro-
vertible. However, the discussions above suggext tths may also be the
case even in countries with a strong presence @drexriented foreign cor-
porations, as a result of their high import intgnaind profit remittances.

This appears to be what happened in several SaithAse@an EDES closely
connected to international production networks ianaofacturing. Jansen
(1995) simulated a model for Thailand for 1987-18® Assesdnter alia, the
impact of FDI on the balance-of-payments (see dNETAD WIR, 1997). It
turned out that while FDI had fueled much of thpamsion of exports it had
also led to a hike in imports as well as royaltyl inense fees and profit re-
mittances. About 90% of all machinery and equipmesed for foreign in-
vestment projects and 50% of raw materials arenaestid to have been im-
ported. From the mid-1980s until 1991-92, expodsagoercentage of GDP
rose from 29% to 36%, while imports powered aheathf25% to 40%. All
of this swelled the current-account deficit morarthhe crest in FDI inflows
and contributed to the build-up of external delat tbulminated in the 1997
crisis.

A study of Malaysia also estimated that the impafcforeign direct in-
vestment on the current account, including theahiimports associated with
FDI inflows, was negative in every year during 198®2, and this was offset
by FDI inflows in only four years (Eng, 1998). Acding to another estimate,
the FDI-related current account continued to biiaéred also during 1993-96
(Woodward, 2001). Putting all these together, pegys that throughout the
entire period 1980-1996, the impact of FDI on therent account in Malaysia
was negative in every year, with new FDI inflowstaéng or exceeding
these deficits in only five years.

There is also evidence from other countries withrge contingent of out-
ward-oriented foreign players in the services amghufacturing sectors. India
is one of them. As noted, FDI has been centrahéosuccessful performance
of its services exports. Still, the overall impa€tFDI on the Indian current



28 Ekonomi-tek Volume / Cilt: 4 No: 1 January / Ocal 20

account appears to have been negative in the 1@BT-period (Sarode,
2012). Another estimate comes from Indonesia, dnidetop recipients of
FDI inflows among EDEs (Dhanani and Hasnain, 20@)ring 1990-96,

FDI accounted for a quarter of manufacturing preiducin Indonesia. How-

ever, foreign companies imported 55% of raw malerand intermediate
goods; this was more than double that of domestidycers. Overall, FDI

actually hurt the balance of payments and congithtib the persistent deficits
in manufacturing due to the foreigners’ high praggnto import production

inputs.

China’s experience as a top recipient of exporragd FDI reveals sever-
al interesting features and lessons for countriastiwg to be a part of the
international production networks, which have bestablished and are con-
trolled by TNCs from AEs. It was estimated by UNAYAWIR, 1997, Chap-
ter 1l) that the trade balance of foreign affiletén China was negative
throughout 1994-1996. Adding payments of directestment income, this
meant even a larger deficit in the current accodotvever, these were more
than covered by new inflows of FDI as China had rg@é as the number-one
recipient of FDI in the developing world in the 189 The trade deficits of
foreign firms reflected those in the non-processtrades since export-
oriented operators in the processing trade geregrewing surpluses as a
result of declines in their import intensity. Hoveeythe import intensity of
these firms was still higher than that of localsvecin the processing trade —
78% compared to 66%.

More recent research, based on input-output dateaacounting for indi-
rect as well as direct import content, indicates the average import intensi-
ty of Chinese exports has declined in the new mililem. In processing ex-
ports where foreign firms are dominant, China hesnbshifting from simple
assembly of foreign parts and components towar@satipns with greater
domestic inputs, thereby raising the domestic vallded content. According
to an estimate, the share of foreign value-adddchina’s processing exports
tumbled from 79% in 1997 to 62.7% in 2007, andtntotal manufactured
exports from 50% to 40% (Koopmahal, 2012).

This resulted in a huge improvement in the tradanuz of foreign affili-
ates in China in the new millennium. Indeed, expbnt foreign-funded cor-
porations, including wholly foreign-owned and jeurgnture institutions, con-
stantly exceeded imports after 2000 (Table 4). imegpayments on direct
investment also rose rapidly, but the trade surgkrserated by foreign firms
was large enough to finance these until 2010. Sthae year, the current-
account balance of foreign affiliates in China admegative, with income
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payments exceeding the portion of the trade sumpdunerated by them. This
implies that, unless the import intensity of foregffiliates is slashed, China

Table 4. Foreign-funded Enterprises in China
(Billions of US dollars)

2000 2005 2006 2007 2008 2009 2010 2011 2012 2013

1. Imports 117.3 387.5 472.5 559.8 619.4 5454 7384 8647 8715 8746
2. Exports 119.4 444.2 563.8 6954 790.5 672.1 862.2 9952 1022.6 1043.7
3. Trade balance 22 567 913 1356 171.1 126.7 123.8 1306 151.1 169.1
4. FDI Income payments 202 476 495 619 726 1059 159.6 204.5 171.8 206.4
5. Current-account impact -18.0 9.1 418 737 984 20.7 -358 -73.9 -20.7 -37.2
6. FDI inflows 384 111.2 1333 1694 186.8 167.1 273.0 331.6 295.6 347.8

Source National Bureau of Statistics of China and IR&lance of Payments Statis-
tics database

could face growing current-account deficits causgdhem as income pay-
ments on the stock of FDI moutit.

As in the 1990s, FDI inflows have been strong ehdiogneet the foreign-
exchange shortfalls generated by foreign affiliate€hina in recent years.
However, closing the gap with more and more FDloin§ would be very
much like Ponzi financing, whereby existing liatils are met by incurring
new liabilities. It is true that currently Chinaetonot need new FDI inflows
to pay for the existing ones. Despite growing inegmayments on FDI stock,
China has been running a current-account surgiasks to the strong export
performance of its local firms. However, althoughas a positive net interna-
tional asset position (Akytz, 2014), it has beerthia red in investment in-
come — since 2000, income paid by China on alligoréabilities, including
debt and equities, has exceeded the income receinedll foreign assets
held—in every year except 2007-08. Its outward Bidick has reached al-
most two-thirds of its inward FDI stock, but incomenerated by FDI assets
has been less than 15% of the income paid on Ebilities.

It is not clear if China can keep running surplusedts current account.
Its surplus has already declined, from a peak &b B® GDP in 2007 to less
than 2% in 2013-14. There is wide agreement that&Cheeds to up its share
of private consumption in GDP in order to sustam axceptable pace of
growth. If consumption starts rising faster thamentcomponents of aggregate

11 An earlier study of the dynamic effect of FDI dretbalance-of-payments in China conclud-
ed that as more companies come in, China’s curtuat could turn from a surplus to a
deficit; see Yao and Fan (2004).
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demand, its trade surplus can shrink rapidly ang enen fall below the
amount equal to net investment income paymentsadbtbereby leading to a
deficit on the current account. Thus, a viabletsga for China would be to
continue to reduce the import intensity of its expoprimarily by foreign
affiliates.

Recent evidence suggests that import substitutidbhina’s export indus-
tries has been continuing with full force since thmisis, and this is a main
factor in the slowdown in global trade. For theffitime in over four decades,
international trade grew more slowly than worlddnme during 2012-13. It is
argued that this cannot be explained by cyclicatdis alone, such as the
Eurozone crisis. The link between trade and incgnosvth is seen to have
been undergoing a structural change since thescwgih income growth gen-
erating slower expansion of trade than in the pastording to this analysis,
the changing relationship between world trade aicdrne “is driven primari-
ly by changes in supply-chain trade in the two éstgrading economies, the
United States and China ... [and] is reflected imalhif the share of Chinese
imports of parts and components in total exportsiciv decreased from its
peak of 60% in the mid-1990s to the current shdrabmut 35%"” (Con-
stantinescwet al, 2014, pp. 40-41). Thus, in China, a larger prtporof
effective demand, both domestic and foreign, is noat by domestic produc-
tion rather than imports as many activities thavmusly involved cross-
border movement of goods are now taking place witiational borders.

There can be little doubt that FDI should not badgjed on the basis of its
balance-of-payments impact alone. It may yield othenefits even when it
has a negative contribution to the current accosunth as easier access to
markets abroad and positive spillovers to the oéshe economy. However,
these benefits should be carefully weighed agaimestcosts inflicted by the
deficits of the foreign investors. These costs loamguite onerous in a forex-
constrained economy. Deficits run by the foreigmpooate community can
reduce the volume of imports of capital and intediage goods needed to
operate and add to existing productive capacigreiy depressing economic
activity and lowering aggregate employment, evethése firms themselves
employ a relatively large number of local workeFs. avoid these outcomes,
the country would need to borrow internationallyonder to meet the current-
account deficits generated by the foreign firms.

If the impact of FDI on the current account is naga and foreign firms
bring no significant spillovers and externalitiganight be preferable to bor-
row the money and make the investment domesticather than rely on FDI.
This is because the rate of return on FDI is mughér than borrowing costs,
estimated at close to 20% for a sample of EDEs 4@85-98 (Lehmann,
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2002). It is true that income payments on FDI depen the profitability of
enterprises and, unlike debt, no payment woulchibelved unless profits are
generated. But this also means that the host gowatuld be writing a “blank
check” (Woodward, 2001, p. 144), which could evafijuentail significant
transfers of resources. Thus, it might be cheaperake the same investment
with borrowed money.

6. Spillovers, Growth, and Structural Change

TNCs from more advanced economies enjoy certaialihjies and own
firm-specific tangible and intangible assets thiatimguish them from their
competitors. They take these assets to the EDtich they invest, but they
would be reluctant to pass their competencies lmuia enterprises since that
would reduce the rent they can earn. Furthermbeecbmpetitive advantage
they have can also damage local industry. Delibbraind carefully designed
policies are needed both to prevent potential adveffects of TNCs on the
host economy and to promote positive spillovers. this, it is important to
correctly identify the capabilities of foreign coapes, the channels through
which they could stimulate growth and structurahrode, and the policies
needed to deploy them.

There is a vast literature on the capabilities @mdpetencies of TNCs from
more advanced countries and the nature, chanmelseféects of spillovers to
the local economy in host countries (Kumar, 2003jikft al.,2012; Forte and
Moura, 2013; Danakadt al.,2014). In this context, FDI is seen not so much as
a flow of capital but as one of advanced technolagg management skills —
the two key determinants of their superior proditgti In addition, these firms
also enjoy better access to global markets beazfutteir close linkages. Ex-
porting and international procurement are easidri@ss costly to them than to
local corporations. They often have the advantdge lorand image, and this
helps them not only in marketing goods and sernfizgsalso in attracting the
best talents. They also have easier access toatitamal financial markets and
better credit ratings, and this gives them a sicguift cost advantage.

The main channels through which technological epdts from TNCs to
the economies of host countries occur include coitnpe imitation, demon-
stration, and labor turnover. However, the impachot always benign. The
high productivity and competition they bring cotidlp improve the efficien-
cy of local businesses, but these can also blotly ef the latter into high-
value production lines or drive them out of busmeékhey can prevent rather
than promote infant-industry learning unless tteals are supported and pro-
tected by tailor made policies. Local firms canrteand imitate more easily
when their foreign competitors establish forward @ackward linkages with
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them instead of relying on linkages abroad. Dorodstkages are also essen-
tial for the integration of local firms into theaidal market. Foreign affiliates
can have a notable impact on industrial structfitbdy invest in relatively
technology-intensive industries and relocate sofmiar R&D activities to
host countries, but this may not be the most bl option for them. Again,
they can help improve the skill profile and thedkef technical knowledge in
the host country by employing and training locakkess--but not so much if
they focus on labor-intensive sectors or imporotaddong with capital.

For all these reasons, there can be no generalizegparding the impact
of FDI on capital formation, technological progreesonomic growth, and
structural change. Indeed, there is no conclusideace to support the myth
that FDI makes a major contribution to growth. Tisisemphatically put by
Caves (1996, p. 237): “The relationship between.@f’s stock of foreign
investment and its subsequent economic growtimatter on which we total-
ly lack trustworthy conclusions.” What is estabéishby most studies is that
the effect of FDI depends on a host of other véemkhat are endogenous to
the growth process. Positive spillovers from fone@pmpanies can become
marked only when there is already in place an gpat level of local capa-
bilities. Even then, policy in host countries iswtal to generating the condi-
tions needed to secure positive spillovers.

There is considerable diversity in the extent taclWhEDESs have been re-
lying on FDI for industrialization and developmeBuccessful examples are
found not necessarily among EDEs that attractecera@1, but among those
that exploited it for purposes of national indwtipolicy that was itself de-
signed to shape the evolution of specific industvigh the goal of accelerat-
ing industrialization and growth. In fact, the wideging presence of foreign
corporations could well be a sign of weakness digienous capabilities.

Both cross-country and case studies show thateveral instances, per-
formance requirements imposed on FDI made a pestiintribution to vari-
ous development objectives without discouraging fid received? East
Asian EDEs have generally been more successfutracting and using FDI
for industrialization than countries at similar éév of development elsewhere.
However, there is much diversity among them in él&ent to which they
have relied on FDI as well as in the policies pacs@JNCTAD TDR, 1994
and 1996).

Among the first-tier newly industrializing economi¢NIEs), Korea and
Taiwan relied on FDI much less than Singapore aodg-Kong—or, for that

12 0On the theoretical issues involved and empirigalence, see a number of essays in Kozul-
Wright and Rowthorn (1998), Kumar (2005), and Ragkl5).
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matter, the second-tier NIEs, notably China, Maklyand Thailand. As in
Japan, they focussed on promoting indigenous eigegpand local techno-
logical capabilities, using FDI only in targeteddirstries alongside other
forms of technology transfer, such as reverse eeging, import of capital
goods, and technology licensing. They also usegirai equipment manufac-
turers (OEM) to induce foreign investors to sup@ghnological information
and integrate local enterprises into internationatkets. Strong support was
provided to R&D to help adapt and improve impottechnology.

FDI regimes in Korea and Taiwan were restrictivel aelective, and do-
mestic policies were highly interventionist, pautarly during the catching-up
period. Licensing agreements were tightly contohliend imported technolo-
gies were closely screened to promote domestioitggar Local firms were
nurtured to compete with TNCs and reduce dependendbem, particularly
in Korea. Foreign ownership was restricted in éersectors, and joint ven-
tures rather than wholly foreign-owned enterprisgge promoted. Local-
content agreements were set up in many localespmigt for balance-of-
payments reasons, but also to foster linkages ddtimestic suppliers and
hence facilitate diffusion of technology and mamaget skills. Managerial
and technical assistance and training of engireesigechnicians were part of
the contracts with foreign companies, especialbgéhfrom Japan.

Although both Hong Kong and Singapore relied hgaeih FDI, there
were important differences in the policies pursaad therefore the contribu-
tion of FDI to industrialization. While Hong Konglfowed a laissez-faire
policy towards FDI, Singapore targeted specificustdes for support, offer-
ing incentives and imposing restrictions. In Hongnl§, FDI helped to estab-
lish a low-skill industrial base, but brought ktupgrading. Its lack of indus-
trial depth and massive deindustrialization thad@tin sharp contrast to the
rapid upgrading and industrial success of Singapore

Among the second tier-NIEs, Malaysia and Thailaadehfollowed a lib-
eral approach towards FDI, allowing fully-owned€dign subsidiaries. How-
ever, after initial success in establishing assgnustries, they have not
been able to develop a diversified manufacturingeband reduce their de-
pendence on imported capital and intermediate goBgscontrast, China’s
FDI regime has been more restrictive, with highiterventionist policies. It
started like Malaysia and Thailand, combining Idilled assembly activities
with high-technology imported parts, but it thenved more vigorously in
upgrading and reducing the foreign value-addedsiprioduction and exports,
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as noted abovE. However, while it has moved faster than all late-
industrializers over the past three decades, imaduthe first-tier NIEs, it still
has a long way to go to catch up with the proditgtilevels and industrial
sophistication of indigenous companies, not onlyyapan but also in Korea
(Zhu, 2012).

7. Multilateral and Bilateral Constraints on Investment Policy

The experience strongly suggests that policy ietetiens would be neces-
sary to contain the adverse effects of FDI on &tgbthe balance of pay-
ments, capital accumulation, and industrial develept and to activate its
potential benefits. However, policy options in EDiEzve been increasingly
circumscribed in the past three decades as intenahtcapital and TNCs
have gained more and more space to maneuver. @leteo main sources of
constraints on national policy in this area: matgfal rules and obligations in
the WTO regarding investment policies, and commitisi@indertaken in in-
vestment and trade agreements signed with hometresirof investors in
EDEs. Although there is considerable diversityha bbligations contained in
various BITs, the constraints they entail are bdngnincreasingly tighter
than those imposed by the WTO regime.

There are two main sources of WTO disciplines ae$timent-related pol-
icies: the Agreement on TRIMs and specific commiitaemade in the con-
text of GATS negotiations for the commercial presenf foreign enterprises
(the so-called mode 3) in the services sectoradhitition to these, a number
of other agreements provide for limits, directlyindirectly, on investment-
related policies, such as the prohibition of inmeett subsidies linked to ex-
port performance in the Agreement on Subsidies @ulintervailing
Measures.

The TRIMs agreement does not refer to foreign itnaest as such but to
investment generall{f. It effectively prohibits attaching conditions taoviest-
ment in violation of the national treatment prideipr quantitative restrictions
in the context of investment measures. The mosbitapt provisions relate to
the prohibition of (1) domestic-content requirensenthereby an investor is
compelled or provided an incentive to use domdstiproduced rather than
imported products; and (2) foreign-trade- or foregxchange-balancing re-
guirements linking imports by an investor to itpex earnings or to the for-

13 Exports of Southeast Asian NIEs, including Malaysihailand, and Vietnam, have higher
import content than exports of China; see Akyiiz (201

14 This is provided by a subsequent interpretation pgnel on a TRIMs dispute; for a detailed
discussion, see Das (1999, chap. 3.6) and Bor&]200
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eign-exchange inflows attributable to investmeny. ddntrast, in TRIMs or
the WTO more broadly, there are no rules restgctieggar-thy-neighbor
investment incentives offered by recipient coustribat are equally trade
distorting. Such incentives provide an effectivéssdy to foreign investors
and can influence investment and trade flows ashnasc domestic-content
requirements or export subsidies, particularly siacgrowing proportion of
world trade is taking place among firms thrown tbge via international
production networks that are controlled by TNCsrtiau, 2002).

The obligations under TRIMs may not greatly affée countries rich in
natural resources, notably minerals, in their earitages of development.
FDI in mineral resources is generally capital istea, and countries at such
stages depend almost fully on foreign technology larow-how in extractive
industries; they also lack capital-goods industridgkages with domestic
industries are usually weak, and output is almalt Exported. The domestic
content of production by foreign companies is maiiinited to labor and
some intermediate inputs. The main challenge is toopush local processing
S0 as to increase domestic value-added. However, towe, restrictions on
domestic-content requirements can reinforce theoliece-curse syndrome,”
as the country wants to undergird resource-basdgsiries, to transfer tech-
nology to local firms, and to establish backward &mrward linkages with
them.

Restrictions on domestic-content requirements aréicplarly a concern
for investors in manufacturing in countries at intediate stages of industrial-
ization, especially in the automotive and electrsrindustries — the two key
sectors where they were successfully applied it Bag. As noted, most
industries in EDEs that are part of internationeddpiction networks have
high import content in technology-intensive pars aomponents, while their
domestic value-added mainly consists of wages todlidcal workers. Raising
domestic content would not only improve the balaoiepayments but also
constitute a pivotal step in industrial upgradifgstrictions on domestic-
content requirements would thus limit transferexfiinology and import sub-
stitution in industries that are connected to mdgional production networks.

However, TRIMs' provisions leave certain flexikigis that could give
EDEs the room to move in order to multiply the daadrom FDI. First, the
domestic content of industrial production by TNEsbt independent of the
tariff regime. Other things being equal, low tegitind high duty drawbacks
encourage high import content. Thus, it should desible to use tariffs as a
substitute for quantity limits on imports by TNCéen they are unbound in
the WTO or bound at sufficiently high levels. Sianly, in resource rich coun-
tries, export taxes can be wielded to discouragers of unprocessed miner-
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als and agricultural commodities as long as theytiooe to remain unre-
stricted by the WTO regime.

Second, as long as there are no commitments fastrioted market ac-
cess to foreign investors, the constraints presdriy the TRIMs agreement
could be overcome by tying the entry of foreigndstors to the production of
particular goods. For instance, a foreign enteepmigyy be issued a license for
an automotive assembly plant only if it simultangglestablishes a plant to
produce the engines, gearboxes, or electronic coerge for the cars. Simi-
larly, licenses for a computer assembly plant cdaélanade conditional on the
establishment of a facility for manufacturing intetgd circuits and chips.
Such measures would raise the domestic value-aalugaet export earnings
of TNCs and not contravene the provisions of théVis&Ragreement.

Third, there might be export-performance requiraimavithout reference
to imports by investors as part of entry conditifarsforeign enterprises. This
would not contravene the TRIMs agreement sinceoitild/ not be restricting
trade (Bora, 2002, p. 177). Finally, the TRIMs magidoes not prevent gov-
ernments from demanding joint ventures with loa#kgorises or local own-
ership of a certain proportion of the equity ofeign enterprises. In reality,
many of these conditions appear to be resortedy tmdustrial countries in
one form or another (Weiss, 2005).

Since the TRIMs agreement applies only to tradgoods, local procure-
ment of services, such as banking, insurance, randgort, can also be set as
part of entry conditions for foreign companies ider to help develop nation-
al capabilities in the services sectors. Howevas, would be possible only as
long as EDEs continue to have discretion in regujaticcess of TNCs to
services sectors. The existing GATS regime provinessiderable flexibility
in this respect, including for performance requieets. However, the kind of
changes in the modalities of GATS sought by AEsluiing the prohibition
of pre-establishment conditions and the applicamdmational treatment,
could shrink EDESs’ latitude in policymaking a lotone than the TRIMs
agreement?

The constraints exerted by most BITs signed innmegears on policy op-
tions in host countries go well beyond the TRIMseggnent when one exam-
ines the wide-ranging provisions in favor of inast These include broad
definitions of investment and investor, the freensfer of capital, rights to
establishment, the national treatment and the faested-nation (MFN)

!5 Cho and Dubash (2005) discuss the implication op#dg national treatment in GATS in
relation to the electricity sector, while Rasiah@2Pprovides an illustrative account of poli-
cymaking in Malaysia.
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clauses, fair and equitable treatment, protectomfdirect and indirect ex-
propriation, and prohibition of performance reqments (Bernasconi-
Osterwaldetet al, 2012). Furthermore, the reach of BITs has be¢ended,
thanks to the use of the so-called SPRdany BITs also provide unrestricted
arbitration, freeing foreign investors from theightion of having to exhaust
local legal remedies in disputes with host couattiefore seeking interna-
tional arbitration. This, together with a lack ddirity in treaty provisions, has
resulted in the emergence of arbitral tribunaldaasnakers in international
investment. These tend to provide expansive ingéafions of investment
provisions, thereby constraining policy further anflicting costs on host
countries (Bernasconi-Osterwaldetr al, 2012; Eberhardt and Olivet, 2012;
UNCTAD TDR, 2014).

While in TRIMs investment is a production-basedaapt, BITs generally
incorporate an asset-based concept of investmdmther the assets owned
by the investor are deployed for the productiongobds and services, or
simply held with the prospect of income and/or tapgain. This is largely
because BITs are fashioned by corporate perspsctiven though they are
signed among governments. Typically, agreementpragared by the home
countries of TNCs and offered to EDEs for signatlifeey include a broad
range of tangible and intangible assets, suctxad4income claims, portfolio
equities, financial derivatives, intellectual pragerights, and business con-
cessions, as well as FDI as officially defined by OECD and the IMF. This
implies that all kinds of assets owned by foreignasuld claim the same pro-
tection and guarantees independent of their natudecontribution to stability
and growth in host countries.

It also opens the door to mission creep. Investragmeements may be
granted jurisdictions by tribunals over a variefyaceas that have nothing to
do with FDI proper, further circumscribing the mglioptions of host coun-
tries. Indeed, the expansive scope of investmesiiegtion in NAFTA has
already given rise to claims that patents are @ foir investment and, on that
basis, should be protected as any other capitat,as®reby threatening the
flexibilities left in the TRIPs Agreement and aceds medicines (Correa,
2013). Similarly, there have been claims by Argdati bond holders that
such holdings should be protected as any othersimant under the Italy-

18 For example, if country A has no BIT with countrydhd a TNC from A wants to invest in
country B, it can create an affiliate in country Ghné BIT with country B and make the in-
vestment through that affiliate in order to bené&fitm the BIT between B and C. This cre-
ates “transit FDI” and leads to double-countingréported FDI figures — see UNCTAD
WIR (2014, Box I.1).
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Argentina BIT, representing an intervening in tlestructuring of sovereign
debt (Gallagher, 2012).

The combination of a broad asset-based concepivesiment and provi-
sions for free transfer of capital seriously exgoksest EDEs to financial in-
stability by precluding controls over destabiliziogpital flows. This is also
recognized by the IMF. In its Institutional View dhe Liberalization and
Management of Capital Flows, the IMF (2012) noted thumerous bilateral
and regional trade agreements and investmentdseati include provisions
that give rise to obligations on capital flows” {pa8) and "do not take into
account macroeconomic and financial stability” &5) and “do not allow
for the introduction of restrictions on capital thatvs in the event of a bal-
ance-of-payments crisis and also effectively lithg ability of signatories to
impose controls on inflows” (Note 1, Annex lll). @Hund points out that
these provisions may conflict with its recommengiaton the use of capital
controls and asks its Institutional View to be taketo account in drafting
such agreements.

Although the IMF’s Institutional View focuses majnbn regulating capi-
tal inflows to prevent build-up of financial fraiy, prohibitions in BITs re-
garding restrictions over outflows can also becameajor handicap in crisis
management. It is now widely agreed that counfaesig an external finan-
cial crisis due to an interruption of their accéssnternational capital mar-
kets, a sudden stop of capital inflows, or rapiglegon of reserves could
need temporary debt standstills and exchange dsritraorder to prevent a
financial meltdown (Akytz, 2014). However, such swas might be deemed
illegal under the “free transfer of capital” praaiss of BITSs.

Where rights of establishment are granted, thalfiities in the TRIMs
regarding the entry requirements noted above weintgply disappear. The
national-treatment clause in BITs requires hosintwes to treat foreign in-
vestors no less favorably than its own nationaksters and, in so doing,
prevents them from protecting and supporting infaduistries against mature
TNCs and bolstering domestic firms to compete vdleign affiliates. It
brings greater restrictions than national treatnetRIMs because it would
apply not to goods traded by investors but to tivestor and the investment.

Furthermore, provisions on expropriation and faid &quitable treatment
give considerable leverage to foreign affiliatexhallenging changes in tax
and regulatory standards and demanding compens&sgpecially, the con-
cept of indirect expropriation has led states tarwabout their ability to
regulate. The fair and equitable treatment oblayatias also been interpreted
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expansively by some tribunals to include the righinvestors to a stable and
predictable business environment.

The large majority of outstanding BITs do not malksy reference to per-
formance requirements of the kind discussed aldmvea growing number of
those signed in recent years incorporate expl@igm areas (Nikiema, 2014).
Some BITs go beyond TRIMs and bring additional bangerformance re-
guirements, both at pre- and post-establishmerggzh@®thers simply refer to
TRIMs without additional restrictions. Still, thisarrows the ability of gov-
ernments to move within the WTO regime, as it alamvestors to challenge
the TRIMs-compatibility of host-country actions sigle the WTO system.
This ups the risk of disputes that host countrasfece since corporations are
much more inclined to resort to investor-stateteabon than the states do in
the WTO system. The MFN clause could entail everaigr loss of policy
autonomy in all these areas, including performaegairements, by allowing
foreign investors to invoke the more favorable tsghind protection granted to
foreign investors in agreements with third-partymiies’’

While investment agreements entail a consideraids bf policy autono-
my, they do not appear to be serving the intendedgse and accelerating the
kind of FDI inflows sought by the policymakers ingdt countries. Evidence
suggests that BITs are neither necessary nor guffito bring in significant
amounts of FDI. Most EDEs are now wide open to TNNGm AEs through
unilateral liberalization or BITs or Free Trade Agments (FTAS), but only a
few are getting FDI with significant developmentahefits, and most of these
countries have no BITs with major AEs. Economedtiadies of the impact of
BITs on FDI flows are highly ambivalent. While aMef them contend that
BITs affect FDI flows, they do not examine whetB¢fFs have led to the kind
of FDI inflows that add to industrial dynamism iagt countries. The majority
of empirical studies find no link between the twéNCTAD, 2009b, Annex
and UNCTAD TDR, 2014, Annex to Chapter VI). Simijarsurvey data
show that the assessors of political risk or indeocounsel in large US corpo-
rations do not pay much attention to BITs when Wwigig in on investment
decisions (Yackee, 2010).

8. Conclusions

Unlike the philosophy inherent in the dominant @ogte ideology, FDI is
not a recipe for the rapid and sustained growthiaddstrialization of EDESs.
A hands-off approach to FDI, as to any other fofroapital, can lead to more

17 For a more detailed account of various provisiohBITs, their interpretation by tribunals,
and their impact on policymaking, see Bernascone®stlderet al (2012).
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harm than good. FDI policy needs to be embeddethenoverall industrial
strategy in order to ensure that it contributestedy to the economic dy-
namism of EDEs. The discussions above suggestagaicy lessons:

- Encourage greenfield investment but be seleativeerms of sectors
and technology;

- Encourage joint ventures rather than wholly fgnedwned affiliates in
order to accelerate learning and limit foreign colnt

- Allow M & A only if there are clear benefits teelgained in terms of
managerial skills and follow-up investments;

- Do not use FDI as a way of meeting balance-ofspays shortfalls.
The long-term impact of FDI on external payment®fien negative,
even in EDEs attracting export-oriented firms;

- Debt financing may be preferable to equity finagovhen there are no
measurable positive spillovers from FDI;

- FDI contains speculative components and genegdstabilizing im-
pulses that need to be controlled and managedatilyeother form of
international capital flows;

- No incentives should be provided to FDI withoatwring reciprocity
in benefits for industrialization and development;

- Performance requirements may be needed to spositive spillovers,
including the employment and training of local Igblmcal procure-
ment, domestic content, export targets, and relshigps with local
firms;

- Domestic firms should be nurtured to compete WitiCs;

- Linking to international production networks ongged by TNCS is not
a recipe for industrialization. It could trap theomomy in the lower
ends of the value chain.

The ability to establish policy guidelines in diese areas might be some-
what constrained by the WTO agreement on TRIMsjthatstill possible for
EDEs to encourage positive spillovers without \iolg the WTO commit-
ments. However, many of the more serious consgrar, in practice, self-
inflicted through investment and free-trade agra@sielhere are salient rea-
sons for EDEs to avoid negotiating the kind of Bpfemoted by AEs. They
need to turn their attention to improving their ariging economic fundamen-
tals rather than pinning their hopes on BITs toaatt FDI. Where commit-
ments undertaken in existing BITs seriously imghgir ability to harness
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FDI for industrialization and development, they gldobe renegotiated or
terminated, as is being done by a number of ED&) & doing so may carry
some immediate costs in its wake.
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1. Introduction

The impact of the minimum wage on employment i®atroversial topic
within the minimum-wage literature. Although a larigody of theoretical and
empirical work has been devoted to detecting amy ®ifects, no consensus
has emerged on this issue. Various theoretical fequledict different out-
comes, depending on their underlying market-strecassumptions. As for
the empirical evidence, most of which is derivemhirdeveloped countries, it
suggests that the minimum wage causes slight disgmpnt (Neumark and
Wascher, 2006). At the same time, there is a grpwody of literature on the
influence of the minimum wage over employment iveleping countries.
However, given certain typical features of thesekets, such as low en-
forcement or informal employment, as pointed outbynos (2009), one has
to view such empirical assessments as somewhat roomged (Lemos
(20009).

Those who oppose minimum-wage legislation stateahanforced lower
limit of wages that is fixed above the market-clegrdevel will lead to em-
ployment losses in a competitive labor market. lkenrnore, in an era of in-
tense economic globalization like the current dabpr-market regulations
like the minimum wage and unemployment insuran@ailshbe revamped to
allow for more labor-market flexibility (Heckman érPages, 2000). On the
other side, advocates of the minimum wage beliga¢ working conditions
are deteriorating in the wake of globalization dhd accompanying intense
competition, producing race to the bottor(Carr and Chen, 2002). This be-
ing the case, a minimum wage is seen as a desirabistributive tool to
achieve social justice. This contentious debatepnasccupied labor econo-
mists since the last century. While the relatestditure at the beginning of the
20" century relied mainly on theoretical predictiotisie-series evidence has
dominated empirical studies since the 1950s.

In this paper, we aim to investigate the employneffects of the mini-
mum wage in Turkey through the use of regional .d&fzecifically, we are
seeking to establish whether Turkey’s national mimh wage adversely af-
fects employment, against the backdrop of the redidisparities in produc-
tivity. A national minimum-wage policy that mandata payment floor is
theoretically problematic in a context of regiohaterogeneity. It might be
argued that such a policy is desirable in ordedrtee regional convergence,
thus helping disadvantaged citizens move out okepgy However, a higher
wage floor in regions with low productivity couldith employment. Moreo-
ver, evaporating job opportunities in poor regidesd to provoke internal
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migratioriL. We attempt to examine how the national minimungevaffects

the employment level in Turkey, where the goalegfional economic conver-
gence has not been achieved over the last dec&bzsc{ and Hewings,
2004). We mainly rely on the findings of Calavremal Pelek (2011), which
indicate that women and the young are overrepredeainong minimum-
wage workers. Having taken the very low labor-g#stition rate of Turkish
women into consideration, we prefer to focus ontlgoemployment as the
population of interest for this reseafch

Although a detailed review of the literature is beg the scope of this pa-
per, we provide a survey of empirical research tbhatses on developing
countries. These economies are generally charaetetyy a low level of
compliance with labor-market regulations and a Heylel of unemployment
and informal employment. Moreover, they have sefieirom a volatile mac-
roeconomic environment and financial crises (Bgazil 1998-1999, Argen-
tina 2000-2001, Turkey 2000-2001, and the gloh@aritial crisis in 2008).
As a countermeasure, labor-market reforms towaedtgr efficiency have
been discussed exhaustively by policymakers. Thenmim wage has been
front and center in these sessions, due to itsspigad existence and long
history in many developing parts of the world, swashLatin America and
Indonesia (Eyraud and Saget, 2005).

The theoretical background of the literature onellgping countries is
largely drawn from the Welch-Gramlich-Mincer TwoeSa Models (Mincer,
1976; Welch, 1976; Gramlich, 1976). The empiricabges of such countries
usually test whether an increase in the minimumenbgs had a negative
effect on employment in the covered sector andsétipe effect in the uncov-
ered sector, due to displaced workers in the formaring into the latter (Eh-
renberg and Smith, 2009). The concepts “uncoveaed’ “informal” are in-

Some policymakers suggest regionalizing the mimimeage by taking the high variation of
regional productivity into consideration. They ataihat a minimum-wage floor could harm
employment prospects of workers, particularly thimsepoor regions. See the recent report
by Seker and Kugukbayrak (2012) for a broad discussibthis issue. In their report pre-
pared for the Turkish Ministry of Development, thdgntify the potential risks of a regional
minimum wage as being “not negligible.” Thus, regibization does not seem to be an ap-
propriate tool to benefit workers in poor regions.

Many empirical studies of the minimum wage focasspecific demographic groups, such
as teenagers or young adults, and implicitly asstimaenot all workers are affected by the
minimum wage in the same way. For instance, teesagmerally represent the “low-wage
group,” whose wage depends directly on the minimeage (Sen et al., 2011).
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terchangeably applied when analyzing the relatipnbletween employment
and the minimum wage in developing nations (S&kf#}1).

Fajnzylber (2001) estimated the employment effeEthie minimum wage
in Brazil and reported negative employment elastifor low-wage workers,
which were around -0.1 and -0.25 for formal anainfal salaried workers,
respectively. The greater negative result in tHerinal sector was explained
as a reflection of the higher motivation of infodrsalaried workers to seek a
formal job. Alternatively, Fajnzylber proposed thtallowing a boost in the
minimum wage, a number of non-head-of-householdvididals may have
quit the labor market, thanks to the increasediegsnof other family mem-
bers.

Maloney and Mendez (2004) examined Colombian pdatd to evaluate
the reference role of the minimum wage in detemgjrather wages as well as
its interaction with employment levels. They fouachegative employment
effect, accompanied by a strohghthouse effecon wage distribution. How-
ever, their analysis was not able to cover therinéd sector. Montenegro and
Pagés (2005) assessed the effects of labor-magetations like the mini-
mum wage on different sub-groups in Chile, usingnae-series of cross-
sectional data sets from 1960 to 1998. Their resygherally confirmed the
standard competitive model, which predicts an abveffect of the minimum
wage on employment. Feliciano (1998) worked withegional panel data
specification for Mexico to estimate a state-varmmimum-wage effect. She
found a disemployment effect on female workers,nausignificant fallout for
the male population. Bell (1997) compared Colomdni@ Mexico between
1981 and 1987, when the real minimum wage increasdte former and
decreased in the latter. She found a significasgrdployment effect of up to
12% in Colombia. Conversely, in Mexico, where thaesl been an eroded
minimum age, the evidence did not show any sigafieeffect. Gindling and
Terrell (2009) examined the employment effect cé thinimum wage in
Honduras by studying minimum-wage variations thbetween 1990 and
2004. Their results showed that a 1% rise in th@imum wage reduced em-
ployment by 0.46% in medium and large-scale firms.

More recently, Majchrowska and Zolkiewski (2012ugbt to estimate the
employment effect of the minimum wage in Poland eodfirmed that youth
employment in that country was adversely affectgdhle minimum wage. In
the case of Indonesia, where the minimum wage vaaEo0ss provinces,
Pratomo (2011) looked at what it did to employméatsed on aggregate pro-
vincial panel data from 1989 to 2003. Although tesults did not reveal any
notable impact on total paid employment, a jumphi&e minimum wage was
found to reduce employment in the covered sectopradicted by the stand-
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ard competitive model. Another study, by Alatas &aimeron (2008), esti-
mated the sectoral employment effect of the shatckiin the Indonesian
minimum wage between 1990 and 1996 with the help méditional household
survey. They did not find a negative employmengraéffect for large com-
panies; nevertheless, they suggested that workessnall enterprises may
suffer from job losses as a result of minimum-wangeeases.

Whereas the research studies cited above repoegative follow-ups in
employment figures from the minimum wage (or inee=ain it), other empir-
ical studies failed to support these findings. Len{@009) considered the
relationship in Brazil between the minimum wage anmtployment as well as
wages; her source material was a monthly housedwicey panel from 1982
to 2000. She found no statistically significant &aationary ripples in the
employment level caused by the minimum wage. Intl@rostudy, Lemos
(2004) took various minimum-wage variables to defthe effect of a con-
stant (national) minimum wage and came up with asumble impact of the
minimum wage on the employment level in Braziliaetrapolitan regions
between the years 1982 and 2000. This led herrtolede that an increase in
the minimum wage does compress the distributiowades but does not de-
stroy that many jobs.

For their part, Hamidi and Terrell (1998) reseacctiee situation in Costa
Rica, in both the formal and informal sectors. Wiogkwith micro-data from
the 1976-92 period, they concluded that a 1% irsereéa the minimum wage
relative to the average wage led to an expansidhdrcovered sector's em-
ployment of 0.56%. They also emphasized that theitings ran counter to
the Two-Sector Models and instead supported theopsamistic approach.

In a recent study, Bhorat et al. (2013) investidatectoral minimum wag-
es and employment in South Africa. They estimaledotrobability of remain-
ing in employment with a difference-in-differencesthod. Contrary to the
predictions of the standard competitive model,rthesults did not yield any
significant negative outcome for employment in eas sectors.

The evidence from Turkey has been particularlytiehidue to insufficient
or non-available data. Papps (2012) examined th@ogment effects of in-
creases in the social-security taxes paid by engpfogs well as rises in the
minimum wage between 2002 and 2005. His resultsvetidhat higher so-
cial-security taxes had a larger negative effecthenprobability of a worker
remaining employed in the next quarter than an lesjmad increase in the
minimum wage. Using a basic time-series method,kikaz and Coban
(2006) analyzed the relationships among the mininmage, unemployment,
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and inflation between 1969 and 2006. Their respiisited to no obvious
reaction to the minimum wage on the part of thempleyment rate.

With impulse-response functions, Glven et al. (2Cddsessed the rela-
tionship between employment and the minimum wagdeuirkish manufactur-
ing over the 1969-2008 period. They, too, foundpmoof of employment
being affected by a minimum-wage change. Howevehauld be mentioned
that impulse-response functions may not be an gpite method for meas-
uring the ramifications of the minimum wage, givigs dependence on the
choice of orthogonalization (Plosser, 1982). Mareently, Baky et al. con-
sidered the Turkish minimum-wage increase of 20@lits effect on school-
enrollment rates. They employed a non-linear difiee-in-differences esti-
mation and defined low- and high-impact regionseriaer to specify treatment
and control groups. According to their results, 2004 minimum-wage hike
encouraged young people to sign up for continuishgcation, thereby reduc-
ing the labor supply. Similar to their identifioati strategy, we also rely on
the regional variation of wages in Turkey.

The rest of this paper is organized as follows. it section provides an
overview of the data and briefly discusses theorgi differences in the min-
imum wage in Turkey. The third section presentsritoelel used for an em-
pirical analysis of the effects of a national minitm wage on regional em-
ployment. The results are reported in the fourttige. Finally, the last sec-
tion summarizes our main findings and concludep#per.

2. Data and Summary Statistics

This paper is based on data coming from the Houddlabor Force Sur-
vey (HLFS). This annual report, provided by TURKSITAs an individual
and cross-sectional data set, so the intervieweatpleachanges each year.
TURKSTAT has been publishing regional data at th&TS1 (12 provinces)
and NUTS2 (26 provinces) levels since 200mhis is why 2004 is the starting
year of our research period. In total, we have @Bervations, each region
having been observed for 11 years.

Although the minimum wage is set nationally andhdsninally identical
throughout Turkey, the ratio of it to other wagesies across regions. In the
literature, the commonly used minimum-wage meascated theKaitz in-
dex is defined as the ratio of the minimum wage ®riean or median wage.
This conventional index was first formulated by #a{1970) and provides a

3 The names of these regions were determined by T®JIR in the Nomenclature of Terri-
torial Units for Statistics 2 (NUTS2), presenteddippendix A.1
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basis for measuring where the minimum wage “bitésléwer Kaitz index is
said to indicate that the minimum wage is relativ@bak and probably does
not affect a large number of employees, while adigaitz index is general-
ly associated with a higher minimum wage relatweother wages that may
harm the labor market (Rycx and Kampelmann, 2012 was borne out by
Blazquez et al., 2009. Figure 1 presents the redikaitz indexes, obtained
by dividing the nominal minimum wage by median wage 2004 and in
2014 for 26 regions of TurkeAy

Figure 1. The Kaitz Index in 2004 and in 2014 at Rgonal Level
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It should be noted that the Kaitz index is lowertlthe national average in
industrialized districts, such as 8- Kocaeli orZddiiguldak, while it is higher
than the national average in non-industrializecasrkke 13-Hatay or 26-
Mardin. Moreover, movement up or down in the Kaitdex was observed
from 2004 to 2014 in each region, decreasing slightthe aggregate. In the
last year of the research period, the minimum wagehed parity with the
median wage in two provinces: 25-Diyarbakir andMésdin.

Under these circumstances, one can assume thatati@al minimum
wage does not affect employment across regiononmiy. Although the
nominal minimum wage is standard throughout thentrgu one can investi-

4 One can use both mean and median wages as denorsirdevertheless, we keep in mind
that using the median wage instead of the mean wsagilespread in developing countries,
as it omits very high earnings (Maloney and Men@@f4). We also present the minimum
wage/mean wage ratio of the NUTS2 regions in 2G@#ia 2014 in Appendix A.2. Please
note that using mean wages instead of median wimgssnot significantly alter the ratios.



56 Ekonomi-tek Volume / Cilt: 4 No: 1 January / Ocalk 20

gate empirically the effect of the minimum wageesnployment by studying
the minimum-wage/median-wage ratio at the regitea.

We focus on the working-age population below the ag30. Even though
the youth population is usually defined more nalyaiiteen” or 25 and below),
we prefer to extend the age group. Among otherl (B&97) maintains that it
is crucial to include a wider age range than temmgouth below the age of
25 in minimum-wage studies of developing countrisigce—unlike in the
developed world—the teen population is not a plaasproxy for low-wage
workers. In Turkey, employees aged 25-29 are opezsented among work-
ers who are paid exactly or near the minimum wagmavrezo and Pelek,
2011). Moreover, this age group has the highestohinformal employment
in Turkey (Bensalem et al., 2011). We seek to edtnthe effects of the min-
imum wage not only on formal employment but alsctlos informal sector,
keeping in mind that the latter is not negligibiete Turkish labor market.

3. The Empirical Model

In order to estimate the effect of the minimum wagehe employment of
workers below 30 years of age, we use the followdamhmon specification
form:

EMP; = a + BMW; + AXi + fi + f1 + &t (1)

whereEMP; is the share of employees who are employed as e@gers
in the total youth population in regidband yeat. MW, is the variable of interest
that is supposed to capture the minimum-wage eff@etuse the Kaitz index
at the regional level as the minimum wage-variablés index was the most
preferred such variable in previous studies forailgsantage of holding key
information about the minimum wage within a singiable (Brown et al.,
1982; Blazquez et al., 2009). It summarizes thermétion about both the
level of the minimum wage compared with other waged the degree of
coverage. In addition to the variable of interes, employ a set of control
variables,X; , to capture economic cycles, the prime-aged matmploy-
ment rate—i.e., the unemployment rate of men wieoagied between 30 and
45—and the regional CPIl. We also control the supjig by adding the vari-
able of the youth population rate in regicand yeat; f; andf, are the region
and year fixed effects, respectively. Finallyjs the standard error term.

The minimum-wage literature on developing countrgsphasizes that
one has to pay patrticular attention to informal Eiyyment when researching
the employment effect of the minimum wage in thetpof the world.
(Lemos, 2009). We expand our analysis by examitirgginfluence of the
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minimum wage over formal and informal employmergasately. Consistent
with the literature, we test the predictions of t&elch-Gramlich-Mincer

Two-Sector Model. More precisely, we attempt tovearsthe following ques-
tion: does the minimum wage contribute to inforreahployment, i.e., the
employment in the uncovered sector, by propellimg displaced workers in
the covered sector into the uncovered sector?dardo empirically test this
prediction of the Two-Sector Model, once again wpky HLFS. One of the
advantages of this data set is that the respondeatsiterviewed about their
affiliation with the social-security system. Thuge can identify whether the
formal and informal employees have been registémethe social-security
system by their employers or not. This definitidnrdormal employment is

in line with precedents in the literature as wellvaith the ILO’s definition

(Kanbur, 2009; Hussmanns, 2005; Bensalem et &1)20

We estimate the ratio of formal and informal sa&dremployees who are
aged below 30 to total youth population in regi@md yeat. More formally,
the estimated equations can be specified as fallows

F_EMP =a +BMW; + AXi + fi + f + & (2)
I_EMP; = a + BMW,; + AX + fi + fi + & (3

whereF_EMP; andl_EMP; refer to the ratio of formal and informal sala-
ried employees to total individuals who are ageldwe0, respectively. The
independent variables remain the same as in Equatio

4. Results
4.1. The Effect of the Minimum Wage on Total Wage Eployment

Table 1 presents estimated coefficients for Eqonatiovhere the dependent
variable is the employment rate of young peopledath-29).

The estimated coefficient of the minimum-wage Jalgas not statistically
significant. This primary result suggests that thieimum wage apparently
has no disemployment effects on the employmenhadd workers compris-
ing the most overrepresented group in the minimuegevpopulation. Thus,
the predictions of the competitive model are naificmed.

Therefore, we refine our analysis by re-estimatimg employment effect
of the minimum wage with regard to the productivafyworkers. As is cus-
tomary, we use educational attainment as a proxyd@lification. We re-
estimate Equation 1 for the sub-groups specifieddiycational attainment. In
this regard, we define three groups of education:
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Table 1. Effects of the MW on Youth Employment

Dependent variable: wage-employment-
to-population ratio of young people
Variables
0.030
The Kaitz Index (0.196)
Prime-aged male -0.183***
unemployment rat (0.068)
0.001***
Regional CPI (0.000)
Ratio of youth to 0.530***
total population (0.122)
-0.109**
Constant (0.054)
Region FE Yes
Year FE Yes
Number of obs. 286
R-squared 0.709

Notes significance levels; *** p<0.01, ** p<0.05,* p<0.
Standard errors in parentheses are corrected By/llite (1980) procedure.

i. Low-educated worker®rimary and secondary-school graduates
ii. Medium-educated worker&eneral and vocational high-school graduates
iii. High-educated workerdJniversity graduates

Table 2 reports the results obtained by estimdfiggation 1 for the three
groups of educational attainment specified above results are highly vari-
able from one group to another. Firstly, the estanaoefficient of the mini-
mum-wage variable is significantly positive for leegucated workers, while
for the more educated groups no correlation isakek In other words, the
minimum wage evidently does not decrease the wagsoyment/population
ratio; conversely, a positive relationship betwées wage employment rate
and the Kaitz index emerges for low-educated watkEor the rest of work-
ers, who are more educated, the relevance of ¢eftenrelationship between
the wage employment and the minimum wage is notoolsv This is not sur-
prising, since the minimum-wage workers in Turkes mostly low-educated,
as in other countries. The signs of the coeffidesstimated for the control
variables are more or less consistent vétipriori expectations. However,
these results should be viewed with caution, aseftenated equation in-
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volves all wage employment and does not distinglistween formal and

informal employment. In the next part of this sectiwe discuss the results
from the model for formal and informal wage empl@nnseparately (Equa-
tions 2 and 3.

Table 2. Effects of the MW on Youth Employment by Hucational

Attainment
Variables Low-educated Medium- High-educated
workers educated workers|  workers
The Kaitz Index 0.103*** 0.042 0.987
(0.023) (0.037) (3.175)
Prime-aged male -0.124* -0.036 -0.238
unemployment ratg  (0.072) (0.136) (0.260)
Regional CPI 0.001 0.001 0.530
(0.001) (0.001) (0.529)
Ratio of youth to 0.591*** 0.009 -0.767
total population (0.171) (0.233) (0.798)
Constant -0.328** 0.160* 0.377
(0.131) (0.093) (0.365)
Region FE Yes Yes Yes
Year FE Yes Yes Yes
Number of obs. 286 286 286
R-squared 0.602 0.548 0.04

Notes significance levels;*** p<0.01, ** p<0.05,* p<0.1
Standard errors in parentheses are corrected By/ltite (1980) procedure

4.2. The Effect of the Minimum Wage on Formal Wag&mploy-

ment

We report the results obtained by estimating Equafi. The dependent

variable is the formal wage employment rate amdwegworking-age popula-
tion below 30 years of age. Table 3 reports thiemeseéd coefficients.

The estimated coefficient of the Kaitz Index is adge but insignificant.
Once again, the estimated coefficients of the cbnariables have the ex-
pected signs. Similar to the previous section, evestimate the model for the
three sub-samples specified by educational attaihmeparately in order to
refine the analysis. The coefficients and stand@ardrs are presented in Table
4. The results do not indicate any disemploymefdces for the three sub-
groups by educational attainment. The estimatisalte of the minimum-



60 Ekonomi-tek Volume / Cilt: 4 No: 1 January / Ocalk 20

Table 3. Effect of the MW on Formal Youth Employmen

Dependent variable: formal-wage employment-to-
population ratio of young people
Variables

-0.009
The Kaitz Index (0.218)
Prime-aged male unem -0.181***
ployment rate (0.037)

0.0002
Regional CPI (0.0004)
Ratio of youth to total 0.077
population (0.119)

0.089
Constant (0.076)
Region FE Yes
Year FE Yes
Number of obs. 286
R-squared 0.707

Notes significance levels;*** p<0.01, ** p<0.05,* p<0.1
Standard errors in parentheses are corrected By/llite (1980) procedure.

wage variable are not statistically significant,l@tthey are negative for low-
educated workers and positive for the rest.

4.3. The Effect of the Minimum Wage on Informal Wag
Employment

The estimated results of Equation 3 are present@dble 5. The dependent
variable is re-specified as the informal wage emwplent rate among the
youth population. The estimated coefficient of Ktz Index is positive and
significant at the 1% level, indicating that a tiefely higher minimum wage
increases informal-wage employment.

We re-estimate Equation 3 for the two sub-samppesiied by educa-
tional attainment: low-educated and medium-educatatters. The estimated
coefficients and standard errors are reported Wier&. We do not repeat the
analysis for high-educated workers, since the im#dity rate among universi-
ty graduates is negligible, even zero in some reg{@en Salem et al., 2011).
The limited number of observations of this sub-slemgoes not allow for
statistically testing the relationship betweennfiaimum wage and informal-
wage employment in a reliable way.
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Table 4. Effects of the MW on Formal Youth Employmat
by Educational Attainment

Low-educated Medium- High-educated

Variables workers educated workers  workers

-0.003 0.008 0.024
The Kaitz Index (0.023) (0.044) (0.081)
Prime-aged male -0.129** -0.074 -0.188
unemployment ratl  (0.051) (0.001) (0.238)

0.0007 0.001 -0.0006
Regional CPI (0.0005) (0.001) (0.002)
Ratio of youth to 0.065 -0.288 -0.114
total population (0.144) (0.172) (0.383)

-0.029** 0.231* 0.556**
Constant (0.094) (0.117) (0.263)
Region FE Yes Yes Yes
Year FE Yes Yes Yes
Number of obs. 286 286 286
R-squared 0.411 0.583 0.202

Notes significance levels;*** p<0.01, ** p<0.05,* p<0.1
Standard errors in parentheses are corrected By/ttite (1980) procedure.

The estimated coefficients indicate that the mimmwwage-to-median-
wage ratio increases the informal paid employmérthe youth population
with low and medium educational levels. This resuit line with the predic-
tions of the Two-Sector Model. We find evidenceaopositive relationship
between the relatively higher minimum wage andittfiermal employment
rate. However, it should be noted that the magesudf estimated coeffi-
cients appear to be weak. The coefficients of therol variables are more or
less significant, and their signs are consistettt thie theoretical predictions.

To conclude, the obtained results demonstrate tti@tminimum wage
does not appear to have a negative impact on emglaly for the specific
young age group of 15-29. However, the informal-Eyment-to-population
ratio of this age group is affected significantly the minimum wage. The
results become clearer when we re-estimate the ogmeint to population
ratios separately for the sub-samples identifiecetycational attainment. In
this specification, the estimated coefficients led tminimum-wage variables
are statistically insignificant when the dependeatiable captures formal
employment. In addition, the informal employmentergends to be boosted
by the minimum wage. All in all, econometric résudo not indicate any
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Table 5. Effect of the MW on Informal Youth Employment

Dependent variable: informal-wage-employment-
to-population ratio of young people
Variables

0.077***
The Kaitz Index (0.015)
Prime-aged male unen 0.065
ployment rate (0.056)

0.001
Regional CPI (0.001)
Ratio of youth to total |0.417***
population (0.140)

-0.288***
Constant (0.101)
Region FE Yes
Year FE Yes
Number of obs. 286
R-squared 0.420

Notes significance levels;*** p<0.01, ** p<0.05,* p<0.1
Standard errors in parentheses are corrected By/tlite (1980) procedure.

disemployment effect of the minimum wage on totalpkyment. The evi-
dence only suggests that the low informal employimate of low- and medi-
um-educated Turkish workers who are aged betweesn#ix29 is correlated
with the minimum wage over the period 2004-14 pkrio

5. Concluding Remarks

Using regional data, this paper examines the emmdoy effects of the
minimum wage in Turkey. We investigate whether tfaional minimum
wage has affected the employment rates of workgesl d5-29 by taking
regional disparities into account. We prefer touon this age group, since
they are overrepresented among minimum-wage earAeesstudy covers the
period from 2004 to 2014. We use the Kaitz Indethatregional level as the
minimum-wage variable in order to capture the regiadifferences in the
minimum wage compared to other wages. Accordintpeoresults, the mini-
mum wage is apparently not a factor that worsend@ment. We repeat the
analysis for three sub-samples defined by educatmmtainment. Once again,
the results indicate that the minimum wage andeti@loyment level do not
exhibit any negative correlations. These resulidratine with thenew mini
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Table 6. Effects of the MW on Informal Youth Employment
by Educational Attainment

Medium-educated

Variables Low-educated workers workers

0.089*** 0.055**
The Kaitz Index (0.021) (0.022)
Prime-aged male 0.057 0.050
unemployment rate (0.065) (0.051)

0.0008 0.0009
Regional CPI (0.010) (0.0006)
Ratio of youth to 0.428** 0.206*
total population (0.163) (0.111)

-0.263** -0.166***
Constant (0.099) (0.055)
Region FE Yes Yes
Year FE Yes Yes
Number of obs. 286 286
R-squared 0.285 0.470

Notes significance levels;*** p<0.01, ** p<0.05,* p<0.1
Standard errors in parentheses are corrected By/ttite (1980) procedure.

mum-wage researc¢hvhich questions the conventional wisdom of risethin
minimum wage causing without exception a shrinkagetal employment.

In order to clarify the empirical analysis, we alfistinguish the employ-
ment type according to the social-security coveralgemployees. We esti-
mate the effect of the minimum wage on regionainfarand informal wage
employment rates, respectively.

The results do not justify blaming the minimum wédge reductions in
formal employment. Nevertheless, a positive coti@iabetween the mini-
mum wage and informal wage employment is confirniédus, one can sug-
gest that the predictions of the standard Two-3ddtudel are partially valid
for explaining the effects of the minimum wage be Turkish labor market.
Indeed, informal wage employment grows significaintl response to chang-
es in the minimum wage, not only among low-educatedkers but also for
medium-educated ones. However, the evidence fromkejushould be
strengthened by different data sets, such as phavipanels or corporate-
level data. Furthermore, new theoretical approachedeling the correlation
between the minimum wage and informal employmeliitalso be welcome,
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given that the Two-Sector Model only gives a pamrigplanation of the ef-
fects of the minimum wage on employment in Turkegeveloping economy.

A. 1. NUTS 2 Regions in Turkey

Appendix

1 TR10
2 TR21
3 TR22
4 TR31
5 TR32
6 TR33
7 TR41
8 TR42
9 TR51
10 TR52
11 TR61
12 TR62
13 TR63
14 TR71
15 TR72
16 TR81
17 TR82
18 TR83
19 TR90
20 TRAl
21 TRA2
22 TRB1
23 TRB2
24 TRC1
25 TRC2
26 TRC3

Istanbul

Tekirdgz, Edirne, Kirklareli

Balikesir, Canakkale

Izmir

Aydin, Denizli, Musla

Manisa, Afyon, Kitahya, ak

Bursa, Eslgehir, Bilecik

Kocaeli, Sakarya, Diizce, Bolu, Yalova
Ankara

Konya, Karaman

Antalya, Isparta, Burdur

Adana, Mersin

Hatay, KahramanmagaOsmaniye
Kirikkale, Aksaray, Nide, Newehir, Kirsehir
Kayseri, Sivas, Yozgat

Zonguldak, Karabiik, Bartin
Kastamonu, Cankir1,Sinop

Samsun, Tokat, Corum, Amasya
Trabzon, Ordu, Giresun, Rize, Artvin, GUghéane
Erzurum, Erzincan, Bayburt

Agri, Kars, gdir, Ardahan

Malatya, Elazz, Bingdl, Tunceli

Van, Mus, Bitlis, Hakkari

Gaziantep, Adiyaman, Kilis

Sanlurfa, Diyarbakir

Mardin, BatmanSirnak, Siirt



Selin Pelek 65

A. 2. Minimum Wage/Mean Wage Ratio in 2004 and in@14
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Source Household Labor Force Surveys, own calculations.
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DOES BROADBAND FACILITATE
IMMIGRATION FLOWS?

A NON-LINEAR INSTRUMENTAL
VARIABLE APPROACH

Cansu Unver
Abstract

This paper investigates whether ICT facilitatesratign flows from any one
OECD member country to others, and from non-OECIECD countries.
Among various ICT tools, we primarily focus on bdband. Our instrumen-
tal-variable model derives its non-linear firstggarom a logistic diffusion
model, where pre-existing voice-telephony and caMenetworks predict
maximum broadband penetration. The selection oh BECD- and non-
OECD-origin countries, governed by the availabilifythe data, is based on
the magnitude of the flows, leading us to examimesé with a minimum
number of 100 people (threshold 0.1) who are mimggarom source to host,
followed by 300 (threshold 0.3) and 500 (threshinl) people. By looking at
the efficacy of ICT connections, we intend to file gap in the literature on
the relationship between communication facilitiesl anigration decisions.
We find a strong and positive effect of broadbandrigration flows between
1995 and 2009. This effect is more prominent fon-@ECD to OECD-
country pairs. The larger the threshold, the béfteresults.

JEL Codes C5, F22, J61

Keywords: Determinants of migration, broadband penetratiia, non-linear
instrumental variable, OECD and non-OECD countries
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1. Introduction

Currently, 232 million people, who represent apprately 3.6% of the
world population, are living outside their counsrief origin. According to the
International Organization for Migration (IOM) Rap@2013), the growth in
the number of immigrants between 2000 and 2010 deable that of the
previous decade. This figure is slightly higheEurope than in the US. With
such great numbers of people choosing to live detsieir homelands, our
curiosity turns to the reasons behind one’s degigianigrate.

In this regard, we intend to investigate the irfdACD movements (here-
after OtO), as well as from the non-OECD regiothi OECD one (hereafter
non-OtO). The main host countries here are AusB@gium, the Czech Re-
public, Denmark, Finland, France, Germany, Hungtayy, Luxembourg, the
Netherlands, Norway, Poland, Spain, Sweden, antkeand their selection
by us was based on the availability of the data.

Throughout the literature, multiple economic, podit, and social aspects
have been pointed out as factors in individual€iglen to emigrate abroad;
these are, chiefly, wages, employment and unemm@aymates, inequality,
GDP per capita/GDP level, population/populationgign trade, immigration
law, and educational attainments. We find it s@ipg that the levels of ICT
facilities in both the origin and the host courdrieave not been considered as
a determinant, given the dominance this assuméseiife of an immigrant
abroad eager to engage in information exchange tiwike back home. Also
and more importantly, we believe that ICT conneditoster follow-up flows
of migrants to the developed world by improvingessto information (much
of it from previous immigrants now living there)ali the better life awaiting
them there if they decide to move.

In this paper, we look at the role of ICT conneg$ian encouraging migra-
tion; we also examine a number of economic asgectsossible inclusion as
factors in a person’s decision to move abroad.rtteioto do this, we will
confine ourselves to the number of people aged4lgetng from the origin to
the receiving country, obtained from the OECD; colled for the employ-
ment rate in the host country and the unemploymaetin the origin country
(Eurostat); real Gross Domestic Product per cg@taP); broadband, cable-
TV and voice-telephony subscription penetratioresafinternational Tele-
communications Union, ITU); the average wage aciodastries (OECD's
Occupational Wages around the World, OWW) in thet lmountry; and the
distance between the origin and host countries (CERayer and Zignago,
2011). A dummy variable to capture institutionaltiees, FREE, is equal to 1
if an individual has free access to the host cqufurostat, EEA). Since the
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data capture both time-series and cross-sectiamapeonents, a panel data
analysis will be undertaken. By including ICT coatiens, we intend to fill
the gap in the literature that would outline thiatienship between communi-
cation facilities and migration decisions, and weest to find a significant
effect of such for both OtO and non-OtO flows betwé&995 and 2009.

The paper proceeds as follows. Section 2 represefiterature review.
Section 3 presents the data analysis and estimateel. Section 4 discusses
endogenous variables, non-linear instrumental wém the validity of
instruments, certain robustness checks, and thgsasaesults. Finally, Sec-
tion 5 presents the conclusion.

2. Literature Review

From prehistoric to modern times, human beings feways been on the
move. This means that the history of migration cimies with the history of
humanity. By and large, it may appear that indigildumove to better and
safer places, but what is a better and safer plsc#fs criterion sufficient to
encompass the many possible reasons behind indigiddecisions to move
elsewhere? Lewis (1954) pointed out that a necgssardition for someone
to migrate is the availability of adequate earniimgshe host country. More
generally, the direction of movement is from lowrgag to high-earning
countries (Masse¥t al, 1994). Chiswick (1999) claimed that the relative
wage difference between the host and origin coemtand both direct and
indirect migration costs determine the approxinrate of return from migra-
tion, and the greater this rate, the more prolglifie person will migrate.

Furthermore, Greenwood (1975) surveyed the liteeatip to the 1970s
and showed that certain aspects played into thisidedo migrate, such as
distance, the earnings of other immigrants thesdwarking, the cost of
migration, and the characteristioba typical immigrant in the target country.
Greenwood (1985) conducted another survey to dineperiod leading up to
the 1980s and found that, in addition to the fact@ted in his first survey,
labor-market conditions, taxation policies, andiemmental features in the
host country, personal job skills, and individuatemstances, such as educa-
tion, age, gender, and marital status, are essdeterminants of migration.

Migration is a matter of self-selection. In thigaed, the majority of labor
economists follow Roy’s (1951) self-selection mgdehich is based on the
assumption that humans’ decisions to participat@linmarkets depend on
whatever ability they have, the technology to bplied, and the correlation
between these factors in a community where thexeoaly two occupations
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available. Although Roy’s model captures a simpseg it provides a basis
for decision-making problems, such as job, locatasd education.

Borjas (1987, 1989), for instance, launched thst fixxtension to Roy’s
model, stating that the earnings of immigrants s&multiple skill groups are
a main attractant to other would-be immigrants. tHeory holds if the value
of logged wages in the host outweighs the loggddevaf wages in the origin
country, plus migration cost. Niedercorn and Beth(®69) looked at the
gravity model, using the framework of utility thgo/ariables included in
this theory are the population of the host nattba,finite number of journeys
planned, the period of time that will be spenthe host, and the sum of money
that will be needed for this journey from a singlggin country to multiple
host countries.

The most general form of the gravity model was gy Vanderkaup
(2977): the level of immigration flows depends upba relative populations
in the origin and host countries and the distaretevéen the two. Rodriguet
al. (2009) took a different approach to this modekatibing it as a physical
science (also known as Newton’s Law) and commentivgg if the im-
portance of one location increases across anydeatibns, there will also be
a jump in movement between those two locationseHée importance of the
location is measured by population, GDP level, eymplent, unemployment,
poverty, or other appropriate variables.

This gravity model departs from Niedercorn and Biedts (1969) version
in that the importance of a country is not defilbgdoopulation only, but also
captures GDP, labor-market conditions, and othievamt factors. Thus, we
can state that a general assumption of the grawigtel of migration is that
the greater the relative importance of the origid &ost countries, the more
the migration. A gravity model mainly focuses oe firominence of a country
within country pairs and can be adjusted to othigration theories, depending
upon which aspects of decision-making are to béyaed. Thus, this paper
will use the gravity approach.

Hypothetically, a number of economic constraintszhsas overall eco-
nomic hardship, poverty, a low standard of livimgsufficient wages, wage
inequalities, failing infrastructure and dystopisocial factors, such as wars,
famine, drought, and other natural disasters, séh@ducements for those af-
fected to flee abroad. This paper intends to facutusively on the economic
factors. While each man’s or woman’s own personxgleetations motivate
him or her to leave the homeland, other externalities also play a critical
part in the decision: social ties, affiliations, esmply, the dream of a better
standard of living (Jong, 2010). Researchers hdertified employment op-
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portunities and a high future level of income ag keentives to move away
(Daniels and Ruhr, 2003; Sorhun, 2011).

When contemplating emigration, people focus ongdagith a high poten-
tial of finding a job so that they can start eaghimoney for survival soon
after arrival. Widespread unemployment and a loarestof GDP per capita at
home are also major prods to looking elsewhera folace to settle (Feridun,
2007). More specifically, failure to find work witha certain period of time
pushes individuals to look at other locations, oméh lower unemployment
rates. On the other hand, the distance betweeariti® and receiving coun-
tries is deemed to be a key deterrent (Mayda, 2806un 2011); i.e., greater
distance requires more cost of travel as well asemigks. As such, with the
ongoing turmoil in several Middle East countridsliEgypt, Libya, Yemen,
and, most dramatically, Syria, multiple nationaktiare streaming towards
Turkey, which does not have the desired level ohemic growth to put it in
the same category as a developed European countrig mevertheless the
destination of those fleeing neighboring stateskési and Esipova, 2013).

Severe unemployment and wide earnings differentitde figure in the
decision to move to a better off region, as is boout in not only cross-
national but also interregional migration studi®ssgarides and McMaster,
1990). Furthermore, Sorhun (2011) examined theauansize of the receiving
country as another magnet for migrants, as wethasassociation of income
level with the migration decision in the case ofrkay’s internal/external
migration.

Zavodny (1999) investigated location choices witkix states of the US
and found that people desired to live in thoseestahat they perceived as
more beneficial for them. For those living in a blygpopulated country,
grinding poverty and “unpleasant” environments ramst often cited as what
prompted emigrants to head away from home (Amaehat, 1998). Indeed,
living under such conditions inevitably propels plecoutward, not necessarily
to the best, but at least better, places. Deciding host country is also done
in the hope of gaining the greatest return on huoagital (Stark and Taylor,
1991). GDP per capita both in the origin and rdogi\countries is found to
be another criterion that is weighed when decidhgther to stay or go—and
where to go (Marques, 2010).

Overall, the decision to migrate depends both toimmigrant’s unique
characteristics and the general labor-market cammditin the home country
(Pissarides and Wadsworth, 1989). So far, the ritgjof the factors believed
to be motivating migration have been identifiedgémeral, we can state that a
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person will leave his home country if the perceimhefit in doing so out-
weighs any benefit of staying put.

Now that we are living in the 2century, where telecommunications have
assumed a central role in everyone’s life, enalting or her to keep in touch
with family members and friends back home and exghanformation between
the old and new locations, telecommunications separate factor in triggering
migration flows deserves investigation. Thus, dtiapter will analyze whether
there is such a relationship between migration $lanwd telecommunications,
and, if so, fill in the gap in the migration litéuae.

As this paper is to adopt the Gravity Model of Mitjon, the related litera-
ture is followed in more detail and shown in Tablé\s is seen in the table,
to the best of our knowledge, no gravity model udels telecommunications
facilities as a determinant of migration. Telecomigations facilities are
regarded as a tool to measure a country’s wealtblation to GDP, but not as
one that improves the flow of information on hostietries such that it fosters
emigration from poorer places. Our gravity moddl allow us to detect such
mobility in flows from origin to host in relatiorotthe availability of tele-
communications facilities.

As seen in the table, in almost all cases, distenaesignificant disincentive,
as the greater the distance, the higher the rigktlae migration cost. Better
wages, high GDP per capita, and little unemployntent high employment
rate) in the host country are found to be the maativating factors in deciding
where to migrate to. Our results in Section 3 aido demonstrate how these
considerations play a leading role in choosing whemove to.

3. Data and Empirical Model

The empirical analysis employs a panel of data faosample of inflows in
thousands from origin country to host countryj at timet. The main host

countries here are Austria, Belgium, the Czech BkgpuDenmark, Finland,
France, Germany, Hungary, Italy, Luxembourg, thehBands, Norway,
Poland, Spain, Sweden, and the UK, covering thesybatween 1995 and
2009. OECD-origin countries are mainly: Austrialddem, Czech Republic,
Denmark, Estonia, Finland, France, Germany, Hungkayy, the Nether-
lands, Norway, Poland, Slovakia, Estonia, Swedernkdy, and the UK. Non-
OECD-origin countries, on the other hand, are AlyeArmenia, Bosnia-
Herzegovina, Bulgaria, China, Egypt, Morocco, NigePakistan, Romania,
Russia, Tunisia, and Ukraine.
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As an international telecommunications channel,exgect broadband to
present as the most convenient communication &soit is cheap and allows
job applications to be submitted and job interviesbe conducted from
overseas. In order to capture both ICT connectEmusa number of economic
aspects as reasons for individuals’ decision toraigg the following gravity
model will be applied:

logFLOWS, =log BICT; +logS,ICT;, + 3, logDIST; + S3,10gRGDR,
+ 05 IogWAGE” + BUNEMPR, + B,EMPR, +¢; ,
where FLOWS; is the flow of immigrants in thousands. Here, weugred

migration flows into three thresholds that are ¢dqaaand greater than 0.1,
0.3, and 0.5 (i.e., 100, 300, and 500 people orendroth for OtO country

pairs and non-OtOJCT,, ICTj are ICT connections in the origin and host,

(1)

respectivelyDIST; is the distance between the origin and host country

RGDP
RGDR is the relative real GDP (i.e.Rg—DF') both real GDP in the origin—

J
RGDP— and real GDP in the hostRGDP — are constant in US$ in the

year 2000)WAGE is the average wage across industries in the foosttxy,

all adjusted to US$ in the year 2000NEMPR is the unemployment rate in
the origin; EMPR is the employment rate in the host; ang is the error

term. Throughout the literature, technology is as=tl to evolve along an
exponential growth curve (Griliches, 1957; Gero200; Gruber and Ver-
boven, 2001; Comiret al, 2006; Czernictet al, 2011); thus, ICT connec-
tions in origin and host can be written as:

ICT, =a,e™ andICT, =a,e" @)

whered, and A, are the growth parameters of the rate of the I in

the origin and host country, respectively. In ooalgsis, we primarily focus

on broadband as an ICT tool for the reasons weagxpt Section 4. Broad-

band here is counted from 256kbit/s to under 2Mbince migration occurs
between specific country pairs, we focus on thatined broadband penetra-
tion rate within those country pairs. Thus, it Genwritten as:

BROADR, = BROAQxBROADRQ ()
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Based on equation (2BROAL , takes the exponential form of:

BROAD, =a'e" (4)
Here,BROAD is defined as the multiplication of the broadbaedetra-

tion rates in the origin and host country at ttm&here is no previous litera-
ture to guide us as to how to set up a countrygyecific variable suitable for
this transaction. However, since communication feren of information ex-

change, and broadband in particular is our comnatioit variable, we decided
to concentrate on such interaction variables. Githeat broadband (as an
example) may have been introduced into Country #gif two years later

than into Country B (host), the resultant inter@ctvariable will enable us to
observe what happens after A and B have broadbatitk ssame time. We
cannot present them in the form of fractions sitie@e is the possibility of

either of the broadband variables being zero (&mpadband has not been
introduced yet). Since the sample has a mix of &ecountries and later
entrants (in 2004, Czech Republic, Hungary, Pgland Slovakia), as well

as more recent accession countries (in 2007, Balgad Romania), we control
for the legal restriction of traveling/staying ardrking in the host country by

setting up a dummy variableREE; that is equal to 1 if there is no such
restriction on moving from the origin to host cayn® otherwise.
In order to visualize the various effects of broaulh penetration across

country pairs, we also control for the catchinghuroadband diffusion by
including the years since broadband introductioa been introduced into

country pairs,T. iﬁ (Gruber and Verboven, 2001; Czernithal, 2011), where

Brepresents the broadband penetration rate betweentrg pairs (i.e.,
BROAD, ). The calculation oﬂ'ij'i is made based on the broadband penetra-

tion rate, and it is the number of years that l@tties in a country pair have
had broadband. After the addition of time and coupgir subscriptions, the
complete estimation equation will be as follows:

logFLOWS, = f3, + 5,BROAD), + f3, logDIST, + 5, 10gRGDP + 5, logWAGE, (5)
+ BUNEMPR +B,EMPR, +B,FREE , + B,T},

ij.t +5ij +6, T,

Whered; and g are the country-pair effects and the time-fixedeeff

respectively. When the independence of irrelevlatratives fails to charac-
terize the reasons behind individuals’ thinking rargration, the benefits of
migrating to certain destinations take center stéige is called multilateral



78 Ekonomi-tek Volume / Cilt: 4 No: 1 January / Ocal 20

resistance to migration (Bertoli and Moraga, 2018)the presence of this
phenonomen, several studies have adopted the Corlmoelated Effects

(Pesaran, 2006) or have usadhoccontrols for the time-varying benefits of
migration, or they have provided more restrictezbagptions when specifying
the estimated model.

In light of every gravity model's having more thane origin country as
well as more than one destination country, we rinmt ourselves to the rela-
tionship among specific country pairs (Anderson ¥ad Wincoop, 2001). In
this paper, the specification of our main independeariable is in an interac-

tion form (i.e., BROADRD, = BROAQXBROAL). By doing so, we

believe we account for the relative attractiverefgtie country pairs sampled.
However, additional methods could be adopted fdlofioup robustness
checks in the future. See Table 2 below for a Btalescription of the data.

Descriptive statistics for each variable are preesbm Appendix B's Table
11 and Table 12, featuring OtO and non-OtO coupaiys, respectively. The
number of individuals leaving origin nations forshacountries is around
4,058 every year. The employment rate in the hogbiries in the OtO group
averaged around 0.69 between 1995 and 2009. InahetO countries, the
comparable figure was 0.65 for the same period. Uif@mployment rate was
about 9% in origin countries as a whole.

As the broadband penetration rate is measured thethmultiplication of
the broadband penetration rates in origin and ist kkountries, the average
rate for this variable is approximately 2%. Therage wage (in US dollars in
2000) ranged from $944 to $27,641 per year.
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Compared to the OtO flows, non-OtO flows could b&cmhigher—up to
261,273 men and women per year—but, on averapeyéred around 5,700.
The rate of unemployment in the non-OECD-origin rioies typically goes
from a low of 2.9% to a crushing high of 38.4%.

3.1 Causality of Broadband and Migration Flows

The basic gravity model may suffer from differemigims of endogeneity.
One concern is reverse causality: when considénmgrigin and host countries,
we might imagine that the greater the flows of pedmpm origin to host, the
more the communications will be directed from htwstorigin, as migrants
talk to family and friends: we will discuss thisrimore detail in Section 4.1.

In order to address several sources of endogebmityin the model, we
adopted Czernicket al's (2011) instruments for the IV approach. Since
broadband platforms rely on either the copper wirgoice telephony or the
coaxial cable of cable TV between households amd niain distribution

frame, we designated the ceiling of broadband patiet ass; with voice

telephony and cable TV for the year 1997, whicthésyear before broadband
was first introduced to both countries among coupéirs at the same instant:

,7ij = ,70 + ,71VO|CE] 11997 + HZCABLE] 11997 (6)
Here we use the number of non-digital telecommuitina access lines in
1997 YOICE;1997) and the number of cable-TV subscribers in 1997
(CABLE; 1097) to measure the spread of the traditional telecomeations and

cable networks in country pairs, calculated as:

VOICE; ;49; =VOICE, ;3¢; XVOICE; ;45; (7)
CABLE; 145; = CABLE o5, X CABLE; ,4q, (8)

Where VOICE997 and VOICE,q9; are the number of non-digital telecommu-
nications access lines per 100 inhabitants in 1li@9fge origin and host countries,
respectively; CABLE 997 and CABLE 497 are the number of cable-TV
subscribers per 100 inhabitants in 1997, in thgimrand host countries, respec-
tively. These variables were obtained from the I@dicators Database of the

International Telecommunication Union (ITO). AlttgiuVOICE; ,,; and

CABLE; ,4are time-invariant variables, Stata 13l (i.e., non-linear)

command provides time-invariant coefficients focteaf these variables. The
majority of researchers have followed the logidtg@wth curve for a new
technology, defined by Griliches (1957) (among th&ruber and Verboven,
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2001; Cominet al, 2006; Geroski, 2000; Czernieh al, 2011; Stoneman,
2002; Beclet al, 2005; and Michal and Tobias, 2006):

Again, BROAD”. is the broadband penetration rate, measured asuthe
tiplication of the share of the population that sapscribed to broadband in
the origin and the share of the population thatdudscribed to broadband in
the host (i.e.,BROAD x BROAD, ), whereag; determines the maximum
broadband penetration rat@is the diffusion speed, and is the inflexion

point. Inserting Equation 6 into Equation We obtain the following non-
linear first-stage equation:

,70 + ,71VO l C E‘ ,1997 + ,72CAB Lﬁ ,1997

BROAR, = e

(10)

By applying such a non-linear least-squares esimaive compute the
predicted broadband penetration rate with absaxtmenous factors. In or-
der to receive consistent estimates from the sesbtage of the nonlinear
equation, the first-stage estimation must be sigeci€orrectly (Angrist and
Imbens, 1995; Angrist and Kruger, 2001a, 2001b)oliain the fit of the first
stage of the diffusion curve of the instrumentaldelp we plot the graphs of
actual and predicted broadband for OtO and non-€htry pairs for each
threshold. However, we only present 10 countryspfar each threshhold, as
there are 366 OtO country pairs (148 + 118 + 10@d) 269 non-OtO country
pairs (101 + 92 + 76) in total, and it would reguioo much space. Figure 1
to Figure 6 present the actual and predicted biaadlpenetration rates (see
Appendix A).

For OtO country pairs with 0.1 thresholds, Polart-6nd Germany-
Austria appear to have a perfect fit of actual pretlicted broadband penetra-
tion rates. On the other hand, the predicted braadipenetration rates for the
Netherlands-Belgium, Sweden-Norway, and Belgiumdmkourg country
pairs seem slightly below the actual ones. Theahend predicted values for
the rest of the country pairs, for the most pgypaaently conform. The same
pattern holds for OtO country pairs, with 0.3 ansl thresholds.

When it comes to non-OtO country pairs with 0.lesiolds, Algeria-
France, Russia-Germany, Bosnia-Herzegovina-Ausaral Bulgaria-Spain
appear to fit well, whereas the rest of the couptiys have predicted values
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coming under the actual rates. All in all, we cae a diffusion-curve shape
for all country pairs, as expected, which confirting fit of the first stage of

the diffusion curve, corresponding to much of therdture on technology
diffusion (Griliches, 1957; Geroski, 2000; GrubemdaVerboven, 2001;

Cominet al, 2006; Czerniclet al, 2011). Also, we find consistent inflexion
points for both OtO and non-OtO flows for each shi@d. Hence, we believe
that the first-stage estimation is specified adtzjya

In order to establish valid fitted values for thm@ddband penetration rate,
we attempt to use purely exogenous instrumentsbvias. Therefore, we use
voice-telephony and cable-TV subscribers per 10@bitants in 1997, the
year before the first emergence of broadband irctiumtry pairs at the same
time. Even though the instruments are time invayrigims produces time-
variant fitted values.

The first stage of the non-linear instrumental afalé is estimated by
Equation 10, with a non-linear least square. Colrgih (11), and (Ill) in
Table 3 present 148, 118, and 101 OtO country pesspectively; Table 4
presents 101, 92, and 76 non-OtO country pairpertively, for 1995-2009.

Table 3. OECD to OECD Flows: Diffusion Curve of the
Instrumental Model’s First Stage

Dependent variable: Broadband penetration () () (y
rate (BROAR), )
Voice-telephony penetration rat¢ QICE; ,o5,) 0.274** 0.276*** 0.277%
(0.006) (0.007) (0.008)
Cable-TV penetration ratéQABLE, ;44) 0.334% 0.347° 0.302%
(0.018) (0.018) (0.017)
Diffusion speed 3 ) 0.917%* 0.903*+* 0.890***
(0.025) (0.027) (0.028)
Inflexion point (T ) 2005.662** 2005.668*** | 2005.720***
(0.057) (0.064) (0.068)
Constant 0.003** -0.004*+* -0.004"
(0.001) (0.001) (0.001)
R? 0.97 0.97 0.97
N 1981 1580 1342
F-test (p-values in parentheses) 121.90 99.41 88.10
(0.000) (0.000) (0.000)

(D, (I, () present the first-stage results thie diffusion curve for flows with 0.1, 0.3,

and 0.5 thresholds, respectively. For each thrdshe¢ control the first-stage model
with more control variables, namely distance, @BIP, the wage, the unemployment
rate, and the employment rate. The results are gighificant, but the coefficients are
very small, so we do not present them. They aréadla upon request.
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Table 4. Non-OECD to OECD Flows: Diffusion Curve othe
Instrumental Model’s First Stage

Dependent variable: Broadband penetration rate (0} () (D]
(BROAR,)
Voice-telephony penetration rat¢QICE; ,44,) 0.152" 0.154" 0.145°
(0.020) (0.021) (0.024)
Cable-TV penetration rateGABLE, 145/) 0.107” 0.106” 0.105"
' (0.014) (0.014) (0.017)
Diffusion speed 8 ) 0.997" 0.995" 0.954"
(0.104) (0.106) (0.113)
Inflexion point (t ) 2007.30"" 2007.30" 2007.43™
(0.271) (0.277) (0.343)
Constant 0.005" 0.005" 0.005”
(0.001) (0.001) (0.001)
R? 0.84 0.85 0.83
N 1359 1233 1015
F-test (p-values in parentheses) 44.70 43.23 28.13
(0.000) (0.000) (0.000)

(D, (I, () present the first-stage results thie diffusion curve for flows with 0.1, 0.3,

and 0.5 thresholds, respectively. For each thrdshe¢ control the first-stage model
with more control variables, namely distance, @BIP, the wage, the unemployment
rate, and the employment rate. The results are gighificant, but the coefficients are
very small, so we do not present them. They ariadla upon request.

For OtO flows, Table 3 shows that the voice-telephpenetration rate,
cable-TV penetration rate, diffusion speed, antexién point are quite sig-
nificant in determining the broadband penetratiate.r The inflexion point is
estimated at around 2005 for OtO flows, and it dagsvary much for different
thresholds of flows.

For non-OtO flows, Table 4 also confirms the influe of the voice-
telephony penetration rate, cable-TV penetratiae, rdiffusion speed, and
inflexion point in determining the extent of broadid penetration. The in-
flexion point for non-OtO flows is estimated at Z0@nd likewise does not
vary much for different thresholds of flows. In wi®f the multiple aspects of
technology adoption, it is reasonable to seek diffeinflexion points for OtO
and non-OtO flows. Both voice-telephony penetratind cable-TV penetration
appear to have positive and meaningful effectderceiling of the broadband

penetration ratg; . The F-test of joint significance for voice teleply and

cable TV suggests, according to the null hypothéisét the estimated coeffi-
cients for both are different from zero at a 99%fwence interval.

4. Empirical Results

Based on the first stage of the diffusion curve,cakeulate the predicted
broadband penetration rate and plug this variatile Equation Srom Sec-
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tion 3. The second-stage results are shown in $&b&nd 6 for OtO and non-
OtO migration flows, respectively. In addition, wealculate the predicted
years since broadband was introduced to the couaing at the same time
and insert this into Equation 5.

Models with odd numbers are at the second stagieofinstrumental-
variable model with OLS, whereas models with evemipers are at the same
stage but with the country-pair fixed effect. Taaunt for the fact that the
broadband penetration rate is predicted by thé §itzge of the non-linear
model, standard errors are bootstrapped (200 tigpesij in the second stage
of the non-linear models. The broadband penetrative appears to have a
positive and significant effect on both OtO and+@® migration flows. The
significance improves greatly in fixed-effect magleThe coefficient of the
broadband penetration rate is much higher for tre@tO country pairs. This
suggests that broadband connections between nomQ@EBEE OECD countries
affect migration flows from origin to host counsienore than among OECD
member states by improving the amount of positierimation about the
host; this, in turn, ends up inspiring others “bdmkme” to also make the
journey. This might be explained by the inflexionirg’s being around 2007
for non-OtO country pairs—approximately two yediterathe inflexion point
for OtO country pairs. Broadband communication ®&sn to be more promi-
nent between non-OECD and OECD members than ammungfrees within
the OECD between 1995 and 2009. Therefore, we cstulate that the
broadband penetration rate has more sway over tingrlows for non-OtO
cases than for OtO ones.

Consistent with the gravity literature, distanced aelative RGDP are
found to be intimidating deterrents both for OtQ@ aon-OtO migration flows
for all thresholds. When it comes to wages in tbst ltountry, we observe a
positive and significant relation to migration flswas expected. It is only
negative in OtO flows with 0.3 and 0.5 thresholasd in non-OtO with 0.3
thresholds and second-stage OLS, but it is noifi&ignt. Unemployment in the
origin country has a positive and important effestmigration flows for the
fixed-effect models for OtO and non-OtO flows wih thresholds. To some
extent, higher unemployment in the country of arigill impel individuals to
seek a job elsewhere. This also confirms anotheirfg: the employment rate
in the host country is a decisive factor in faatiihg migration flows in all the
fixed-effect models for OtO and non-OtO migratiaike. In other words,
individuals tend to move to where the employmenspects are better.

The dummy variablé-REE; is again found to be positive and significant
in all cases. The value for the predicted yearsesthe introduction of broad-
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band turns out to be significant and negativelatesl to migration flows in
the fixed-effect models. The coefficients of thegicted years since the coming
of broadband appear much higher for the non-OtOntrgupairs. This
reinforces the notion that the effect of the br@adbpenetration rate should
be much higher for non-OtO country pairs. We alsalyed whether other
telecommunications channels, such as mobile pharedixed-landline
phones, affect human movements between origin asdiut found no strong
correlation. Our results are available upon request

4.1 Validity of Instruments

In order to determine whether our instruments—tbieertelephony and
cable networks—might independently and directleeiffmigration flows or
direct migration movements through channels othan toroadband, we con-
sider whether other communication technologiesh sasc mobile phones and
the integrated-services digital network (ISDN—eivaplvoice and data
transmission), might also affect migration flows.

In order to estimate the diffusion curves for mehitlephones and the
ISDN, we apply the same ceilingy; =7, +7,TEL; +7,CABLE .

based on the voice-telephony and the cable-TV patieat rates per 100 indi-
viduals for each flow-rate threshold, for both Cafd non-OtO flows. Then

we follow the logistic curve Ty for both mobile phones and the
at-0
+e !

ISDN. The advent of broadband comes consideraly than that of voice

telephony and cable TV. Since we measure the pestlliroadband penetra-
tion rate according to these two variables in tlearyl1997—i.e., before
broadband made its appearance in the country gainpled—it is safe to say
our instruments are predetermined in terms of Hyvaad diffusion. Yet, pre-

determination may be a necessary but insufficientition for exogeneity in

an econometric sense (Czernethal, 2011).

Thus, first of all, we analyze whether our instruse—TEL and
CABLE—have an indirect effect on migration flowsaffect migration flows
through channels other than broadband. They ngtlmitig about the deploy-
ment of the broadband network but also the difiusib other technologies
that may trigger migration flows. For that, we pighke of the most common
communications tools—the mobile phone—whose adoptiad diffusion
started as far back as the 1980s (Kalba, 2008)irendldest telecommunica-
tions invention—the ISDN—in use since the 1970$p&it/www.nfon.com/
gb/solutions/resources/glossary/isdn/).
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To test our claim, we estimate diffusion curveshviiie same ceiling (see
Equation 9) for MOB and ISDN. The related results m Tables 13-18 in
Appendix C; clearly, no significant effect has bdeand. Thus, we find no
evidence of penetration of the traditional netwerkEL and CABLE—on
the diffusion of MOB and ISDN. We conclude thatddeanstruments only
determine broadband diffusion and not that of offwential telecommunica-
tions modalities that might have an impact on migraflows, thus underlin-
ing the validity of our instruments.

TEL and CABLE could also have a direct impact orgnaiion flows,
which we test by inserting them into the same medelvas used for broad-
band—but to no avail (see Tables 19 and 20 in AgigeD). As is seen in
these tables, we observe no noticeable effectickvielephony and cable TV
on either of the alternative communications chasehobile and ISDN—at
a conventional level. This confirms the validity @ir instruments. Here, we
obtained information from the ITU’s ICT databaselmth mobile-telephone
subscribers per 100 inhabitants and ISDN subsariper 100 inhabitants. The
F-test of joint significance for voice telephonydacable TV suggests that,
based on the null hypothesis, the estimated casftis for both are different
from zero at a 99% confidence interval.

4.2 Robustness Checks

Our first-stage results are based on the voiceieley penetration rate
and the cable-TV penetration rate per 100 inhatstanthe population. This
is done to arrive at the predicted broadband pati@trrate per 100 inhabitants
in the population. However, such a measurement ey to a correlation in
the first-stage result, as both the endogenousnstrdimental variables have a
common denominator. Thus, we estimate the firgestiffusion curve with
the voice-telephony penetration rate per 100 irtaats and the cable-TV
penetration rate per 100 inhabitants to determieebroadband penetration
rate at household IeveBQOADHHj ), as in Table 7 for OtO migration flows

with 0.1, 0.3, and 0.5 thresholds and Table 8 fom-©tO migration flows
with 0.1, 0.3, and 0.5 rate thresholds.

The levels of both instruments—the voice-telephpeyetration rate per
100 inhabitants and the cable-TV penetration rage 100 inhabitants—
remain positive and significant for both OtO anad@tO cases. In fact, the
coefficients are much higher, suggesting that agtrumental variables de-
termine broadband penetration to be higher if mesksat the household lev-
el. The inflexion point remains around 2005 for Gk@vs, 2007 for non-OtO
flows.
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Table 7. Diffusion Curve: First Stage of the Instrunental Variables

for OtO Flows

Dependent variable:BROADHH, (1) (2 (3)
Voice-telephony penetration ratdOICE; ;o0,) 1.251w 1.236x 1.221%
B 100 (0.047) (0.052) (0.056)
Cable-TV penetration rateGQABLE; ,4,,) 0.926™ 1.059** 0.835%
B 1007 (0.144) (0.143) (0.184)
Diffusion speed ﬂ) 0.905*** 0.893*** 0.891***
(0.030) (0.033) (0.035)
Inflexion point (7 ) 2005.783*** 2005.785*** 2005.840***
(0.070) (0.080) (0.087)
Constant 0.084*** 0.081*** 0.088***
(0.008) (0.000) (0.009)
R2 0.96 0.96 0.96
N 1981 1580 1342
F-test (p-values in parentheses) 459.54 (0.000 375.00@). | 312.76 (0.000)

BROADHH, is measured as the multiplication of broadband ailibsrs per house-

hold in the population in origin and host.

Table 8. Diffusion Curve: First Stage of the Instrunental Variables

for Non-OtO Flows

Dependent variable:BROADHH,; (€ @ ©)
Voice-telephony penetration raty'QICE; 0.709*** 0.662*** 0.006™*
ponyp OICE, 1667) (0.141) (0.113) (0.002)
Cable-TV penetration rateGABLE; ,,.,) 0.708* 0.684* 0.671*
P E; 2007 (0.265) (0.154) (0.100)
Diffusion speed ﬂ) 0.961*** 0.962*+* 0.918***
(0.103) (0.106) (0.112)
Inflexion point (7 ) 2007.347*** 2007.348*** 2007.477***
(0.298) (0.306) (0.381)
Constant 0.065*** 0.063*** 0.069***
(0.010) (0.010) (0.012)
R2 0.80 0.80 0.78
N 1359 0.85 1015
F-test (p-values in parentheses) 35.26 (0.000) 34.10@p.00 22.82 (0.000)

BROADHH, is defined above in Table 7.

Following the first-stage results based on the abakl level of broadband
subscription, the second stage of the estimatisult®is presented in Table 9
for OtO flows with 0.1, 0.3, and 0.5 rate threslsoldnd in Table 10 for non-
OtO flows with 0.1, 0.3, and 0.5 rate thresholds.cAn be seen in both tables,
the significance and the sign of the coefficiemtsain the same. The pattern
of how coefficients change across different thrédhalso remains the same.
The F-test of joint significance for voice teleploand cable TV suggests
that, based on the null hypothesis, the estimabedfficients for both are dif-
ferent from zero at a 99% confidence interval, tboth OtO and non-OtO
country pairs.



Cansu Unver

89

Table 9. Second Stage of the Instrumental Variablegodel for

OtO Flows

Dependent variable: Log of migration flows

(Y

@)

(©)

Predicted penetration ratﬂROAQ «_hat)

0.052 (0.018)

0.056** (0.017)

0.049** (0.018)

Log of distance [og D|S'|;J. )

-0.543"** (0.047)

-0.371%** (0.047)

-0.175*** (0.049)

Log of relative real GDP log RGDF"-’I{)

-0.251%* (0.018)

-0.257** (0.017)

-0.212** (0.018)

Log of wage in the host countr)l(()gwagqt)

0.098* (0.037)

-0.043 (0.033)

-0.024 (0.031)

Unemployment rate in the origirtﬂnem[)lrt)

0.028** (0.009)

0.037** (0.009)

0.034** (0.009)

Employment rate in the hostEmpr. ) 20,009 (0.003) | -0.006 (0.003) 0.002 (0.003)
Dummy = 1 if no restriction(FREE; , ) 0.634**(0.087) | 0.353**(0.093) 0.451*** (0.095)
Predicted years¥’ _har) 0.033 (0.023) | 0.004 (0.021) 0.019 (0.022)

Constant 3.392 (0.476) 3.587*** (0.455) 1.628* (0.470)
R 0.16 0.15 0.12
N 2064 1644 1409

(N, (1, (1) present the OLS estimation of tteecond-stage results of instrumental
variables for OtO flows with 0.1, 0.3 ,and 0.5 r#tteesholds, respectively. We also
obtained a fixed-effect estimation of the secoralystresults but do not present
it here, as the time-invariant variable is dropgesm the model. The sign and
significance of the coefficients remain the saméehim fixed-effect model. They are

available upon request.

Table 10. Second Stage of the Instrumental VariabdeModel for

Non-OtO Flows

Dependent variable: Log of migration flows 1) 2) ?3)
Predicted penetration ratBROAD) , _hat) 0.082*** (0.013) | 0.094** (0.013) 0.077+** (0.012)
Log of distance log DIST, ) -0.080 (0.066) | -0.187** (0.062) -0.452"** (0.054)

Log of relative real GDP log RGDR )

-0.286"* (0.021)

-0.247%* (0.021)

-0.195"* (0.019)

Log of wage in the host countnlggwage, ) 0.078* (0.041) 0.049 (0.041) 0.196* (0.038)
Unemployment rate in the origildnempr, ) -0.062 (0.007) -0.058 (0.007) -0.060 (0.006)
Employment rate in the hosEmpr ) 0.029 (0.003) 0.022 (0.003) 0.022 (0.003)
Dummy = 1 if no restriction(FREE; , ) 0.064 (0.230) 0.159 (0.298) 0.961*** (0.264)
Predicted yearst’_hat) 0,032 (0.073) -0.090 (0.071) 0.221%* (0.081)

Constant 3.208* (0.606) | 4.080** (0.558) 5.414* (0.491)
R? 0.20 0.20 0.28
N 13¢7 1277 1015

(1, (), (1) present the OLS estimation of ttleecond-stage results of instrumental
variables for non-OtO flows with 0.1, 0.3, and fafe thresholds, respectively. We also
obtained a fixed-effect estimation of the secoralystresults but do not present
it here, as the time-invariant variable is dropgesm the model. The sign and
significance of the coefficients remain the saméhim fixed-effect model. They are

available upon request.
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Additional robustness checks are listed in Tabe£Q@ in Appendix D.
One can argue that, apart from broadband, phofie tteetween the origin
and host countries might have an effect on mignafliowvs. In order to check
this, we control the second-stage results withxdraevariable of phone traffic
between origin and host, and we calculate thisatéei

phntraffig = phntraffig x phntraffic (11)

Where phntraffi¢ stands for international incoming phone traffictte
origin, and phntraffic; is international outgoing phone traffic from thesho

country. This variable will give the approximatdeimational phone traffic
between countryi and country j at timet. Tables 21-22 in Appendix E

present the results for OtO and non-OtO countriés &1, 0.3, and 0.5 rate
thresholds under Models (1), (Il), and (Ill), respeely. Indeed, phone traffic
within country pairs has a positive and significaffiect on OtO migration
flows, whereas there is little evidence that trogdh true for non-OtO flows.
All in all, the broadband penetration rate is gtifisitive and significant; the
sign of the remainder of the control variables atsnains the same.

We apply additional robustness checks and sedhtbdtroadband penetra-
tion rate holds positive as a significant determinaf migration. These tests
are available upon request.

5. Conclusion

Our non-linear instrumental approach to broadbasepation rates found
a positive and strong effect on migration flowsisTéffect appears to be even
stronger for non-OtO flows in comparison to OtOnftn

Our results are robust to a number of different#jgations. For instance,
measuring broadband penetration at the househoé Vehile keeping our
instrumental variables—voice telephony and cable gahetration—at the
per-100-inhabitant level did not affect the secetalye results as far as the
sign of the coefficients or the significance wantfact, the significance im-
proved. Additionally, we checked whether landlifepe traffic between
country pairs or international calling-in or cafisout phone traffic also had a
similar effect to broadband, controlling for themaill the models. The broad-
band penetration rate remains the main determiofntigration decisions,
while the sign of the other variables does not geaat all for all three
thresholds.

The effect of broadband penetration is higher in-G0O migration flows.
This may be so not only for information-exchangasans but also for job
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applications and interviews, which are more likidytake place online; job-
related travel, on the other hand, can be undertal@e easily between geo-
graphically closer countries. In other words, miggsain non-OtO flows make
more use of broadband to ensure a place to woskagr while those in OtO
flows can interact with contacts in the host coymtot only through broad-
band but also in person.

We had different thresholds, namely 0.1, 0.3, asdrétes (10, 30, and 50
per 1,000 population), as we wanted to capturerétaionship between the
broadband penetration rate and migration flowsaaious levels. The lowest
rate we focused on was 0.1 (10 per 1,000), duautdbelief that the flows
should be at a countable level if we were to amalye effect of broadband
penetration on migration flows. To give even moceaantability, we chose
the other thresholds as 0.3 and 0.5. The resultsaich threshold, particularly
0.3 and 0.5, were quite similar, and they werecalisistent. The results im-
proved above the larger (that is, the 0.5) condtréVe believed a higher fre-
guency—while capturing fewer country pairs—wouldguwce more accurate
results. Moreover, we argue that a group of flowmse threshold is 0.1 can
capture more country pairs but may yield less adeuresults, since the 0.1
threshold will pick up country pairs in which evansingle migrant will be
treated as a migration flow: this segment surelgsdaoot justify an investiga-
tion into the relationship between migration anodaband penetration.

The different thresholds for OtO flows gave coresstresults with one
another, with the results improving from the 0.1he 0.5 rate thresholds. This
was the same for non-OtO flows, where the signifieaof the right-hand-side
variables went from the 0.1 to the 0.5 rate thriesh&/e found the inflexion
points for OtO and non-OtO flows as 2005 and 2085hectively. The possible
explanation for this may lie in the way more depeld countries (OECD
ones) adopt technology versus their developingnaleueloped counterparts
(non-OECD ones). The inflexion point of 2007 fomrOECD countries sug-
gests that they adopt technology and reach saiarptiint approximately two
years later.

What is more, having no legal restriction was abkvepund to be positively
and significantly correlated with migration flowspth OtO and non-OtO;
this relationship was stronger for the latter.His tregard, if we consider legal
restrictions as a migration cost, people comprisirggflows from more dis-
tant countries will take these barriers more intocaint before setting out.
That is also consistent with the result for dissanehich was consistent with
the gravity models across the literature (as onth@fessential demotivating
factors in deciding where to move).
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Overall, we found that the broadband penetratios mad a significant and
positive effect on migration flows. This effect watsonger for non-OtO migra-
tion flows. Broadband appeared to be preferred damdline phones by
potential migrants between 1995 and 2009. Furtksearch is needed to in-
vestigate whether the new and more sophisticateartsphones stimulate
migration flows, which we believe to be true: thedgo provide cheaper and
easier communications to individuals overseas, smanay be preferred by
those contemplating emigrating. However, we werabis to investigate the
existence of such an effect due to lack of dat& IMJ’s ICT indicators con-
sist of only a few years of records of smart-phsmescriptions, but more data
will become available in the foreseeable futuregbding other researchers to
delve into this area for more detail.

APPENDIX A

Figure 1. Actual and Predicted Broadband Penetratio Rates for
Country Pairs, OtO Flows at a 0.1 Rate (10 per 1,@)

Poland-Germany Turkey-Germany Poland-UK Germany-Adustria Italy-Germany

Netherlands-Belgium Sweden-Norway Belgium-Luxembourgrk€y-Netherlands ~ Denmark-Sweden
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Figure 2. Actual and Predicted Penetration Rates fo
Country Pairs, OtO Flows at a 0.3 Rate (30 per 1,@)

Poland-Germany Turkey-Germany Poland-UK Germany-Austria Italy-Germany
Netherlands-Belgium Sweden-Norway Belgium-Luxemboufgrkey-Netherlands  Denmark-Sweden
Swfée 2000 bl 19’9_;‘_‘_‘2000 2005 201 1‘0 ‘‘‘‘‘ 10 1 ‘3 ......

Figure 3. Actual and Predicted Broadband Penetratio Rates for
Country Pairs, OtO Flows at a 0.5 Rate (50 per 1,@)

Poland-Germany Turkey-Germany Poland-UK Germany-Austria Italy-Germany
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Figure 4. Actual and Predicted Broadband Penetratio Rates for
Country Pairs, Non-OtO Flows at a 0.1 Rate (10 pet,000)
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Figure 5. Actual and Predicted Broadband Penetratio Rates for
Country Pairs, Non-OtO Flows at a 0.3 Rate (30 pet,000)
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Figure 6. Actual and Predicted Broadband Penetratio Rates for
Country Pairs, Non-OtO Flows at a 0.5 Rate (50 pet,000)

Algeria-France Russia-Germany Bosnia-Austria Bulgaria-Spain China-Spain
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APPENDIX B

Table 11. Descriptive Statistics for OtO Country Pas

Variable Obs Mean Std. Dev. Min Max
Flowsij 2067 | 4.058166 | 10.9581 0 151.743
Unempri 2220 | 8.878677 | 3.949635 2.513 22.9
Emprj 2220 | 68.60214 | 9.911995 27.6 81.8
Freeij 2220 | .740991 4381893 0 1

Broadijt 2220 | .0176976 | .027628 8.89e-07 .1304825
Distij 2220 | 1162.671 | 686.4299| 160.9283  3027.229
Rgdpij 2220 | 5.193729 | 11.65273  .0029073 104.3875
Awagej 2220 | 2524594 | 3036.444  .9440161 27641
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Table 12. Descriptive Statistics for Non-OtO County Pairs

Variable Obs Mean Std. Dev. Min Max
Flowsij 1401 | 5.683184 14.66967 0 261.273
Unempri 1515 | 11.56115 7.882959 2.9 384
Empr;j 1515 | 65.39724 12.90079 27.6 81.8
Freeij 1515 .0356436 .1854611 0 1
Broadijt 1515 | .0026988 .0058787 2.35e-08 .0504853
Distij 1515 | 3283.739 2426.287 485.1447 9592.118
Rgdpij 1515 | 1.711511 | 6.159809  .0008763 86.71633
Awagej 1515 | 2456.605 3249.689 .9440161 27641
APPENDIX C

Table 13. Diffusion Curve for First Stage of Instrunental Variable

Model: OtO Flows at a 0.1 Rate (10 per 1,000)

Dependent variable: MOBj

Dependent variable:ISDN;;

Voice-telephony penetration ratd/OICE; ;457)

0.235* (0.122)

0.032* (0.002)

Cable-TV penetration rate CGABLE; ;o47)

-0.534 (0.326)

0.010 (0.008)

Diffusion speed (B)

0.403** (0.195)

0.117** (0.010)

Inflexion point (7 ) 2003.572" (2.845) 1995.204** (0.232)
Constant -0.132 (0.780) 6.087** (0.221)

R2 011 019

N 2078 179

F-test (p-values in parentheses)

122.12 (0.000)

117.83 (0.000)
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Table 14. Diffusion Curve for First Stage of Instrunental Variable
Model: OtO flows at a 0.3 Rate (30 per 1,000)

Dependent variable: MOBj

Dependent variable:ISDN;;

Voice-telephony penetration ratl»’OICEj 1007)

0.265* (0.149)

0.034* (0.002)

Cable-TV penetration rateCABLE; ;oq7) -0.627 (0.401) 0.004 (0.008)
Diffusion speed (3) 0.415 (0.239) 0.122° (0.010)
Inflexion point (7 ) 2003.440*** (3.172) 1995.082*** (0.231)
Constant -0.403 (0.914) 5.917*** (0.215)

R2 011 019

N 1475 1275

F-test (p-values in parentheses)

99.16 (0.000)

98.12 (0.000)

Table 15. Diffusion Curve for First Stage of Instrunental Variable
Model: OtO Flows at a 0.5 Rate (50 per 1,000)

Dependent variable: MOB;

Dependent variable:ISDN;;

Voice-telephony penetration ratyOICE; ;447) 0.069 (0.036) 0.033* (0.003)
Cable-TV penetration rateCABLE; ;oq7) -0.183 (0.086) 0.015 (0.010)
Diffusion speed §3) 0.396* (0.104) 0.117> (0.012)
Inflexion point (7 ) 2003.343*** (1.745) 1995.064*** (0.280)
Constant 2.008* (0.734) 5.999** (0.262)

R? 030 0.19

N 1177 1014

F-test (p-values in parentheses)

91.08 (0.000)

87.11 (0.000)

In TableslS-lsMoﬁ is calculated asMOB ><MOBJ where MOBiS the mobile-phone sub-

scribers per 100 inhabitants in the origin awd)BJis the mobile-phone subscribers per 100

inhabitants in the hoslSDNj is calculated agSDN x |5D|\|j where ISDN, is the integrated-

services digital network subscribers per 100 indhigin and ISDN, is the integrated-services

digital network subscribers per 100 in the host.

Table 16. Diffusion Curve for First Stage of Instrunental Variable
Model: Non-OtO Flows at a 0.1 rate (10 per 1,000)

Dependent variableMOB,

Dependent variabld SDN;;

Voice-telephony penetration raté/OICEij 1097)

0.191*(0.074)

0.000 (0.011)

Cable-TV penetration rateGABLE; ;oq7)

-0.353%(0.167)

0.125* (0.055)

Diffusion speed (B)

0.785**(0.296)

-0.193 (5.081)

Inflexion point (7 )

2005.563**(0.980)

2008.178** (9.872)

Constant 0.815**(0.239) 6.419*** (0.065)
R? 0.29 0.14

N 1425 1163

F-test (p-values in parentheses) 7.33 (0.000) 6.11 (0.000)
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Table 17. Diffusion Curve for First Stage of Instrunental Variable
Model: Non-OtO Flows at a 0.3 Rate (30 per 1,000)

Dependent variableMOBj

Dependent variabld SDN;

Voice-telephony penetration rat/OICE; 1447)

0.201* (0.082)

0.000 (0.010)

Cable-TV penetration ratt GABLE; ;o0;)

-0.300 (0.170)

0.072 (0.055)

Diffusion speed (5)

0.789**(0.336)

-7.866 (4.708)

Inflexion point (7 ) 2005.558***(1.098) 2008.355*** (21.283)
Constant 0.635**(0.203) 6.112***(0.066)

R2 0.29 0.15

N 1275 1047

F-test (p-values in parentheses) 6.15 (0.000) 5.39 (0.000)

Table 18. Diffusion Curve for First Stage of Instrunental Variable
Model: Non-OtO Flows at a 0.5 Rate (50 per 1,000)

Dependent variablel’\/IOBj

Dependent variabld SDN;

Voice-telephony penetration ratd/OICE; ;457)

0.247 (0.108)

0.008 (0.012)

Cable-TV penetration rateGABLE; ;oq;)

-0.320 (0.195)

0.233 (0.062)

Diffusion speed (6)

0.836* (0.446)

-7.791 (7.523)

Inflexion point (7 ) 2005.527*** (1.243) 2008.398*** (38.495)
Constant 0.373** (0.185) 5.351*** (0.075)

R2 0.28 0.15

N 1035 855

F-test (p-values in parentheses) 5.12 (0.000) 4.27 (0.000)

In T:':lbl(3516—18,|\/|o|31 is calculated asvoB ><MOBJ where MOBiS the mobile-phone sub-
scribers per 100 inhabitants in the origin awd)BJis the mobile-phone subscribers per 100
inhabitants in the hoslSDNj is calculated agSDN x |5D|\|j where ISDN, is the integrated-
services digital network subscribers per 100 indhigin and ISDN, is the integrated-services

digital network subscribers per 100 in the host.
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APPENDIX D
Table 19. Additional Robustness Checks for OtO Flow
Dependnt vari able: Log of migration flows 1) ) 3)
. _ 0.0447% 0.0370"*
Predicted penetration ra’[(EXROAI:RIt __hat) (0.0130) 0.0359" (0.0124) | (0.0138)
Log of distance [og DIST; ) -0.689%** (0.208) | -0.744** (0.222) -0.489* (0.224)
_ -0.327 -0.390"*
Log of relative real GDP log RGDR ) (0.0742) -0.439** (0.0734) | (0.0778)
Log of wage in the host countnl@gWage,) | 90442+ (0.0254) | 0.0342 (0.0232) 0.0323 (0.0253)
Unemployment rate in the origii4nempr) | 9,003 (0.00964) | 0.00517 (0.00949) |  0.00712 (0.011P)
Employment rate in the hostEmp ) -0.0193 (0.0128) | 0.0224* (0.0111) | 0.0273* (0.0119)

Dummy = 1if no restriction(FREI%lt)

0.675*** (0.148)

0.912** (0.151)

0.929%** (0.177)

Predicted yea\r{r‘i/?t _hat)

0.009 (0.017)

0.007 (0.015)

-0.002 (0.016)

TEL, 0.577 (0.581) 0.836 (0.587) 0.650 (0.707)
CABLE, -0.748 (0.522) -1.665 (0.541) -1.354* (0.692)
Constant 3.697* (1.605) | 4.042** (1.601) 2.136 (1.560)
R 0.26 0.34 0.34

Country pairs 148 118 100

Table 20. Additional Robustness Checks for Non-Ot®&lows

Dependent variable: Log of migration flows 2) ) 3)
Predicted penetration rataROAQVI _hat) 0.086%** (0.016) 0.086%** (0.015) 0.091%** (0.018)
Log of distance [og DIST;) -0.073 (0.29) -0.172 (0.252) -0.395* (0.240)

Log of relative real GDPIbog RGDR )

-0.312** (0.100)

-0.260** (0.094)

-0.183** (0.092)

Log of wage in the host countr)l(()gwagqt)

0.071* (0.043)

0.089* (0.037)

0.100%** (0.036)

Unemployment rate in the origirl_ﬂnemp,[’t)

0.002 (0.012)

0.001 (0.013)

0.005 (0.014)

Employment rate in the host Emp'},t)

0.015 (0.017)

0.018 (0.016)

0.012 (0.017)

Dummy = 1if no restriction(FREﬁ W)

0.785*** (0.157)

0.807*** (0.163)

0.847*** (0.209)

Predicted year(‘[;fl _hat)

-0.052 (0.0526)

-0.065 (0.0496)

-0.096 (0.065)

TEL; -0.578 (0.395) -0.874* (0.392) -0.768* (0.395)
CABLE, 0.195 (0.279) 0.498 (0.242) 0.274 (0.257)
Constant -1.233 (2.500) 0.941 (2.293) 3.540* (2.029)
R? 0.32 0.35 0.33

Country pairs 101 92 76
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Table 21. Robustness Check with Additional ControVariables:
OtO for 0.1, 0.3, 0.5 Rate Flows

Dependent variable: Log of migration flows (1) 2) 3)
Predicted penetration ratBROAR, _hat) | 0.022%(0.016) 0.026%(0.016) 0.038*%(0.017)
Log of distance g DIST,) -0.745*(0.045) | -0.528*(0.045)  -0.329*%(0.047)
Log of relative real GDPlogRGDR ) -0.694*%(0.024) | -0.605**(0.027) | -0.529*%(0.028)
Log of wage in the host countrjgigwage, ) | 0.001%(0.000) 0.002*(0.000) 0.002*(0.000)
Unemployment rate in the origirdnempy,) | 0.058+(0.008) 0.056%(0.009) 0.053*(0.009)
Employment rate in the hosEmpr ) 0.007**(0.003) 0.004 (0.003) 0.011(0.003)
Dummy = 1 if no restriction( FREE ,) 0.039(0.090) -0.085 (0.096) 0.062 (0.096)
Predicted yearsif;,_na) 0.066%(0.023) | 0.060(0.022) | 0.046 (0.023)
Iog_phntrafﬁ(a 0.872*(0.034) 0.659*(0.037) 0.587*(0.037)
Constant - - -

R? 0.35 0.29 0.25

N 1906 1517 1300

Country pairs 148 118 100

Models (1), (I), (Il) present the results for Ot@ws with 0.1, 0.3, and 0.5 rate thresholds, eetiyely. Here,
log_ phntraffic”_ is calculated as international incoming fixed-taimpe trafficlog_trafficin, in the origin

times international outgoing fixed-telephone ttzal‘tb(‘;]_trafficoutj in the host in minutes, respectively.

Table 22. Robustness Check with Additional ControVariables:
non-OtO for 0.1, 0.3, 0.5 Rate Flows

Dependent variable: Log of migration flows

)

&)

(©)

Predicted penetration ratBROAL , __hat)

0.077**(0.013)

0.087**(0.013)

0.106**(0.013),

Log of distance Ibg DIST; )

-0.125%(0.070)

-0.237**(0.065)

-0.429**(0.058

Log of relative real GDPlbg RGDFi]?“) -0.556**(0.033) -0.491**(0.034)| -0.380**(0.031
Log of wage in the host countrjdgwage,) | 0.010 (0.007) 0.011%(0.006) | 0.011*(0.008)
Unemployment rate in the origirinempy,) | -0.053 (0.007) -0.051(0.007) -0.052 (0.007)
Employment rate in the hosEmpr, ) -0.023(0.003) -0.016 (0.003) -0.015 (0.003)
Dummy = 1 if no restrictior(FREI%ll) 0.162 (0.297) 0.246 (0.295) 0.793*(0.273)
Predicted yearsrg{’[ _hat) 0.039 (0.081) -0.076 (0.080) -0.191*%(0.086

log_phntraffig

0.670 (0.070)

0.623 (0.069)

0.429+(0.062)

Constant -2.155 (1.364)
R? 0.30 0.28 0.33

N 1243 1132 923

Country pairs 101 92 76

Models (1), (I1), (IIl) present the results for m®tO flows with 0.1, 0.3, and 0.5 rate threshaldspectively. Here,
log_ phntraffic”_ is calculated as international incoming fixed-télepe trafficlog_ trafficin, in the

origin multiplied by international outgoing fixeeétephone trafficlog_trafficoutj in the host in

minutes, respectively.
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