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Abstract:  
 

In this paper, we have modeled and simulated the magnetic field of the conductor 

by using the finite element method, which is incorporated in Ansoft Maxwell 

software. Modeling and simulation are done for a conductor and two conductors 

located at a small distance between them. Our study is based on the method of 

finite elements and Biot-Savart law for calculating the magnetic field depending 

on the distance from the conductor. We have observed that the calculated values 

of the magnetic field are in good accordance with Biot-Savart law [1]. We have 

found that magnetic field normal to the main axis of the conductor falls linearly 

towards it, whereas outside the conductor magnetic field is inversely proportional 

to distance. 

In the case of simultaneous calculation of the field inside and outside the 

conductor, a small margin has been found. This difference is as a result of the 

simultaneous calculation of magnetic field in two environments with different 

magnetic permeability.  

Finally, we have computed the magnetic field at an equal point between two 

conductors when the currents have opposite and same direction, whereby a huge 

difference between the magnetic fields is found. We show that we can amplify or 

reduce the intensity of the magnetic field, based not only on the distance between 

the conductors but also on the basis of the directions of the currents flowing 

through these conductors.  

 
 

 

1. Introduction 

 
The magnetic field created by the current-carrying 

conductor can be calculated by Biot-Savart law. The 

magnetic field at a given point depends on several 

factors such as the length of the conductor, the 

intensity, the distance of the point from the 

conductor and the angle that the current element 

closes with the point where the magnetic field is 

required. On the other hand, in the case of two 

conductors, the magnetic field either can be 

amplified or weakened, depending on the distance 

between the two conductors and on the directions of 

currents flowing through these conductors. As a 

result, conductors either can attract or repel from 

each other. Magnetic fields are treated through 

Maxwell equations [2], which in most cases are 

difficult to be solved considering the complex nature 

of the problem (boundary conditions of integration). 

Therefore, approximate numerical methods should 
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be applied in their solution. One of these methods is 

the Finite Elements Method (FEM). Characteristic of 

this method is the division of the research area 

(integration) into small suitable elements. Then all 

the necessary steps that lead to the solution of a 

certain problem are followed. In our case, Ansoft 

Maxwell software is used to model the magnetic 

field. In order for a problem to be solved through 

Ansoft (Ansys) Maxwell, we have to go through 

three stages: pre-processing, solving and post-

processing [3]. 

2. Modeling and Simulation 

 
Modelling is the process of building the model, 

which must be compatible with the real system that 

has to be analyzed; while simulation is the process 

performed on the model, we have created using 

suitable software [3-11]. The advantage of 

modelling and simulation is the short time needed to 

solve any problem, low cost, testing of different 

situations, testing with different materials, etc. The 

most important steps for magnetic field modelling 

and analysis that we have followed are: defining the 

type of analysis, defining the type of element, 

constructing the (model) geometry, determining the 

properties of the material, applying boundary 

conditions and loads, defining the mesh, specifying 

of analysis for solutions as well as control 

(verification) of the results. Once the model is 

created, the automated Maxwell solution sequence 

takes over and fully controls the solution process 

without any interaction from the user. 

We have dealt with three separate cases. In all three 

cases the dimensions of the conductor, in cylindrical 

shape, are the same. The conductor has a radius of 

0.25mm and length of 5mm. The conductor/s in the 

direction of z component are traversed by steady 

current with magnitude of 20A, while as a material 

for those conductors we have used copper due to its 

very good conductivity. 

When modelling the magnetic field of current-

carrying conductor we not only should be careful in 

modelling correctly the geometry of the conductor, 

but also, we should be careful in the creation of 

region we wish to analyze magnetic field. If we want 

to determine the magnetic field inside the conductor, 

then the result is not affected by the size of the 

region, but on the other hand if we want to determine 

the magnetic field outside the conductor then the size 

of the region should be as large as possible, so as not 

to limit the convergence of (the lines of) magnetic 

field. In our case, we have given 300% padding in x 

and y directions, whereas 0% padding in z direction 

[3]. This is so because the magnetic field is normal 

to the z direction, figure 1.a. Regarding the mesh we 

have used an automatic adaptive mesh refinement 

technique, figure 1.b, while for the boundary 

condition we have selected default boundary 
 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure1. Selected model and mesh 

 

3. Results 
 

 In the following we will present three cases of 

magnetic field modelling: for a single conductor, and 

two parallel conductors where in one case the 

directions of currents flowing through conductors 

are parallel, while in the other case anti-parallel. 
 
3.1 The case of a single conductor 

    After imposing boundary condition, Ansoft 

software automatically calculates the magnetic field 

of the conductor, figure 2. While the change of 

magnetic induction intensity from the center of the 

conductor to an arbitrary point outside the conductor 

it will be as in figure 3. 

 

Figure 2. Value and distribution of magnetic induction 

inside and outside the conductor 

 

3.2 The case of two conductors in which parallel 

currents flow 

    Same as for the conductor above the same 

parameters and material are used. Assume that these 

two conductors are located close to each other at a 

distance of 0.50mm. In the case of two conductors, 
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the magnetic fields created by these current-carrying 

conductors interact with each other. The resulting 

magnetic field depends not only on the distance, the 

intensity of the currents, but also on the direction of 

the currents.  

 

Figure 3. Intensity of the magnetic field of the conductor 

depending on the distance 

 

 
Figure 4. Magnetic field of two conductors for the cases 

when their currents are: a. parallel respectively b. anti-

parallel. 

 

In the figure below we have presented the resulting 

magnetic field in cases where currents have the same 

direction and opposite direction, figure 4. For this 

case the dependence of the magnetic induction on 

the distance changes as is shown in Figure 5. As a 

result of the interaction of magnetic fields at the 

distance of 1.50mm from the coordinate system, i.e. 

at the distance of 0.25mm between the conductors, 

we have a significant decrease of the magnetic field. 

3.3 The case of two conductors through which 

anti-parallel currents flow 

All physical parameters are also preserved in this 

case, except that the currents flowing through the 

conductors once have the same direction and the 

next time have the opposite direction. Compared to 

the previous case, we not only have a noticeable 

amplification of the magnetic field in the distance 

between the two conductors, but we also have 

amplification in a certain part of the surface of the 

conductors. The dependence of the magnetic 

induction intensity on the distance in the occasion 

when currents are anti-parallel is shown in figure 6. 

 

 

 
Figure 5.The change of magnetic field intensity 

depending on the distance when currents have the same 

directions 

 

 

4. Conclusions 
 

 Through modeling and simulation, we have the 

ability to visually represent the magnetic field of 

a current-carrying conductor and predict the 

results for even more complex cases. 

 In the case of one conductor, we have found how 

the intensity of the magnetic field (H) changes 

from inside to outside of the conductor. The 

magnetic field inside the conductor changes 

linearly with the conductor radius B = (μIr)/
(2πR2), while outside the conductor the 

magnetic field follows the law of Biot-Savart B =
(μ0I)/(2πr) so as field falls off as 1/r, figure 3.  
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Figure 6. The change of magnetic field intensity 

depending on the distance between two conductors when 

currents have opposite directions. 

 

 The magnetic field has minimum value near the 

main axis of the conductor, H = 1710 A / m. The 

intensity of the magnetic field decreases 

significantly going towards the center due to the 

fact that the magnetic fields formed by each 

particle cancel each other out, so as we have 

weakening of the field, figure 3. 

 In the case of two conductors two situations arise: 

the amplification and the weakness of the 

magnetic field depending on the directions of the 

currents within the conductors. 

 When currents have same direction, we notice 

that magnetic field between the conductors 

weakens. Exactly at the distance 0.25mm 

between the conductors we have the minimum 

value H = 598.78 A / m, while the magnetic field 

depending on the distance, changes as in figure 5 

 While in the case when currents have opposite 

directions, we have a significant amplification of 

the magnetic field. Exactly in the middle of the 

distance between the conductors (i.e. d / 2 = 

0.25mm), the magnetic field has the value H = 

12301 A / m. This amplification occurs because 

the magnetic field lines of the two conductors, in 

the space between them, have the same direction, 

so they do not cancel each other out, figure 6. In 

this case, two maxima that belong to two separate 

parts of the surfaces of these conductors are 

clearly seen. 
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Abstract:  
 

The oral mucosa is a mucous membrane that connects the lips to the pharyngeal and 

gastrointestinal mucosa. Its particular properties enable it to function as a gatekeeper, 

regulating the impact of inhaled and ingested antigens, and the degrees of inflammation 

and immunological responses tolerated in a normal healthy mouth cavity. The objectives 

of this study are to: (1) quantification of the composition of the oral micro flora in 

individuals of 18-50 years old; (2) examination of the oral cavity microorganisms 

(culture-morphological and microscopic studies); and (3) determination the biochemical 

parameters (lysozyme concentration, active acidity level) of the oral fluid (saliva). Swabs 

from the oral cavity (within the cheeks) were used to inoculate agar media (MPA, Endo 

medium). Colonies (CFU) on the agar medium's surface were counted and converted to 

an area of the oral cavity (4 cm2). The oral fluid was collected in the morning, on an 

empty stomach, before brushing the teeth, into a sterile test tube with a tight-fitting cover. 

This was done by thoroughly cleaning the individual's mouth with a sterile 0.9% NaCl 

solution. We used indicator strips of paper with pH ranges of 5.4–7.8, 0.2 steps. Oral fluid 

centrifuged (2000 rpm for 20 min). The research revealed that those with periodontitis 

and caries had pH alterations in their saliva. The results showed that individuals with 

dental and periodontal issues had substantially lower levels of Lysozyme than healthy 

people. A severe decrease of nonspecific oral tissue resistance lowers oral fluid resistance 

to pathogens. Morever, Oral bacteria were all Amoxicillin resistant. Lactobacillus. 

 

1. Introduction 
 
The oral mucosa is defined as a mucous membrane 

that is continuous with the skin at the lips, and more 

importantly continuous with the pharyngeal mucosa 

and the gastrointestinal mucosa. While the oral 

mucosa shares many features with the skin and 

gastrointestinal mucosa it has many unique features 

that enable this sophisticated tissue to act as a 

gatekeeper controlling the effects of both inhaled and 

ingested antigens and the levels of inflammation and 

immune responses that are permitted in a normal 

healthy oral cavity. Most invaders access the body via 

external surfaces and the oral mucosa is exposed to a 

huge antigenic challenge in the form of ingested food 

and the microbes that make up the commensal oral 

flora [1 - 2]. 

It has been estimated that >1000 kg of nutrients will 

pass through the adult gut per year and more than 700 

different species colonise the oral cavity. Microbes, 

necrotic cells and hypoxia initiate inflammatory 

responses which, depending on the duration and 

severity, may result in clinical or pathological 

manifestations. The distinction of these tissues is 

important in understanding the differential immune 

responses that are possible within the oral cavity [3, 

4]. The major lymphoid organs are the tonsils and 

adenoids, making up Waldeyer’s ring and there are 

numerous lymph nodes draining the head and neck 

that contribute to the immune function of the oral 

immune system. Mammals have evolved a 

sophisticated innate and adaptive immune system that 

integrates this network of tissues, cells and effect of 

molecules and protects the body from disease by 

recognition of potential pathogens or diseased tissues 

[5, 6]. 

Saliva is uniquely adapted to the functions it needs to 

perform in the oral cavity. It continually bathes the 
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hard and soft tissues to maintain the healthy tissues of 

the oral cavity, oropharynx, and larynx. Saliva is 

formed by three pairs of major salivary glands, 

namely parotid, submandibular, and sublingual, and 

hundreds of minor salivary glands, with some of the 

GCF being secreted from the gingival sulcus [7]. 

With the help of microorganisms, a person is able to 

perform functions that are not encoded by their own 

genome, for example, protection against invasive 

pathogens, extracting additional energy from food, 

synthesizing key molecules for the development of 

their own cells and tissues. Moreover, these functions 

of the microbiota are highly specialized and differ 

depending on the localization of microorganisms in 

the gastrointestinal tract and other loci of the human 

body. The main goal of the study is to the microflora 

of the human oral cavity, its participation in the 

formation of the body’s immune system reactivity. 

However, the objectives of this study are to (1) 

characterize the qualitative and quantitative 

composition of the oral microflora from among the 

examined people aged 18-50 years; (2) identify the 

microorganisms of the oral cavity (culture-

morphological and microscopic studies); and (3) 

determine the biochemical parameters (lysozyme 

concentration, active acidity level) of the oral fluid 

(saliva) [8]. 

 

2. Methodology 
 
To accomplish the study's objectives, 65 people of 

various ages (ranging from 18 to 50 years old) were 

examined, including students, teachers, laboratory 

assistants, and employees of Belarusian State 

University's International Sakharov Environmental 

Institute, as well as patients of the Slutsk district 

hospital who provided written informed consent for 

the collection of biological material. The study 

examined 65 individuals ranging in age from 18 to 50 

years, including students, teachers, laboratory 

assistants, and employees of Belarusian State 

University's International Sakharov Environmental 

Institute, as well as patients of the Slutsk district 

hospital who provided written informed consent for 

the collection of biological material. A questionnaire 

survey was administered to the respondents to 

ascertain their susceptibility to colds or chronic 

illnesses, their bad habits (smoking), their practice of 

regular oral hygiene, and their lack of practice. Two 

groups were created on the basis of age: group 1 

consisted of 37 individuals aged 18-25 years and 

group 2 consisted of 28 individuals aged 43-50 years. 

According to the survey's findings, 15 individuals 

were found to have different oral cavity illnesses. The 

remaining respondents did not have any oral cavity 

illnesses, as presented in Table 1. 

 

Table 1: Group of people who took part in the study 

Category  Group 1 Group 2 

Age 18 - 25 years 

(n=37) 

 43 – 50 years 

(n=28) 

Diseases of the 

oral cavity 

Present (n=15) Absent (n=50) 

 

The oral cavity (inside surface of the cheeks) was 

swabbed and inoculated onto agar media (MPA, Endo 

medium) using sterile cotton swabs. The quantitative 

count of microorganisms was accomplished by 

counting colonies (CFU) on the agar medium's 

surface and then converting to a specific unit of the 

oral cavity's area (4 cm2). 

Saliva was collected in the morning, on an empty 

stomach, before to brushing the teeth, into a sterile 

test tube with a tight-fitting lid to determine the 

various parameters of the oral fluid. After thoroughly 

washing the mouth cavity with a sterile 0.9 percent 

NaCl solution, a 3-5 ml sample of saliva was obtained 

from the individual. 

pH was determined using indicator strips of paper 

with a pH range of 5.4–7.8, with a step of 0.2. 

Centrifuged the pre-collected oral fluid (2000 rpm for 

20 min). The pH of the supernatant was determined 

by dropping it onto indicator paper and calculating 

the pH value using a standard scale. To determine the 

lysozyme content, saliva from patients was collected 

in 1 ml polyethylene tubes, diluted 1:1 with saline, 

and centrifuged at 1500 rpm for 10 minutes. We 

analysed the supernatant. The ability of serum to act 

on a culture of micrococci grown on slanting agar is 

one way for determining lysozyme. A daily culture 

suspension in saline is made in accordance with an 

optical standard (10 U). The test serum is diluted with 

physiological solution tenfold, twentyfold, fortyfold, 

and eightfold, respectively. Each test tube is filled 

with an equal volume of microbial suspension. The 

tubes are shaken and then placed in a thermostat set 

to 37 ° C for 3 hours. The reaction is considered in 

relation to the serum's degree of clarity. The 

lysozyme titter is the final dilution at which the 

microbiological suspension is completely lysed. 

However, the measurements are made in calibrated 

test tubes to which 1 ml of the studied lysozyme 

solution is added three times in parallel. 0.5 M 

phosphate buffer is used as a control. To quantify 

lysozyme in unknown concentration solutions, a 

calibration curve is developed using enzyme 

concentrations of 2, 4, 6, 8 g in the sample. Use a 

standard solution of 200 g / ml to dilute lysozyme. It 

is then used to make a stock solution of lysozyme at 

a concentration of 8 g / ml. 50 mg / 100 ml from dried 

lysozyme To construct the calibration curve, take ten 

tubes and arrange them as follows: (i) 1 and 2 - 

control without lysozyme (1 ml of water), (ii) 3 and 4 

- 2 μg of lysozyme (0.25 ml of lysozyme + 0.75 ml of 
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water), (iii) 5 and 6 - 4 μg of lysozyme (0.5 ml of 

lysozyme + 0.5 ml of water), (iv) 7 and 8 - 6 μg L of 

isozyme (0.75 ml of lysozyme + 0.25 ml of water), 

and (v) 9 and 10 - 8 μg of lysozyme of 1 ml of the 

original solution of lysozyme). Following the 

creation of all lysozyme solutions, 6 ml of a 

suspension of micrococcus acetone powder is added 

to each test tube at a 30 second interval. Additionally, 

the hygienic state of the oral cavity was examined by 

inoculating the test material on the following nutrient 

media: meat-peptone agar (MPA), Endo's medium, 

Levin's medium, yolk-saline agar, Muller-medium, 

Hinton's and Czapek [9, 10].Inoculations should be 

incubated at 37 ° C for 18–24 hours. The inoculations 

were permitted to incubate for up to 5 days in the 

absence of growth on blood agar, thioglycolic 

medium, or sugar broth. For 72 hours, inoculations in 

Sabouraud's medium were incubated simultaneously 

at 37 ° C and room temperature. The mean values, 

standard deviation (M + SE), median and spread of 

values, as well as correlation analysis, were 

determined using statistical methods during data 

processing. The Student's t-test was used to determine 

the significance of differences between indicator 

groups. Significant differences were defined as those 

with a p 0.05 value. When statistical analysis of the 

data was performed, a software package of 10.0 

STATISTICA was used. 

 

3. Results and Discussions 

The hydrogen index of oral fluid (saliva) from healthy 

persons evaluated (table 2) was 6.97 0.07, which is 

within the range of normal values. Saliva pH changes 

were seen in a sample of patients with periodontal 

disease and tooth decay. The pH of the persons 

evaluated in this group was 5.03 0.2. The results 

indicated a statistically significant reduction in pH 

value when compared to a healthy control group and 

the norm. Fluctuations in saliva's hydrogen index can 
 

Table 2: pH value of oral fluid 

Indicator Group of 

relatively 

healthy people 

(n= 50) 

Group of people 

with caries and 

periodontal 

diseases (n=15) 

Normal 

pH 

value 

pH 6,97± 0,07 * 5,03 ± 0,2 * 6,5–7,4 
Take note that * denotes differences with a p0,05 statistical 

significance.  

 

result in a significant decrease in its mineralizing 

ability (acidification) or in its strengthening and the 

production of dental calculi. Acids created during 

microbial metabolism from carbohydrates that collect 

in the plaque due to the delayed flow of saliva through 

it can induce a drop in pH. Thus, chronic sugar 

consumption can lower the pH of dental plaque to 5.0, 

promoting the growth of acid-producing bacteria such 

as lactobacilli and S. mutans and predisposing to the 

formation of caries. Plaque pH decreases mostly as a 

result of sugar usage. According to the acquired 

findings, the concentration of lysozyme in the oral 

fluid of patients suffering from dental and periodontal 

illnesses is much lower than that of healthy 

individuals (Figure 1). The results indicated a severe 

deterioration of oral tissues' nonspecific resistance, 

which ultimately results in a deterioration of oral 

fluid's ability to resist the corrosive influence of 

pathogenic agents. 

 

 
 

Figure 1: Lysozyme concentration µg/ml in the examined 

individuals 

It is well established that lysozyme is an enzyme 

involved in the formation of lysosomal cell structures. 

It is a critical component of non-specific protection 

related with the monocyte-macrophage system's 

function. The oral microbiota of the comparative 

groups was dominated by staphylococci and 

streptococci. Additionally, enterobacteria, 

veillonella, bacteria, bacteroids, actinomycetes, and 

Neisseria were Identified (table 4 and 5). 

Streptococcus genus representatives were the most 

commonly planted - accounting for 57% of all 

microorganisms sown in this biotope. 

Representatives of the staphylococci genus occupied 

22%, enterobacteria accounted for up to 15%, 

occupied around 4%, and Neisseria accounted for 2%. 

Figure 2 illustrates the formation of several bacterial 

cultures in the form of distinct microorganism 

 

 
Figure 2 : examples of growth parameters of microbial 

colonies of the main representatives of the oral 

microflora on nutrient media 

Table 3: Stabilizing (resident) flora 1. Aerobes and 

facultative anaerobes 
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Staphylococcus spp: 

S. mutans 39,8 2,3±0,28 18,1 
of 

5.3±1,01 

at least 5-

7 

S. salivarius 46,2 of 1.7±0,12 12,4 4,4±0,84 at least 5-
7 

S. milleri 21,2 1,5±0,31 24,8 of 
6.2±0,93 

at least 5-
7 

S. sanguis 60,4 1,5±0,26 58,2 3,5±0,70 at least 5-
7 

Neisseria spp. 
28,4 4,2±0,54 23,5 4,7±0,34 at least 5-

7 
Lactobacillus 

spp. 31,4 3,1±0,12 29,6 
of 

5.4±0,46 

no more 

than 3-4 
Enterococcus 

spp. 13,1 3,2±0,71 56,2 3,4±0,67 
no more 

than 1-2 
Corinebacterum 

spp. 38,4 of 2.6±0,94 39,1 
of 

5.4±0,36 3-4 

2. Obligate anaerobes: 

Veilonella spp. 13.1 3.2±0.71 39.1 5.4±0.36 no more 

than 3-4 
Fusobacteria 38.4 2.6±0.94 56.2 3.4±0.67 no more 

than 1-2 
Non-permanent(transient) microbiota. Aerobes and facultative 

anaerobes: 

Gram-negative rods: 

S. aureus 0 Not 
determined 

35.2 4.7±0.52 0 

S. epidermidis, S. 
saprophyticus 

10.4 1.5±0.24 44.4 4.7±0.42 not more 
than 1-2 

Escherichia coli 2.8 1.7±0.16 16.2 3.3±0.65 not more 
than 1-2 

Klebsiella 1.1 1.5±0.12 5.7 2.8±0.31 not more 

than 1-2 

Obligate anaerobes: Clostridia: 

Clostridium tetani 0 Undetected 39.1 5.1±0.26 0 

Clostridium spp. 

ramosum 

0 Not 

determined 
24.8 3.2±0.93 0 

 

colonies. The majority of the saliva flora is made up 

of facultative streptococci and veillonella, which 

enter mostly through the back of the tongue. 

Streptococcus salivarius is constantly vegetating on 

the tongue, where it is washed away by saliva, which 

also contains large concentrations of the bacteria. 

Neisseries are continually present in the oral cavity 

(and frequently in saliva), accounting for 3-5 percent 

of the bacteria produced (Table 3). Quantitative 

indications of microbial seeding from the oral cavity 

showed a considerable rise in titers of the following 

microorganisms: Lactobacillus spp., Staphylococcus 

aureus, Staphylococcus sepidermidis, 

Staphylococcus saprophyticus, and Staphylococcus 

mutans (Table 6). It is observed two characteristics of 

oral microbiocenosis: decreased colonization by 

representatives of the normal microbiota and 

Table 4: Identification of qualitative and quantitative 

composition of carious-pathogenic oral microbiota 

Carious-pathogenic microbiota 

Microorganisms 
detection 

Rate, % 

Quantity in 1 ml  

Standard 

parameters 

1 group 

18-25 

years (n = 

37) 

2 group 

43-50 

years (n 

= 28) Klebsiella 15 10±5 40±9 0 

Escherichia coli 2 7±3 60±5 ± 

Aerobacter 3 9±6 35±7 0 

Pseudomonas ± Not 

determined 

9±3 0 

Proteus 

 

 

 

± 
Not 

determined 

 

16±6 0 

 

 

Table 5: Identification of the qualitative and quantitative 

composition of paradontopathogenic oral microbiota 

Paradontopathogenic microbiota 

Microorganisms 
detectio

n Rate, 

% 

Quantity in 1 

ml Standard 

paramete

rs 1 group, 

18-25 

years, (n 

= 37) 

2 

group

, 43-

50 

years

, (n = 

28) 

Porphyromonasgingiv

alis 

15 25±4 60±9 0 

Escherichia coli 2 6±2 28±5 ± 

Aerobacter 3 14±3 35±7 0 

Pseudomonas ± 

Not 

determine

d 
15±3 0 

Proteus ± 

Not 

determine

d 22±6 0 

 

increased colonization by oral opportunistic 

microbiota with high adhesive qualities.The 

established method for determining the qualitative 

and quantitative composition of oral biocenoses 

expands the possibilities for early diagnosis, 

monitoring, and prognosis of the development of oral 

inflammatory illnesses. 

 

4. Conclusions 
The objectives of this study were to) quantify the 

composition of oral microflora in people aged 18-50; 

and examine oral cavity microorganisms (culture-

morphological and microscopic studies); as well as 

assess oral fluid biochemical parameters (lysozyme 

concentration, active acidity level) (saliva). The study 

examined 65 individuals ranging in age from 18 to 50 

 

 
Table 6 : Quantitative composition of oral microflora in 

the examined individuals (M+m) 

Number of microorganisms in 1 ml 
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Type of 

microflora 

Standard 

indicators 

1 group , 

18-25 

years, (n 

= 37) 

group 2, 

43-50 

years, 

(n = 28) 

Lactobacillus 

spp. 

no more 

than 3-4 

of 

3.01±0,12 
↑5,44±0,4

6 

Staphylococc

us aureus 

no more 

than 3-4 

of 

2.54±0,08 
↑ 

6,35±0,68 

Staphylococc

us 

epidermidis, 

saprophyticus 

more than 

3-4 

of 

2.86±0,06 
4,17±0,21 

Staphylococc

us salivarius 

at least 5-

7 

of 

7.98±0,06 
5,19±0,28 

Staphylococc

us sanguis 

no more 

than 5-7 

of 

7.01±0,71 
4,27±0,89 

Staphylococc

us mutans 

no more 

than 5-7 

and 

3.21±0,12 
↑ 

8,26±0,1 

Staphylococc

us 

haemolyticus 

the 

absence of 

0 to 

2.47±0,34 

Enterococusf 

aecium 

no more 

than 1-2 

of 

1.01±0,05 
2,26±0,8 

Neisseria spp. no more 

than 5-7 

4.26±0.28 5.93±0.25 

Actinomyces 

species 

no more 

than 2-3 

2.17±0.06 1.54±0.05 

 

years, including students, teachers, laboratory 

assistants, and employees of Belarusian State 

University's International Sakharov Environmental 

Institute, as well as patients of the Slutsk district 

hospital who provided written informed consent for 

the collection of biological material. The results 

obtained from the analysis indicated that the A group 

of persons with periodontitis and caries had pH 

changes in their saliva. The pH of this group was 5.03 

0. 2. The pH dropped significantly compared to the 

healthy group. The results revealed that the 

Lysozyme level in oral fluid is much lower in patients 

with dental and periodontal problems than in healthy 

persons. This suggests a severe loss of nonspecific 

oral tissue resistance, which necessarily reduces oral 

fluid resistance to pathogenic agents. Morover, The 

oral bacteria were all resistant to Amoxicillin. 

Carbenicillin-resistant Lactobacillus, 

Staphylococcus, Bifidobacterium, Escherichia, and 

Sarcina bacteria. Streptomycin, Doxycycline, and 

Tetracycline were all active. 
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Abstract:  
 

The design of photovoltaic or solar systems and estimating their performance 

require knowledge of the intensity of solar radiation. The measurement of this 

parameter for some sites in Algeria is unfortunately not obvious. However, 

researchers are moving towards the modelling, estimation and prediction. To 

model the global solar radiation, we must take into account the geographical and 

climatic parameters such as sunshine duration, relative humidity, temperature, 

latitude site, etc. In this study, the modelling of daily global solar radiation on a 

horizontal plane according to the parameters mentioned above is based on the 

statistical linear regression technique. The daily data used in the development 

and validation of models are extracted from the database of O. N. M (National 

Office of Meteorology, Dar el Beida. Algeria) for 2001-2005. We test the 

proposed models on two sites such as Djelfa and Ain-Bessam. For each site, 

validity and performance of the model will be studied based on the number of 

parameters introduced in the analytical expressions and results are discussed in 

terms of statistical errors as: R, MBE and RMSE between the measured global 

solar radiation and global solar radiation estimated. It was found that air 

temperature and relative humidity are indeed important climatic parameters for 

the prediction of solar radiation. 

 

1. Introduction 
 
Solar energy is the most ancient source of energy; it 

is the basic element for almost all fossil and 

renewable types. Using solar energy to generate 

electrical energy for any specific site location 

necessitates an exact estimation of global solar 

radiation; a provision should be made to forecast 

solar energy which will convert to electrical energy 

to recover the load demand, that is, the amount of 

solar energy for that place ought to be known. 

Technology for measuring global solar radiation is 

costly and has instrumental hazards. The 

importance of the actual work lies on the 

fundamental need of quantification of the global 

solar radiation data in this site. The solar radiation 

reaching the earth’s surface depends on the climatic 

condition of the specific site location [1-3]. 

Therefore, over the last decades, different models 

have been proposed to predict the amount of solar 

radiation using various parameters. Most analyses 

of the correlation between solar radiation and 

climatic parameters involve the use of relative 

sunshine duration [4-7]. However, air temperature 

and humidity should also be considered as an 

important climatic variable for solar radiation 

prediction because it is a reflection of both the 

duration and intensity of the solar radiation incident 

on a given location [8, 9], [10- 12].  
 

2. Data 
 

Measured global solar irradiation (G) and climatic 

parameters data, between 2001 and 2005, for two 

cities in Algeria: Ain-Bessem (Latitude 36.31°N, 

Longitude 3.67°E, Altitude 629 (m)) and Djelfa 

(Latitude 34.68°N, Longitude 3.25°E, Altitude 

1126 (m)), were obtained from Algerian 

Meteorological Agency O.N.M, Dar el Beida.  

Our aim is to develop a best model with a few 

climatic parameters to estimate the solar radiation 

data (G/G0) in future time domain. The estimations 

http://dergipark.org.tr/en/pub/ijcesen
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were made by many combinations of data, by using 

a linear regression analysis.  These data are chosen 

due to their correlation with the global solar 

radiation. In linear regression model, the dependent 

variable comprises the ratio of the global solar 

irradiation (G) to the available radiation at the top 

of the atmosphere (G0); and the independent 

variables comprise the different climatic parameters 

(mean daily maximum temperature, mean daily 

relative humidity, mean daily sea level pressure, 

mean daily vapor pressure, wind, precipitation and 

the ratio of hours of bright sunshine (S) to the day 

length (S0). The measured data between 2001 and 

2004 have been used for calculating the coefficients 

of the model while those from 2005 are used for 

testing data. The testing data are not used in 

modeling. The values of the extraterrestrial 

radiation G0 and the day length S0 were calculated. 

The data was subjected to quality checks before 

being used in the analysis. It was ensured only 

complete data set was used. The values of G/Go 

and S/So are all less than one. 

 

3. Discussions 

 
The choice of a number of models is conducted by 

the fact that the single model does not give a good 

generalization for the sites under study. 

Accordingly, several models have been tested to 

choose the more suitable for each location. 

Statistical analysis of the results was performed 

using the correlation coefficient (R), the root mean 

square error (RMSE) and the mean bias error 

(MBE) criteria [12, 13]. 

 
Table 1. Pearson's correlation coefficients 

 
 

The study of correlations among solar radiation and 

several climatic parameters has shown that (S/So) is 

not the best single parameter to be used for 

predicting solar radiation. For example, Table 1 

shows Pearson's correlation coefficients for Ain-

Bessem and Djelfa cities. It is seen that for Ain-

Bessem, (G/Go) correlate best with (Tx), followed 

by Tm and S/So, respectively, while (Um) and (Tx) 

are best followed by Tm for Djelfa. Thus in both 

cases, the best single parameter for estimating 

(G/Go) is not (S/So). From Table 3, we can 
observe that the correlation coefficient for the 
studied models, listed presented in Table 2,   is 
arranged between 72.30% and 91.00%. It is 

clearly shown that, the best performance is 
obtained by the models (7, 8, 9 and10) where 
the correlation coefficient R is arranged between 
90.30% and 91.10%. 
 

Table 2. Models used for estimating (G/G0) for Ain-

Bessem city. 

 
 
However, the best correlation in test is obtained for 

the model 7, and this model need in his input only 

(T, U) parameters and P that are always available, 

and they can be measure easily. The obtained R is 

95.20%, which is higher than other models. The 

RMSE is 0.032799 and the MBE is -0.034701. 

Figure1 shows a comparison between measured and 

estimated daily global solar radiation by using 

model 7. In addition, we have developed others 

models for Djelfa city, where the relative humidity 

is always combined with temperature. Therefore, 

we develop these models in order to show the 

influence of each parameter for estimating daily 

global solar radiation. Table 4 resumes the different 

models used for estimating (G/G0) for Djelfa city. 

Therefore, in the case, when we use as input only 

the relative humidity and temperature, the best 

correlation coefficient is decreases to 79.10% 

(model 11). 

 
 

Table 3. Statistical analysis of the results. The 

correlation coefficient (R), the root mean square error 

(RMSE) and the mean bias error (MBE) 
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Figure1. comparison between measured and estimated 

daily global solar radiation by using model 7 (Ain-

Bessem). 

 

Table 4. Models used for estimating for Djelfa city 

 
 
 
Also, when we mixed air temperature, relative 

humidity and the ratio S/S0 the correlation 

coefficient is decreases only to 80.20% (model 10). 

Therefore, the model combined (T and U) can be 

used in the case when we have not the sunshine 

duration. Figure 2 shows a comparison between 

measured and estimated daily global solar radiation 

by using model 11. It is clear that air temperature 

and relative humidity are indeed important climatic 

parameters for the prediction of solar radiation. 

 

4. Conclusions 
 

Using different combinations of different variables 

to analyse available data for two different stations 

in Algeria, it is clearly demonstrated that air 

temperature and humidity are an important climatic 

parameters which should be sufficient in solar 

radiation modelling in Algeria. The use of only 

temperature and relative humidity for solar 

radiation prediction is important because there are 

many stations in Algeria with sufficient data for T 

and U (which are relatively easier to measure). 

 
Figure 2. comparison between measured and estimated 

daily global solar radiation by using model 11 (Djelfa). 
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Abstract:  
 

Inflammation of the mucosal immune system is a common occurrence (saliva). The 

masticatory process and salivary enzymes destroy antigenic material that enters the 

mouth cavity, yet it can still activate immunological responses. Many soluble 

components are secreted by epithelial cells or incorporated into oral cavity fluids. 

Defensins, histatins, lysozyme, and lactoferrin all have antibacterial action. They appear 

to work synergistically with secretory IgA. The objectives of this study is to examine 

the immunological parameters (concentration of total IgA and secretory IgA) of the oral 

fluid of the examined individuals in normal and pathological conditions; and to identify 

the sensitivity/resistance of microorganisms-the main representatives of the oral 

microflora to antimicrobial drugs widely used in modern therapeutic practice 

(antibiotics) in vitro. To measure secretory IgA in oral fluid, we used a solid-phase 

immunoassay and a ZAO Vector Best sIgA ELISA BEST strip. The "secretory IgA-

ELISA" reagent collection is designed to quantify secretory IgA in body fluids using 

enzyme-linked immunosorbent assay. The enzyme-linked immunosorbent assay 

measures secretory IgA. The t-test was used to assess the significance of differences 

across indicator groups. Results indicated that amount of total IgA in oral fluid is 

significantly lower in people with dental and periodontal problems than in people who 

are healthy. This indicates a decrease in oral cavity resistance and an increase in 

carious/periodontal processes. Caries and/or periodontal disease have been linked to 

lgA deficiency. The results showed that staphylococci and streptococci dominated the 

oral cavity microbiota in the comparison groups. In addition to this, Neisseria and 

Veillonella were found. Streptococci accounted for 57 percent of all microorganisms 

planted in this biotope. Enterobacteria accounted for up to 15%, whereas Neisseria 

accounted for about 4% and 2%. The decrease in sIgA levels in periodontitis patients' 

saliva indicates a lack of local mucous membrane protection, increasing the risk of 

caries and periodontitis. The lower sIgA levels in the mouth make tooth tissue more 

susceptible to caries-causing microbe adherence than in healthy people. 

 

1. Introduction 
 
The mucosal immune system is permeable to 

external stimuli and is constantly bathed in fluid 

(saliva). Although antigenic material that enters the 

oral cavity is largely degraded by the masticatory 

process and salivary enzymes, it has the potential to 

elicit immunological responses. And early research 

into the development of vaccines against tooth 

cavities demonstrated that Strep. mutans induced 

IgA antibodies not only in saliva, but also in tears. 

This established the notion of a single mucosal 

immune system, in which the stimulation of immune 

responses on one mucosal surface resulted in a 

widespread immunological response in other 

mucosal tissues [1, 2]. Inflammation is a protective 

response that aims to clear the body of invading 

germs that cause tissue harm, as well as to deal with 

the resulting necrosis. Cytokines such as interleukin-

1 (IL-1), interleukin-6 (IL-6), and tumor necrosis 

http://dergipark.org.tr/en/pub/ijcesen
http://dergipark.ulakbim.gov.tr/ijcesen
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factor (TNF) drive and regulate the inflammatory 

process. Inflamed tissues draw phagocytic cells such 

as neutrophils and macrophages (as well as mast 

cells and eosinophils) to eliminate invading 

pathogens. Leucocytes can migrate quickly to 

infection or tissue injury locations, whereas plasma 

proteins can diffuse into tissues [3, 4]. 

Numerous soluble factors are released by epithelial 

cells or incorporated into the fluids that surround the 

oral cavity. These factors perform a number of roles, 

including antibacterial activity for defensins, 

histatins, lysozyme, and lactoferrin. Certain of these 

compounds have been shown to interact 

synergistically with secretory IgA [5, 6]. 

Symbiosis between the human body and its 

microbial ecological system is the norm and form of 

life. It is generated during the processes of 

evolutionary (phylogenesis) and individual 

(ontogenesis) development. Microorganisms inhabit 

the human body in numbers tens to hundreds of 

times greater than the host's own cells [7 -9]. In 

essence, man (along with higher animals) has 

evolved into a superorganizational symbiotic 

system. Along with the macroorganism, the latter 

consists of a collection of numerous 

microbiocenoses with a specific composition that 

inhabit a particular biotope (niche) within the host 

body. The microbiome is a collection of human 

microorganisms that cohabit normally and 

pathologically with it, taking part in physiological 

and pathophysiological processes, as well as drug 

and hormone metabolism [10, 11]. 

It may be concluded that one of the most promising 

fields of medical research is the investigation of a 

group of genes involved in the creation of 

microbiota in diverse localizations, including the 

gastrointestinal tract, skin, and mucous membranes 

of the sexual organs. Thus, this study aims to 

determine immunological parameters (total IgA and 

secretory IgA concentrations) in the oral fluid of 

examined individuals under normal and pathological 

conditions. to determine the sensitivity/resistance of 

microorganisms—the primary representatives of the 

oral microflora—to antimicrobial drugs commonly 

used in modern therapeutic practice (antibiotics) in 

vitro. 

2. Methodology 

 
To carry out the study's objectives, 65 people of 

various ages (ranging from 18 to 50 years old) were 

examined, including students, teachers, laboratory 

assistants, employees of Belarusian State 

University's International Sakharov Environmental 

Institute, and patients of the Slutsk district hospital 

who gave written informed consent to the collection 

of biological material. A questionnaire survey was 

undertaken among those polled in order to identify 

people who had a susceptibility to colds or chronic 

diseases, poor habits (smoking), and whether or not 

they practiced regular dental hygiene. Group 1 

consisted of 37 persons between the ages of 18 and 

25, whereas group 2 consisted of 28 people between 

the ages of 43 and 50. The existence of various oral 

disorders was discovered in 15 participants, 

according to the results of the survey. The remaining 

respondents did not have any oral illnesses (Table 

1). 
 

Table 1. Group of people who took part in the study 

Group number Group 1 Group 2 

Age 18 - 25 years 

(n=37) 

43 – 50 

years (n=28) 

Diseases of the 

oral cavity 

Present (n=15) Absent 

(n=50) 

 

The oral cavity (inside surface of the cheeks) was 

swabbed and inoculated onto agar media (MPA, 

Endo medium) using sterile cotton swabs. The 

quantitative count of microorganisms was 

accomplished by counting colonies (CFU) on the 

agar medium's surface and then converting to a 

specific unit of the oral cavity's area (4 cm
2
). 

We employed a solid-phase immunoassay and a 

sIgA ELISA BEST strip acquired from ZAO Vector 

Best to quantify secretory IgA in oral fluid. 

Photometric measurements at a wavelength of 450 

nm were used to obtain the analysis results. Blood 

serum is used as the test material. 100L of material 

is required for analysis. 

The "secretory IgA-ELISA" collection of reagents is 

intended for the quantitative determination of 

secretory IgA in bodily fluids using the enzyme-

linked immunosorbent assay method. Secretory IgA 

is quantified using a "sandwich" form of the 

enzyme-linked immunosorbent test. On the inner 

surface of the plate wells, mouse monoclonal 

antibodies specific for secretory human IgA are 

immobilized. When the test sample is introduced to 

the wells of the plate, the secretory IgA in the test 

sample binds to antibodies on the solid phase. The 

resultant complex is identified using a horseradish 

peroxidase-conjugated mouse monoclonal antibody 

to the alpha chain of IgA. As a result, a plastic-

encased "sandwich" containing peroxidase is 

formed. The fluids in the wells are stained following 

incubation with a tetramethylbenzidine (TMB) 

substrate solution. The color intensity is related to 

the secretory IgA concentration in the test sample. 

The calibration graph was used to determine the 

sIgA concentration in the samples. 
To begin, a single colony was extracted from a Petri 

plate using a toothpick or a bacteriological loop and 
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transferred to a test tube (eppendorf). The test tubes 

were then filled halfway with acetonitrile and 70% 

formic acid solution, mixed, and the substance was 

applied in a volume of 1L to the wells of a metal 

target (chip). Each sample was loaded with 1 l of a 

MALDI-ToF matrix (-cyano-hydroxycinnamic acid 

in a 50/25 acetonitrile/ trichloroacetic acid, TPA) 

solution. After crystallization of the samples, the 

target was placed in the mass analyzer's chamber 

with the samples. To calibrate the instrument, E. coli 

strain CCUG 10797 cells were employed. To obtain 

a single mass spectrum, 100 laser pulses with a 

frequency of 60 Hz were employed; the registration 

range was 1000-20000 m / z; only positive ions were 

recorded; and the whole spectrum of each sample 

was assembled using 100 single shots. Each well of 

the chip was sampled for a spectrum, which was the 

sum of six individual spectra (600 laser pulses). The 

following properties of the mass spectrum were 

considered while examining the results: the number 

of peaks, their strength, and the total value of the 

noise component. For further examination, the 

resulting spectrums of each strain were exported to 

the S.A.R.A.M.I.S. TM database. Individual mass 

spectra in the "Identification" mode were compared 

to the S.A.R.A.M.I.S. TM database, supplemented 

by the obtained reference spectra, to determine the 

species or genus of the examined culture. Correct 

species identification was achieved with a score of 

75%. Positive identification at the genus level is 

defined as a score of 1.7, while positive 

identification at the species level is defined as a 

score of 2.0 or higher. 

Statistical methods were used to determine the 

mean, standard deviation (M + SE), median, and 

spread of values, as well as correlation analysis, 

during data processing. The significance of 

differences between indicator groups was 

determined using the Student's t-test. We classified 

significant differences as those with a p 0.05 value. 

When performing statistical analysis on the data, a 

software application was employed by 

STATISTICA 10.0. 

3. Results and Discussions 

The values of immunity indicators (IgA, lysozyme, 

and SIgA) in the oral cavity of participants are 

shown in Table 2 where * indicates a p < 0,05 

statistical significance of differences. Individuals 

with oral illnesses demonstrated a statistically 

significant decrease in secretory IgA levels when 

compared to healthy and normal individuals (Figure 

1). In dental caries, secretory immunoglobulin A 

(sIgA) in mixed saliva is a critical indication of local 

oral immunity. A critical aspect of the role of 

secretory IgA in the oral cavity's microbial ecology, 

and particularly in the pathology of the oral cavity, 

is the effect of these immunoglobulins on the local 

microflora. The decreased sIgA content in saliva of 

patients with caries and periodontal illnesses 

indicates a weakening of the mucous membranes' 

local defenses, increasing the chance of a carious 

process and deterioration of periodontal health. 

 
Table 2. The immunity indicators (IgA, lysozyme, and 

SIgA) in the oral cavity of participants. 

Indicator Group of 

relatively 

healthy 

people (n= 

50) 

Group of 

people with 

caries and 

periodontal 

diseases 

(n=15) 

Normal 

values 

of IgA 

indicators, 

g/L 

1,053 ± 

0,002* 

0,741 

±0,002* 

1,20 ± 

0,65 

Lysozyme, 

µg/ml 

44,0 ±1,3* 30,0 ±1,12* 40,0 – 

50,0 

SIgA, g/L 1.80 ± 

0.33* 

0.28 ± 0.05* 0.7 to 4 

 

 

 
Figure 1: secretory SIgA, g/L content in the examined 

individuals 

 

According to the findings obtained, the amount of 

total IgA in oral fluid is much lower in patients with 

dental and periodontal problems than in healthy 

individuals (figure 2). This reflects a decrease in the 

mouth cavity's specific resistance and the activation 

of carious/periodontal processes. 

 

 
Figure 2: total IgA, g/L Level in the surveyed 

individuals 
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Individuals with lgA deficiency have been observed 

to be more prone to tooth decay and/or periodontal 

disease. Bacteria deglycosylate IgA, which regulates 

bacteria's adherence to dentin and mucosa, resulting 

in immunoglobulin proteolysis and a loss in 

antibacterial defense. 

Despite large growth inhibition zones surrounding 

the anti-biotic disks, all bacteria shown resistance to 

amoxicillin. Carbenicillin resistance was observed in 

bacteria belonging to the genera Lactobacillus, 

Staphylococcus, Bifidobacterium, Escherichia, and 

Sarcina. 

Streptomycin, Doxycycline, and Tetracycline were 

all susceptible to all microorganisms (Figure 2). 

According to the boundary data table for the 

diameter of growth retardation zones (Table 2), all 

of the bacteria examined are amoxicillin resistant. 

Lactobacillus, Staphylococcus, Bifidobacterium, 

Escherichia, and Sarcina are carbenicillin resistant. 

That is, these microbes have developed resistance 

mechanisms to these antibiotics. 

 
Table 2. Diameter of the zones of growth retardation of 

microorganisms under the influence of various antibiotics 

(mm) 

 

Amoxicillin is a semi-synthetic broad-spectrum 

penicillin antibiotic. Carbenicillin is a semisynthetic 

penicillin antibiotic with a broad spectrum of 

activity. It acts as a bactericide by inhibiting the 

bacterial cell wall production. 

Beta-lactam antibiotics (also known as beta-lactams) 

are a class of antibiotics that share a beta-lactam ring 

in their structure. Penicillins, cephalosporins, 

carbapenems, and monobactams are all beta-lactam 

antibiotics. The identical chemical structure of all 

beta-lactams results in the same mechanism of 

action (inhibition of bacterial cell wall formation), as 

well as cross-allergy in some patients. 

Penicillins, cephalosporins, and monobactams are all 

susceptible to hydrolysis by special enzymes called 

beta-lactamases, which are produced by a variety of 

bacteria. Carbapenems exhibit much greater 

resistance to beta-lactamases than other antibiotics. 

Given their excellent clinical performance and 

minimal toxicity, beta-lactam antibiotics are the 

cornerstone of antimicrobial chemotherapy at the 

moment, occupying a prominent position in the 

treatment of the majority of illnesses. 

Beta-lactamases are found in a wide variety of 

Gram-negative bacteria and are also produced by a 

number of Gram-positive bacteria (staphylococci). 

There are around 200 different types of enzymes 

recognized to date. Recently, it was discovered that 

up to 90% of resistant bacterial strains obtained in 

clinical settings are capable of generating beta-

lactamases, which confers resistance. 

Beta-lactam antibiotics' efficiency may be reduced 

as a result of the evolution of resistance, the most 

common mechanism of which is the creation of 

beta-lactamases by bacteria. 

The development of new beta-lactam antibiotics and 

their implementation into practice for the treatment 

of infectious diseases caused by strains resistant to 

known antibiotics has resulted in an increasingly 

small time interval between the use of a new 

medicine and the emergence of resistance to it. 

Figure 3. Illustrates the sensitivity/resistance of the 

major representatives of the oral microbiota to 

antibiotics administered at various concentrations to 

the discs. 
 

 

Figure 3: Examples of the sensitivity/resistance of the 

main representatives of the oral microflora to 

antibiotic preparations applied to the discs in a 

certain concentration 

 

Antibiotic resistance prevention methods that are 

most successful should be directed at microbial 

populations in general. Antibiotic resistance has 

spread globally in recent years as a result of the 

selection pressure exerted by antibiotics used in 

medical treatment. 

 

4. Conclusions  
 
The objectives of this study were to examine the 

immunological parameters (total IgA and secretory 

IgA concentrations) in the oral fluid of examined 

Microorganism micrograms 

Streptomyci

n, 

30 

Carbenicill

in, 

100 

Doxycyclin

e, 

30 

Amoxicilli

n20 

Tetracycli

ne, 

30 

Lactic acid bacteria 

(mixture 1) 

30,0±0,40 23,0±0,10 26,0±0,62 8,0±0,20 28,0±0,20 

Lactic acid bacteria 

(mixture 2) 

35,0±0,21 14,0±0,09 20,0±0,41 10,0±0,40 17,0±0,50 

Genus Bifidobacterium 35,0±0,30 10,0±0,20 24,0±0,32 12,0±0,50 29,0±0,30 

Genus Lactobacillus 30,0±0,12 5,0±0,08 28,0±0,40 7,0±0,10 30,0±0,20 

Genus Staphylococcus 40,0±0,51 5,0±0,20 37,0±0,07 4,0±0,07 30,0±0,41 

Genus Streptococcus 30,0±0,22 15,0±0,08 35,0±0,43 5,0±0,09 35,0±0,40 

Genus Escherichia  40,0±0,42 6,0±0,40 32,0 ±0,32 5,0±0,08 28,0±0,24 

Genus Sarcina 30,0±0,23 6,0±0,20 26,0±0,52 5,0±0,20 30,0±0,40 

Genus Bacillus  40,0±0,31 28,0±0,50 30,0±0,41 13,0±0,3 35,0±0,51 

Genus Proteus  38,0±0,20 36,0±0,50 28,0±0,81 14,0±0,40 27,0±0,45 

Genus Bacteroides 39,0±0,19 34,0±0,42 25,0±0,10 10,0±0,12 26,0±0,30 
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individuals under normal and pathological 

conditions; and to determine the 

sensitivity/resistance of microorganisms—the 

primary representatives of the oral microflora—to 

antimicrobial drugs widely used in modern 

therapeutic practice (antibiotics) in vitro. To 

accomplish the study's aims, 65 individuals ranging 

in age from 18 to 50 years were evaluated. 

Microorganisms were quantified quantitatively by 

counting colonies (CFU) on the agar medium's 

surface and then translating to a particular unit of the 

oral cavity's area (4 cm2). The analytical findings 

were obtained using photometric measurements at a 

wavelength of 450 nm. The test material is blood 

serum. For analysis, 100L of material is required. 

The results of this study revealed that the amount of 

total IgA in oral fluid is considerably lower in 

persons with dental and periodontal disorders than in 

healthy individuals. This reflects a reduction in the 

oral cavity's particular resistance and the activation 

of carious / periodontal processes. Individuals with 

lgA deficiency have been reported to have an 

increased risk of developing caries and/or 

periodontal disease. 

However, the results indicated that the oral cavity 

microbiota in the comparative groups was 

dominated by staphylococci and streptococci. There 

were discovered Enterobacteria, Veillonella, 

bacteroides, actinomycetes, and Neisseria. 

Streptococci representatives were the most often 

seeded – accounting for 57% of all microorganisms 

sown in this biotope. Staphylococcus representatives 

accounted for 22%, enterobacteria accounted for up 

to 15%, and Neisseria accounted for around 4% and 

2%, respectively. There was a decrease in the 

colonization of the cavity by members of the normal 

microflora Neisseria lactamica, Clostridium 

sphenoides, and Clostridium ramosum, as well as an 

increase in the frequency of opportunistic 

microorganisms Enterococcus faecium and 

Streptococcus parvulus in the representatives of the 

older group 2. 

Finally, the results indicated that a drop in sIgA 

levels in periodontal disease patients' saliva suggests 

a loss of local mucous membrane protection, 

therefore increasing the risk of caries and 

periodontal disease development. The decreased 

sIgA level in the oral cavity generates circumstances 

in which tooth tissue is more vulnerable to caries-

causing microbe adhesion than in healthy 

individuals. 
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Abstract:  
 

This paper includes the measurement of the concentrations of natural 

radioactive isotopes of   238U, 232Th,  40K, and radiation dose rates for selected 

areas of Wasit province .GR-460 system has been used for the radiological 

survey operations, it is a portable system, installed inside a minibus  and inside 

the system there is a Sodium Iodide Detector (NaI), that has the ability to 

measure the concentrations of natural radioactive isotopes in (ppm) unit and 

measure the radiation dose rates in µR/h unit. The measurement results showed 

the absence of any significant increase in the 238U  232Th and 40 K concentrations 

where the average concentration of isotopes 238U, 232Th and 40K were (3.22, 

7.93 and 1.18) ppm respectively, it is authorized and acceptable. The values of 

radiation dose rates ranged between 5- 7.08 µR/հ , and all these values are 

within the natural radiation background. Eleven radioactive sources type 226Ra 

have been detected beside destroyed industrial facility because of the war 2003 

they had been used in the lightning arresters technology in the last regime. 

These sources treated and placed in armored containers and taken to the Iraqi 

main store (Iraqi Organization of Atomic Energy Site), the radiation dose 

measurements ranged between 72- 48 µR/h, which is higher than the natural 

radiation background. 

 

1. Introduction 
 
Natural radioactivity is referred to that any source 

of radiation which non- made by a human, the main 

source of this type of radiation is cosmic rays and 

sources generated from the ground origin of 

radionuclides such as a uranium series 238U and 

thorium series 232Th and potassium 40K that are 

found in the crust of the earth since the creation. 

But when the level of radiation exposure exceeds 

its natural limit that will be killing of human cells 

and possibly cause cancer diseases, especially the 

sources which have been produced by human [1][2] 

 

There are many artificial radioactive sources were 

been made by a human, and can be used in different 

fields and application, such as medical section to 

diagnose and treat cancer disease, industrial 

applications, for example, Europium 152Eu and 

Radium 226Ra that used in lightning arresters 

technology, source of Cesium 137Cs used in 

moisture and density measurements, and iridium 

source 192Ir used in industrial radiography and etc. 

[3][4]. 

 

There are many studies that have been done to 

determine the natural concentrations of 

radioisotope, whether by using high purity 

germanium detector (HPGe) or-Gamma-ray 

spectroscopy system NaI(Tl)[5],[6],[7], all of them, 

are installed inside a specific laboratory. GR-460 is 

a portable, modern and unique system, it is a 
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sodium iodide detector (NaI) with two crystal each 

one 256 Lang size becomes a total volume of 512 

Lang cube, instilled inside the minibus, it has the 

ability to measure the radiation dose rate in units 

µR/հ and the possibility to identify the type of 

radioactive source through displaying its spectrum. 

Also, it has the ability to determine the ratio of the 

concentrations of natural radioactive materials 

uranium 238U, thorium 232Th and potassium 40K in 

the soil in ppm unite. The system produced by 

Exploranum Company (USA) as shown in 

Figures.1. During the war of 2003 and what 

resulted after this war, looting and destruction of 

many military and industrial facilities, especially 

those that used radioactive sources for a specific 

technique, and subsequently loss of these sources, 

which resulted in the negative impact on people's 

lives because of the long term of radiation exposure 

and generates cancer disease that increased in Iraq 

more than before 2003 according to the recent 

studies [8],[9],[10]. 

 

In this study, the GR-460 system and portable 

devices have been used to conduct the operation of 

the radiological survey for the Wasit province to 

search for missing radioactive sources and estimate 

the natural concentration of 238U , 232Th and 40K. 

 

2. Materials and Methods 
 
Six sites have been selected for radiological surveys 

and these sites are the districts which affiliated to 

the province of Wasit (Center of Kut, AL-Hai, Al-

Numania, Alazizia, Sowira and Badrah). The 

priorities of radiological survey it was for the areas 

which exposed of rocket fire by USA army during 

2003 war, and scrap materials sites which possibly 

contain of radioactive sources. This information has 

been obtained from the directorate of environment 

and Wasit governorate council. 

The areas have been divided into squares depending 

on the nature and size of the area based on the 

international atomic energy agency (IAEA) 

instructions[11][12]. The vehicle of the system 

were walked in slow speed proximately ranged 

between 50-40 km / h in order to analyze the 

measurements precisely, when observing any high 

level of radiation exposure, the vehicle will be 

stopped and then used portable devices to 

determine the place where the system observed 

high radiation activity. The background radiation of 

the province was estimated to be 5.7 µR/h. 

 

3. Results and Discussions 

 

Radiological survey has been done to the elected 

sties in Wasit province by GR460 system and by 

 

 
Figure 1. Two different images of GR-460 system. 

 

portable devices to measure the concentrations 

of natural radioactive isotopes 238U, 232Th,  40K 

respectively in unit ppm, and the radiation dose 

rates in unit μR/h the results of the 

measurements are shown in the Figures2. Figure 

3. Figure 4. and figure 5. Respectively. 

 

The results of radiation measurements were 

conducted of the elected sites, showed absence 

of any significant increase in the concentrations 

of radioactive isotopes from natural limits, 

where the concentration values in (ppm) unit of 

the isotope 238U ranged from (2.87-4.1), the 

values of isotope 232Th ranged from (5.77-7.93) 

and the values of isotope 40K ranged from (0.37-

1.18) respectively and table1. Shown the 

maximum value for each isotope and its 

equivalent values to the specific radioactivity in 

Bq/kg unit as shown in the following equations 

[13],[14]. 

 

U ppm  = 12.45 U Bq/kg   (1) 

    

 Th ppm= 4.6 Th Bq/kg  (2) 
    

 K ppm = 313 K Bq/kg  (3) 

     

All these values are acceptable and agreement 

with the global values of the average 
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Table1. The maximum values of concentration of the 

radioisotopes in ppm unit and Bg/kg unit 

   

Isotopes 

Concentration in 

(ppm) unit 
Concentration in 

(Bq/Kg) unit 
238U 3.22 40.08 

232Th 7.93 36.47 
40K 1.18 369.34 

 

radioactivity concentration of 238U, 232Th, and 
40K, are (40, 40 and 580) Bq/kg respectively, it 

is also agreement with the previous studies 

[15],[16],[17]. 

The average of radiation dose rates for all the 

areas ranged between 5- 7.08 µR/հ where it is 

in the normal limits, as shown in Fig 5. it is in 

agreement with globally limits [18], [19]. 

 

 

 
 

Figure 2. The rates of concentrations of Uranium 

isotope 238U in ppm unit. 

 

 
 
Figure 3.The rates of concentrations of Thorium isotope 

232Th in ppm unit. 

 

 
 

Figure 4. The rates of concentrations of potassium 

isotope 40K in ppm unit 

 

 
 

Figure 5.Radiation dose rates for the elected areas in 

μR/h unit 

 

Abnormal radioactivity has been observed 

beside old destroyed industrial facilities near of 

Kut city, eleven radioactive sources type 

Radium 226Ra  have been detected, that 

separated at three locations because of the war  

2003 and they were been used in the lightning 

arresters technology in the last regime[20]. 

These sources treated and placed in armored 

containers and have been transported to the 

national store in the (Iraqi Atomic Energy 

Organization site) according to the IAEA 

standards [21]. The radiation dose rate ranged 

between 48- 76.52µR/h, which is higher than 

the natural background radiation as shown in 

Figures 6. 
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Figure 6.Spectrum of radioactive source 226Ra (in 

upper). Radiation dose rate of GR-460 system when 

observed high radiation exposure (in lower) 

 

 

4. Conclusions 

   
According to the results of radiological survey 

measurements of Wasit province by GR-460 

system, the concentration of thorium and uranium 

isotopes are within natural concentration and 

globally accepted, and agreement with previous 

studies. The average of radiation doses for all the 

regions were been selected, is not exceeded from 

the natural background, except eleven radioactive 

sources type 226Ra have been found during 

radiological  survey operation, they were used in 

the lightning arrester application before 2003 ware, 

and treated carefully according to IAEA standards, 

and transformed to the national store of Iraq.  

These results have been sent to the Iraqi Ministry of 

Health and Environment to take place its 

procedures through estimating the number of 

individuals infected by cancer disease whether by 

the high level of radiation exposure or because of 

biological problems. 
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Abstract:  
 

A Centrifugal water pump is a machine that imparts mechanical energy to a fluid 

flowing through it, this allows the fluid to move from one point to another. This paper 

reports the design, manufacture and testing of a centrifugal water pump having a 

circular casing. A single stage, end suction centrifugal pump designed and 

manufactured, using locally sourced materials. This pump finds application in homes, 

agriculture and industries. It consists of an impeller, shaft, suction, delivery pipes and 

an electric motor. Experiments performed with this pump shows that it can deliver 

0.0045m3 of water per second with a pressure head of 34.7m. A 2.5kW electric motor 

running at a speed of 2900rpm was used to drive the pump. 

 

1. Introduction 
 
Pumping is the addition of energy to a fluid to 

move it from one point to another [1]. A pump is a 

machine that imparts mechanical energy from some 

external source to a fluid flowing through it, to 

move it from one point to another [2]. The 

development of pumps has enabled man to 

transport and move liquids from one point to 

another. The centrifugal pump is the type widely 

used for general services (home, agriculture, 

industries etc.) because of its simplicity, low cost, 

high volumetric discharge, uniform flow, quiet 

operation, adaptability of use with electric motor, 

turbine or internal combustion engines and low 

maintenance expense [3]. 

A centrifugal pump is a machine consisting of a set 

of rotating vanes enclosed within a housing or 

casing. The vanes impart energy to a fluid through 

centrifugal force, which causes the fluid to move. A 

centrifugal pomp has two main parts: a rotating 

element, including an impeller and a shaft, and a 

stationary element, made up of a casing, stuffing 

box and bearings. Centrifugal pump usage finds 

application in machine tools, automobile and 

aeronautic industries [2]. Most of the centrifugal 

pumps in Nigeria today are of the volute type 

casing. It is the aim of this paper to design and 

manufacture a centrifugal pump having a circular 

casing using locally available materials. A simple 

design with a circular casing enclosing an impeller 

was designed. The impeller and casing material 

were made from cast iron. The entire unit is a mono 

block pump i.e. it is a direct coupling of the motor 

to the impeller.  

The development of the centrifugal pump dates 

back to about 3,000 B.C., where the 

Mesopotamians used buckets alone to water their 

crops in the Nile River valley. This later gave way 

to the waterwheel around 500 B.C. French inventor 

Dewis Papin invented the centrifugal pump in the 

late 1600s. His impeller had straight vanes, whereas 

that developed by the British inventor John G. 

Appold, in 1851 had the curved vanes still preferred 

today.  

Pumps finds application in automobiles and in the 

refinery, loading and unloading of tankers, direct 

handling of boiler feed water, water treatment 

chemicals, condensate, cooling water etc. The 

development of pumps has enhanced the level of 

man civilization, economic, conducive environment 

and has led to the technological development of 

modern industries. There is the need to develop, 
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design and construct pumps using locally available 

materials [4]. 

The significant considerations in the selection of 

materials for construction of the centrifugal pump 

included, local availability, low cost, easy handling 

during fabrication, lightness of weight for easy 

handling during use, weather ability and long 

service life (ability to withstand environmental and 

operating conditions) and non-toxic effects [5]. 
 

2. Methodology 

2.1 Nomenclature 

 
Mmm 
Q = Capacity (m3/s)    

H = Head (m) 

N = Rotational Speed (rpm)   

Ns = Shape Number (m/s) 

Nusf  = Useful Power (kW)   

ρ = Density (kg/m3) 

Nmp = Motor Power (kW)   

η = Efficiency 

D1 = Impeller eye diameter (mm)  

D2 = Impeller outer diameter (mm) 

D3 = Casing inside diameter (mm)  

D4 = Casing outer diameter (mm) 

b1 = Impeller eye width (mm)                   

b2 = Impeller outer width (mm) 

b3 = Casing width (mm)          

Tc = Casing thickness (mm) 

Ø = Speed Ratio   

U2 = Impeller rim velocity (m/s) 

U1 = Impeller inner velocity (m/s) 

ηh = Hydraulic Efficiency  

Vn = True Whirl velocity component (m/s) 

Z = Number of blades  

V∞ = Ideal whirl velocity component (m/s) 

Kn = Factor ranging from 3 – 5 

ψ = Flow ratio     

Y2 = Velocity of flow (m/s) 

Y1 = Inlet flow velocity (m/s)   

γ = Outlet blade angle (deg) 

β = Inlet blade angle (deg)  

 

2.2 Design of the Centrifugal Pump 

The design data required for the design of the 

centrifugal pump are as follows: 

Flow rate, Q 0.0045m3/s   

Head, H =34.7m 

Pump Speed, N = 2900rpm   

Gravitational acceleration, g = 9.81m/s2 

Density of water, ρ = 1000kg/m3   

Ks = 3.65 

Ø = 0.97 

07.0  
D = 35.5 

P = 50m of water 

X = 4.5 

Y = 1.6 

Z = 6 

dt = 2.5 

𝑁𝑠 = 𝐾𝑠𝑁 (
√𝑄

𝐻
3
4

) = 47.06𝑚/𝑠   (1) 

𝑁𝑢𝑠𝑓 =
𝑄𝜌𝑔𝐻

1000
= 1.962𝑘𝑊   (2) 

𝑁𝑚𝑝 = 2.5𝑘𝑊     (3) 

𝜂 =
𝑁𝑢𝑠𝑓

𝑁𝑚𝑝
= 0.7848    (4) 

 

2.3 Impeller Design 

𝑈2 = Ø√2gH = 27.174m/s   (5) 

𝐷2 =
60𝑈2

𝜋𝑁
= 0.178959𝑚 = 178.959𝑚𝑚 (6) 

𝐷1 = 0.3𝐷2 = 53.688𝑚𝑚   (7) 

𝑈1 =
𝜋𝐷1𝑁

60
8.152𝑚/𝑠     (8) 

𝑏1 =
1.5𝐷1

4
= 0.020133𝑚 = 20.133𝑚𝑚 (9) 

𝑏2 =
𝑏1𝐷1

𝐷2
= 0.006034𝑚 = 6.034𝑚𝑚 (10) 

2.4 Impeller Blade Angles 

This paragraph deals only with blades suited for 

two dimensional flows, they are described as 

cylindrical because they form part of surfaces. The 

routine calculation proceeds thus: 

𝜂ℎ = 1 − {𝐾ℎ(1 − 𝜂)} = 0.8924 (11) 

𝑉𝑛 =
𝑔𝐻

𝜂ℎ𝑈2
= 0.1681𝑚/𝑠   (12) 

𝑉∞ = 𝑉𝑛{1 + (𝐾𝑛 𝑍⁄ )} = 0.2522𝑚/𝑠  (13) 

𝑌2 = 𝜓√2𝑔𝐻 = 7.844𝑚/𝑠   (14) 

𝛾 = tan−1 (
𝑌2

𝑈2−𝑉∞
) = 16.2440  (15)         

𝑌1 = 𝑌2 (
𝐷2𝑏2

𝐷1𝑏1
) 7.836𝑚/𝑠   (16) 

𝛽 = tan−1 𝑌1

𝑈1
= 43.870    (17) 

Check for exact number of blades, Z 

𝑍 = 6.5 (
𝑚+1

𝑚−1
) 𝑠𝑖𝑛 (

𝛽+𝛾

2
) = 6 𝑏𝑙𝑎𝑑𝑒𝑠 (18)   

 𝑚 =
𝐷2

𝐷1
= 3.3333   (19) 

2.5 Casing Design 

  mmDD 486.191123  
   (20)
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mmbb 17.2525.1 13 
  (21)

 

   mmdtXYDPTc 56.42200/ 
 (22)

 

From tables; 

10m of water = 1kg/mm2 and 50m of water = 50 x 

0.1= 5kg/mm2 

mmDTD c 486.2012 34 
  (23)

 

3. Results 

3.1 Testing of the Centrifugal Pump 

During the testing of the centrifugal pump the 

Head, Capacity and Efficiency of the pump were 

measured directly while the pump was in operation. 

The pump tested in the Department of Production 

Engineering workshop, University of Benin, Benin 

City, Nigeria was done by empting water filled in 

measured containers. The time taken to empty each 

measured quantity was noted against the Head of 

water pumped. Water rose to a height of 34.7m and 

the discharge recorded was 16,200 litres/hour i.e. 

4.5 litres/sec.  

 
Figure 1: Drawing of the impeller in the  circular 

casing 

 
Figure 2: Assembly drawing of the impeller and the 

circular casing 

 
Figure 3. The assembled centrifugal pump with a 

circular casing 

4. Discussions 

The centrifugal water pump with a circular casing 

was designed to deliver 5 litres of water per second 

at a height of 40m. Therefore, the achieved 

performance of 90% efficiency is satisfactory and 

acceptable for a centrifugal pump that falls within 

this category of specific speed. 

5. Conclusions 
 

In the work we have shown that from the simple 

principle of operation of a centrifugal pump – a 

motor rotating an impeller in a round casing – water 

can be raised to an appreciable height. This is 

evident from the test results obtained. A Head of 

34.7m and a volume flow rate of 16,200 litres / 

hour prove very satisfactory. This pump was 

manufactured using locally sourced materials and 

fabricated in the Department of Production 

Engineering workshop. This work will no doubt 

enhance the technological base of the nation and 

create jobs if harnessed. 
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Abstract:  
 

In this research, it was aimed to determine the students' smartphone and 

internet addiction levels and related factors. The universe of the research 

consists of 825 students studying at the Vocational School of Health Services 

of a university in the 2015-2016 academic year. Of the 825 students, 668 

students who agreed to participate in the research constituted the sample of 

the study. The data of this research were collected with Internet and 

Smartphone Usage Information Form, Internet Addiction Scale (IAS), and 

Smartphone Addiction Scale-Short Form (SASF). The average age of the 

students is 20.2±1.12, and 44.3% (n=298) of them mostly connect to the 

internet from home. The mean scores obtained from the scales were 

38.41±16.26 in IAS and 28.09±11.93 in SASF. A significant difference was 

determined between IAS and gender, monthly expenditure, daily and weekly 

internet use, and purpose of using the internet (p<0.05). A significant 

difference was determined between SASF and age, daily and weekly internet 

use, and purpose of using the internet (p<0.05). A moderately significant 

positive correlation was found between the IAS and the mean SASF score 

(r=0.515, p=0.000). The level of internet addiction was found to be high in 

20-year-old males, staying at home, and students with a monthly expenditure 

of 650 TL or more. Smartphone addiction was found to be high in 20-year-

old women, those living with their relatives, and students whose monthly 

expenditure was between 250-449 TL. According to the average score 

obtained from the Internet addiction scale, it was determined that the 

students participating in the study were addicted without symptoms. In 

addition, according to the correlation analysis, as internet addiction 

increases, smartphone addiction also increases. It is thought that students' 

internet and smartphone use may affect their social interactions and prevent 

students from using emotional and cognitive processes effectively. 

 

 

1. Introduction 
 
Since The iPhone was introduced to market by 

Steve Jobs in 2007, smartphones have been gained 

power with a rapid development. This rapid 

development has influenced to a large number of 

smartphone users worldwide. Recent statistics 

indicate that approximately two billion people in 

the world use smartphones to communicate, browse 

the Internet or simply play video games [1]. 

Nomophobia, which is considered the phobia of the 

21st century [2], means for NO Mobile Phone 

PHOBIA and in clinical psychology defined as an 

irrational fear such as inability to reach a mobile 

phone or not being able to communicate with a 

mobile device [2]. Individuals exhibiting 

nomophobic behaviours worry when they forget to 

take their mobile phones with them, battery is out 

of charge or be in no network coverage area. This 

anxiety state negatively affects the concentration of 

the individual to perform daily activities [3].  

http://dergipark.org.tr/en/pub/ijcesen
http://dergipark.ulakbim.gov.tr/ijcesen
mailto:arslan.say@amasya.edu.tr
mailto:demet.cakir@amasya.edu.tr
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Although nomophobia is not included in the field of 

clinical psychology, worldwide studies have been 

conducted on the prevalence of nomophobia among 

individuals. According to the results of a study 

conducted by SecurEnvoy (2012), which evaluated 

the nomophobia status of working people in their 

business life’s, the number of mobile phone users 

exhibiting nomophobic behaviours increased in the 

last four years. As stated by this research, 66% of 

smartphone and mobile phone users expressed that 

they were worried and afraid at the thought of 

losing their phones [4].  

The use of the Internet on a global scale started to 

become widespread in the 1990s and has deeply 

affected our lives. The rapid spread of smartphones 

after 2010 has made the use of the internet even 

more common. The widespread use of the Internet 

has increased its use, especially among students. 

According to the research, it has been determined 

that students who are internet literate and good at 

use of internet perform better academically [5]. 

However, it is known that internet have some 

negative effects. As a result of not being able to 

control excessive internet use, it has been observed 

that internet addiction occurs by causing severe 

problems with the environment in daily life. The 

effect of this such addiction can be compared to 

alcoholism or compulsive gambling [6].  

With the continuous increase in internet and smart 

phone use, it is thought that this new technology 

affects the habits, behaviours and emotions of 

individuals, and it is necessary to examine the 

relationship between internet and smart phone use, 

especially the prevalence of nomophobia in the 

younger generation. Besides, it has become 

important to evaluate the relationship between 

university students' smartphone use and internet 

addiction. 

 

2. Materials and Methods 

 
2.1 Type of the Study 

The research was conducted in a cross-sectional 

descriptive type in order to determine the opinions 

of student at vocational school of health services on 

smart phone use and internet addiction. 

 

22. Location of the Study Conducted 

The universe of the research consists of students 

studying at the Vocational School of Health 

Services (VSHS) of a university in the spring 

semester of the 2015-2016 academic year. There 

are 825 students enrolled in VSHS in the spring 

semester of the 2015-2016 academic year. By using 

the simple random sampling technique to determine 

the sample, 668 students who agreed to participate 

in the research were reached. The data were 

collected between 01-31 March 2016. After the 

purpose of the research was explained to the 

students in the classroom and their informed 

consent was obtained, questionnaire forms were 

applied to those who agreed to participate in the 

study. Personal Information Form, Internet and 

Smartphone Usage Information Form, Internet 

Addiction Scale and Smartphone Addiction Scale-

Short Form were used as data collection tools.  

 

2.3 Data Collection Tools 

Personal Information Form: This form, which was 

developed by the researchers in accordance with the 

literature [7,8], consists of a total of 4 questions 

including the informative characteristics of the 

students (gender, age, residence during the study 

period, monthly expenditure amount). 

Internet and Smartphone Usage Information Form: 

This form, which was developed by the researchers 

in accordance with the literature [9,10], consisted of 

a total of 4 questions including the internet and 

smart phone usage characteristics of the students 

(where the use of internet started, daily and weekly 

internet usage time, internet usage reason).  

Internet Addiction Scale (IAS): The scale was 

developed by Young in 1996 [11], The Turkish 

validity and reliability of whom was performed by 

Bayraktar in 2001. The scale is a 6-point Likert-

type scale consisting of 20 questions. It was 

counted “never” as 0 points, “rarely” as 1 point, 

“occasionally” as 2 points,” often” as 3 points, 

“very often” as 4 points and” always” as 5 points. 

There is no reverse scored item in the scale. The 

highest score that can be obtained from the scale is 

100 and the lowest score is 0. By summing up the 

scores obtained as a result of the survey, users who 

score 50 points or less are classified as “No 

Symptom”, 50-79 points as “Limited Symptom”, 

and 80 points and above as “Pathological Internet 

User”. The high scores obtained from the scale 

indicate that internet addiction is high. The scale 

has a single factor, and the Cronbach Alpha 

reliability coefficient was calculated as 0.89 in the 

study in which Turkish validity and reliability were 

conducted [7]. In this study, the Cronbach's Alpha 

value of the scale was found to be 0.89. 

Smartphone Addiction Scale (SAS)-Short Form: 

The Scale which developed by Kwon and his 

friends [13] and whom of Turkish validity and 

reliability was performed by Noyan and his friends 

[15]. The scale has a 6-point Likert type structure 

consisting of 10 questions. It was taken “strongly 

disagree” as 1 point, “disagree” as 2 points, 

“partially disagree” 3 points, “partially agree” as 4 

points, “agree” as 5 points, “strongly agree” as 6 

points. The highest score that can be obtained from 

the scale is 60 and the lowest score is 10. An 
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increase in the scores obtained from the scale 

indicates addiction risk increase. The scale has one 

factor and has no sub-dimensions. The Cronbach's 

Alpha coefficient of internal consistency and 

concurrent validity of the original form was 0.91. In 

this study, the Cronbach's Alpha value of the scale 

was found to be 0.87. 

 

2.4 Statistical Analysis 

Statistical evaluation of the data was done with 

SPSS 22.0 for Windows in computer environment. 

In the analysis of data, in addition to descriptive 

statistical criteria (mean, standard deviation, 

minimum and maximum values and percentiles), 

Chi-Square, OneWay Anova and t tests were used 

to compare the scale score with the variables. The 

homogeneous distribution of the variables was 

analysed by Kolmogrov Smirnov. Tamhane T2 test 

was used in the post hoc analysis of groups with 3 

and more than 3 variables. When the variables were 

not homogeneously distributed, Mann Whitney U 

test was used and otherwise the t test was used. 

Statistical significance was accepted as p<0.05. 

 

2.5 Ethical Aspect of the Research 

Application permission was obtained from the 

VSHS Directorate of the university where the study 

was conducted, and written informed consent was 

taken from the students participating in the study. 

The study was conducted in accordance with the 

Principles of the Declaration of Helsinki. 

 

3. Results 

 
While 76.8% (n=517) of the students within the  

scope of the research were women, 23.2% (n=156) 

were men. Moreover, the average age of the 

students is 20.2±1.12, and students of 23.2% 

(n=156) are 20-year-old. 45.2% (n=304) of the 

participants stated that they resided with their 

families, and 27.9% (n=188) of them stated that 

their monthly expenditure at education season was 

between 450-649 TL. In the comparison of the 

socio-demographic characteristics of the students 

participating in the research with the total score 

they got from the SAS and IAS, it was determined 

that there was a significant difference between 

gender & monthly expenditure amount and ISI, and 

between age variable and SAS (p<0.05). It was 

seen that there is no significant difference between 

the other variables and the scales (p>0.05). 

According to the post hoc analysis, the significance 

between the IAS and the amount of monthly 

expenditure existed in students whose monthly 

expenditures are between 50-249 TL and 650 TL 

and above; The significance between SAS and the 

age variable was found to be between 20 years old 

and 23 years old and over students (Table 1). 

 
Table 1: Comparison of Students' Total Scores of Internet Addiction (IAS) and Smartphone Addiction (SAS) Scales and 

Sociodemographic Characteristics (n=668) 

     

 
n % 

IAS SAS 

  X±SS p X±SS p 

Gender 
Female 

Male 

517 

156 

76,8 

23,2 

37.67±16.08  

40.82±16.67  
-2.127*/0.034 

28.41±12.17  
27.01±11.05  

1.537*/0.199 

Age 

18  

19   

20  

21  

22  

23 and above  

104  

154  

156  

97  

43  

119  

15.5  

22.9  

23.2  

14.4  

6.4  

17.7  

39.27±13.48  

37.77±15.56  

40.33±15.79  
37.89±14.77  

39.65±17.79  

35.89±20.04  

1.182**/0.317 

 

29.93±12.47  

28.40±11.86  

30.01±11.89
a
  

26.12±10.77  

28.05±11.44  

25.16±12.06
a
  

3.347**/0.005 
 

Residence 

During The 

Study 

Period 

Home alone 

Home with 

friends 

With family 

With relatives 

Dormitory 

Hostel/hotel 

22 

72 

304 

30 

207 

38 

3.3 

10.7 

45.2 

4.5 

30.8 

5.6 

35.45±17.62 

42.31±16.98 
38.25±17.65 

41.37±16.84 

37.24±13.19 

38.00±16.75 

1.397**/0.223 

29.77±17.12 

28.63±10.16 

27.50±12.06 

32.83±15.68 
28.39±11.05 

25.42±11.21 

1.627**/0.151 

Monthly 

Expenditur

e Amount 

50-249 TL 

250-449 TL 

450-649 TL 

650 TL ve üzeri 

169 

188 

154 

162 

25.1 

27.9 

22.9 

24.1 

36.76±15.86
a 

37.51±15.23 

37.57±15.12 

41.96±18.36
a 

3.512**/0.015 

27.95±11.69 

29.23±11.30 
26.75±12.67 

28.18±12.12 

1,227**/0.299 

*Indenpendent Sample T Test was used 

**One Way Anova Test is used 

***a: There is a difference between the groups with the same letter with the scale grand total 
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At Table 2, in which the internet usage information 

is evaluated, it was determined that 44.3% (n=298) 

of the students are connected to the internet at 

home, 35.2% (n=237) use the internet for more 

than 241 minutes daily, 70.9% (n=477) use internet 

regularly everyday of week, 50.7% (n=341) use the 

internet to follow the events. In the comparison of 

the total scores obtained from the IAS and SAS of 

the students participating in the research and their 

internet usage characteristics, it was determined 

that there was a significant difference between the 

total score averages of the IAS and SAS scales for 

daily and weekly internet and internet use 

(p<0.05). It is seen that there is no significant 

difference between the other variables and the 

scales (p>0.05). According to the post hoc 

analysis, the significance between IAS and daily 

internet use exists in those who use the internet 

less than 30 minutes a day and those who use the 

internet between 121-240 minutes and less than 30 

minutes and more than 241 minutes; In SAS, on 

the other hand, it was found that this significance 

exist in those who used less than 30 minutes and 

more than 241 minutes (Table 2). 

 

Table 2: Evaluation of Students' Total Scores of Internet Addiction (IAS) and Smartphone Addiction (SAS) 

Scales and Internet Usage Knowledge (n=668) 

 
 

n % 
IAS SAS 

  X±SS p X±SS p 

Internet 

connection 

location 

Home 

School 

Internet cafe 

Library 

Mobile phone 

Acquaintance’s place 

Dormitory 

298 

24 

9 

6 

187 

12 

137 

44.3 

3.6 

1.3 

0.9 

27.8 

1.8 

20.4 

38.20±17.05 

38.79±16.41 

35.53±18.42 

37.83±22.29 

39.18±16.53 

40.09±25.28 
37.82±12.75 

0,182*/0.982 

 27.28±11.35 

32.46±17.75 
21.22±13.12 

24.17±11.75 

28.45±11.80 

27.00±14.91 

29.31±11.59 

1.663*/0.127 

Daily 

internet 

usage 

less than 30 min. 

31-120 min. 

121-240 min. 

Above 241 min. 

 47 

219 

170 

237 

7.0 

32.5 

25.3 

35.2 

28.78±16.03
ab

 

32.32±14.01 

40.72±15.88
a
 

44.24±15.82
b 

30.408*/0.000 

 

22.66±10.94
a
 

24.39±9.65 

29.85±12.24 

31.32±12.53
a 

18.618*/0.000 

Weekly 

internet 

usage 

1 day a week 

2-3 days a week 

4-5 days a week 

Every day of the 

week regular 

29 

67 

100 

477 

4.3 

10.0 

14.9 

70.9 

29.07±12.64ab 

33.75±12.63c 

38.36±18.80a 

39.62±16.07
bc 

5.919/0.001 

22.17±9.98
ab

 

25.61±10.41
c
 

26.77±11.54
a
 

29.07±12.16
bc 

4.909*/0.002 

Purpose of 

using the 

internet 

Following events 

E-mail/instant 

messaging 

Playing online games 

Surfing on internet 

Online shopping 

Doing homework 

341 

115 

14 

86 

10 

107 

50.7 

17.1 

2.1 

12.8 

1.5 

15.9 

36.76±14.84
a
 

40.77±16.86 

46.21±18.05 
42.29±14.27

a
 

44.40±21.05 

36.40±19.53
 

3.474/0.004 
 

27.73±11.53
a
 

28.57±12.18 

27.86±14.12 

33.22±12.82
a
 

29.90±8.93 

24.45±10.83 

5.500*/0.000 

       *One Way Anova Test is used 

       **a-c: There is a difference between the groups with the same letter with the scale grand total     

 

According to the correlation analysis performed 

with the double-tailed hypothesis method to 

determine the relationship between IAS and SAS, 

it was determined that there was a moderate, 

positive and significant relationship between the 

scales (r=0.515; p=0.000). (p<0,05) (Table 3) 

(Graphic 1). It was determined that as internet 

addiction of students increased, smart phone 

addiction increased, and as smart phone addiction 

increased, internet addiction increased.  

 

 

4. Conclusions 

 
The data obtained in this study, which was 

conducted to determine the factors related to 

smartphone and internet addiction level in 

students, were discussed in line with the literature. 

In the study, it was determined that as the internet 

addiction level of the students increased, the smart 

phone addiction increased. When the studies on 

internet and smartphone addiction are evaluated, 

studies on different groups of university students 

are encountered. It is thought that this study will 

contribute to the knowledge in the literature.  
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Table 3: Correlation and Graph of Internet Addiction 

Scale (IAS) and Smartphone Addiction Scale (SAS) 

 

 
 

 

 

 

 

 

 

 

 

 

 
The average score of the students from the Internet 

Addiction Scale (IAS) was determined as 

38.41±16.26. With this score, the students 

participating in the research are classified in the 

“asymptomatic” group. In a study conducted by 

Sharma & Sharma (2018) on university students, 

this point was determined as 31.99±18.20. This 

difference is thought to be caused by cultural and 

socioeconomic factors. Considering the mean 

scores obtained from the IAS according to the 

gender of the participants, it was determined as 

37.67±16.08 for women and 40.82±16.67 for men. 

A similar result to our study was obtained in the 

study of Anlayışlı&Bulut Serin [12], and it was 

found 37.00±22.87 in women and 40.97±18.82 in 

men.  

The average score of the students from the 

Smartphone Addiction Scale (SAS) was 

determined as 28.09±11.93. With this score, it was 

concluded that the students participating in the 

study showed moderate smartphone addiction. 

When the distribution of the mean scores obtained 

from the SAS according to the genders was 

analysed, it was determined as 28.41±12.17 for 

women and 27.01±11.05 for men. A similar result 

to our study was found by Keskin and Friends [9], 

the mean score of the scale was 29.2±11.2; 

31.6±11.3 in females and 26.9±10.8 in males, and 

it was determined a significant difference between 

the groups (p<0.05). Considering at the literature, 

there are differences in smartphone addiction scale 

scores according to gender. In general, women's 

smartphone addiction scale scores are higher than 

men, and this difference is not significant 

statistically [13,9].  

Although the use of smartphones makes life easier, 

it can also cause problems such as the length of use 

and because of these negative effects on daily life. 

Due to the direct proportionate between smart 

phone use and internet use, in our study, it was 

determined that there was a significant difference 

between students' daily internet use and smart 

phone addiction (p<0.05).  

It was determined that there was a moderate, 

positive and significant (r=0.515; p<0.05) 

relationship between internet addiction and 

smartphone addiction scales. In another study 

conducted by Tohumcu and friends [14], a high-

level, positive and significant relationship was 

determined between IAS and SAS (r=0.72; 

p<0.01). Existing such kind of relationship 

between smartphone addiction and internet 

addiction is considered as a normal situation. The 

continuous use of the two tools together and the 

high level of correlation as a result of the analysis 

for the two variables indicate this situation.  

As a result, it was found that students' smart phone 

addiction scale and internet addiction scale mean 

scores were similar to previous studies. It has been 

determined that smartphone addiction is related to 

age, daily and weekly internet usage, and purpose 

of internet usage. It was determined that the 

students were in the “asymptomatic” group 

according to the average score obtained from 

internet addiction scale, and there was a significant 

difference between gender, monthly expenditure, 

daily and weekly internet usage and purpose of 

internet usage. According to these results, it can be 

said that there is a connection between smart phone 

usage and internet usage. 
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Abstract:  
 

Neutron has been one of the most interesting particle since its discovery. Being an 

uncharged particle it is more difficult to shield in comparison with the other radiation 

types. This may be due to the differences of its interaction with matter. The main 

interaction processes of neutron with a matter may be via (n,p) reaction and thus 

hydrogenous materials are generally preferred to shield neutron. In this study neutron 

shielding properties for HAP composites have been investigated. This is done using 

Phy-X/PSD software. 

 

1. Introduction 
 
All alive are exposed to many types of radiation 

sourced due to natural or man-made. Especially in 

the 20
th
 century when neutron is discovered and 

radiation started to be used in a variety of different 

fields, the radiation protection science developed. 

This was required due to the radiation hazardous 

effect to human cell.  In order to be protected from 

radiation of X-rays, gamma rays and neutrons, there 

are three basic methods of time, distance and 

shielding. Beside first two methods the shielding is 

most important. Although lead and lead based 

materials are conventional materials for radiation 

shielding different types of materials have been 

studied as alternative [1-21]. 

As the neutron shielding is more difficult than 

others it is important to know neutron interaction 

with the matter.  Being electrically neutral particle, 

neutron interacts only weakly with matter into 

which it can penetrate deeply. On the other hand 

gamma-rays interact dominantly with the electron 

shell of the atom, the neutron does on the level of 

the nucleus. This makes neutron quite sensitive to 

light atoms such as hydrogen, oxygen, etc. Those 

atoms have much higher interaction probability 

with neutrons than with gamma-rays. For neutron 

shielding the universal law of attenuation of 

radiation passing through matter (Beer-Lambert 

law) is valid. The neutron interaction mechanisms 

with a material may vary with the energy of 

incoming neutron and also the physical properties 

of the target nuclei. The total microscopic cross 

section (𝜎𝑡) of neutrons of any energy expresses the 

probability of the interaction with the medium and 

it is given as in equation 1. 

ast                              (1) 

where 𝜎𝑠 is the both inelastic and elastic scattering 

while 𝜎𝑎 includes nuclear fusion, nuclear spallation 

and capture of neutrons.  

The fast (or fission energy) neutron attenuation is 

called the fast neutron effective removal cross 

section (FNRCS) plays an important role to express 

for neutron shielding properties. As it serves well 

for situations when there is not sufficient hydrogen 

in the material, it is worth calculating the removal 

cross sections of different materials. The removal 

cross section is defined as the probability of a first 
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collision which removes that neutron from its uncollided 

fast group [22] and it is obtained using equation 2.  

i
R

iiR )(





            (2) 

where 𝜌𝑖 = 𝜌𝑤𝑖 is the partial density, (𝑤𝑖 is the 

weight fraction of element i) and 𝜌 is the total 

density of the material. Weight fraction is the ratio 

of the molar weight of related element to the molar 

weight of the material [23-27]. 

In this study, the fast neutron removal cross section 

(FNRCS) and attenuation length (mfp) of four 

different type HAP composite have been calculated 

and the effect of Fe2O3 rate on this parameter were 

also investigated. 
 

2. Materials and Methods 
 
The fast neutron removal cross section (FNRCS) 

and attenuation length (mfp) properties of four 

different composite materials have been 

investigated. As a material Hydroxyapatite (HAP) 

composite is used and Fe2O3 is doped in different 

rate. The chemical formulation of composite is 

expressed as (100-x)HAP+xFe2O3 where x= 0, 2.5, 

5, and 7.5 (wt%), using Phy-X/PSD code. The Phy-

X/PSD is a free online platform where radiation 

shielding parameters of any materials can be 

obtained [28].  
 

3. Results and Discussions 

 
The neutron attenuation properties of four different 

types of composites have been obtained in term of 

fast neutron removal cross section (FNRCS) and 

attenuation length (mfp). The obtained results are 

shown as a function of density of composite Fig. 1. 

It is seen from this figure that the FNRCS increased 

with the increasing density of composite. This 

could be the results of increasing Fe2O3 rate in the 

composite. This is shown in Fig. 2 where it can be 

clearly seen that Fe2O3 rate is important for neutron 

shielding capability of this composite.  This can 

also be seen in Fig. 3 where attenuation length is 

displayed as a function of density. It is clearly seen 

from this figure that the mfp decreased linearly 

with the increasing density which means that the 

high density composite may stop neutron in short 

distance.  
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Figure 1. Neutron removal cross section as a function of 

composite density 

 

 
 
Figure 2. Neutron removal cross section as a function of 

Fe2O3 rate in composite 

 

 
Figure 3. Attenuation length as a function of composite 

density 
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Abstract:  
 

Coronary heart disease (CHD) is a main cause of mortality due to cardiovascular 

diseases. Hypertriglyceridemia (HTG) is a multifactorial condition implicated in 

the pathogenesis of CHD. Serum triglyceride (TG) levels were routinely 

obtained under fasting conditions; however, recent evidences implicate that 

postprandial triglyceride levels may be more important for CHD risk. Aim of 

this study was to investigate the effect of rosuvastatin on fasting and 

postprandial TG levels in the patients with borderline-high TG levels. 51 

patients (18-75 years old; 26 female) with LDL-c between 100 and 160 mg/dL 

and triglyceride levels between 150 and 300 mg/dL were included in this study. 

Basal fasting and postprandial lipid profile and hsCRP levels of the patients 

were obtained and patients were requested to take 10 mg/day rosuvastatin for 

one month. At the end of one month, the measurements were repeated. 

Rosuvastatin significantly decreased both fasting and postprandial TG levels 

compared to basal levels (p<0.001). The decrease in the postprandial TG levels 

after rosuvastatin treatment were significantly higher than the decrease in fasting 

TG levels (p<0.001). No differences between genders were observed with 

regards to decrease in the fasting and postprandial TG levels. In patients with 

metabolic syndrome, rosuvastatin treatment decreased fasting and postprandial 

TG levels after one month, however, the change was not different from the 

patients without metabolic syndrome. In conclusion, the decrease in postprandial 

TG levels after rosuvastatin treatment that was shown may be clinically 

important in prevention of CHD in HTG patients. 

 

 

1. Introduction 
 

Cardiovascular diseases (CVDs) are the 

major cause of death worldwide and coronary heart 

disease (CHD) is indicated to be a main cause of 

the death due to CVDs [1]. Despite of the gradual 

decrease in the CHD-related deaths, almost 30 % of 

mortality older than   Hypertriglyceridemia (HTG) 

is a multifactorial condition that is the consequence 

of interaction between both genetic and 

environmental factors and develops due to 

increased very low-density lipoprotein (VLDL) 

cholesterol (LDL-c) and chylomicron levels, as 

well as their remnants [2,3]. HTG has a strong 

association with the low levels of high-density 

lipoprotein (HDL) cholesterol (HDL-c) and high 

levels of LDL-c that are the risk of coronary heart 

disease (CHD) and has been suggested to have a 

relation with premature CHD [4,5]. Multifactorial 

analyses weakened association between HTG and 

CHD [6,7] as the triglyceride (TG) levels are 

affected by various factors such as obesity, severe 

alcohol consumption, diabetes mellitus (DM), 

insulin resistance, hypertension and smoking [8], 

however, various studies indicated HTG as an 

independent risk factor for CVD [9].  

Increased TG levels are defined by the National 

Cholesterol Education Program (NCEP) Adult 

Treatment Panel III (ATP III) as fasting TG levels 

are higher than 150 mg/dL in adults and levels 

spanning 150-199 mg/dL is defined as borderline-

high TG levels, while TG levels equal or higher 

than 500 mg/dL is indicated as very high TG levels 

[10]. On the other hand, a following guidelines 

published by Endocrine Society focused on the 

connection between the pancreatitis risk in the 
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subjects with severely high TG levels and classified 

the TG levels higher than 2,000 mg/dL as very 

severe HTG resulting in pancreatitis [11, 12]. Both 

guidelines are prepared to help clinicians for the 

evaluation of the risk of both CVD and pancreatitis 

and to improve the treatment options [13]. 

Routine serum TG measurement has been 

conducted under fasting conditions to acquire more 

stable TG concentration measurement and calculate 

the LDL levels [14], however, recent suggestions 

are that the fasting is not required for the routine 

TG profile screening [15] and lipid measurements 

under fasting and postprandial conditions depends 

on the scenario that is questioned [16]. Fasting and 

postprandial TG levels may vary depending on the 

content and time of last meal [17] and postprandial 

HGT is associated with the CHD risk that is related 

to increased levels of chylomicron, as well as LDL-

c and VLDL-c, have atherogenic activity as they 

potentiate the platelet activity and coagulation 

cascade [18]. In addition, evidences suggest that 

increased postprandial TG levels has been indicated 

to be a risk factor for CHD by several studies [19-

21].  

Statins that were firstly identified in 1976 [22] 

inhibits a rate limiting enzyme, hydroxymethyl 

glutaryl coenzyme A reductase (HMG-CoA), in 

cholesterol biosynthesis [23] exert their 

antiatherosclerosis activities by reducing the LDL-c 

[24] and decreasing thrombin formation [25]. 

Rosuvastatin exerts its beneficial cardiovascular 

activities by not only competitively inhibiting the 

HMG-CoA and improving the cholesterol profile 

but also acting as antioxidant, antithrombotic and 

anti-inflammatory [26]. Previous studies showed 

that 20 mg/day [27] rosuvastatin treatment led to 62 

% decrease in the cardiovascular events in the 

patients with normal LDL-c levels and high levels 

of high-sensitivity C-reactive protein (hsCRP) and 

decreased fasting TG levels by 17 % [27]. Several 

studies also showed that statins lowered the fasting 

and postprandial plasma TG and apolipoprotein 

(apo)B-48 levels [28-33].  An 8-week treatment 

with 5 mg rosuvastatin was found to decrease 

fasting LDL-c, total cholesterol and TG levels 

significantly [34]. Therefore, in this study, we 

aimed to determine the effect of rosuvastatin on 

fasting and postprandial TG levels in the patients 

with TG levels between 150 and 300 mg/dL and 

LDL-c levels between 100 and 160 mg/dL 

 

2. Patients and Methods 
 

Patients admitted to and evaluated at 

Cardiology Department at Başkent University 

Faculty of Medicine between March 2009 and 

February 2010 were included in this study. 

Inclusion criteria of were determined being 

between 18 and 75 years old, having LDL-c levels 

between 100 and 160 mg/dL, indication of statin 

use according to the NCEP ATPIII [30], and having 

TG levels between 150 and 300 mg/dL, while the 

exclusion criteria were being younger than 18 and 

older than 75 years old, having medical history of 

DM, chronic liver disease, chronic kidney disease 

and chronic renal failure, connective tissue disease, 

gastrointestinal malabsorption disorders, 

enteropathies, acute myocardial infarction (MI), 

unstable angina pectoris, acute/chronic pancreatitis, 

hyperthyroidism and hypothyroidism, having TG 

levels below 150 mg/dL and above 300 mg/dL and 

LDL-c levels below 100 mg/dL and above 160 

mg/dL. This study was approved by Başkent 

University Clinical Research Ethics Committee on 

03/02/2009 (Approval no: B.30.2.     

BŞK.0.05.05.01/95). 

A group of 51 patients who were evaluated in the 

cardiology department of our hospital, met the 

inclusion criteria and gave their consent were 

included in this study. Blood pressure, height, 

weight, CHD risk factors, alcohol consumption 

pattern of the patients, as well as the medications 

that they used, were recorded. Patients with body 

mass index (BMI) higher than 30 kg/m2 were 

classified as obese. Presence of three factors of that 

a waist circumference exceeding 102 cm in males 

and 88 cm in females, TG levels higher than 150 

mg/dL, HDL-c below 40 mg/dL in males and 50 

mg/dL in females, blood pressure equal or above 

130/85 (systole/diastole) and blood glucose levels 

equal or higher than 100 mg/dL were considered as 

the diagnosis of metabolic syndrome in the patients. 

The activity level (sports, exercise) below 150 

minutes per week was taken as the sedentary life 

criterion. If the patient was exercising at least five 

days a week for more than 30 min/day, patient was 

noted as exercising regularly. Patients who were 

consuming 2-3 days a week around 30 g alcohol per 

day and were identified as alcohol consumers. 

Patients with a history of anginal symptoms, ECG 

variations and elevated cardiac enzyme levels 

indicating the presence of coronary artery disease, 

if the coronary angiography of the patient showed 

at least one lesion with more than 50 % stenosis, if 

the patient underwent percutaneous coronary 

intervention at any time or underwent coronary 

artery bypass surgery, the patient was then included 

in the CHD group. 

After a 12-hour fasting period, total cholesterol, 

LDL-c, TG, HDL-c and hsCRP levels of the 

patients were measured. The patient was then given 

a breakfast as described in the oral lipid loading test 

protocol below and measurements were repeated 

four hours later. Breakfast was prepared by the 
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Nutrition and Dietetics Unit in the cafeteria of our 

hospital and served as a breakfast plate. 

Since the biochemical markers measured in our 

study are highly affected by diet, patients were 

requested not to make any dietary changes during 

the study period. Patients were recommended to 

take their medicines at the same time of day. The 

patients were questioned whether they were using 

their drugs properly or not at the first month follow-

up. 

In oral fat load tests conducted by administering 

fat-enriched enteral solutions or meals with high 

calorie and high fat content, the fat content ranges 

from 31% to 80% [35-38]. In our study, breakfast 

was preferred for fat loading because it was easier 

to tolerate and provide. All patients were given an 

average breakfast consisting of 60% fat, 16.8% 

protein and 23.2% carbohydrate with a total energy 

content of 891 kcal. 

Complete blood count and blood biochemistry (TG, 

total cholesterol, LDL-c, HDL-c, hsCRP, blood 

glucose, alanine aminotransferase (ALT), aspartate 

aminotransferase (AST), creatine kinase (CK), 

blood urea nitrogen (BUN), creatinine, sodium 

(Na+), potassium (K+) and thyroid stimulating 

hormone (TSH)) measurements were conducted on 

the admission day and one month after. TG, total 

cholesterol, LDL-c, HDL-c, blood glucose, AST, 

ALT, CK, BUN, creatinine, Na+ and K+ 

measurements were conducted by using a modular 

autoanalyzer (Roche Diagnostics GmbH, 

Germany), hsCRP measurements were conducted 

by using a CRP Ultra reagent Abbott® Architect 

C8000 Analyser (Sentinel Diagnostics, Italy), TSH 

measurements were conducted by using an 

Architect i2000 autoanalyzer (Abbott, Wiesbaden, 

Germany) and haematology measurements Abbott 

Cell-Dyne® 3700 System (Abbott Diagnostics, 

Santa Clara, USA).. 

 

2.1. Statistical analyses 

Shapiro-Wilk test was used to check the normal 

distribution of the continuous variables. The 

homogeneity of the variances was analysed by 

Levene test. Student's t-test was used to compare 

the gender differences in several variables. In case 

of the variables did not meet prerequisites of 

parametric tests, Mann-Whitney U test was used to 

compare the gender differences. The relation 

between the data were investigated by Pearson Chi-

square, G-test and Fisher Exact test where 

applicable. Two-way repeated measures of analysis 

of variance by including sex factor was used to 

compare the pre- and post-treatment and fasting and 

postprandial values of the parameters by including 

sex factor. Before this analysis was performed, it 

was determined that the variables had a right 

skewed distribution, the logarithmic transformation 

was applied to the variables to provide the 

prerequisites for analysis of repeated 

measurements. 

Statistical analysis results were expressed as n (%) 

for categorical variables and mean ± standard 

deviation (SD) and median for continuous 

variables. A p value lower than 0.05 was 

considered statistically significant. SPSS 16.0 

statistical package program (Statistical Package for 

the Social Sciences, version 16.0, SSPS Inc., 

Chicago, IL, USA) was used to analyse the data set. 

 

3. Results 

 
This study included 51 patients (Table 1). 

The mean age of the patients was 54.3±11.6 and 26 

of the patients were female (Table 1). Mean BMI of 

the patients were 28.1 ± 4.1 (mean body weight 

77.4 ± 16.1 kg and mean height 165.8 ± 10.3 cm). 

Waist circumference was 108.4±9.4 cm and mean 

hip circumference was 108.9 ± 9.4 cm). A group of 

12 patients (23.5 %) had CHD history and 5 out of 

them had MI, six of them had coronary artery 

bypass surgery and one patient percutaneous 

coronary intervention history. Forty patients (78.4 

%) had metabolic syndrome. 19 patients were 

obese, and 36 patients had sedentary lifestyle 

(Table 1). 17 patients were smokers while 11 

patients were exercising regularly. The results of 

basal laboratory examination for blood parameters 

and complete blood counts of patients are also 

summarized in Table 1.  

The comparison between the genders with regards 

to the demographical and lifestyle characteristics, 

significant differences were found only in the CHD 

history and alcohol use and diet between the 

genders (p<0.05; Table 2). When the basal fasting 

and postprandial (after oral lipid load) lipid and 

hsCRP values were investigated it was found that 

TG and total cholesterol values were significantly 

higher (p<0.001, LDL-c and HDL-c were 

significantly lower (p<0.01 and p<0.001, 

respectively) in the patients after lipid load (under 

postprandial conditions), while hsCRP levels were 

found unaffected (Table 3). After oral lipid loading, 

patients received 10 mg/day rosuvastatin for one 

month, then patients fasting ALT, AST, CK and 

blood lipid profile, as well as the postprandial blood 

lipid profile after lipid load was investigated. There 

were no significant differences between the basal 

and post-treatment ALT (22.2±5.7 and 22.8±6.0, 

respectively), AST (24.1±9.2 and 24.7±7.1, 

respectively), and CK values (65.3±26.2 and 

76.0±27.6, respectively). On the other hand, TG 

and total cholesterol levels were significantly 
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Table 1. Demographical characteristics of the patients 

(n=51). 

 
 

Table 2. Comparison between the female and male 

patients with regards to demographical characteristics 

*p<0.05 
Age (years (mean ± SD)) 54.3 ± 11.6 

Gender, n (%)  

Female 26 (50.9 %) 

Male 25 (49.1 %) 

Patient condition  

BMI (kg/m²) 28.1 ± 4.1 

Waist circumference (cm) 108.4 ± 9.4 

Metabolic syndrome, n (%) 40 (78.4 %) 

CHD history, n (%) 12 (23.5 %) 

Family history of CHD, n (%) 21 (41.2 %) 

Hypertension, n (%) 33 (64.7 %) 

Obesity, n (%) 19 (37.3 %) 

Lifestyle  

Sedentary lifestyle, n (%) 36 (70.6 %) 

Smoking, n (%) 17 (33.3 %) 

Alcohol use, n (%) 3 (5.9 %) 

Exercise 11 (21.6 %) 

Laboratory parameter  

Fasting glucose (mg/dL) 93.9 ± 8.8 

Sodium (mmol/L) 139.1 ± 2.5 

Potassium (mmol/L) 4.2 ± 0.4 

Haemoglobin (g/dL) 14.5 ± 1.3 

Haematocrit (%) 42.7 ± 4.4 

Leukocyte (103/mm³) 7,354 ± 1,620 

Thrombocyte (103/mm³) 285,333 ± 51,690 

AST (U/L) 22.2 ± 5.7 

ALT (U/L) 24.1 ± 9.2 

CK (U/L) 65.3±26.2 

TSH (IU/mL) 2.1±1.0 

BUN (mg/dL) 15.3±4.3 

Creatinine (mg/dL) 0.8±0.2 

ALT, Alanine aminotransferase; AST, Aspartate 

aminotransferase; BMI, body mass index; BUN, Blood urea 

nitrogen; CHD, coronary heart disease; CK, Creatine kinase; 

TSH, Thyroid stimulating hormone. 

 

 

Table 3. Basal fasting and postprandial (after lipid load) 

lipid and hsCRP levels (n=51). 
 Fasting Postprandial p value 

TG (mg/dL) 191.0 ± 41.4 337.4 ± 117.1 <0.001* 

Total cholesterol 

(mg/dL) 
212.6 ± 23.7 237.0 ± 28.1 <0.001* 

LDL-c (mg/dL) 133.8 ± 19.6 129.8 ± 20.5 <0.01* 

HDL-c (mg/dL) 41.5 ± 8.4 39.4 ± 8.6 <0.001* 

hsCRP (mg/L) 5.5 ± 5.1 5.7 ± 5.0 0.168 

HDL-c, high-density lipoprotein-cholesterol; hsCRP, high-

sensitivity C-reactive protein; LDL-c, low-density lipoprotein-

cholesterol; TG, triglyceride. 

 
 
Table 4. Post-treatment fasting and postprandial (after 

lipid load) lipid and hsCRP levels (n=51). 

 Fasting Postprandial p value 

TG (mg/dL) 152.1±50.6 258.0±95.9 <0.001* 

Total cholesterol 

(mg/dL) 
154.9±22.0 172.9±24.4 <0.001* 

LDL-c (mg/dL) 80.4±16.9 77.0±16.0 <0.001* 

HDL-c (mg/dL) 43.6±9.7 41.9±9.0 <0.001* 

hsCRP (mg/L) 4.9±4.8 4.8±4.6 0.474 

HDL-c, high-density lipoprotein-cholesterol; hsCRP, high-

sensitivity C-reactive protein; LDL-c, low-density lipoprotein-

cholesterol; TG, triglyceride. 

 

higher at the post-treatment period after lipid load 

(p<0.001; Table 4), while LDL-c and HDL-c levels 

were significantly lower (p<0.001; Table 4). On the 

other hand, there were no significant differences 

between the fasting and postprandial hsCRP levels 

(p=0.474; Table 4). When the fasting lipid 

parameters and hsCRP values were compared at the 

baseline and post-treatment, TG, total cholesterol 

and LDL-c levels were found to be significantly 

lower (p<0.001; Table 5). On the other hand, 

fasting HDL-c levels were found higher and hsCRP 

was found lower at post-treatment period, but these 

differences were not statistically significant 

(p=0.068 and p=0.091, respectively; Table 5). On 

the other hand, postprandial TG, total cholesterol, 

LDL-c and hsCRP levels were significantly lower 

after one-month rosuvastatin treatment when 

compared with basal values(p<0.001 for TG, total 

cholesterol and LDL-c and p<0.05 for hsCRP; 
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Table 5). In addition, postprandial HDL-c levels 

were found to be higher after rosuvastatin treatment 

compared to baseline (p<0.05; Table 5). 

 The differences between the pre-treatment 

fasting and postprandial TG levels (191.0±41.4 

mg/dL and 337.4±117.1 mg/dL, respectively) and 

post-treatment fasting and postprandial TG levels 

(152.1±50.6 mg/dL and 258.0±95.9 mg/dL, 

respectively) were compared with Wilcoxon test. 

The differences between the fasting and 

postprandial TG levels at the baseline and post-

treatment period were found as 38.9±46.2 mg/dL 

and 79.4±96.8 mg/dL, respectively and the change 

in the decrease in TG levels (30.5±46.2 mg/dL) 

were found significant (p<0.001). 

When the fasting and postprandial TG values of 

male and female subjects were compared at the 

baseline and after one-month rosuvastatin 

treatment, both fasting and postprandial TG levels 

were found to be decreased after rosuvastatin 

treatment (p<0.001; Table 6). On the other hand, 

there were no statistically significant differences in 

TG levels between the genders when the basal 

fasting (p=0.47), basal postprandial (p=0.14), post-

treatment fasting (p=0.57) and post-treatment 

postprandial (p=0.19) levels were compared. In 

both males and females, the level of decrease in 

postprandial TG levels were higher than the 

decrease in fasting TG levels after one-month 

rosuvastatin administration (p<0.001). However, 

Wilcoxon test revealed that this decrease in the TG 

levels did not differ between the genders (p=0.784). 

In the patients both with or without metabolic 

syndrome, TG levels were significantly higher after 

lipid load compared to fasting TG levels both at 

baseline and after one-month rosuvastatin treatment 

(p<0.001; Table 7). On the other hand, fasting TG 

levels were significantly lower after one-month 

rosuvastatin treatment in the patients with 

metabolic syndrome (p<0.001) while no difference 

was observed in the patients without metabolic 

syndrome (p<0.112; Table 7). Similarly, post- 

lower after rosuvastatin treatment in the patients 

with metabolic syndrome (p<0.001) but there was 

no significant effect of rosuvastatin level in 

postprandial TG levels patients without metabolic 

syndrome (p<0.089; Table 7). In addition basal 

fasting TG levels were significantly lower in the 

patients without metabolic syndrome compared to 

the patients with metabolic syndrome (p<0.009; 

Table 7), however, no significant differences were 

observed in basal postprandial, post-treatment 

fasting and post-treatment postprandial TG levels 

between the patients with metabolic syndrome and 

patients without metabolic syndrome (Table 7). 

The analyses in the obese and non-obese patients 

revealed that the basal, as well as after one-month 

rosuvastatin treatment, postprandial TG levels were 

significantly higher than fasting levels in both 

patient groups (p<0.001; Table 8). On the other 

hand, fasting TG levels after rosuvastatin treatment 

were significantly lower than the baseline levels in 

both groups (p≤0.001; Table 8). Similarly, 

postprandial TG levels after rosuvastatin treatment 

were significantly lower than the baseline levels 

(p<0.01; Table 8). However, there were no 

significant differences between the groups any of 

the parameters that were compared (Table 8). 

 

Table 5. Comparison of fasting and postprandial 

(after lipid load) lipid and hsCRP levels at the 

baseline and one-month rosuvastatin treatment 

(n=51; in the statistical analysis of postprandial 

measurements log-transformed values were used). 

 
 Fasting 

 Basal Post-treatment p value 

TG (mg/dL) 191.0±41.4 152.1±50.6 <0.001* 

Total cholesterol 

(mg/dL) 
212.6±23.7 154.9±22.0 <0.001* 

LDL-c (mg/dL) 133.8±19.6 80.4±16.9 <0.001* 

HDL-c (mg/dL) 41.5±8.4 43.6±9.7 0.068 

hsCRP (mg/L) 5.5±5.1 4.9±4.8 0.091 

 Postprandial 

 Basal Post-treatment p value 

TG (mg/dL) 337.4±117.1 258.0±95.9 <0.001* 

Total cholesterol 

(mg/dL) 

237.0±28.1 172.9±24.4 <0.001* 

LDL-c (mg/dL) 129.8±20.5 77.0±16.0 <0.001* 

HDL-c (mg/dL) 39.4±8.6 41.9±9.0 <0.05* 

hsCRP (mg/L) 5.7±5.0 4.8±4.6 <0.05* 

HDL-c, high-density lipoprotein-cholesterol; hsCRP, high-

sensitivity C-reactive protein; LDL-c, low-density lipoprotein-

cholesterol; TG, triglyceride. 

 

4. Discussions 

 
HTG is an independent risk factor for CHD [9]. TG 

levels are routinely measured under fasting 

conditions to obtain more stable TG levels and 

therefore to calculate LDL levels [14]. 

Nevertheless, it was recently suggested that fasting 

is not necessary for routine TG profiling [15]. In 

addition, previous studies indicated that 

postprandial TG levels are as important risk factor 

as fasting TG levels for CHD [39-41]. In our study, 

we investigated the effects of rosuvastatin, a statin 

that is used in the treatment of hyperlipidaemia, on 

fasting and postprandial TG and hsCRP levels. 

Rosuvastatin is known to decrease fasting TG 

levels between 17% and 25% [27]. Several other 

studies indicated significant reductions in fasting 
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Table 6. Comparison of fasting and postprandial (after 

lipid load) TG levels at the baseline and one-month 

rosuvastatin treatment within the genders. 
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cp: Comparison of the basal and post-treatment fasting TG 

levels within genders 
dp: Comparison of the basal and post-treatment postprandial 

TG levels within genders 

 

 

Table 7. Comparison of fasting and postprandial (after 

lipid load) TG levels at the baseline and one-month 

rosuvastatin treatment within and between the patients 

with and without metabolic syndrome. 
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α: patients with metabolic syndrome, Ø: patients without 

metabolic syndrome, *p<0.05 
ap: Comparison of the basal fasting and postprandial TG levels 

within the groups 
bp: Comparison of the post-treatment fasting and postprandial 

within the groups 
cp: Comparison of the basal and post-treatment fasting TG 

levels within the groups 
dp: Comparison of the basal and post-treatment postprandial 

TG levels within the groups 
ep: Comparison of the basal fasting TG levels between the 

groups 
fp: Comparison of the basal postprandial between the groups 
gp: Comparison of the post-treatment fasting TG levels 

between the groups 
hp: Comparison of the post-treatment postprandial TG levels 

between the groups 

 

 

Table 8. Comparison of fasting and postprandial (after 

lipid load) TG levels at the baseline and one-month 

rosuvastatin treatment within and between obese and 

non-obese patients. 
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TG levels at different doses for different treatment 

periods [42,43]. In our study, 10 mg/day 

rosuvastatin treatment for one month resulted in a 

20% decrease in fasting TG levels, similar to the 

results published previously. Atorvastatin, another 

statin, treatment led to significant reductions in the 

postprandial TG levels [30,44]. In our study, 

besides the decrease in postprandial TG level was 

significant, the decrease in postprandial TG value 

was more pronounced from the decrease in fasting 

TG level upon rosuvastatin treatment. This finding 

suggests that control of postprandial TG levels by 

rosuvastatin treatment, similar to the control of 

fasting TG levels, may be another aspect of the 

efficacy of rosuvastatin in the prevention of CHD. 

In our study, when the hs-CRP levels were 

examined, the only significant change was seen 

between the baseline postprandial levels and 

postprandial levels after one-month rosuvastatin 

treatment. Several long-term (two to 33 months) 

studies revealed beneficial effects of rosuvastatin 

on decreasing hsCRP levels [27,42,45]. The fact 

that the significant difference appeared only at the 

levels of postprandial levels in our study may be 

related to the short length of the treatment period. 

The frequency, occurrence, treatment process and 

outcomes of CHD show some differences between 

women and men. For example, CHD mortality and 

stroke risk are higher in women in the presence of 

DM, but the evaluation of women in studies is not 

as clear and detailed as men and besides cultural, 

behavioural, psychosocial and socioeconomic 

differences, gender-dependent factors and CHD 

outcomes in women are not as well explained as in 

men [46]. Lipoprotein risk factors that are 

important for CHD also differ in women. The risk 

prediction of HDL-c is stronger than that of men, 

oestrogen prevents the storage of LDL-c in arterial 

wall, and in postmenopausal women, TG is an 

independent risk factor (proatherogenic lipid 

profile) for CHD in women [47, 48]. In a 2-year 

study conducted revealed that BMI, HDL-c are 

most correlated risk factors with hsCRP for CHD 

for both genders and hsCRP levels were positively 

correlated with mean blood pressure and blood 

glucose in men while it was with TG levels in 

women [49]. Also, a recent meta-analysis revealed 

that statins have beneficial effects on both genders, 

they are more effective in improving lipid profile in 

women older than 70 years [50]. In our study, 

rosuvastatin treatment was found equally affecting 

TG levels in men and women. 

The positive effects of statins on dyslipidaemia in 

the patients with metabolic syndrome was shown 

by various groups [51,52]. On the other hand, 

atherosclerosis was shown to progress in the obese 

patients although they receive statin treatment [53]. 

Another study suggested that the type of statin to be 

used should be chosen in obese patients with type 2 

DM depending on their lipid profile and condition 

[54]. In our study, independent of condition of the 

patients with regards to metabolic syndrome, 

postprandial TG levels significantly higher than 

fasting TG levels both at baseline and after one-

month rosuvastatin treatment. Similar results were 

obtained when obese patients were compared with 

non-obese patients. However, both fasting and 

postprandial TG levels were significantly lower 

after one-month rosuvastatin treatment compared to 

the baseline fasting and postprandial TG levels in 

the patients with metabolic syndrome but in the 

patients without metabolic syndrome. However, no 

significant differences in the TG levels between 

obese and non-obese patients were observed. These 

results suggest that one-month rosuvastatin 

treatment may improve TG levels in patients with 

metabolic syndrome. In our study, no side effects of 

rosuvastatin treatment were observed. In addition, 

liver function parameters were not significantly 

affected by rosuvastatin treatment. As treatment 

period was limited with one month, safety profile of 

short-term 10 mg/day rosuvastatin seems reliable.  

In our study, we evaluated the effect of rosuvastatin 

treatment on laboratory parameters as the risk 

factors for CHD (Lipid profile and hsCRP), 

however, clinical endpoints were not determined. 

Nevertheless, the importance of postprandial lipid 

metabolism on the atherosclerotic pathogenesis has 

been implicated by several studies and postprandial 

TG levels may be more important indicators than 

fasting TG levels. Therefore, we believe that the 

significant decrease in the postprandial TG levels is 

clinically important. In order to investigate this 

clinically important effect, studies evaluating the 

clinical endpoints on larger cases are needed. 
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Abstract:  
 

Electromagnetic resonance is the most important distinguishing property of 

metamaterials to examine many unusual phenomena. The resonant response of 

metamaterials can depend many parameters such as geometry, incident wave 

polarization. The estimation and the design of the unit cells can be challenging for 

the required application. The research on resonant behavior can yield promising 

applications. We investigate the resonance frequency of the chiral resonator as a 

unit of chiral metamaterial employing both traditional machine learning 

algorithms and convolutional deep neural networks. To our knowledge, this is the 

very first attempt on chiral metamaterials in that comparing the impact of various 

machine learning algorithms and deep learning model. The effect of geometrical 

parameters of the chiral resonator on the resonance frequency is studied. For this 

purpose, convolutional neural networks, support vector machines, naive Bayes, 

decision trees, random forests are employed for classification of resonance 

frequency. Extensive experiments are performed by varying training set 

percentages, epoch sizes, and data sets. Experiment results demonstrate that the 

usage of convolutional neural networks is superior in terms of prediction 

performance of chiral metamaterial resonance compared to the other techniques 

with 58.29% of accuracy on dataset1, and 68.77% of accuracy on dataset2. 

 

 

1. Introduction 
 

The chirality refers to a structural property of an 

object that cannot be superimposed on its mirror 

image [1]. The existence of chirality in nature at 

macro and molecular scale lead to a wide variety of 

research. Despite the natural phenomenas [2], 

artificially made materials called metamaterials can 

exhibit chiral properties. Metamaterials are 

composed of periodically arranged resonant 

elements, unit cells, which show unnatural 

electromagnetic and optical properties, such as 

negative refraction, which are not seen in naturally 

occurring materials [3,4]. Various chiral resonators 

are used to build chiral metamaterials such as helical 

wires, chiral split ring resonators (SRR) [5], 

gammadions [4] or cross-wire [6] structures. The 

optical response of chiral metamaterials is studied 

also in terahertz regime [7-10]. Some designs are 

proposed to avoid bianisotropic effects [11-12]. 

Omega shaped particles are another building blocks 

of metamaterials for the realization of the negative 

index which is experimentally verified [13-14]. 

Transmission properties of metamaterials formed by 

omega shaped inclusions are investigated in [15]. It 

is shown that the periodic arrays can be employed in 

stop/pass band applications due to the 

magnetoelectric resonances. Another artificial chiral 

object is called a canonical spiral replacing a helix in 

order to simplify the electromagnetic analysis [16].  

In [17], an analytical antenna model is used to 

analyze such chiral scatterers. The canonical spiral 

is designed for chiral metamaterials where 

independently the linear polarization of the incident 

wave can be radiated as a circularly polarized wave 

[18]. As a consequence of the design, a particular 

helicity is completely transparent for circular 

electromagnetic waves of the same helicity [18]. The 

canonical spirals are capable also in cloaking 

application [19].  

http://dergipark.org.tr/en/pub/ijcesen
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In this work, we design a metamaterial structure 

given a desired chiral response or even to simply 

predict the trend in chiral response as the structure 

transforms. The electromagnetic response of 

canonical spiral shaped chiral resonators in the 

microwave regime will be examined by a proposed 

method based on both machine learning algorithms 

and deep learning methodology. The application of 

deep learning algorithms are rather popular in recent 

years in different research fields such as image 

processing, natural language processing, speech 

recognition, video processing, sentiment analysis, 

text classification, computer vision, pattern 

recognition, and machine translation. Furthermore, 

deep neural network models are also utilized in 

various research domains beyond computer science 

such as physics with various subfields like material 

science, chemistry, laser physics, particle physics, 

quantum mechanics, and microscopy [20-26]. Deep 

learning networks applied in many studies to the 

inverse engineering to reveal the metamaterials 

response in optics and acoustics [27-30]. For the 

purpose of eliminating disadvantages of 

conventional machine learning algorithms, deep 

learning methodology is preferred by the researches 

in many fields because of its superior performance. 

In other words, the main reason behind the choice of 

deep learning models by the researchers both better 

representation of features, predictions, and results 

when compared with traditional machine learning 

algorithms. Deep learning models are mostly 

employed to ensure automatic feature extraction 

procedure thereby training complex features with 

minimal external support to achieve meaningful 

representation of data through deep neural networks. 

Besides automatic feature extraction, deep learning 

methods are also used for the purpose of 

classification tasks in many fields. Due to both 

excellent performance of deep learning models in the 

state-of-the-art studies and the lack of 

implementation of deep learning models on optical 

chiral metamaterials subfield, we concentrate on 

Convolutional Neural Network (CNN) as deep 

learning model for the purpose of eliminating this 

deficiency in this study, in addition to machine 

learning algorithms. 

In the present work, the resonance frequency of the 

chiral structure as a unit of chiral metamaterial is 

studied using both traditional machine learning 

algorithms and convolutional deep neural networks. 

The main objective of this study is the prediction of 

the resonance response of the canonical spiral 

through the proposed model. For this purpose, 

convolutional neural networks, support vector 

machines, naive Bayes, decision trees, random 

forests are used for frequency selective 

classification. The novelty of this study is to 

investigate the impact of the most popular deep 

learning method, CNN, which is not implemented 

yet on the chiral metamaterial design. To the best of 

our knowledge, this is the very first study on chiral 

metamaterials in that comparing the impact of 

various machine learning algorithms and deep 

learning model. 

The paper is organized as follows: In section 2, 

machine learning algorithms and convolutional 

neural network employed in this study is introduced. 

In section 3, we describe the chiral resonator and the 

numerical model from which we gathered the data 

and the proposed framework. The section 4 

discusses the results and then we conclude the paper. 

 

2. Models 
 

In this section, methods used in this work are briefly 

presented. 

 

2.1. Naive Bayes Algorithm (NB) 

 

Naive Bayes is a well-known and mostly employed 

classification model for both two-class (binary) and 

multi-class classification problems. The naive Bayes 

algorithm is based upon independency of features in 

the data set that is base of Bayes's theorem. It is easy 

to construct and not complex which makes it 

especially beneficial for huge data sets. In spite of its 

simpleness, the Naive Bayes algorithm works well 

and presents superior classification performances 

compared to more complicated classification 

models. There are different event models for NB 

algorithm such as Gaussian naive Bayes, 

Multinomial naïve Bayes, Bernoulli naive Bayes, 

etc. Gaussian NB model is the easiest way to forecast 

the distribution of the data set because it predicts just 

the standard deviation and the mean of training data 

set. In this work, we focus on the Gaussian naive 

Bayes method [31-36]. 

 

2.2. Support Vector Machine (SVM)  

 
Support vector machine (SVM) is employed as a 

supervised learning method that is used for 

classification and regression problems. The main 

purpose of support vector machine method is to 

discover a hyperplane in an N-dimensional space 

that plainly categorizes the points of data set. 

However, support vector machine is responsible for 

finding a plane with the maximum space between 

data points of both categories among many potential 

hyperplanes for the purpose of dividing the two 

classes. This procedure is called margin 

maximization that facilitates the classification task 

for unseen instances with more confidence. 

Furthermore, SVM is also capable to implement 



Aybike URAL YALÇIN, Zeynep Hilal KİLİMCİ/ IJCESEN 7-3(2021)156-163 

 

158 

 

non-linear classification task in addition to linear 

classification which is called kernel trick, implicitly 

mapping their inputs into high-dimensional spaces. 

According to data set distribution, there are too many 

kernel tricks such as linear, polynomial, radial basis 

function, sigmoid when SVM is constructed. In this 

work, each version is implemented and polynomial 

is selected as the best [33-40]. 

 

2.3. Decision Tree (DT) 

 

Decision tree method is one of the predicting models 

employed in machine learning. Decision trees are 

also popular machine learning algorithms in terms of 

their comprehensibility and simplicity. The main 

objective of decision trees is to construct a model 

that predicts a target value (class) based upon 

different inputs. A decision tree is evaluated as a 

predictive model with branches and leaves. Here, 

observations are the branches while target value of 

related observation is represented as leaves. In 

classification trees, class labels are demonstrated 

with leaves and association of the features are 

indicated as branches. In other words, a tree is 

constructed by dividing the source data set, 

composing the root node of the tree, into subsets 

(children). The dividing procedure is implemented 

with a set of splitting rules based upon features of 

classification. When this procedure is repeated for 

each derivate subset, it is called as recursion. 

Recursion is finished when target variable has same 

results at a node for each subset. This widely 

accepted approach for decision trees is known as 

top-down induction that signs the greedy algorithm. 

As a summary, decision trees ensure the 

consolidation of computational and mathematical 

methods to obtain the classification of the dedicated 

data set [33,41-43]. 

 

2.4. Random Forest (RF) 

 

Random forest is based on a large number of 

decision trees that constructs a community decision 

system. Each decision tree in a community 

demonstrates the class forecast and final decision is 

determined by voting according to majority. 

Random forests are proposed in order to eliminate 

the over-fitting problems of decision trees. The basic 

idea behind of random forest is constructing the 

common decision of different models which exhibits 

more successful classification success compared to 

the only one classifier. Here, two main concepts are 

important. It is expected that each individual tree is 

constructed through low correlated models in a 

random forest and high classification success. The 

main reason behind of this expectation is to interfere 

individual errors of each tree from each other by 

reducing relation between models. In this work, the 

number of individual trees is set to 25 due to its 

superior performance compared to 10, 50, 75, and 

100 of trees [34-35,44-46]. 

 

2.5. Convolution Neural Network (CNN) 

 

Convolutional neural network is a type of deep 

neural networks, mostly applied especially in image 

processing field. CNNs exhibits notable 

classification results in natural language processing, 

financial time series, video processing and are also 

popular in these domains. The name this network 

model comes from the series of mathematical 

process named as convolution and is a type of 

customized linear operations. CNN is mainly 

constructed with input layer, multiple hidden layers, 

and output layer. Hidden layers of CNN are 

comprised from the sets of convolutional layers that 

rely on a convolution instead of matrix 

multiplication in at least one of their layers. CNN 

methodology includes a set of convolutional layers 

intertwined with pooling layers, followed up several 

fully connected layers. During this procedure, the 

most significant layer is the convolution layer that 

implement a filter of convolution to input in order to 

attain a feature map of input data. In order to get 

multiple features, multiple filters are carried out 

during training process and filters are capable to 

define the context of an investigated problem. After 

that, convolution process is implemented to acquire 

feature maps which indicates dependencies among 

features, local features of data set. Then, pooling 

layers that are intertwined with convolutional layers 

are acted to decrease the number of instances in each 

feature map and keep the most significant 

information about data. Through down sampling 

characteristic, the decrease in training time of the 

system and dimension reduction of data set are 

provided. There are several kinds of pooling layers 

such as max pooling, average pooling, global max 

pooling, global average pooling. In this work, 

maximum pooling is utilized which is generally also 

employed in literature studies. Actually, feature 

extraction is performed through convolution and 

pooling layers until this step. After, the output of 

pooling layers is converted nx1 dimensional vector 

in order to feed fully connected layers which is 

called flattening. Then, final decision of the system 

is determined by the help of fully connected layers. 

In CNN architecture like other deep neural networks, 

there are too many methods to avoid over-fitting 

challenge such as regularization models, early 

stopping criteria. In this study, we use dropout, L2 

regularizator, and early stopping criteria for this 

purpose [33, 35, 47-55]. 
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3. Proposed Framework 

 

3.1. Data Preparation 

 
In this part, data preparation is introduced. Figure 1 

shows the schematic view of the canonical spiral 

which is composed of a torus with a gap 𝑔 =
0.9 𝑚𝑚 and two rods residing from edges of the gap 

in opposite directions perpendicular to the plane of 

the torus. The outer radius of torus is 𝑟𝑜𝑢𝑡 = 2 𝑚𝑚 

and torus thickness 𝑟 = 0.8 𝑚𝑚; two legs are of 

length 𝑙 = 2 𝑚𝑚. The thickness of the torus is kept 

fixed, while the gap size, radius of the torus and the 

length of the legs is varying. In data gathering 

process, three gap sizes are used between 0.9 𝑚𝑚 

and 1.1 𝑚𝑚. For each gap size, we are changing the 

length of the rods and the radius of the torus between 

2 𝑚𝑚 and 3 𝑚𝑚 with a step size 0.1 𝑚𝑚. 

 

 
 
Figure 1. The canonical spiral has gap 𝑔, length of the 

rods 𝑙, thickness 𝑟, and outer radius of the torus is 𝑟0. 

Four orientations i-iv of the canonical spiral with 

respect to E, B field and the propagation direction of the 

incident plane wave. 

 

The structure is taken as perfect electric conductor 

(PEC). The embedding environment is taken as air. 

A plane wave travelling along +x-axis is incident on 

the structure where the electric field is linearly 

polarized along y-axis, and the magnetic field is 

along z-axis. The resonant frequency response of the 

canonical spiral is obtained analyzing the 

transmission (S21 dB) spectrum between 5 −
11 𝐺𝐻𝑧. The four possible orientations of the 

canonical spiral with respect to the incident EM 

wave is examined and their resonance response is 

used in classification. The simulations are computed 

in CST Microwave studio software, which uses 

finite element methods, in frequency domain solver. 

The EM wave is excited defining ports and relevant 

boundary conditions 

 

3.2. Model 

 
In this work, we focus on the estimating resonance 

frequency of chiral metamaterial by employing both 

traditional machine learning models and a deep 

learning algorithm. For this purpose, naive Bayes 

(NB), support vector machine (SVMs), decision 

trees (DTs), random forests (RFs) are evaluated as 

machine learning algorithms and convolutional 

neural networks (CNNs) are appraised as a deep 

learning model in order to estimate of chiral 

metamaterial resonance. To demonstrate the 

efficiency of proposed design, we collect two data 

sets (dataset1, dataset2) that contain 1,210 and 

2,057 instances, respectively. The number of 

features and class labels are the same for both data 

sets. Features evaluated in the training procedure are 

length of the rods, outer radius of torus, thickness of 

torus, gap, orientation in millimeters. Resonance 

frequency is located as class label in giga hertz. The 

main objective of our study is assigning resonance 

frequency of unseen/unlabeled instances in the data 

set by training model through machine learning 

algorithms and a deep learning model. In order to 

prepare data set for training procedure, there are 

some adaptations by converting categorical values 

into numerical ones such as orientation attribute. 

Moreover, class label is scaled per 0.05 precision 

starting from 0 to 1 corresponding to canonical spiral 

designs with a resonance frequency classes 5 −
11 𝐺𝐻𝑧 with a stepsize 0.05. After that, the data set 

is randomly splitted into training and test sets by 

varying training set size as 80, 50, 30,10. The 

remainings are carried out as test set percentages. To 

achieve a reliable prediction, the holdout process is 

recurred 10 times and an overall accuracy is 

calculated by taking averages of each iteration. In the 

tables, the following abbreviations are employed. 

Ts: Training set size, NB: Naive Bayes algorithm, 

SVM: Support vector machine, DT: Decision tree, 

RF: Random Forest algorithm, CNN: Convolutional 

neural network. The best classification results are 

exhibited in boldface in the tables. Furthermore, 

accuracy is appraised as an evaluation metric. In 

Figure 2, the proposed framework is presented. 

 

 
 
Figure 2. The canonical spiral geometrical parameters 

and its orientation given as input to the convolution plus 

pooling layers, as output we get the resonance frequency 

which corresponds to a dip in the transmission spectrum. 

 

4. Experiment Results 
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Firstly, the effect of conventional machine learning 
algorithms is investigated on frequency prediction of 
chiral metamaterials. Then, convolutional neural 
networks are evaluated in order to observe the 
impact a deep learning model on this classification 
task. Table 1 and Table 3 demonstrates the 
classification accuracies of machine learning models 
and deep learning model on both data sets in terms 
of training set percentages. First of all, it is clearly 
observed in Table 1 and Table 3 that the usage of 
ts80 boosts the classification accuracy of each 
model. The poorest classification performance is 
exhibited at ts10 because the data set allocated for 
training is very small. As the training set percentage 
increases, classification accuracy of the system is 
enhanced as expected. For this reason, the setting of 
training set percentage to 80 is an effective way 
when system performance is considered. 

In Table 1, the resonance frequency classification 
results of each algorithm are presented on dataset1 
by varying training set sizes. When the average 
results are considered, the best classification 
accuracy is achieved with 51.76% of accuracy at 
ts80. It is followed by 50.07%, 48.74%, 43.48% of 
accuracies at ts50, ts30, and ts10, respectively. At 
ts80, CNN as a deep learning model outperforms all 
traditional machine learning algorithms by reaching 
58.29% of accuracy level. This means that CNN 
exhibits an outstanding classification performance 
when both conventional machine learning models 
and mean classification success of the system are 
considered. The classification performance of each 
model is ordered at ts80 as CNN, RF, SVM, NB, DT 
with 58.29%, 54.45%, 54.22%, 53.70%, 38.15% of 
accuracies, respectively. This indicates that CNN 
has shown approximately an increase of at least 4% 
in classification performance compared to the best 
conventional machine learning classifier RF. 
Considering the poorest classification performance 
of the machine learning algorithm DT, CNN 
displays nearly a maximum 10% increase in 
classification success. If a deep learning algorithm 
was not included in the proposed system, the random 
forest method as a machine learning model would be 
the ideal method for this resonance frequency 
classification task. In Table 2, all evaluation metrics 
are demonstrated in order to observe the success of 
classifiers. In Table 3, the resonance frequency 
classification accuracies of each method are 
exhibited on dataset2 by changing training set 
percentages. We observe the significant 
improvement when data set is extended by gathering 
more instances in classification accuracies of CNN 
model. While the best classification algorithm 
presents 58.29% of accuracy on dataset1, CNN 
performs 68.77% of accuracy at the same training set 
size. success for CNN is arisen from the extended 
version Approximately, 10% enhancement in 

Table 1. Classification accuracies of each model on 

dataset1 in terms of training set percentages 

Models 
Training Set Percentages (ts) 

ts80 ts50 ts30 ts10 

CNN 58.29 56.05 55.12 49.50 

SVM 54.22 53.85 52.46 47.17 

DecTree 38.15 36.56 35.09 29.00 

NavieBayes 53.70 50.11 49.20 44.82 

Random 

Forest 
54.45 53.78 51.84 46.90 

Average 51.76 50.07 48.74 43.48 

 

Table 2. The results of evaluation metrics on dataset1 at 

ts80. 

Models 
Evaluation Metrics 

Accuracy F-measure Precision Sensitivity 

CNN 58.29 65.44 62.13 68.75 

SVM 54.22 60.85 57.02 65.80 

DecTree 38.15 33.67 30.33 38.24 

NavieBayes 53.70 59.38 57.25 63.72 

Random 
Forest 

54.45 61.74 61.16 60.98 

Average 51.76 56.22 53.58 59.50 

 

classification of data set when the same experimental 
settings are taken into account. The similar 
classification performance order is observed on 
dataset2 as CNN> RF> SVM> NB> DT at ts80. On 
dataset2 at ts80, a minimum of 13% enhancement 
and a maximum of 22% improvement is observed 
when the classification performances of RF and DT 
are considered, respectively. As a result of Table 1 
and Table 3 on both data sets, CNN as a deep 
learning algorithm performs superior classification 
performance while DT as a machine learning 
algorithm performs the poorest resonance frequency 
classification success. In Table 4, all evaluation 
metrics are indicated to observe the performance of 
classifiers. 

Table 3. Classification accuracies of each model on 

dataset2 in terms of training set percentages 

Models 
Training Set Percentages (ts) 

ts80 ts50 ts30 ts10 

CNN 68.77 66.10 61.53 55.40 

SVM 54.91 54.05 47.64 39.00 

DecTree 46.42 45.11 38.88 32.56 

NavieBayes 52.20 50.32 45.09 37.91 

Random 

Forest 
55.84 54.72 49.36 42.55 

Average 55.63 54.06 48.50 41.48 
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Table 4. The results of evaluation metrics on dataset2 at 

ts80. 

Models 
Evaluation Metrics 

Accuracy F-measure Precision Sensitivity 

CNN 68.77 76.51 73.04 80.59 

SVM 54.91 59.27 56.75 64.82 

DecTree 46.42 40.05 38.27 47.33 

NavieBayes 52.20 57.78 55.15 65.10 

Random 

Forest 
55.84 61.42 60.09 69.71 

Average 55.63 59.01 56.66 65.51 

 

Figure 3 demonstrates training-validation loss and 

training-validation accuracy values of the best model 

CNN at ts80 in terms of epoch sizes on dataset2. As 

the number of epoch size increases, both training 

loss and test loss vary up to a certain epoch value 

which is 80 in this study.  

 

Figure 3. Training-validation loss and training-

validation accuracy results of CNN model at ts80 in 

terms of epoch size on dataset2. 

 
The training procedure can be stopped after this 

stage as no changes are observed in the subsequent 

increases in the number of attempts. Moreover, over-

fitting problem is handled employing early stopping 

criterion, dropout function, and L2 regularization as 

seen in Figure 1. This means the proposed model is 

trained with CNN method on dataset2 without any 

over-fitting challenge. 
 

5. Conclusion and Discussion 
 

In this work, we concentrate on the estimation of 

chiral metamaterial resonance by comparing the 

classification performance of both conventional 

machine learning models and convolutional neural 

networks as deep learning model. For this purpose, 

convolutional neural networks, support vector 

machines, naive Bayes, decision trees, random 

forests are employed for the classification of 

resonance frequency. Comprehensive experiments 

are carried out by varying training set percentages, 

epoch sizes, and data sets. Experiment results 

demonstrate that the usage of CNN as a deep 

learning model exhibits superior classification 

success in resonance frequency compared to the 

traditional machine learning algorithms. Depending 

on the application, the resonant structure can be 

designed by its geometrical parameters and relative 

positioning in the electromagnetic field. In future, 

we plan to investigate the impact of various deep 

learning algorithms on frequency of chiral 

metamaterial resonance and relative importance of 

design parameters on the resonance frequency. 
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