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Abstract—Maximum power point tracking (MPPT) strategy is 

one of the major parameters affecting efficiency in photovoltaic 

(PV) systems. In this paper, distributed MPPT approaches are 

compared with central mode MPPT. Advantages and 

disadvantages of submodule level MPPT technique and module 

level MPPT approach are shown with simulation studies. 

Comparisons are made with incremental conductance (IC) 

algorithm. In this context, non-isolated zeta converter is used as a 

power-processing unit. Effect of the MPPT strategy on the 

collected energy performance is observed by simulation studies 

performed in MATLAB/Simulink. It is clear by these studies that 

energy capture is bigger in submodule level MPPT strategy and 

module level MPPT with respect to central mode which is seen by 

simulations. However, central mode MPPT offers cost effective 

solution because of the low hardware requirements. 

Index Terms— Distributed MPPT, zeta converter, maximum 

power point tracking, central MPPT, module level MPPT, 

submodule level MPPT. 

I. INTRODUCTION

INCE THE beginning of the 2000s, the use of renewable 

energy sources in electrical energy production has become 

increasingly widespread. Despite its intermittent and uncertain 

characteristics, solar energy has the highest potential among 

renewable energy sources [1]. 

The most important component of a solar energy system is 

the PV module. PV modules consist of solar cells with a 

voltage of about 0.6V and the efficiency of these cells is very 

low. In addition, due to the intermittent and uncertain nature of 

solar energy, PV modules can reach the highest efficiency 

value at a certain time of the day [2-3]. On the other hand, the 

current-voltage characteristics of PV modules have 

exponential function characteristics and they must be operated 

at specified current and voltage values in order to generate 

maximum power. Thus, high efficiency is obtained from the 

PV module. 
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In order for PV modules to operate at their maximum power 

point, they must not be connected directly to the load. Because 

it is very likely that there is impedance mismatch between 

module and load. In order to avoid this mismatch, a power 

converter is used between the module and the load. DC-DC 

converters are used for this purpose [4-5]. However, in order 

to obtain maximum power from a PV module, the converter 

must be controlled by a MPPT algorithm. In recent years, 

many algorithms have been proposed for this purpose [6-11]. 

When the literature is reviewed, it is seen that many MPPT 

studies with zeta converter have been conducted. In [12], 

variable step size based MPPT algorithm is used with 

discontinuous mode (DCM) zeta converter. Perturb and 

observe (P&O) algorithm, IC algorithm and modified P&O 

algorithm have been compared each other. In another study 

[13], the performances of buck-boost converter topologies 

using P&O algorithm were compared. According to this study, 

the zeta converter showed a lower oscillating performance in 

MPPT. In [14], MPPT application with IC algorithm based 

zeta converter is presented. A comparative study between 

synchronous zeta and synchronous SEPIC converter [15]. 

Analysis and design of a non-inverted zeta converter is 

investigated in [16]. The model of the zeta converter was 

designed in MATLAB/Simulink environment. In addition, 

MPPT application with zeta converter was carried out. In [17], 

performances of P&O algorithm and IC algorithm with zeta 

converter is analyzed. According to the result obtained in [17] 

that IC algorithm has superior performance with respect to 

P&O algorithm. Artificial neural network based optimization 

algorithm using zeta converter is studied in [18]. According to 

the findings obtained in this study, the ANN algorithm works 

better than the P&O algorithm. In another optimization-based 

study, human psychology algorithm is used for partial shading 

conditions (PSC) [19]. It is seen that FPGA-based MPPT 

studies have increased in recent years. Comparisons of two of 

the popular algorithms are made for different irradiation 

conditions [20]. 

In a PV system, the MPPT strategy can be implemented in 

different ways. While determining this strategy, issues such as 

system power, location, climate characteristics and cost are 

taken into account. It is also important whether MPPT is 

performed at the sub-module level, module level, array level, 

or centrally. In this study, the comparison of central MPPT 

with MPPT applications at sub-module and module level has 

been made. For this purpose, the zeta converter was used. The 

rest of the study can be summarized as follows. In the first part 

Comparisons of different Maximum Power 
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of the study, MPPT strategies are illustrated. In the second 

part, the basic mathematical model of the zeta converter is 

explained. Then, the simulation studies performed were 

explained and the results were evaluated. In the last section, 

the results of the study are shared. 

II. MPPT STRATEGIES 

MPPT strategy can be defined as how the MPPT process is 

performed. Generally, MPPT controlled from a single point is 

defined as centrally controlled MPPT. In this type of control, 

the system where a large number of solar panels are connected 

in series/parallel is considered as if there is a single maximum 

power point and situations that may cause incompatibility such 

as partial shading are not taken into account.  The central 

mode MPPT circuit with two PV modules is given in Fig. 1. It 

is seen here that the PV modules are connected in series. In 

such an implementation, MPPT efficiency may be reduced if 

one of the modules is fully or partially shaded. 

Fig. 1 Central MPPT configuration 

 

In the module-based MPPT strategy, MPPT operation is 

performed independently in all modules. Thus, situations such 

as incompatibility between PV modules are less frequent [21]. 

MPPT efficiency is greater than centrally controlled MPPT. 

Module level MPPT configuration is presented in Fig. 2. 

 
Fig. 2 Module level MPPT configuration 

 

PV modules consist of 3-6 sub-modules. The number of 

sub-modules depends on the power of the PV module and the 

manufacturer's choice. Sub-module-based MPPT is a complex 

approach with high hardware requirements and less software 

needs. As shown in Fig. 3, each sub-module is connected to a 

converter and the converter output is connected in series or 

parallel to create a DC link for the inverter circuit. Higher 

efficiency values are achieved in sub-module based MPPT 

applications compared to the other two strategies. This 

strategy works especially well in shadowing situations [22]. 

 
Fig. 3 Submodule level MPPT configuration 

III. MPPT SYSTEM COMPONENTS 

    In order to compare MPPT strategies, it is useful to explain 

the components of the system first. System components can be 

listed as PV module, converter and algorithm. 

Zeta converter is a circuit with the ability to decrease and 

increase the voltage. Although the zeta converter is similar to 

the single ended primary inductance converter (SEPIC) with 

this feature, the use of semiconductor switch is different from 

the SEPIC converter. High-side PMOS FET is used in the zeta 

converter. As seen in Fig. 4, this converter has two inductors, 

three capacitors, a diode and an active switch. [23]. 

 

Fig.4. Electrical circuit of non-isolated zeta converter 

A. Operation Modes of Zeta Converters 

The operating principle of the zeta converter is explained 

based on the open and closed states of the PMOS FET switch. 

In order to determine the mathematical relationship between 

input and output in a zeta converter, it is necessary to 

determine the current variations on inductances. While the 
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switch Q is turned on, the L1 and L2 are fed from the input 

voltage and the energies of the inductances increase. In this 

case, the voltages on the inductances are equal to the source 

voltage as presented in Fig. 5. Current variations on L1 and L2 

are respectively; 
 

1
1 1 1

1

inL
L L

di V D
v L i

dt L f
                        (1) 

 

2
2 2 2

2

inL
L L

di V D
v L i

dt L f
                    (2) 

 

 

Fig. 5 Equivalent circuit when Q1 is turned on (red line: IL1, blue line: IL2) 

 

When Q is turned off, currents of L1 and L2 pass through the 

diode as shown in Fig. 6. Currents of L1 and L2 decrease. The 

voltage across inductances is equal to the output voltage. The 

amount of reduction of inductance current in this range is 

expressed in Eq. (3) and Eq. (4), respectively. 
 

1
1 1 1

1

(1 )oL
L L

di V D
v L i

dt L f


                   (3) 

 

2
2 2 2

2

(1 )oL
L L

di V D
v L i

dt L f


                  (4) 

 

 

Fig. 6 Equivalent circuit when Q1 is turned off (red line: IL1, blue line: IL2) 

 

To prevent saturation; at steady state the current changes 

across inductances must be equal. According to this; if the 

current increase of the inductance L1 and the current decrease 

of the inductance L1 are equal to each other, the mathematical 

relationship between the input voltage and the output voltage 

is obtained as in Eq. (5).  

 

1
o in

D
V V

D



                   (5) 

B. Zeta Converter for MPPT Application 

Zeta converter is a suitable topology for MPPT application 

since its input and output voltage polarity is the same, and it 

has the characteristics of voltage reduction and increase.. In 

order to perform MPPT with a zeta converter, it is necessary to 

obtain the relationship between the input and output of the 

converter. Thanks to this relation, it is determined whether the 

maximum power point can be determined in the PV module 

current-voltage curve. 

The input power of the converter is equal to the power of 

the PV system. This power can be expressed as in Eq. (6). PV 

system voltage can be expressed in Eq. (7). 
 

PV PV PV PV PVP V I I R                                                  (6)            

 

     PV PV PVV I R                                                         (7) 

 

In Eq. (6) and Eq. (7), PPV is the power of the PV system; 

VPV and IPV are the voltage of PV system and current of PV 

system, respectively. RPV is the instantaneous equivalent 

impedance of PV system. Eq. (8) and Eq. (9) can be written 

for the output power and output voltage of the zeta converter, 

respectively. 

 
2

o o o o LP V I I R                       (8) 

 

o o LV I R                      (9) 

 

In Eq. (8) and Eq. (9), PO is the power of the zeta output, VO 

and IO are the output voltage of the zeta and output current of 

the zeta converter. RL is the load resistance. By using Eq. (5-

9), the relationship between RL and RPV can be formulated as 

in Eq. (10), 

 
2

2

(1 )
PV L

D
R R

D


                (10) 

C. Incremental Conductance Algorithm 

The IC algorithm is a hill climbing-based approach in which 

current and voltage changes are monitored. Although many of 

its properties are similar to the P&O algorithm, it is accepted 

that its dynamic response is better than P&O under suddenly 

changing irradiation conditions [9]. As can be seen from Fig. 

7, the operation principle of the IC algorithm is based on the 

evaluation of the ratio of the PV system current change to the 

voltage change in general. Eq. (11) explains the algorithm. 

0

0

0

P I I
MPP

V V V

P I I
lef of MPP

V V V

P I I
right of MPP

V V V

t



 

 

  
 

 

  
  

 

  
 

 





 

 
 
 

 
 

   (11) 
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Fig. 7 Flowchart of the IC algorithm 

IV. SIMULATION RESULTS

The performance of three different MPPT strategies has 

been examined under different shading conditions with 

simulation studies. These strategies can be listed as central 

mode MPPT, module based MPPT, and submodule based 

MPPT. In these three approaches, a non-isolated zeta 

converter designed for a fixed power level and c-Si PV 

modules are used. Technical information of the module and 

submodule are listed in Table I. The basic parameters of the 

zeta converter are also listed in Table II. 

TABLE I 

SPECIFICATIONS OF THE PV MODULE [23] 

Bosch PV Module c-Si M 48 Value 

Short circuit current 8.5A 

Open circuit voltage 28.9V 

Maximum power voltage 23.4V 

Maximum power current 7.9A 

Maximum power 180W 

Bypass diodes 3 

Submodule - Bosch Value 

Maximum power voltage 7.8V 

Maximum power current 7.9A 

Maximum power 60W 

Note: 1000W/m2 25 oC AM: 1.5 

TABLE II 

 SPECIFICATIONS OF THE ZETA CONVERTER 

Features Value 

Input / output capacitor 630µF / 100 µF 

Primary/Secondary inductance 1mH/1mH 

Switching frequency 20kHz 

In central mode MPPT, two PV modules are connected in 

series. The modules whose technical specifications are given 

in Table I consist of three serially connected submodules. All 

submodules are connected to the diode in reverse parallel. The 

model for the simulation studies is shown in Fig. 8. 

Fig. 8 Central mode MPPT 

Simulation studies in three MPPT approaches were carried 

out for PSCs. In the first simulation study, the irradiation 

values of the shading situation are 200-500-1000W/m2, in this 

case the global maximum power value of the PV system is 

around 127.5W. As can be seen from Fig. 9, there are three 

peaks in the PV system power-voltage (P-V) curve and the 

initial duty ratio value of the IC algorithm is determined as 

80%. Under these conditions, it is possible to work at the 

global maximum power point (GMPP). Tracking efficiency is 

calculated as 96.24% within 0.3 seconds. 
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Fig. 9 Result of central mode MPPT for 200-500-1000W/m2: Current, voltage, 

power and duty ratio variations. 

In the second simulation study, an irradiation profile case 

with four different values was investigated. As can be seen in 

Fig. 10, there are four peaks in the P-V curve. Global 

maximum power value is around 150W. The initial duty ratio 

is 80%, and GMPP tracking (GMPPT) has been successfully 

implemented. However, since the IC algorithm is hill climbing 
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based, the performance is directly related to the initial duty 

rate being randomly well determined. 
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Fig. 10 Result of central mode MPPT for 200-400-600-700W/m2: Current, 

voltage, power and duty ratio variations. 

In the last simulation study for central mode MPPT, 

GMPPT could not be achieved. Although the GMPP is located 

at the far right of the P-V curve as given in Fig. 11, the IC 

algorithm remains stuck at the middle MPP. For this reason, 

tracking efficiency is calculated as 76.11% 
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Fig. 11 Result of central mode MPPT for 400-500-600W/m2: Current, voltage, 

power and duty ratio variations. 

The same PV system is used in the module-based MPPT 

approach. The difference of module-based MPPT according to 

the central mode is that a zeta converter is used for each PV 

module and the MPPT operation is performed separately for 

each PV module, which is seen in Fig. 12. In the first 

simulation study, PV modules are exposed to three different 

irradiations and subjected to partial shading. Thanks to the 

bypass diodes in the PV module, the shadowed sub-modules 

are bypassed. The global maximum power value of the PV 

module in the P-V curve is 63.75W. Initial value of duty ratio 

is 80%. In Fig. 13, the result of the first simulation study for 

the first module-based MPPT approach is given. As can be 

seen from Fig. 13, GMPP is successfully monitored, within 

0.3 seconds; the tracking efficiency is calculated as 97.59%. 

However, because of the multi-peak P-V curve condition, 

increased conductivity may not always give successful results. 

For example; if initial value of duty ratio is 20%, the tracking 

efficiency is 86.65%. Because, the IC algorithm fails in the 

first MPP which is located at the left side of the P-V curve. 

Fig. 12 Module level MPPT model 
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Fig. 13 Result of module level MPPT for 200-500-1000W/m2: Current, 

voltage, power and duty ratio variations. 

In the other simulation study, the PV modules receive 200-

400-600W/m2 and 700-700-700W/m2, respectively. As it can

be understood from here, one of the modules is partly shaded

and the other is under uniform radiation. For this reason, the

current and voltage changes of PV modules are different from

each other. The PV module, which is subject to partial

shading, has three peaks in the P-V curve, while the other

module has a single MPP. The current, voltage and power

changes of the two modules are given in Fig. 14. The modules

operate continuously at the MPP with a power of 48.92W and

123.2W, respectively. Tracking efficiency is around 97% for

both modules, respectively.

In the last module-based simulation study, the irradiance 

values are 400-500-600W/m2. These irradiance values are 

applied to both modules. Since they have the same irradiance 

values, the MPPT of the PV modules is identical. The results 
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of this simulation scenario are given in Fig. 15. Each module 

generates 75W of power. 
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Fig. 14 Result of module level MPPT for 200-400-600-700W/m2: Current, 

voltage, power and duty ratio variations. 

0 0.1 0.2 0.30

20

40

60

80

Time (s)

Po
w

er
 (W

)

0 0.1 0.2 0.30

10

20

30

Time (s)

Vo
lta

ge
 (V

) 

0 0.1 0.2 0.3

0.2

0.4

0.6

0.8

Time (s)

D
ut

y 
R

at
io

0 10 20 30
0

50

100

Voltage (V)

P
o
w

e
r 

(W
)

0 0.1 0.2 0.30

2

4

Time (s)

C
ur

re
nt

 (A
)

 

 

Fig. 15 Result of module level MPPT for 400-500-600W/m2: Current, voltage, 

power and duty ratio variations. 

In the submodule based MPPT approach, each submodule is 

connected to the zeta converter. Since PV two modules are 

used in this study, there is a PV system consisting of six sub-

modules in total. All submodules are electrically independent 

from each other and there is no need to use a bypass diode. 

Because a multi-peak situation does not occur in the P-V 

curve. MPPT operation is performed separately in all 

submodules and outputs of the zeta converters are connected 

in series or parallel. Simulink model for submodule based 

MPPT approach is given in Fig. 16. Six different MPPT 

processes are applied to six submodules in this approach. In 

this way, it is ensured that the biggest possible powers are 

generated from submodules. 

The first shading condition is the same as in the central 

mode MPPT and module-based MPPT approach. The 

irradiance values of the first module and the irradiance values 

of the second module are the same. Therefore, the changes in 

current, voltage, power and fill rate are the same in the two 

modules. When the changes given in Fig. 17 are evaluated; 

submodule exposed to 1000W/m2 produces around 60W of 

power. Since the current and voltage values for this submodule 

are close to each other and the duty ratio converges to 100%, 

an unstable and oscillating operation has occurred. Although 

oscillating operation can be eliminated by changing the load 

value at the zeta converter output, this issue has been 

evaluated outside the scope of this study. On the other hand, 

stable operation has been realized for two submodules exposed 

to 200W/m2 and 500W/m2 irradiation. Tracking efficiency of 

around 97% has been achieved in these sub-modules. 

However, in the sub-module where high oscillation occurs due 

to unstable operation, the tracking efficiency is around 80%. 

 

Fig. 16 Submodule level MPPT model 

0 0.1 0.2 0.30

2

4

6

8

Time (s)

C
ur

re
nt

 (A
)

 

0 0.1 0.2 0.30

20

40

60

Time (s)

Po
w

er
 (W

)

 

0 0.1 0.2 0.30

5

10

Time (s)

 V
ol

ta
ge

 (V
)

 

 

 

0 0.1 0.2 0.3

0.4

0.6

0.8

1

Time (s)

D
ut

y 
R

at
io

 

Vpv3 - 1000W/m2

Vpv2 - 200W/m2

Vpv1 - 500W/m2

 

Fig. 17 Result of submodule level MPPT for 200-300-1000W/m2: Current, 

voltage, power and duty ratio variations. 

The results of the other two simulation studies related to the 

submodule based MPPT approach are given in Fig. 18 and 

Fig. 19. Since the P-V curve cannot be multi-peaked in a 
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submodule, GMPPT has been successfully realized. As can be 

seen from Fig. 18, submodules produce different power values 

according to the irradiation they are exposed to. A similar 

comment can be made for Fig. 19. 
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Fig. 18 Result of submodule level MPPT for 200-400-600-700W/m2: Current, 

voltage, power and duty ratio variations. 
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Fig. 19 Result of submodule level MPPT for 400-500-600W/m2: Current, 

voltage, power and duty ratio variations. 

V. DISCUSSION

According to the simulation results, it is understood that the 

success of the MPPT depends on many parameters. These 

parameters can be listed as panel structure, algorithm used, 

approach type, load conditions, radiation, partial shading and 

some parameters in the algorithm. Table III shows the results 

for all MPPT approaches. Although these results may differ 

for different converters and conditions, they have had some 

outcomes. It is useful to explain one of these inferences with 

an example. Suppose the irradiance values are 400-500-

600W/m2. According to these irradiance values, when the 

initial value of duty ratio is taken as 80%, the efficiency of the 

central mode MPPT was calculated as 76% and the efficiency 

of the module-based MPPT approach was calculated as 

93.98%. If the initial value of the duty ratio is taken as 35%, 

the efficiency values vary considerably. In this case, the 

efficiency is 58.67% for central mode MPPT, 54.9% for 

module based MPPT, and 80% for sub-module based MPPT 

application. In the central mode MPPT and module based 

MPPT approaches, the algorithm stuck at the wrong peak 

points in the P-V curve. On the other hand, in the submodule-

based approach, it was able to catch the global power point. 

The reason for the small efficiency is related to the simulation 

time. 

TABLE III 

 SIMULATON RESULTS 

MPPT 

Approach 

200-500-1000

W/m2

200-400-600-700

W/m2

400-500-600

W/m2

Central 96.24% 96.58% 76.11% 

Module 97.59% 
97.18% 

97.76% 
93.98% 

Submodule 

97.5% 

94.42% 

76% 

97.28% 

93.87% 

89.77% 

83.19% 

93.83% 

92.25% 

89.77% 

VI. CONCLUSIONS

Performance evaluation of different MPPT strategies was 

made in this study. For this purpose, the zeta type buck-boost 

topology, which is a kind of DC-DC converter used in MPPT 

applications, has been chosen. The IC algorithm has been 

chosen as the algorithm in the comparisons. This performance 

evaluation has been conducted with many simulation studies 

and some of them are presented. It has been seen that MPPT 

performance depends on many parameters. However, MPPT 

precision increases from the central mode MPPT approach to 

the submodule-based MPPT approach. In this case, although 

the cost and hardware requirement increases, the need for 

complex algorithms disappears. On the other hand, hybrid and 

complex algorithms are required to ensure GMPPT in 

centralized mode and module-based approaches.  
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Abstract— This study presents a robust, low-cost hand motion 

recognition approach designed to run on low-end computer 

systems. Our method detects and tracks hand region using real-

time images obtained from a low-resolution camera (i.e. webcam) 

and is not depended on any training or calibration and is not 

required any special camera apparatus or selectors. The proposed 

system involves several image processing techniques such as 

background subtraction, face detection, skin colour detection and 

template matching. The experimental results show promising 

performance under various conditions. The method has a wide 

range of applications where more natural ways of interaction 

required, such as virtual reality applications, assistive technologies 

and simulation. 

Index Terms— Background subtraction, Face detection, Hand 

movement recognition, Motion tracking, Template matching 

I. INTRODUCTION

S A RESULT of the rapid development of information

technology, computers have become an indispensable part

of human lives. Although we see both hardware and software 

advancements on many levels, it has not changed or affected 

how we use conventional input devices such as mouse and 

keyboard. Unfortunately, the control ability of the user is very 

limited with these devices in virtual reality applications like 

simulation games, robotic surgery and military training which 

often require more natural ways of interaction. 

In recent years, using the human body as an “input device” 

has become more popular from education [1] to entertainment 

[2] to health care [3-4]. Moreover, rather than relying on

physical control devices, end-users prefer to communicate with

computers using interactive input interfaces (e.g. touch screen

and voice command) [5]. Within this context, movement

recognition is emerging as an important research area in human-

computer interaction and virtual reality.

The aim of this study is to develop a robust, accurate and 

computationally efficient hand motion recognition system 

without using any special camera apparatus and particular 

selectors such as bracelets, gloves or finger tapes. Furthermore, 

the study can be used as a base library and renew outdated 

applications by adding interactivity at no cost. 

In this paper, we present a holistic approach to hand 

movement detection. First, the moving regions are determined 

on the real-time video frames by using background subtraction. 

Second, the area of interest is filtered from the unrelated 

movement parts such as face, hair and shoulders. Third, the 

hand template is searched in the filtered area. Fourth, the skin 

colour matching is performed on the best-resulted section from 

the previous phase. Finally, hand movements are categorised 

into standby, vertical, horizontal and cross directions using 

timed hand position data. 

The paper is organised as follows: Section 2 provides an 

overview of the related work on hand detection and motion 

recognition. Section 3 presents the proposed algorithm by 

describing used image processing methods. Experimental 

results of our approach are shown in Section 4. Section 5 

discusses the future work for improving the study. 

II. RELATED WORK

Throughout the years, a considerable amount of diverse 

techniques has been proposed in hand detection and motion 

recognition fields. In this section, we reviewed this body of 

literature as broadly as possible by focusing mainly (but not 

limited to) cost and performance aspects. 

In Aran's video-based sign language recognition study [6], 

hand gestures and shapes were captured with the help of 

coloured gloves. Yin [7] performed hand gesture recognition 

with a camera directed to partly coloured gloves and obtained 

impressive results with regards to the control of map operations. 

With the help of infrared markers, Yang [8] operated a forklift 

truck effectively. Ikizler [9] focused on motion understanding 

from whole-body images. Results were separated into four 

categories: walking, running, throwing and catching 

movement. Al-Rajab [10] successfully applied the motion 

recognition process to a media player controller. 

In order to obtain high success rates, additional video 

equipment (sensor and lighting apparatus) or distinctive 

pointers (gloves and finger tapes) are commonly used in the 

literature. Studies based on this approach have achieved very 

high accuracy rates, around 97% [11-14]. 

Another approach for motion recognition is to use only one 

hand with a constant background. Wang and Qin [15] presented 
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a hand tracking and gesture recognition framework that allows 

users to control their fingers as a virtual mouse with six-degree-

freedom. 

Dardas and Georganas [16] and Dardas and Petriu [17] 

focused on solving the real-time hand gesture recognition 

problem by classifying hand poses with pattern learning models 

such as Support Vector Machine (SVM) and Principal 

Component Analysis (PCA). 

Hsieh et al. [18] explored the recognition of four-way hand 

movement and achieved 93.13% classification rate on 750 

images. Trigueiros et al. [19] compared four different training 

algorithms to measure the detection accuracy of static hand 

gestures. Testing K-NN, Naive Bayes, ANN and SVM 

algorithms on two datasets, they obtained success rates of 

95.45%, 25.87%, 96.99%, 91.66% and 88.52%, 66.50%, 

85.18%, 80.02% respectively.  

As part of their study, Sangineto and Cupelli [20] presented a 

model-based approach that applies curve and graph matching 

techniques to finger models. They achieved 90% hand detection 

rate on 1645 images. Similar to our approach, Toni and Darko 

[21] reached a 78% success rate using skin colour classification 

and background subtraction. 

Recent studies in a similar vein include Jacobs et al. [22] and 

Molchanov et al. [23]. Both incorporate an additional focus on 

deep learning which is used as a classifier for dynamic hand 

gesture recognition. 

A. Contributions 

Hand segmentation and hand motion recognition have been 

studied for many years in both computer vision and human 

computer interaction societies. Numerous works have been 

presented in the past two decades. These also include existing 

commercial solutions like Microsoft Kinect [24] and Leap 

Motion [25]. 

Our primary aim in this paper is not to compete directly with 

these methods. Moreover, the quantitative comparison with 

state-of-the-art methods would not be reasonable given that our 

approach rigidly focuses on low-cost and real-time functioning. 

For this reason, we only provide an evaluation that examines 

the performance of our work. 

The main contribution of study is as follows: (1) Our 

approach is designed to run on low-end computer systems under 

the assumption of no learning or training process and using 

limited sources. (2) The algorithm identifies the hand region on 

real-time images obtained from a low-resolution camera (i.e. 

webcam), without using any special camera apparatus and 

selectors. (3) Proposed work could be used as a base library and 

renew outdated applications at no cost. (4) To our knowledge, 

such software is not publicly available (free) for educational or 

academic purposes. We would like to fill this gap by releasing 

the source code of our algorithm. 

III. METHODS 

Our approach to motion detection is primarily based on 

examining the correlation between current and previous frames. 

The major problem for similar systems is that the process 

should be accurate and efficient enough to perform task 

operations accordingly. Therefore, delays and failures are two 

critical concerns for the correct functioning, especially during 

complex procedures such as template matching or frame 

segmentation. We begin by highlighting the novelty of the 

research and giving a brief description of the methods used in 

the study. 

A. Background Subtraction 

The background subtraction is a cleaning process by 

separating the moving parts from the constant ones in an image. 

We apply this process right after the conversion from RGB to 

grayscale. The grayscale representation simplifies the algorithm 

and reduces computational requirements as grayscale 

transformations are often used for extracting descriptors instead 

of operating directly on colour images. The weighted sum of 

the R (red), G (green) and B (blue) components is used in the 

conversion of values in RGB colour space to grayscale form 

[26]. We follow the equation: 

 
𝑃𝑔𝑟𝑒𝑦 = 0.2989 × 𝑃𝑟𝑒𝑑 + 0.5870 × 𝑃𝑔𝑟𝑒𝑒𝑛 + 0.1140 × 𝑃𝑏𝑙𝑢𝑒 (1) 

 

where 𝑃𝑔𝑟𝑒𝑦  is a grey level value of pixel, 𝑃𝑟𝑒𝑑 , 𝑃𝑔𝑟𝑒𝑒𝑛 and 

𝑃𝑏𝑙𝑢𝑒  represent RGB pixel values, respectively. 

After the grayscale transformation, we start the background 

subtraction process. The motion detection is carried out by a 

practical comparison of two vectors which each contains pixel 

values of two sequential images. Because the comparison 

process is conducted at the pixel level, each pixel value is 

subtracted from the one that is at the same coordinate in the 

previous frame. The variance is calculated by: 

 

𝐽𝑡(𝑥) = {
1, 𝑖𝑓 𝐼𝑡(𝑥) − 𝐼𝑡−1(𝑥) > 𝑇

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.
 (2) 

 

where 𝐽𝑡(𝑥) is the pixel value of 𝑥 position at time 𝑡 and 

𝐼𝑡−1(𝑥) is the previous pixel value of 𝑥 position (at time 𝑡 − 1) 

and 𝑇 is the threshold value [27]. 

B. Face Detection 

Avoiding unnecessary regions is a feasible and common 

technique in image processing to reduce the processing time 

and simplify refinement operations. Therefore, we excluded the 

face area from the control area. We used the face detection 

algorithm of Viola and Jones, which is based on Haar Cascade 

classifiers [28]. Figure 1 shows sample Haar-like features 

applied on a face image. Note that any type of face detection 

method can be used at this stage. The use of the technique has 

been exemplified in these studies [29],[30]. 

 
Fig. 1. The working principle of Haar-like features. Rapid face detection can be 

achieved by calculating features (the difference of the sum of pixels of white 
and blue rectangles) 
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Fig. 2. The template matching progress. Main frame (a), hand pattern (b), 

motion area (c), template detection (d) 

As a fundamental part of our detection mechanism, the 

majority of the motionless regions are blacked out in the 

background subtraction process. The remaining movement 

areas mainly appear around the face region. Another advantage 

of this is that it allows us to avoid involuntary body movements 

(e.g. head, face and shoulders). An example blockage case is 

shown in Figure 5. This increases the speed of the recognition 

process and provides a better initialisation. 

C. Template Matching

Template matching is a similarity measurement process 

between the referenced template and each potential sub window 

of an image. The position of the sub window with the highest 

similarity indicates the location of the template in an image 

[31]. The matching progress and the scanned pattern are shown 

in Figure 2. 

We used the normalised correlation coefficient method as a 

template matching operation. The process and the coefficient 

calculation are shown in Figure 3 and in Equation 3: 

𝑝[𝑢, 𝑣]

=

∑ ∑ (𝑓1[𝑋1 + 𝑢, 𝑌1 + 𝑣] − 𝑓1̅).
𝑛

𝑣=−𝑛
(𝑓2[𝑋2 + 𝑢, 𝑌2 + 𝑣] − 𝑓2̅)

𝑛

𝑢=−𝑛

√∑ ∑ (𝑓1[𝑋1 + 𝑢, 𝑌1 + 𝑣] − 𝑓1̅)
2

𝑛

𝑣=−𝑛

𝑛

𝑢=−𝑛

. ∑ ∑ (𝑓2[𝑋2 + 𝑢, 𝑌2 + 𝑣] − 𝑓2̅)
2

𝑛

𝑣=−𝑛

𝑛

𝑢=−𝑛

(3) 

where 𝑋1, 𝑌1, 𝑋2, 𝑌2 are the image coordinates of the search

windows, 𝑢 and 𝑦 are the coordinates of relation windows and 

𝑓1, 𝑓2 are the gray values of windows (left and right images).

We assume the correlation coefficient is between [-1,1] range. 

If the calculated 𝑝 = −1 then there is no relationship between 

two windows. If 𝑝 = 1 then there is an exact match. 

Fig. 3. Normalised cross correlation computation. The template is compared 

with possible candidates in the search window within the frame to detect the 
highest similarity 

Fig. 4. Skin colour detection on a cluttered background 

D. Skin Colour Detection

The main aim of detecting the skin colour is to decide on the 

movement categorisation and to make sure that the interest area 

contains a realistic hand, instead of hand-shaped objects in the 

scene. In this stage, the detected area of interest (obtained from 

the template matching process) is merged with the raw input 

image to compute skin colour. Pixels with similar colours in 

that area create blocks. The largest block is determined by the 

number of connected pixels and the centre of the largest part is 

marked as the motion point. The algorithm makes the prediction 

based on the position of the marks. Figure 4 shows the marking 

and the handshape area on a complex scene. 

This step is necessary to compute the movement direction 

between frames. However, it is not directly aiding hand 

detection and used for the motion recognition task only. 

IV. RESULTS

The proposed system was tested with several conditions on 

different backgrounds. The experimental study contains eight 

categories of hand movements (up, down, left, right, up-left, up-

right, down-left and down-right) and the click action (stop at a 

certain time, at a certain point). Two main status (hand only or 

entire body) and arm conditions (bare or clothed) were 

examined considering the effectiveness of the performance. 

The experiments repeated on four various backgrounds (white, 

red, green and complex). Figure 5 shows a mixture of settings 

examined in our analysis. Ten individual trials were made for 

each movement, condition and background. In total, 1440 

movements were collected for the measurement. 

The study was conducted on a computer that has a 3rd 

generation Intel i7 processor, 8 GB RAM, a Nvidia GT650M 

graphics card and a 1.3 MP webcam. We used EmguCV library 

which is a C# wrapper for the well-known OpenCV video-

processing library; both of which are open-source and freely 

licensed [32]. EmguCV is preferred because of the accessibility 
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and abundance of source code, its easy-to-use multi-platform 

structure and, most importantly, memory management 

(automatic garbage collection). In our experiments, our method 

approximately runs at 20 fps rate, which is suitable for real-time 

applications. 

 

 
Fig. 5. Various experimental settings: entire body-clothed arm (left), entire 

body-bare arm (middle) and hand only-clothed arm (right) 

Table 1 presents the movement recognition rates of the 

proposed method. Total of 360 experiments collected on 4 

different static backgrounds and with 2 conditions. We identify 

four significant factors that emerged from this table. 

First, a comparison between hand only and entire body results 

shows that using hand only in the field-of-view gives better 

results in the recognition process. Second, similarly, the 

complexity of the scene directly affects the successful detection 

rate. Third, we observed higher values on clothed arm than bare 

arm results. This outcome is reasonable because of the skin 

colour similarity between hand and arm. 

The insufficient hit ratio of the click movement stands out as 

a fourth factor. There are two likely causes for this result: One 

is that the consistency between continuous frames could not be 

appropriately achieved since there is no learning/training
 

TABLE I 

MOVEMENT RECOGNITION RATES (%) 

Condition #1 Condition #2 Movement White Bg Red Bg Green Bg Complex Bg 

Hand only 

Bare arm 

up 80 100 90 80 

down 90 80 80 60 

left 100 90 100 90 

right 80 80 90 80 

up-left 90 90 90 60 

up-right 80 90 80 70 

down-left 90 80 90 80 

down-right 80 80 80 70 

click 70 70 60 60 

Partial Success Rate 84.84 84.84 84.84 72.22 

Clothed arm 

up 100 100 90 80 

down 90 90 90 80 

left 100 100 100 90 

right 90 100 90 70 

up-left 90 90 90 80 

up-right 90 90 100 80 

down-left 90 90 100 70 

down-right 100 100 90 90 

click 90 90 80 70 

Partial Success Rate 93.33 94.44 92.22 78.89 

Entire body 

Bare arm 

up 90 80 80 80 

down 70 90 70 70 

left 100 80 70 70 

right 80 80 90 80 

up-left 90 70 80 70 

up-right 70 60 70 60 

down-left 100 70 60 70 

down-right 80 70 80 60 

click 50 60 50 50 

Partial Success Rate 81.11 73.33 72.22 67.78 

Clothed arm 

up 90 100 100 90 

down 90 90 100 80 

left 90 70 90 60 

right 100 90 80 70 

up-left 80 90 80 60 

up-right 100 100 90 80 

down-left 80 90 70 70 

down-right 90 90 90 80 

click 60 70 60 50 

Partial Success Rate 86.67 87.78 84.44 71.11 

Total Success Rate 86.39 85 83.33 72.5 
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option in our low-cost approach. The other cause is related to 

involuntary (reflex) hand and finger movement that fails the 

template matching correlation in a very short period of time. 

This is because the click data collection is mainly relied on 

freezing the hand in the same region. 

Finally, the movement values achieved a better success rate 

when the hand is positioned above the mid-frame. The reason 

behind this is that, while the subject moves its hand to a lower 

level, the handshape slightly loses its parallel structure to the 

camera. Therefore, the algorithm could not cope with this 

challenging hand posture which is difficult to perceive with a 

single device and thus counted as a wrong move. 

Figure 6 provides an example comparison between the 

success rates of bare arm and clothed arm conditions. It is 

clearly observed that our algorithm is performing better on a 

clothed arm (textile blocking the region of interest) compared 

to bare arm. This can be partially explained by the false 

detection of the arm region in some cases. 

The proposed work has achieved an average of 81.81% 

success rate on 1440 real-time video sequences, which is highly 

promising considering possible complications including 

illumination, cluttered scene, camera distance, camera quality 

absence of any indicators or apparatus, Moreover, the 

evaluation has shown better performance than some of the 

studies [19],[21] mentioned in the literature review section. We 

would like to note again that the approach is not depended on 

any training or calibration, or particular selectors such as finger 

tapes, bracelets or gloves. 

V. DISCUSSION AND CONCLUSION 

With the increasing use of computer-simulated technology in 

daily life, sensors and cameras have been moving gradually 

towards substituting for buttons and touch screens. Smart TVs 

and game consoles have already started to apply such 

advancements and it is expected to spread to other electronic 

devices in the near future. 

While powerful new devices equipped with high resolution 

cameras and sensors are being developed rapidly, low-level 

machines are not completely ignored. Mainstream products 

(e.g. remote controller, headset and wristband) are able to fill 

this gap during the transition stage. However, they add further 

complexity to the current system as well as the required 

computational resources that are needed for compiling the code 

of the gear. Even though those hardware tools produce better 

results than software enhancements, it creates a financial 

burden for the user and is inadequate in terms of user preference 

and application compatibility. 

The two main contributions of this paper are as follows. (1) It 

is possible to treat our application as a base library and build 

projects with high level performance. (2) Existing projects can 

extend to an interactive version by implementing the study. For 

this reason, we release the source code of the publication to the 

community for further research on the subject and development 

of new techniques. 

Although the study provides solid results, some features could 

still be improved. First, optimising the face detection algorithm 

could directly affect the accuracy of the whole system. Incorrect 

area detection may occur given confusion caused by misleading 

objects such as a hat or glasses. Second, the clicking movement, 

which has the lowest success rate, could be refined by tracking 

the movement over frames without increasing the complexity. 

Third, multiple hand detection could not be applied due to real-

time computational costs. This could be achieved by applying 

computationally lightweight skin detection, similar to Conaire 

et al. [33]. 
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Abstract—Since web technologies are getting more advanced 

with longer codes, the number of vulnerabilities has increased 

considerably. Cross-site scripting (XSS) attacks are one of the 

most common attacks that use vulnerabilities in web applications. 

There are three types of cross-site scripting attacks namely, 

reflected, stored, and DOM-based attacks. Reflected XSS attacks 

are the most common type that is usually implemented by 

injecting a malicious code into the URL and then sending the 

URL to the targeted system by using phishing methods, which is 

a significant threat for recent web applications. Our motivation is 

the lack of a high-performance detection method of reflected XSS 

attacks with high accuracy. In this paper, we propose a hybrid 

machine learning model to detect vulnerabilities related to 

reflected XSS attacks for a given URL of a website. Our model 

uses a scanner to discover vulnerabilities in a web site and 

convolutional neural networks to predict the most common 

vulnerabilities that may be used for reflected XSS attacks, which 

makes the proposed model hybrid. We analyzed the model 

experimentally. Analyses results show that the proposed model is 

able to detect vulnerable attack surfaces with 99 % accuracy. 

Index Terms—Deep Learning, Detection, Reflected XSS, N-

gram, Vulnerability, XSS Scanner. 

I. INTRODUCTION

ECENTLY, THE number of web applications have

increased dramatically with the rapid proliferation of the

Internet. More and more applications, even complex ones, are 

converted into web applications. A lot of new ideas are also 

implemented using web technologies. People with different 

levels of expertise are working to develop web applications 
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that case has created many additional vulnerabilities. This 

circumstance takes attentions of adversaries therefore web 

application security has become more significant than ever. 

Analyses also show that 32% of the web applications have 

extremely poor security levels, and 23% of web applications 

have poor security levels [1]. Even websites that seem secure 

may have vulnerabilities. For instance, an XSS security flaw 

was discovered in the UK Parliament website (Gupta, 2014) 

[2]. 

One of the most common types of web application attacks is 

cross-site scripting attacks. According to OWASP, crosssite 

scripting attacks are the 7th most common type of web 

application security risk [3]. In cross-site scripting attacks, an 

adversary may inject malicious code into some parts of the 

web application. The vulnerable parts of the website are also 

parts that involve user input. The malicious code is usually a 

JavaScript script that steals information of other users. The 

vulnerable parts of web applications allow attackers to exploit 

the website by using session hijacking, misinformation, 

defacing web site, inserting hostile content, phishing attacks, 

taking over user’s browser, pop-up-flooding, steal personal 

information and access to business data [4]. 

Cross-site scripting attacks can be categorized into three 

types. Reflected cross-site scripting attacks, stored cross-site 

scripting attacks, and DOM-based cross-site scripting attacks 

as shown in Figure 1. In this paper, our focus is on reflected 

cross-site scripting attacks, which are also called nonpersistent 

XSS attacks. These attacks are the most common XSS attack 

type. It can be implemented by injecting malicious code into 

the URL of the website, or in a form element of the website 

where user input is taken. Either way, when the victim opens 

the website, a malicious script is run. 

The initial step of a reflected cross-site scripting attack is to 

find vulnerabilities in the targeted system. The vulnerabilities 

usually reside in the parts where user input is taken. It can be 

the URL of the website, or an HTML form. The attacker 

injects the malicious code in these areas. For example, in the 

case of the URL, the attacker sends URL containing malicious 

code using phishing methods. When the victim opens the 

URL, the victim’s browser will start executing the malicious 

code. 

Stored cross-site scripting attacks, which are also called 

persistent XSS attacks, are implemented by adding a malicious 

code snippet into the database of a website. When a user 

enters that page, the malicious code is executed in the user’s 

browser. On the other hand, DOM-based XSS attacks use 
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vulnerabilities found in web browsers. 

 

 

 
Fig. 1. Types of XSS Attacks 

 

In this paper, we propose a hybrid model, two-step solution, 

implemented as a tool. In the first step, vulnerable parts of a 

web application or a web site is analyzed to discover potential 

vulnerabilities that allow reflected-XSS attacks. Specifically, 

the tool crawls the website for potentially vulnerable areas. In 

the next step, potential reflected-XSS attacks are detected. 

Particularly, the payloads that managed to successfully attack 

are run through the deep learning model that is trained with 

payloads beforehand. The deep learning method tries to guess 

the dangerous payloads. In the payload file, there are 

thousands of payloads. 

To the best of our knowledge, the proposed model is a 

unique two-step hybrid solution that detect potential reflected 

XSS attacks with 99% of accuracy. The proposed model is 

adaptive to newly found web vulnerabilities that provides 

better accuracy than existing solutions. Experimental analyses 

verify that our model provides high accuracy with adaptive 

nature. 

The rest of the paper is organized as follows. Section II is 

about XSS attacks and machine learning algorithms. In the 

next section the proposed hybrid model to detect reflected-

XSS attacks is presented. We analyze the proposed model in 

Section IV. The last section is devoted to conclusion. 

 

II. CROSS-SITE SCRIPTING ATTACKS AND MACHINE 

LEARNING 

There are many researches about XSS attacks and their 

prevention methods. For instance, Sarmah, Bhattacharyyaa, 

and Kalita explain the type of XSS attacks, which have 

occurred for two decades [5]. In the research, both client side 

and server-side XSS attacks detection approaches are 

analyzed, including static analysis, dynamic analysis, and 

hybrid analysis mechanisms. On the other hand, Liu et. al. 

explains what makes XSS attacks dangerous by explaining of 

XSS attacks [6] with static and dynamic analysis methods to 

detect the vulnerabilities in the system. 

Cookies and cookie theft, as well as analysis of tools are 

significant about XSS attacks detection researches [7]. Types 

of XSS attacks and in which conditions they arise, how are 

cookies used, what type of cookies are used, how they can be 

stolen, which detection tools are common, and how the 

detection tools work are explained in [7]. However, there is 

always a detection accuracy of XSS attacks with these tools. 

Galan et al. discuss a scanner used to detect vulnerabilities 

about stored XSS in a website [8]. In the architecture, the 

Webpage parser agent is the first to be launched. Script 

injector agent is the next agent, and it takes the attack point 

repository created by the previous agent as input. Finally, a 

verification agent, which may not be run until the injector 

agent, has created a list to launch attacks. Li and Wei create a 

model for a more efficient automatic XSS detection tool by 

using SVM algorithm, which is used to determine whether 

parameters submitted by users are malicious or not in case of 

XSS attacks [9]. Also, they use DQN algorithm for 

reinforcement learning for bypassing the rule-based WAF 

system. 

From another point of view, Syaifuddin et al. explain how 

to prevent XSS attacks with a honeypot [10]. In this approach, 

when the program detects anomalies on the URL request 

packet, the honeypot records its log and the URL request. 

Then, according to the log file, they implement a snort rule. 

A dynamic detection technique for XSS attacks is explained 

with dynamic detection algorithm that contains five steps, 

namely crawler, feature construct, attacks simulation, results 

in detection, and report generation [11]. Authors summarize 

common detection methods that include dynamic analysis 

based on black-box testing, static analysis based on white box 

testing, and fuzzing test. They compare three typical XSS 

attack detection tools which are XSS-ME, Wapiti and Punk. 

Habibi and Surantha briefly explain XSS attack detection 

methods, which are created by using Support Vector Machine 

(SVM), K-Nearest Neighbour (KNN), and Naive Bayes (NB) 

techniques with N-gram method which is a method for 

detecting similarities between two sentences [12]. Dong et al. 

explore possible XSS vulnerabilities in HTML5 [13]. They 

introduce a XSS attack detection tool that produces a large 

number of test emails by configuring each checkpoint of a test 

email with an attack vector derived from their repository and 

then connects to the SMTP server in the detection process. 

The tool automatically sends test emails to target mailboxes 

after they have been checked and approved by SMTP. When 

these test emails are successfully opened in target mailboxes, 

they may quickly evaluate if the attack vectors on each 

checkpoint have been filtered. 

Li et al. represent their XSS attack detection approach based 

on the attention mechanism of Long Short-Term Memory 

(LSTM) recurrent neural network [14]. The proposed XSS 

attack detection model is based on LSTM. In addition, recall 

and precision are weighted harmonic means, and the F1 metric 

is a weighted harmonic mean of these two metrics [15]. 

These researches provide some solutions to detect XSS 

attacks. However, they barely satisfy increasing number of 

vulnerabilities about XSS attacks with high accuracy that 

depends on precision and recall. In the light of all this 

information, we propose a hybrid detection model that is more 

accurate according to two parameters, namely precision and 

recall. Vulnerabilities about reflected XSS have been a huge 

threat for societies that use web applications and web sites. 
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III. A HYBRID MODEL TO DETECT REFLECTED-XSS ATTACKS 

We have proposed a hybrid model that has two important 

features. The first one is a scanner of potential vulnerabilities 

that allow reflected XSS attacks and the other one is a 

detection mechanism for XSS attacks. We also implemented 

the model as a tool called XSS-Guard. 

XSS-Guard takes an URL of a website in the first step about 

reflected XSS. This URL may be on a web server or on a local 

server. There are two options to scan the website, with a 

crawler or without a crawler. In the crawler mode, the tool 

searches all usable links that are not used before. Then, these 

links are scanned to find vulnerabilities related to reflected 

XSS attacks. 

 

 

 
Fig. 2. The algorithm of the scanner 

 

When the website is ready, and there are suitable places for 

reflected XSS attacks, the tool starts to attack with static 

reflected XSS payloads. Our payload dataset contains 8000 

lines of script codes. These scripts are found from various 

sources. If a script run on targeted system, this means that 

there is at least one vulnerability that allows reflected XSS 

attacks. Vulnerabilities about this script are added to the 

vulnerability list of the scanner. Figure 2 shows the algorithm 

of this process. 

In the detection mechanism, we have used a convolutional 

neural network (CNN) that is usually used for image 

classification, medical image analysis, and natural language 

processing. CNN provides an effective approach to prevent 

reflected XSS attacks. We have used a built-in Keras to 

determine if the script is reflected XSS attack data or benign 

data. 

The proposed model starts by reading the dataset from a csv 

file where payloads and labels are stored. Then, each payload 

is converted to an ASCII value array and the array is resized. 

Next, we convert the data in the form that it is suitable to be 

processed by CNN. Moreover, we split the dataset as train 

payloads, train labels, test payloads, and test labels. 

We use sequential approach in our model. At the beginning, 

we have three convolution layers (2D) and three max pooling 

layers. To flatten data in matrix form, we use a flatten layer. 

Next, the model is finished with four dense layers. We 

compile the proposed model with Adam optimizer. We tested 

many optimizers and we found out that Adam optimizer 

provides better results in our approach. 

In our model, the batch size is 128 and the number of 

epochs is 10. After we fit the model, we move on to the test-

set phase. We accept values greater than 0.5 as attack data, 

and values less than 0.5 as benign data. Finally, we calculate 

the accuracy, the precision and the recall values. 

Our dataset contains approximately 13000 data with 

different payloads that are used in the scanner. This dataset 

has two columns. The first column is script data and the 

second column is label data in which ”0” means XSS attack 

data, and ”1” means benign script data. 

• < inputtype = imagesrc = 1onerror = alert(1) > 

• < htmlontouchstart = alert(1) > 

• < xonmouseover = alert(1) > 

• %3Cxonxxx = alert(1) 

In the list above, you can see a few example payloads from 

the dataset. Each XSS attack payload is a JavaScript that tries 

to pop an alert. In this way, we check the success of the attack 

if the payload successfully popped an alert in the website. This 

makes easy to automate the testing process. 

The script may be inside of different HTML tags, such as 

img, html, body, form, and etc. It may also be in different 

HTML events, such as onmouseover, ondrag, and etc. 

Attackers can use such tricks to get the browser to execute the 

code, therefore we take into account these tricks. The script 

may also be encoded to escape simple sanitation techniques. 

After the training with CNN, N-gram model is used to 

detect XSS attacks as shown in Figure 3. N-gram algorithm is 
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used to find the repetition rate in a consecutive sequence. The 

variable expressed with n represents the value by which the 

repetition is controlled. The gram corresponds to the weight of 

this repeated value in the array. N-gram model requires a 

payload dataset therefore we have used all XSS attacks scripts 

and get the high-frequency words. Specifically, we use 9-

grams and 10-grams which means that words have only 9 or 

10 characters. Since these words may contain benign words 

like the ”javascript” word, we have passed these high-

frequency words through the model. Finally, restricted words 

are obtained. 

After completing the scanning step, the model moves to the 

detection step. Initially, the created scripts are tested with 

CNN model. Then, the restricted words are used to determine 

benign actions or XSS attacks. Finally, XSS-Guard creates a 

report about the results. 

IV. ANALYSIS OF PROPOSED MODEL 

We create a reflected XSS attack detection tool, called 

XSS-Guard, on Ubuntu 20.04 LTS Operating system by using 

python3. The foremost requirements are Keras, Selenium, 

PyQt5, and OpenCV. 

 

 

 
Fig. 3. The algorithm of the detection mechanism 

 

We tested the proposed model with the tool on Web for 

Pentester from pentesterlab.com. We used a docker version 

from Github. This website is basically a website designed to 

be vulnerable against attacks with the purpose to test and 

practice applications. We used XSS-Guard with one of 

examples on the website. Our tool is used to attack the URL 

with around 500 payloads and managed to find 26 of these 

payloads successfully, which means the website is vulnerable 

to reflected-XSS attacks as shown in Figure 4. 

 

 

 
Fig. 4. Some results of XSS-Guard 

 

We have used the following four metrics to specify the 

detection step of the proposed model with CNN. 

 True Positive (TP): The number of attack instances 

identified as attacks. 

 True Negative (TN): The number of instances of 

non-attacks known as non-attacks. 

 False Negative (FN): The number of cases of attack 

defined as non-attacks. 

 False Positive (FP): The number of cases of non-

attacks classified as attacks. 

We created a confusion matrix with TP, TN, FP, FN. We 

analyze the detection performance metrics that use the 

confusion matrix with the classification model. Performance 

metrics calculated using the confusion matrix are: 

Accuracy: The estimated correct classifications are divided 

by the total number of classifications as follows. 

 

                 (1) 

 

Precision: Determine how accurate is when a positive 

estimate is obtained from the classification. This is divided by 

the number of correctly predicted positive instances by the 

total number of positive predictions, as true or false as 

follows. 

 

                        (2) 

 

Recall: It is also known as Sensitivity or True Positive Rate 

(TPR). Recall is the number of positive predictions divided by 

the number of positive classified values in the test data 

calculated as follows. 
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                                   (3) 

 

These three metrics are used to observe the success of the 

neural network that is used for the detection mechanism and 

how the n-gram model boosts it. 

 

 

 
Fig. 5. The accuracy model 

 

We used Adam optimizer to compile the model. Although 

RMSprop optimizer and Stochastic Gradient Descent 

optimizer also achieve high accuracy, Adam optimizer 

provides best performance in our cases. In the experiments, we 

have 10 epoch sizes and 128 batch sizes to fit the model. In 

the following figures, visualizations of model accuracy and 

model loss are shown. These models are created by using 

CNN without N-gram model. 

The accuracy of the proposed model with experimental 

evaluation is shown in Figure 5. Experimental results show 

that after the first epoch, the value of accuracy on the training 

dataset increase considerably. Additionally, the accuracy for 

both datasets rise till the end of epochs. 

We show the experimental results of the loss model in 

Figure 6. It can be observed that the behavior of loss is the 

same as the behavior of accuracy. Differently from the 

accuracy, the loss decreases with the similar behavior. The 

performance of the loss model for both train and validation 

datasets are parallel. The performance results for the three 

metrics are given on Table I related to the validation dataset. 

These results show that XSS-Guad detects XSS attacks with 

high performance. 

 
TABLE I 

PERFORMANCE RESULTS WITHOUT N-GRAM 

Performance Measures Values 

Accuracy 0.9890430971512053 

Precision 0.9852546916890008 

Recall 0.9945872801082544 

 

 
Fig. 6. The loss model 

 

In addition to CNN, we used N-gram model to restrict some 

words since scripts may be hidden inside many non-sense 

characters. The performance results with N-gram model is 

shown in Table II. The performance results show that using 

Ngram helps to increase the performance of accuracy. 

Actually, if these payloads are found as benign in our model, 

we can control these restricted words to label them as XSS 

attacks. Some of these restricted words we found by using N-

gram and passing through the model are as follows: 

• ypress = ”” 

• nstart = ”” 

• solute;”” 

• useout = ”” 

• ofocus >< 

 
TABLE II 

PERFORMANCE RESULTS WITH N-GRAM 

Performance Measures Values 
Accuracy 0.9901387874360847 
Precision 0.9872397582269979 

Recall 0.9945872801082544 
 

In order to validate the performance of the hybrid model, 

we have used K Fold Cross Validation. We chose K to be 5. 

Table III contains the accuracy results of 5 fold cross 

validation in our dataset with or without N-gram algorithm. 

These results also show that N-gram provides better accuracy 

results for the proposed model. 

 
TABLE III 

CROSS VALIDATION RESULTS 

# Group Without N-gram With N-gram 
1 Accuracy : 0.982191780821 Accuracy : 0.988645838609 
2 Accuracy : 0.987671232876 Accuracy : 0.990244198456 
3 Accuracy : 0.986301369863 Accuracy : 0.989195991534 
4 Accuracy : 0.989497716894 Accuracy : 0.991157563924 
5 Accuracy : 0.977168949771 Accuracy : 0.980293547470 
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After creating the model and the restricted words, we tested 

the detection mechanism to prevent XSS attacks on the 

founded XSS attack scripts by using XSS-Guard, the tool we 

developed. We detected 25 XSS attacks scripts as XSS attacks 

and one XSS attack script as benign. The results are shown in 

Figure 7. 

 

 

 
Fig. 7. An example results for reflected XSS attack detection 

 

Overall analyses results show that classifications by using 

N-gram provides better accuracy for detecting reflected 

XSS attacks. Additionally, the proposed hybrid model, which 

implemented on XSS-Guard helps to determine vulnerable 

websites against reflected-XSS attacks with high accuracy. 

Thus, the proposed hybrid model is expected to counter 

reflected XSS attacks more accurately. 

V. CONCLUSION 

In this paper, we consider one of the most common and 

significant web vulnerabilities that are used for cross-site 

scripting attacks. Specifically, we take into account reflected-

XSS attacks and related vulnerabilities. We proposed a hybrid 

model that provides more than 99% accuracy by using web 

scanning and deep learning methods. The model extracts 

vulnerabilities in a website and detects potential reflected XSS 

attacks with deep learning methods. We created a tool, called 

XSS-Guard, to test our model. The proposed model will help 

to detect reflected XSS attacks in a more accurate way. 
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Abstract—The tunicate swarm algorithm (TSA) is a newly 

proposed population-based swarm optimizer for solving global 

optimization problems. TSA uses best solution in the population 

in order improve the intensification and diversification of the 

tunicates. Thus, the possibility of finding a better position for 

search agents has increased. The aim of the clustering algorithms 

is to distributed the data instances into some groups according to 

similar and dissimilar features of instances. Therefore, with a 

proper clustering algorithm the dataset will be separated to some 

groups and it’s expected that the similarities of groups will be 

minimum. In this work, firstly, an approach based on TSA has 

proposed for solving partitional clustering problem. Then, the 

TSA is implemented on ten different clustering problems taken 

from UCI Machine Learning Repository, and the clustering 

performance of the TSA is compared with the performances of 

the three well known clustering algorithms such as fuzzy  

c-means, k-means and k-medoids. The experimental results and 

comparisons show that the TSA based approach is highly 

competitive and robust optimizer for solving the partitional 

clustering problems. 

 
 

Index Terms—Clustering, fuzzy c-means, k-means,  

k-medoid, tunicate swarm algorithm. 

I. INTRODUCTION 

HE PURPOSE of unsupervised learning technique is to 

find out potential views from data without any class 

information and data clustering which is an important 

unsupervised learning technique is a considerable part of data 

mining [1, 2]. The intention of the clustering algorithms is to 

split instances into some groups according to their similar and 

dissimilar features. If one of the clustering technique is 

implemented on any dataset, the dataset separated to some 

groups and it is expected that the similarities of these groups 

will be in a minimum level [3, 4]. The main goal of the using 

the previous data samples is to obtain a conclusion, estimate a 

future statement and in diagnosis process [2]. Data clustering 

methods are used for various research areas such as marketing 

[5], text mining [6], financial analysis [7], web analysis [8], 

image segmentation [9], education [10], bioinformatics [11], 
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medical diagnosis [12], wireless sensor networks [13], data 

science [14], business [15] and so on.  

Many techniques proposed in literature such as hierarchical 

approaches [16], graph based methods [17, 18], partitional 

(non-hierarchical) techniques [19-28], density based methods 

[29] and optimization-based clustering approaches [30-32] for 

solving data clustering problems [2, 33]. Some of 

optimization-based local search algorithms are Tabu Search 

(TS) algorithm [34] and Simulated Annealing (SA) algorithm 

[35]. In recently, optimization-based metaheuristic algorithms 

are used for many different optimization problems, because of 

problem free, has a simple structure and easy adaptable to any 

optimization problems [36]. Some of these metaheuristic 

algorithms for solving data clustering problems are such as 

Genetic Algorithm (GA) [37, 38], Teacher Learning Based 

Optimization (TLBO) [39], Ant Colony Optimization (ACO) 

[40], Artificial Bee Colony (ABC) [3, 41], Gravitational 

Search Algorithm (GSA) [42], Particle Swarm Optimization 

(PSO) [43], Grey Wolf Optimizer (GWO) [4] and Cuckoo 

Search (CS) [44, 45] algorithms. 

In this study, the tunicate swarm algorithm (TSA) which is 

one of the swarm behavior based optimization algorithm 

proposed by Kaur et al. [47] to solve global optimization 

problems is implemented on ten different partitional clustering 

problems which are taken from UCI Machine Learning 

Repository [46]. The remainder section of this paper is 

detailed as follows: the clustering problem is extended in 

Section II. In Section III, the partitional clustering techniques 

such as Fuzzy C-Means, K-Medoids and K-Means are 

explained. In Section IV, each steps of the Tunicate Swarm 

Algorithm (TSA) are detailed. In Section V, the experimental 

outputs are given. The conclusions of experiments are given in 

Section VI. 

II. THE CLUSTERING PROBLEM 

In the phase of clustering process, the data instances are 

divided into some sub groups according to their similar and 

dissimilar attributes. Eventually, the main goal of the data 

clustering is to obtain some homogeneous sets [3, 4, 45]. 

Partitional clustering methods are distributed the N data 

instances to k clusters (sets) in accordance with the similarity 

of the data instances. When data instances are distributed to 

clusters, some distance metrics [3, 45] such as Manhattan 

distance [48], Euclidean distance [49] and Minkowski distance 

[50] are used to find the best centroids. Therefore, the dataset 

is distributed homogeneously and the efficiency of the 

clustering is increased. In my study, the sum of squared 
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Euclidean (SSE) distance which is calculated by present 

instance and the cluster center of the present instance is used 

as the objective function of the algorithms. The mathematical 

formulation of objective function SSE is given in Equation (1) 

[4, 21]. 

 

 

 
1 ò

,
i

k

i

i x C

SSE d x C


  (1) 

 

In Equation (1),  indicates the set of k centers ,  is the 

data instance which assigned to the  cluster and  

shows the SSE distance between center  and  instance. 

III. PARTITIONAL CLUSTERING TECHNIQUES 

In this study, one of the newest optimization-based 

metaheuristic algorithm which is called TSA is implemented 

on a dataset taken from UCI Machine Learning Repository for 

solving partitional clustering problems, and also some 

classical partitional clustering methods such as  

Fuzzy C-Means, K- Medoids and K-Means approaches are 

also implemented on the same dataset. The steps and 

framework of these approximate methods are detailed in under 

this section. 

A. K-Means Algorithm 

K-Means method is one of the important and simple, and 

besides an effective partitional clustering algorithms. When  

K-Means algorithm is executed, it is tried to find the best 

possible centroid (total centroids is k) for each data instances 

in N.  In K-Means approach the data instances are distributed 

into the centroids according to their maximum similarities and 

each instance can belong to just one cluster. The fitness value 

of K-Means is calculated with Equation (1). The value of the 

each center ( ) is calculated with Equation (2) [4]. 

 

1

1 N

i ji j

ji

C w x
N 

   (2) 

 

Step 1: Create the centers of  k cluster randomly in upper 

and lower boundaries. 

Step 2: Find the nearest cluster center for each data 

instances. 

Step 3: After the each instance is distributed to the nearest 

cluster, update the center of the each cluster. 

Step 4: Until the center of clusters are being stable or reach 

the maximum number of iteration, return the Step 2. 

Fig. 1. The pseudo code of K-Means method [23] 

 

Where  indicates the number of instances related to  

cluster.   indicates a binary value in a set of [0,1] and if  

is assigned with ‘1’, it is mean that  is associated with  

cluster, otherwise  is not a member of  cluster. The steps 

of k-Means algorithm detailed by Velmurugan [23] and they 

are shown in Fig 1. The centers of clusters are generated with 

a random initializing in K-Means algorithm. Hence, the 

performance of K-Means clustering method increases or 

decreases according to the position of starting centers. 
 

B. K-Medoids Algorithm 

The framework of K-Medoids method is similar to K-means 

algorithm. However, the selection strategy for cluster centers 

are different to each other. When a cluster center is determined 

in K-Means algorithm, any location in upper and lower bound 

can be a center of cluster. In K-Medoids method the best 

medoids are selected as cluster centers and a medoid should be 

an instance from all dataset [4, 51]. In this study, the 

Partitioning Around Medoids (PAM) [24] is selected as K-

Medoids algorithm. The steps of K-Medoids algorithm are 

given in Fig. 2. 

 

Step 1: Create the centers of  K-Medoids randomly from 

dataset. 

Step 2: Find the nearest cluster center for each data 

instances. 

Step 3: For any medoid (m) instance and non-medoid  

instance which depended with m; swap m and , and now  

is a potential medoid. After then, the fitness values are 

calculated according to the Equation (1) for new potential 

medoid set and update position of k medoids. 

Step 4: Until the center of clusters are being stable or reach 

the maximum number of iteration, return the Step 2. 

Fig. 2. The pseudo code of K-Medoids method [21, 43] 

C. Fuzzy C-Means Algorithm 

The framework of Fuzzy C-Means method is similar to K-

Means algorithm. Fuzzy C-Means approach is developed by 

Dunn [27] and an extended version of this algorithm is 

developed by Bezdek [28]. In traditional clustering algorithm 

like K-Means and K-Medoids methods each data instance only 

can distribute to the one cluster. However, in fuzzy algorithm, 

each instance can belong to the one or more than one data 

clusters according to the membership degree of each cluster. 

For each instance, the sum of the membership degree for all 

clusters is equal to 1. The objective of the Fuzzy C-Means 

algorithm is given in Equation (3) [4, 25, 26]. 

 

2

1 1

N k
m

m ij i j

i j

j u x C
 

   (3) 

 

In here, N indicates the total data instances, k shows the 

total number of clusters,  shows the  data instance, m 

shows a value upper than 1,  shows the membership degree 

of the  instance in  cluster and  shows the center of the 

 
cluster. When an iteration is carried out 

 
and  values 

are updated by the Equation (4) and (5). 
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The value of each membership degree is generated randomly 

in a range of [0,1] and the constraints are given below: 

 

1
0 1 1

k

ij iji
u and u


    for each   

The steps of Fuzzy C-Means algorithm are detailed in  

Fig. 3. 

 

Step 1: Create membership degree matrix (u) randomly. 

Step 2: Calculate the Equation (4) and determine the 

center of clusters according to the matrix u. 

Step 3: Recalculate the matrix  u  with Equation (4). 

Step 4: If the stopping criteria is not met, repeat the 

Step 2 and Step 3. 

Fig. 3. The steps of Fuzzy C-Means algorithm [23] 

IV. TUNICATE SWARM ALGORITHM (TSA) 

The tunicate swarm optimization method is a population-

based swarm approach proposed to solve global optimization 

problems. Tunicates are shining bio-luminescent and generates 

a faded blue–green light that can be realized from more than 

many meters away [52]. Each tunicate has a few millimeters 

length. There is a collective gelatinous tunic in each tunicate, 

and thanks to this feature all tunicate are connected to each 

other. Besides, each tunicate separately gets the water from the 

present sea and creating the jet propulsion by its open end 

through atrial siphons. Tunicate change the its current position 

with a propulsion like fluid jet. This propulsion makes to 

migrate the tunicates vertically in deep ocean. The most 

spectacular features of tunicate are their jet propulsion and 

swarm behaviors [47].  

 

 
Fig. 4. swarm behavior of tunicate [47] 

 

TSA uses the position of the best tunicate of the population 

for the purpose of improve the intensification and 

diversification of the tunicate. Thus, the possibility of finding 

a better position for search agents has increased. The swarm 

behavior of TSA is given in Fig. 4. Although tunicate has no 

idea what is the quality of food source, tunicate has the ability 

to locate the food source in the sea. tunicate uses Jet 

propulsion and swarm behavior structures while reaching the 

food source. Tunicate has three behaviors during Jet 

propulsion behavior. These behaviors are; Avoiding conflicts 

between the population of tunicate during the discovering 

process is that any tunicate constantly try to mobilize itself 

towards the individual with the best fitness value and try to 

keep itself close to the best individual. In order to prevent 

conflicts between tunicates, the vector  is used to create the 

new position of the current tunicate and it is calculated 

according to the equations given below: 

 

 

  (6) 

  (7) 

  (8) 

 

Where,  refers to gravity force and  indicates to the 

direction of water in the depths of the ocean. ,  and  

represent a random reel value generated in the range of [0,1]. 

The vector is expressed the social forces between the 

tunicates (search agents) in the search space and calculated 

according to Equation (9). 

 

  (9) 

 

Where,  and  values shows the initial and 

secondary velocities for social interaction, and these values are 

accepted as 1 and 4, respectively [47]. After conflicts between 

adjacent tunicates are prevented, search agents begin to move 

towards adjacent tunicate which has the best fitness value. The 

movement of present tunicate to the best tunicate is calculated 

by Equation (10): 

 

  (10) 

 

Where,  refers to the distance between the food source 

and the search agent, x refers to current iteration,  is the 

position of the tunicate with the best fitness value,  is the 

location of the present individual, and  indicates a 

random reel value generated in the range of [0,1] . The new 

position of  is calculated according to Equation (11). 
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(11) 

 shows the new position created for  according 

to the position of the best food source . The mathematical 

model of the swarm behavior for tunicates is explained by 

Equation (12); the first two best optimum solutions are 

memorized and the positions of the other search agents are 

updated according to the location of these recorded best 

solutions. 

(12) 

After position update process, the latest position of tunicate 

will be in a random location, within a cylindrical or 

cone-shaped. , , and  promote the location of tunicates to 

move randomly in a specific search space and prevent the 

conflicts in tunicates population. The capability exploration 

and exploitation of TSA is provided by vectors , , and . 

After these explanations, the steps of TSA are given in Fig. 5. 

Step 1: Create the initial tunicate population ( . 

Step 2: Determine the control units of TSA and stopping 

criteria. 

Step 3: Compute the fitness values of the initial 

population. 

Step 4: Select the position of the tunicate with the best 

fitness value. 

Step 5: Create the new position for each tunicate by using 

the Equation (12). 

Step 6: Update the position of the tunicates which are out 

of the search space. 

Step 7: Compute the fitness values for the new positions of 

tunicates. 

Step 8: Until stopping criteria is satisfied, repeat steps 

between 5 to 8. 

Step 9: After stopping criteria is satisfied, save the best 

tunicate position. 
Fig. 5. The steps of tunicate swarm algorithm [47] 

The flowchart of TSA to solve partitional clustering 

problem is shown in Fig. 6. It is understood from Fig. 6, 

firstly, the TSA is initialized with control parameters. Then, 

the other steps of TSA are executed for solving clustering 

problem. And finally, the position of the tunicate which has 

the best fitness value is registered.  

Fig. 6. The flowchart of TSA for solving data clustering problem 
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V. EXPERIMENTAL RESULTS 

In this study, TSA is applied on data clustering problem. 

For experiments, a dataset within 10 instances were taken 

from UCI Machine Learning Repository [46]. And besides,  

Fuzzy C-Means (F. C-Means), K-Medoids and K-Means 

partitional clustering algorithms are implemented on the this 

dataset. All experiments were carried out on a Windows 10 

Pro OS laptop using Intel(R) Core(TM) i7-6700HQ 2.60 GHz 

CPU, 24 GB of RAM and F.C-Means, K-Medoids, TSA and 

K-Means algorithms are coded in MATLAB platform. All 

algorithms are run 30 independent times and the experimental 

outcomes are reported as best, mean, worst and standard 

deviation (Std. Dev.) of 30 runs. For all methods the stopping 

criteria is selected as maximum iteration and it is set to 1000. 

The population size is set 100 for TSA and the other control 

parameters of TSA are selected according to the Kaur et al. 

[47] study.  

TABLE I 

THE ATTRIBUTES OF THE DATASET [46] 

 

 Data  
N. of 

Clusters 
N. of 

Dimensions 
N. of 

Instances 

D1 Balance  3 4 625 

D2 Cancer  2 30 569 

D3 Cancer-Int  2 9 699 

D4 Credit  2 14 690 

D5 Dermatology  6 34 366 

D6 E. Coli  5 7 327 

D7 Glass  6 9 214 

D8 Iris  3 4 150 

D9 Thyroid  3 5 215 

D10 Wine  3 13 178 

 
TABLE II 

COMPARISON RESULTS OF TSA WITH K-MEANS, K- MEDOIDS AND F. C-MEANS ALGORITHMS 

 

 Data  Criteria TSA K-Means K-Medoids F. C-Means 

D1 Balance  

Best 1424.97 1423.85 1661.82 1722.24 
Worst 1426.39 1433.64 1813.56 1722.24 
Mean 1425.58 1425.95 1721.79 1722.24 
Std. Dev. 3.85E-01 2.15E+00 3.94E+01 1.16E-12 
Time 75.406 1.204 0.696 1.275 

D2 Cancer  

Best 1.34E+154 1.34E+154 1.79E+308 7.63E+156 
Worst 1.34E+154 1.34E+154 1.79E+308 7.63E+156 
Mean 1.34E+154 1.34E+154 1.79E+308 7.63E+156 
Std. Dev. 0.00E+00 0.00E+00 0.00E+00 0.00E+00 
Time 110.937 1.565 0.865 2.339 

D3 Cancer-Int  

Best 2968.81 2986.96 3311.56 3286.11 
Worst 2973.64 2988.43 4717.47 3286.11 
Mean 2971.34 2987.94 3733.51 3286.11 
Std. Dev. 1.24E+00 7.03E-01 3.99E+02 1.08E-12 
Time 86.058 1.412 0.497 1.408 

D4 Credit  

Best 556749.66 748491.65 558644.51 759180.47 
Worst 556834.46 808744.44 688213.99 759180.47 
Mean 556769.82 789553.64 591941.43 759180.47 
Std. Dev. 2.17E+01 2.69E+04 3.49E+04 6.84E-11 
Time 95.497 1.536 0.633 1.748 

D5 Dermatology  

Best 2247.38 2022.26 2732.90 5196.38 
Worst 2376.46 2197.77 3131.02 5196.38 
Mean 2309.36 2090.85 2930.87 5196.38 
Std. Dev. 3.13E+01 5.87E+01 1.04E+02 1.38E-11 
Time 180.005 1.525 4.710 8.680 

D6 E. Coli   

Best 69.72 66.02 133.02 108.44 
Worst 92.14 70.42 249.46 108.44 
Mean 75.60 67.52 160.47 108.44 
Std. Dev. 4.83E+00 1.20E+00 2.13E+01 5.48E-10 
Time 57.812 0.721 1.234 1.574 

D7 Glass  

Best 303.02 213.42 307.46 400.98 
Worst 372.19 262.57 479.53 404.41 
Mean 341.11 235.98 358.90 402.35 
Std. Dev. 1.41E+01 1.48E+01 5.19E+01 1.6042 
Time 54.44 0.515 1.375 1.621 

D8 Iris  

Best 97.88 97.33 184.54 106.36 
Worst 128.13 122.28 240.30 106.36 
Mean 101.46 99.00 210.46 106.36 
Std. Dev. 7.29E+00 6.33E+00 1.62E+01 7.07E-14 
Time 22.340 0.291 0.361 0.310 

D9 Thyroid  

Best 1886.96 2000.12 2085.73 2812.50 
Worst 2066.64 2024.62 2457.95 2812.50 
Mean 1916.41 2011.52 2224.35 2812.50 
Std. Dev. 2.97E+01 8.21E+00 9.43E+01 5.94E-11 
Time 31.546 0.427 0.423 0.492 

D10 Wine  

Best 16323.45 16555.68 17048.52 17128.46 
Worst 16380.04 18436.95 31007.19 17128.46 
Mean 16338.28 18044.71 20981.74 17128.46 
Std. Dev. 1.10E+01 7.60E+02 2.88E+03 6.19E-12 
Time 40.718 0.416 0.494 0.674 
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The objective function is selected as Equation (1) for all 

methods. The attributes of the dataset taken from UCI 

Machine Learning Repository are given in Table I, and in 

Table I, N. of Clusters indicates the total number of clusters, N. 

of Dimensions shows the size of problem and N. of Instances 

shows the size of samples. The obtained experimental 

outcomes of F.C-Means, K-Medoids, TSA and K-Means 

algorithms are given in Table II. As seen from Table II, TSA 

obtains the best mean results for 6 problems (the total number 

of data instances is 10) such as Balance, Cancer, Cancer-Int, 

Credit, Thyroid and Wine samples, and TSA finds the second 

best results for Dermatology, E. Coli, Glass and Iris samples. 

K-Means algorithm is found the best mean results for 5 

problems such as Cancer, Dermatology, E. Coli, Glass and Iris 

samples. In the light of these obtained experiments, it is shown 

that the performance of the TSA is higher than F.C-Means, K-

Medoids and K-Means algorithms. K-Means algorithm reaches 

the second best results and the experimental results of  

F. C-Means algorithm are the worst results among the 

compared algorithms. In addition, the running time of  

F.C-Means, K-Medoids, TSA and K-Means algorithms are 

also given in Table II. It is understood that TSA uses up more 

time than the other compared algorithms in terms of running 

time of the methods. The reason of TSA consumes more time 

is TSA one of the population based metaheuristic algorithm. 

Metaheuristic algorithms are problem free and they can easily 

adaptable any problem in generally. But approximate 

algorithms such as K-Means, K-Medoids and F. C-Means 

algorithms are proposed for solving clustering problems and 

they cannot adaptable any other problem in generally. So, it is 

expected the running time of the approximate methods less 

than metaheuristic algorithms.  

 
TABLE III 

COMPARISON RESULTS OF TSA WITH K-MEANS,  

K- MEDOIDS AND F. C-MEANS ALGORITHM 

 

Data  Criteria TSA K-Means K-Medoids F.C-Means 

D1  
Mean 1425.58 1425.95 1721.79 1722.24 

Rank 1 2 3 4 

D2  
Mean 1.34E+154 1.34E+154 1.79E+308 7.63E+156 

Rank 1 1 4 3 

D3 
Mean 2971.34 2987.94 3733.51 3286.11 

Rank 1 2 4 3 

D4  
Mean 556769.82 789553.64 591941.43 759180.47 

Rank 1 4 2 3 

D5 
Mean 2309.36 2090.85 2930.87 5196.38 

Rank 2 1 3 4 

D6 
Mean 75.60 67.52 160.47 108.44 

Rank 2 1 4 3 

D7 
Mean 341.11 235.98 358.90 402.35 

Rank 2 1 3 4 

D8  
Mean 101.46 99.00 210.46 106.36 

Rank 2 1 3 4 

D9  
Mean 1916.41 2011.52 2224.35 2812.50 

Rank 1 2 3 4 

D10  
Mean 16338.28 18044.71 20981.74 17128.46 

Rank 1 2 4 3 

 

For a comprehensive analysis of experimental results of 

compared algorithms, the mean results of 30 run and the rank 

values of F.C-Means, K-Medoids, TSA and K-Means are 

shown in Table III. A comparison of rank rate of TSA,  

K-Means, K-Medoids and F. C-Means algorithms is given in 

Fig. 7. When the sum of rank rates dedicated in Fig. 7 are 

considered, the total rank rate of the TSA is 14, and TSA has 

shown a more powerful yield compared with F.C-Means, K-

Medoids and K-Means. And according to the rank results, K-

Means algorithm has shown the second best performance and 

the rank rate of K-Means is 17, the third best solver algorithm 

is the K-Medoids and the rank rate of K-Medoids is 33, and the 

performance of F. C Means algorithm is less than the other 

compared algorithms with 35 rank value.  

 

 

Fig. 7. The total ranks of compared algorithms 

VI. CONCLUSIONS 

In this study, an approach based on TSA which is newly 

proposed a population-based swarm optimizer for solving 

global optimization problems has implemented for solving 

partitional clustering problem. The experimental outcomes of 

TSA is compared with three state-of-art classical clustering 

algorithms: F .C-Means, K-Medoids and K-Means algorithms. 

In accordance with the analysis and comparisons, the TSA 

based clustering approach finds a better or comparable 

performances than K-Means, K-Medoids and F .C-Means 

algorithms on the UCI Machine Learning Repository dataset in 

terms of solution quality and robustness. 
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Abstract—As complexity and the type of electrical applications 

perpetually expands, monitor and control will require new systems 

which are based on some features in such feature of self-powered 

and distantly management. Building management systems (BMSs) 

are developed as efficient solutions to monitor and control users 

electrical and mechanical applications. A BMS employs cheap 

sensors and a real-time module to create prior knowledge about 

the climate inside the building. As a result, these features give some 

attractive advantages in taking a precise decision and managing 

vital operations of electrical applications. In this paper, a 

Raspberry Pi as minicomputer for collecting information from 

server room or data centre for detection the existence of human, 

temperature and humidity sensor and gas sensors to control 

ventilation systems, Arduino platform is responsible for receiving 

sensors signal and control actions according to the statues in the 

server room. While the Xbee protocol has been used to transmit 

data from the sensing node (Raspberry PI3) to mentors and 

control nodes (Arduino mega2560). The prototype design has been 

verified experimentally.  

Index Terms—Building management systems, Power Saving, 

Smart Power System, Raspberry PI 3, XBee modules. 

. 

I. INTRODUCTION

OWER CONSUMPTION and security systems for

buildings is one of the topics has great interest at this time, 

all the time the institutions, researchers and governments 

looking for keeping every topic related power consumption, 

security systems for buildings, firefighting systems, cooling 

systems under development by conception of smart 

management systems. In the last decades, the application of 

embedded systems encouraged Stakeholders to develop 

embedded systems for managing and monitoring the energy 

units all the time. These systems are developed based on a 

modern wireless connection and minicomputers.  
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Most embedded systems required energy storage to stabilize 

the operation of the system and prevent any damage to the OS 

of embedded systems. However, power consumption represents 

a critical concern for embedded devices. There are always need 

to increase battery life, which contributes to reduce the system's 

environmental impact. Previously, the improving battery life 

was exclusively responsibility by the hardware design, but 

those days are gone. Software in embedded systems has 

recently taken responsibility for controlling power 

consumption. In the same way, power consumption represents 

a major problem in embedded systems, while self-powered 

systems have become extensively used. As the device size has 

become smaller and thinner, this limitation prevents the system 

from incorporating a large capacity battery for long-term use 

[1] .

In order to manage power consumption, the manufacturing

people can perform on either hardware or software. On the other 

hand , their techniques are widely used such as; clock-gating 

clock off for the region does not need to work anymore, using 

multiple threshold voltage levels for different blocks with 

different operating speeds, power-gating turn off the block that 

is no longer working, and dynamic frequency/voltage scaling 

(DFVS), and frequency/voltage grading in order to appropriate 

workloads [2–5]. On the software, solutions are often focused 

on optimizing compiler. These assistances to build small and 

highly efficient execution code.  

Regardless the software and interface facilities, a data centre 

must provide many important features like: consistent, stable 

power, even in the event of a utility outage, as well as cooling, 

physical site security, lighting, firefighting , access control  and 

other systems [6]. at this time, many of these systems are wildly 

used in a typical building, but uses it in a data centre requires 

added capabilities or special measures owing to the critical 

purposes. for instance, fire suppression should ideally enable 

extinguishing fires without destroying servers and other 

equipment.  

Data centres remain critical unite in automation systems, 

which encompass energy-hungry infrastructures that run large-

scale Internet-based services. Energy consumption models are 

pivotal in designing and optimizing energy-efficient operations 

to curb excessive energy consumption in data centres [7]. 

A detailed BMS was designed and implemented as the 
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primary part of system to collect data and monitor alarms in the 

event of malfunctions or significant failures. Another important 

point related server's room and data centre protection that each 

data centre servers includes data base and software like example 

digital transfer projects, these databases need to working 

without any reasons for failure at any time. For these reasons 

building management system for server’s room and data centre 

founded in order to solving some of failure reasons. 

However, the protection of fire due to overheating in electronic 

components and controlling to air ventilation remotely has still 

obscure [3,4,7].. 

 In this paper, a Raspberry Pi has been used as min computer 

unite to collect sensors signal from server room or data centre 

such that signals for detection the existence of human, 

temperature and humidity sensor and gas sensors to control 

ventilation systems, Arduino Mega2560 responsible for 

receiving a decision from Raspberry Pi and take control actions 

according to the server room statues. While Xbee protocol has 

been used to transmit data from the sensing node to the 

mentoring node. 

II. COMPONENTS OF DEVELOPED BMS 

The core parts of the proposed design of BMS are Raspberry 

Pi 4B and Arduino mega2560 [8,9] .The Raspberry Pi 4B works 

as a mini-computer that is responsible to collect sensors 

measurement from two types of sensors SHT3x for 

temperature/humidity and MQ2 for gas/smoke sensing. In 

addition to that, Raspberry Pi includes a program responsible 

for takes actions according to the sensors reading and send this 

action to Arduino mega2560 through Xbee module. Arduino 

mega2560 is responsible to take fast actions under the critical 

situation of fire or smoke occurred in the closed room. In 

addition to the developed system has the capability to control 

the temperature and humidity of the room and also take action 

to turn on or turn off the cooling system based on the status. 

These actions are taken according to the control signal coming 

from the mini-computer. The block diagram of the developed 

system is illustrated in Fig1. 

 

 

 
Fig1 Conceptual design of the proposed system. 

 

According to the conceptual block diagram of BMS, 

Raspberry Pi putting in a data centre room. The two types of 

sensors connect with Raspberry Pi via digital pins, the benefits 

of theses sensors are checking the environment inside the room 

like temperature, humidity, and during fire alarm statues the 

control action is directly open the door. Moreover, fire status 

appears on LCD. 

A. Algorithms for data collate and take control of actions 

Fig 2 describes the algorithm of Raspberry Pi Python code. 

This algorithm is used for data collection from different sensors 

inside the server room or data center and send by using XBee 

protocol to the receiver site. The receiver site consists of 

Arduino mega2560 with XBee shield, the input/output pins of 

Arduino mega2560 are utilised to qualified control signal 

according to action that been taken. Also, LCD is used to 

display the situation of control action. The algorithm of control 

action is shown in Fig 3. This algorithm is written in C++ 

program code in order to proper the architecture of Arduino. 
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Fig 2. flow chart of data collection and transfer via Xbee to receiver site. 

 

 
Fig3. flow chart of received data and take actions at Arduino MEGA 2560. 

III. SIMULATION RESULTS AND DESIGN DESCRIPTION 

The developed system has been implemented using 

LabVIEW simulation program based on the block diagram in 

Fig 1. On the other hand, the prototype hardware consists of 

Raspberry Pi for collecting data of sensors reading from inside 

the building all the time[10]. The Xbee s2 module is connected 

with Raspberry Pi in order to ensure a fast transfer of measured 

data to the monitoring side. On the monitoring and control side, 

Arduino connected with the Xbee shield in order to ensure 

receiving sensors signals from Raspberry Pi and begin to take 

action for cooling, fire alarm, access control. The Arduino 

MEGA 2560 pins are used as output for sending decision 

signals to access control devices. The switch or really consists 

of electric-magnetic used as electromechanical door locking, 

which is under fire status the Arduino sending open door action 

to electromechanical lock that would be satisfaction more 

safety stranded inside the building.  

 In addition to that the setting for the cooling system to turn 

on at temperature 8 °C and humidity 38 presents. Furthermore, 

the setting values of temperature and humidity for the cooling 

system is easily adjustable. Under fire case if there heating and 

smoke the fire case will be starting and safety action will be 

starting also, the Smoke case can appear on HMI (LCD) in case 

there is such a level of smoke inside. Finally, the solar panel has 

been used as main source for system power, MPPT and batteries 

also in order to keep PC economy. The simulation blocks of the 

developed BMS under the simulation program appears in Fig 4. 

While, the interface blocks of the BMS have appeared in Fig5. 

 
Fig4.Simulation blocks for developed BMS system under simulation program. 

 

 
Fig 5 interface blocks for developed BMS system under simulation program. 

 

The prototype hardware implementation for the BMS is 

shown in Fig 6. finally, the system is powered by a PV -source 

with a battery the connection of the BMS energy source appears 

in Fig 7. 

 

 
Fig 6 Hardware implementation of the developed BMS. 
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Fig 7. Hardware implementation of solar and MPPT. 

IV. DISCUSSION 

The critical aspect of the developed design was how we could 

clarify the main environmental issue inside the server room or 

data centre room. Therefore, the LabVIEW simulation software 

was utilised to evaluate the performance of developed BMS. In 

performance evaluate four different cases have been studied; 

heating sensor SHT3x, humidity sensor SHT3x, smoke and gas 

leakage detector sensor MQ2 (fire), and smoke and gas leakage 

detector sensor MQ2 (smoke). The status of these events 

appears on the monitoring LCD and the results are listed in 

Table I. 

• Case 1: Heating sensor SHT3x:When the temperature 

degree inside closed building change to 8°C or greater than 8°C, 

the temperature sensor inside the server room will send the 

signal statues to the  Raspberry pi in order to collect information 

for all sensors inside the room, after that the Raspberry pi will 

send the signals by using XBEE protocol to Arduino outside to 

the room near to the door of the server room, Arduino will take 

control action according to the above-mentioned ( see in Fig 3). 

This activates will be available on the LCD monitor device 

installed outside. The result of simulation interface of this case 

appears in Fig 8a. 

• Case 2 Humidity sensor SHT3x: When the humidity 

presents inside closed building change to equal 38 or greater 

than 38, the humidity sensor inside the server room will send 

the signal statues to the Raspberry pi in order to collect 

information for all sensors inside the room, after that the 

Raspberry pi will send the signals by using XBEE protocol for 

Arduino outside to the room near to the door of the server room. 

Fig 8b describes the simulation interface of case 2. 

• Case 3: Smoke and gas leakage detector sensor MQ2 (fire): 

When the heating and smoke statuses level change inside a 

closed building, the temperature sensor and smoke sensor inside 

the server room will send the signal statues to the Raspberry pi 

in order to collect information for all sensors inside the room, 

after that the Raspberry pi will send the signals by using XBEE 

protocol for Arduino outside to the room near to the door of the 

server room. In this event, all activities stop run and the 

magnetic lock of the door is directly open. Fig 8c describes case 

3. 

• Case 4 Smoke and gas leakage detector sensor MQ2 

(smoke):In this case, the smoke sensor will be sensitive for the 

low level from smoke, if there is and little smoke inside the 

server room without heating that means there are no fire statues, 

so the smoke sensor will send the signal to the  Raspberry pi in 

order to collect data for all sensors inside the room, after that 

the Raspberry pi will send the signals by using XBEE protocol 

for Arduino outside to the room near to the door of the server 

room, Arduino will take action according to the statues. Fig 8 d 

describes case 4. 

 
 

TABLE I 

. BMS SYSTEM OPERATION STATUS ON LCD. 

Statues LCD- status Action 

Heating and Humidity 

 

Cooling system is turn on 

Smoke /gas leakage 

 

smoke inside 
normal/ fire alarm 

Smoke/ gas leakage (Fire) 

 

Fire inside the door unluck and 
turn off all activities 
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a) case 1. 

 
b) case 2. 

 
c) case 3. 

 
d)  case 4. 

Fig 8 evaluate the BMS performance against different events. 

 
TABLE II 

COMPARISON WITH SAME SYSTEM IN LITERATURE 

References Control characteristics  Design details 

[6] Raspberry Pi Re-distributed heat on building by using temperature sensors. The proposed system depends on 

some classical control strategy and the flexibility of the open-source Building energy 

Management System. 

[11] 1.Arduino Mega 2560 

2. Raspberry Pi 

Development a remotely controllable home energy management and control system with 

support control through mobile. 

[12] 1. Arduino Uno 

2. Raspberry Pi 
Developed energy management system in order to energy conservation at household. 

Proposed BMS  
1.Arduino Mega 2560 

2. Raspberry PI 

Classical control is used and in dangerous conditions, the decision is taken automatically 

depend on prior settings while the action appears to the user. 

 

A primary design objective of the BMS system for the server 

room is the minimum total cost. The total cost increases with 

increasing the number of features because increase the required 

number of sensors such as camera or motion detection sensor. 

The number of major components and the prices of these 

components for BMS of server room are tabulated in Table III. 

The systems developed [6,11,12] using a traditional power 

source which includes a battery for supplying the components 

of the system. In contrast to that, the proposed BMS has a 

feature that is self-powered by PV and with a backup energy 

source by battery. 
 

 

 

TABLE III. THE NUMBER OF MAJOR COMPONENTS FOR BMS 

WITH COST OF EACH COMPONENT. 
Component Number of items Local price 

Raspberry Pi 1 25$ 

Arduino Mega 2560 1 7$ 

Xbee S2 Module 2 12$ 

Solar panel 10W, 

12 V+MPPT 
1 15$ 

Battery 1 4$ 

Heating sensor SHT3x 1 0.5$ 

Gas Sensor (MQ2) module 1 0.25$ 

LCD 16x4 1 3$ 

Approximately total price 8 66.75$ 
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V. CONCLUSION 

In this paper, the design and implementation of a flexible 

solution for a building management system for the server room 

or data centre is presented, which essentially provides safety as 

well as comfortable work at a data centre. In addition to that, it 

is featured by simply install, cheap technologies for design, also 

the control and watch of devices insides a building can be easier 

without visiting the place of a device. Moreover, it provides a 

status of temperatures, fire if that occurred inside and smoke 

leak by using wireless technology to transmits events inside 

building to the monitoring station. Accordingly, the building 

management system that has been presented in this paper works 

properly for electric power management, mainly in the server 

room or data centre. 
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Abstract—A dual-band wearable antenna is designed on a 

textile material. The design operates at ISM bands available for 

Wireless Body Area Network (WBAN) and Wireless Local Area 

Network (WLAN) with an input match better than -15 dB. The 

antenna is designed by using Computational Electromagnetic 

Software (CEMS) based on Finite-Difference Time-Domain 

(FDTD) method. A three-layer phantom model including skin, fat 

and muscle has been considered to compute the specific absorption 

rate (SAR). The maximum value of SAR averaged over 1g and 10g 

of tissue is less than 1.6 W/Kg and 2 W/Kg, respectively, when the 

maximum incident power of the antenna is 63 mW. These values 

are incompliance with the international electromagnetic safety 

standards. 

Index Terms— Antennas on textile, multi-band antennas, Spe- 

cific Absorption Rate (SAR), wearable antennas, wireless Body 

Area Network (WBAN), 802.15.6, 802.11n. 

I. INTRODUCTION

HE ADVANCEMENT of wireless networks and

Complementary Metal Oxide Semiconductor (CMOS) low

power integrated circuit technology introduced the usage of 

wireless sensor nodes in many applications ranging from 

comfort enhancing consumer products to therapeutic medical 

devices.  
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     In the last two decades, several standards have been developed 

for such use. Wireless Personal Area Network (WPAN), Medical 

Implant Communication Service (MICS) and WBAN are 

examples of these standards. Some outdoor applications also 

utilize 802.11n bands.  

     The allocation of 402-405MHz band for MICS for the use of 

devices in diagnostic and therapeutic purposes enabled 

numerous application opportunities [1]. Many implantable, in-

vitro and body worn medical devices from cardiac defibrillators 

to wireless capsule endoscopic devices which utilizes this band 

are being developed [2]. The communication shift from 

inductive coupling to wireless telemetry put more emphasis on 

the antennas used in such systems. Many different varieties of 

antennas have been developed for such applications. The 

remote-control units utilized helical or dipole antennas whereas 

planar antennas such as meandered inverted-F type is preferred 

for body implants [3], [4].  

     Although the MICS frequencies were close to optimum in terms 

of balancing the size of antennas and losses due to human tissue 

and flesh, the applications suffered from the low data rates. The 

allocation of only 300 kHz bandwidth allowed the maximum 

achievable data rate up to around 450 kbit/s for the MICS 

applications [4]. This greatly reduce use cases as many modern 

wireless links involve the fusion of many sensor nodes 

requiring much higher data rates and smaller device sizes. In 

2012, Federal Communications Commission (FCC) allocated 

40 MHz of spectrum at 2360-2400 MHz band to Medical Body 

Area Network (MBAN) as a secondary basis user of the band 

for short range indoor low power wireless links. The short range 

is defined as wireless communications in the vicinity of, or 

inside, a human body. IEEE 802.15.6 communication standard 

is established for these MBAN devices which can operate with 

data rates up to 10 Mbps. The standard also considers effects 

on portable antennas due to human presence. It covers radiation 

pattern shaping to minimize SAR into the body [5]. 

With the standardization of WBAN, many wearable medical 

and consumer products have been released to market. Although 

the sensors and electronics differ depending on the applications, 

these devices all utilize some sort of antennas for wireless 

communications. Many different topologies, materials and 

forms are investigated to be used as antennas. In addition to 

wireless medical applications [6], the wearables found 

applications in many areas such as mobile communications [7] 

and military [8]. Printing the antenna on textile materials, which 

is mostly jeans, has become a preferred method for most of the 

wearable electronics. These antennas must be flexible, low cost, 

lightweight, and easy to implement on clothes. The antennas are 

usually placed in proximity of human body which is the 
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antenna’s reactive near-field region namely Rayleigh region. The 

performance of the antennas is significantly affected by the 

presence of the human tissues due to their lossy behavior.  

In addition to the degradation of antenna performance, prior 

studies [9] show that electromagnetic radiations from the 

antennas may produce a detrimental effect on the human body. 

As defined in the 802.15.6 standard, the power rating of WBAN 

device antenna is limited to keep the SAR below a certain level. 

However, as more wearable applications with complex features are 

introduced to our daily life, some features require WLAN 

connection in addition to WBAN operations. Therefore, it is 

important to consider the rate of electromagnetic energy 

absorbed by the human tissues at both bands and keep the SAR 

below the internationally accepted levels.   

In this paper, a dual-band wearable microstrip antenna on 

textile which is operating in both WBAN and WLAN bands is 

designed, fabricated, and measured. Although a separate piece 

of jeans fabric material and copper woven conductive fabric are 

used to build the prototype, it can be printed/painted by using 

conductive paints on a t-shirt made of jeans fabric, as shown in 

Fig. 1. The antenna design is carried out by using 

Computational Electromagnetic Software (CEMS) [10] based 

on the finite-difference time-domain (FDTD) method [11]. The 

antenna operates in the WBAN and WLAN ISM bands (2.45 

GHz and 5.7 GHz). A three-layer phantom consisting of skin, 

fat, and muscle is used to imitate the human model. The effects 

of phantom on the radiation patterns and input reflection 

coefficient of the antenna are investigated. The SAR 

distributions over 1g (SAR1g) and 10g (SAR10g) of tissues on 

the model are computed at 2.45 GHz and 5.7 GHz using 

ANSYS HFSS [12] with an incident power of 63mW. 

Numerical results show that the performance of the antenna is 

affected by the presence of the phantom and maximum SAR1g 

and SAR10g values for the tissues are less than the 

internationally accepted standards of 1.6 W/kg set by FCC in 

the United States [13] and 2 W/kg set by CENELEC in the EU 

[14], respectively. 

 

 
Fig.1. Antenna printed on the back of dress shirt worn by a human. 

II. ANTENNA DESIGN AND PERFORMANCE 

The top and bottom views of the proposed antenna along 

with its dimensions in mm are shown in Fig. 2. The wearable 

microstrip antenna is backed by a partial ground on the 

bottom of the substrate with a slot. The design is compact 

with an area of 40mm x 35mm. The antenna is designed on 

a 2 mm thick jeans substrate of dielectric constant 1.54 with 

negligible loss. It operates in the industrial, scientific, and 

medical (ISM) band at 2.45 GHz and 5.7 GHz. The input 

reflection coefficient (S11) of the antenna is below -15 dB as 

seen from Fig. 3. Here, the dashed curve shows the simulated 

performance with phantom where there is 15mm separation 

between antenna and phantom. The radiation pattern and 

gain plots of the antenna are shown in Fig. 4.A-C which are 

similar to that of a monopole antenna, except that it is 

transformed due to the partial ground plane and the slot. 

Fig.2. Proposed wearable microtrip antenna, all dimensions in mm. (left) Top 
view of the antenna, (right) bottom view with a slotted partial ground. 

 

 

Fig.3. Simulated S11 of the antenna. 

III. PROPOSED ANTENNA WITH PHANTOM 

After the satisfactory performance of the antenna, it was 

placed in the proximity of a phantom, as shown in Fig. 4. The 

phantom shown in Fig. 5 consists of a three-layered tissue, 

namely, skin, fat, and muscle. The electrical properties of the 

tissues, at the two resonant frequencies, are provided in Table 

1. In the table, εr and σ represent the relative permittivity and 

the electrical conductivity of the tissues, respectively.  
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Fig.4.A. Radiation pattern of the antenna. 

 
 

 
 

Fig.4.B. Gain plot vs. elevation angles. 

 

 

 
 

Fig.4.C. Gain plot vs. azimuth angles. 

 
 
 
 

TABLE I 
ELECTRICAL PROPERTIES OF TISSUES AT 
THE TWO RESONANT FREQUENCIES [14]. 

 

Tissue 
Thickness 

(mm) 

 2.45 GHz 5.7 GHz 

 εr σ (S/m) εr σ (S/m) 

Skin 5  38 1.46 35.2 3.63 

Fat 7  5.3 0.11 9.88 0.81 

Muscle 30  52.7 1.77 48.6 4.84 

 

  
Fig.5. Proposed antenna placed on a three-layered phantom consisting of skin 

(S), fat (F) and muscle (M) tissue. Dimensions are in mm. 

 

The mass densities of skin, fat, and muscle are assigned as 

1020 kg/m3, 909.4 kg/m3, and 1060 kg/m3, respectively.  The 

volume of the phantom was (100 x 100 x 42) mm3. The antenna 

was placed 15 mm above the phantom in order to compute the 

SAR1g and SAR10g distribution over the phantom. The input 

reflection coefficient of the antenna was not drastically affected 

by the phantom. It was noticed that the resonance at 7 GHz was 

further enhanced. The manufactured prototype is shown in Fig. 

6.A. Figure 6.B shows the simulated S11 of antenna with and 

without phantom. The measured S11 of the antenna being placed 

at three different locations, chest, back, and shoulder are shown 

in Fig. 6.C. The SAR1g and SAR10g distributions are calculated 

for two different frequencies. Since the tissues are dispersive, 

their electromagnetic properties change with frequency [15]. 

Therefore, we must use the electrical properties of the tissues at 

the specific frequency as given in Table 1. 

 

 
 

Fig.6. A. Measurement of the proposed antenna. 
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Fig.6. B. Simulated S11 of the antenna with and without the phantom. 

 

 
Fig.6. C. Measured S11 of the antenna placed on different body parts. 

 

The obtained SAR1g and SAR10g distributions on the phantom 

due to the proposed antenna are shown at each frequency of 

interest in Fig. 7 and 8, respectively. The simulation was 

performed using ANSYS HFSS with an incident power of the 

antenna set to 63 mW. It can be realized that the maximum 

SAR1g and SAR10g values are less than 1.6 W/kg and 2 W/Kg, 

respectively. 

Figure 9 shows the radiation pattern of the proposed antenna 

when it is placed above the phantom. The phantom behaves as 

a reflector which results in the pattern being directive, unlike 

the one shown in Fig. 3. 

The gain has increased from 2 dB to 6.5 dB. The directivity 

allows more efficient communication with less power. Similar 

pattern is observed at 5.7 GHz. Comparison of the results for 

the proposed antenna with previously published results are 

presented in Table 2. An ideal antenna for a WBAN device 

should have maximum gain with minimum dimensions and it 

should have minimal SAR.  

Based on these performance criteria, a Figure of Merit 

(FOM) which is given in Eq. (1) is defined to compare our 

antenna with prior work. The performance numbers are shown 

in Table 2. 

 

                  FOM =
𝐺𝑎𝑖𝑛 (𝑙𝑖𝑛𝑒𝑎𝑟)

1000(SAR1g x 𝐷𝐼𝑀)
.                                  (1) 

 

 

 

Here, Gain is the linear gain of the antenna and DIM is the 

area of the antenna normalized with respect to 𝜆0
2 at 2.45 GHz. 

The larger the FOM value is, the more suitable the antenna 

would be for the intended applications. As shown in the last 

column of Table II, the proposed antenna in this work has   the 

best performance for such wearable WBAN applications when 

compared with prior work. Only simulation results are 

compared. 

 

 
 

Fig.7. SAR1g distribution in the phantom at (left) 2.45 and (right) 5.7 GHz. 

 
 

 
 

Fig.8. SAR10g distributions in the phantom at (left) 2.45 and (right) 5.7 GHz. 

 

 

 
 

Fig.9. Radiation pattern of the antenna in the presence of the phantom. 
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TABLE II 
COMPARISON OF THE PROPOSED WORK WITH PRIOR 

ART AT 2.45 GHZ. 

 

Ref. 

 
Dimensions/𝜆0

2  
Gain 

(dBi) 

SAR1g 

(W/Kg) 

SAR10g 

(W/Kg) 

 

FOM 

[16] 0.43×0.43 6.8 8.7 NA 378 

[17] 0.37×0.30 5.0 32.5 133 2.8 

[18] 0.50×0.46 6.8 53.6 11.2 53 

[19] 0.50×0.30 6.2 16.8 NA 63 

This Work 0.32×0.29 6.5 1.25 0.54 2917 

 

IV.  CONCLUSION 

An M-shaped dual band wearable antenna on a textile 

material has been designed at 2.45 GHz and 5.7 GHz for 

wireless medical body area network and ISM applications. The 

performance of the wearable antenna is evaluated in the 

presence of human phantom which is a three-layered model 

reflecting the electrical properties of a human body. The 

antenna is built on a textile material and measured by attaching 

on different locations of a dressed t-shirt on a human torso. 

Besides verifying electrical performance of the proposed 

antenna, the specific absorption rate due to the proximity of the 

antenna is also investigated. The computed maximum SAR1g 

and SAR10g values at 2.45 GHz and 5.7 GHz are less than 1.6 

W/Kg and 2 W/kg, respectively, for the antenna input power of 

63 mW. A figure of merit is defined considering the antenna 

gain, compactness, and SAR values. It can be seen from the 

numerical results that the proposed antenna has the best FOM 

and superior performance than prior art and is a suitable 

candidate for wearable devices operating in the WBAN and 

WLAN dual-bands.  
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Abstract—— In this study, a low-profile, high directive circular 

microstrip antenna was designed for 5.8 GHz ISM band 

applications. In the design, the GA / MoM approach based on the 

Method of Moments (MoM) integrated with the Genetic 

Algorithm (GA) optimization method was used. The simulations 

of the best first and second antennas obtained as a result of the 

optimization process were made using the ANSYS HFSS software 

program. According to the simulation results, it was determined 

that the input reflection coefficient of both antennas was below -10 

dB in the ISM band where the antenna was operating and had 

maximum directivity. It was observed that the radiation 

characteristics of both antennas obtained with the GA / MoM 

approach were steady-state in the operating band. It was 

concluded that asymmetric pixelation used in this method can be 

used in the design of antennas with different geometries. 

Index Terms—Genetic Algorithm, Method of Moments, 

Microstrip Patch Antenna, Optimization 

I. INTRODUCTION

ECENTLY, WITH the increase in performance levels de-

 manded in wireless communication technology, the need

for low-profile and high-performance antenna design 

throughout the operating band is increasing. This need has led 

to the emergence of new developed solution methods different 

from traditional design methods [1,2]. Because traditional 

design methods used in antenna design problems are 

insufficient in solving complex problems. 

In line with this rapid development, numerical solution 

methods are used in solving complex electromagnetic problems 

to obtain more accurate results in a shorter time [3-5]. In 

addition to these methods, optimization algorithms also play an 

important role in solving antenna design problems. As the 

complexity of the antenna design problems to be solved 

increased, optimization algorithms (Stochastic, Deterministic, 

Heuristic, Mathematical) that can discover many powerful, 

innovative and large solution sets that can be used by 

integrating numerical methods have been developed to 

overcome these problems in a short time [6-8]. One of the most 
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preferred of these optimization algorithms is the Genetic 

Algorithm (GA) that models biological processes inspired by 

Darwin's theory of evolution. GA is an heuristic stochastic 

global optimization algorithm based on the principle of survival 

of the best [9]. Since GA has the property of converging to the 

best result, it is highly preferred in antenna design problems 

[10-17].  

GA searches for the most suitable substructure with the 

radiation characteristic targeted for the design by optimizing 

any physical properties of an antenna to be designed. One of the 

most important of these is the problem of finding the best 

current distribution on the surface for a specified purpose. By 

using GA in these problems, removing some pixels from the 

radiating pixelized surface of the antenna during the 

optimization process, the best surface current distribution with 

the targeted radiation characteristics is obtained. In previous 

studies, symmetric pixel selection for such problems has been 

perfectly adapted to quadratic surfaces and it was observed that 

the radiation parameters of the antennas had as a result of 

optimization were quite good [18,19]. However, if surfaces 

with circular or non-quadratic geometry are wanted to be 

separated into symmetrical pixels for optimization, gaps will 

occur at the end regions of the surface. As a result, analysis will 

have to be applied in a more limited area. Due to its inclusion 

in a limited surface area optimization process, obtaining the 

antenna with the targeted radiation parameters will be difficult. 

To overcome this problem, the empty surface area can be filled 

by creating smaller symmetrical pixels. Hereby, an antenna 

with aimed radiation parameters can be achieved by increasing 

the surface area to be included in the optimization thanks to the 

increasing number of pixels. However, an increase in the 

number of pixels will also cause an increase in the size of the 

moment matrix. Therefore, the increase in the time spent for 

optimization and in memory used should be considered. 

For this reason, in order to get the antenna with the targeted 

radiation parameters, a new pixel architecture has emerged that 

will create a lower-dimensional moment matrix by dividing the 

surface to be optimized into a minimum number of pixels and 

enable analysis on all geometric surfaces. So as to meet this 

need, the method of asymmetric pixelation was suggested for 

the design of antennas that have circular or non-quadratic 

geometries in this study. The method of shaping the radiating 

Design and Optimization of Directive Circular 

Patch Antenna with Asymmetric Pixels Using 

Genetic Algorithm 
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surface of the antenna to be included in the optimization into 

asymmetric pixels enables full surface analysis without any 

restrictions on the surface areas. Thanks to this method 

proposed, it is possible to design the antenna with the radiation 

parameters targeted by the designer in a shorter time using the 

minimum number of pixels. 

 

In this article, a circular patch antenna with high directivity 

and low input reflection coefficient characteristics was 

designed. For this purpose, a 5.8 GHz ISM (Industrial, 

Scientific, and Medical) frequency band 50 𝛺 coaxial probe and 

an antenna model fed from the center [20] were discussed. To 

obtain the antenna with these characteristics, the GA / MoM 

optimization method based on the use of Genetic Algorithm 

(GA) integrated with Method of Moments (MoM) was used [1]. 

In order to apply this technique, the lengths of the main circular 

radiating surface were first determined. Then this radiating 

conductive surface was then divided into asymmetric pixels to 

be optimized and optimization was made for each pixel. The 

results achieved were shown in graphics and a table. 

II. MATERIAL AND METHODS 

A. Antenna Geometry 

The proposed antenna geometry is shown in Figure 1. The 

antenna that designed to work in the 5.8 GHz ISM band consists 

of 406 asymmetrical copper parts with a radiating surface of 

0.02 mm in height. The radius of the antenna was determined 

5.1 cm, which is equivalent to a wavelength, and the dielectric 

material height was determined 1.575 mm. The length of a 

single pixel of the antenna surface was determined as λ/10. The 

proposed antenna was fed from the center with a 50  ohm SMA 

connector. 

 

 
(a) 

 

 

 
(b) 

 

Fig.1. Antenna geometry: (a) top view of antenna that tailored asymmetric 

pixels (b) side view of antenna. 

B. Genetic Algorithm 

In the first step of the GA process, the initial population is 

created and the fitness value of each individual in the population 

is calculated. Then, individuals selected from the population 

according to the fitness value are crossed and the two parents 

create a new individual from the individual's genetic codes. The 

search space is expanded by making random changes in the 

individual's genes with the mutation in the next step. The rate 

at which genes are selected for the mutation process is 

determined by the mutation rate. In the last stage of evolution, 

the fitness value of the newly created individual is calculated. 

The fitness of the individual is calculated with the fitness 

function created according to the determined goal. If the 

algorithm's maximum iteration count or certain fitness values 

deemed sufficient for the algorithm are reached, the process 

ends. Otherwise, the algorithm is restarted depending on the 

properties of the problem [9]. 

 

There are a total of 406 pixels in the structure on the main 

radiating surface of the antenna (Figure 1a). In the GA we 

applied, 100 iterations were run for 320 individuals in each 

generation. The mutation rate in the algorithm was determined 

as 0.5%. The elitism operator, which ensures that the best 

chromosomes were not lost during the crossing and mutation 

stages, was also included in the application. The elitism rate was 

determined as 1%. The GA has searched automatically for the 

most suitable structure as it progressed. In this study, we aimed 

to design both have low input reflection coefficient and high 

directive antenna. 

For this purpose; 

 

𝑓𝑖𝑡𝑛𝑒𝑠𝑠 = 𝑚𝑎 𝑥 ([
1

(𝑉𝑆𝑊𝑅 − 1)𝑚1
] (𝐷𝑚𝑎𝑥)𝑚2) (1) 

 

𝑚1 = {
0.02,     𝑉𝑆𝑊𝑅 ≤  2

0.4,     𝑉𝑆𝑊𝑅 > 2
 

               𝑚2 = 0.4 
(2) 

 
the above fitness function was created where  represents 

the maximum directivity and  represents voltage 

standing wave ratio. The weight values 𝑚1 and 𝑚2 are very 

important for the fitness function. These weight values ensured 

that the VSWR and maximum directivity variables used in the 
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fitness function were close to each other. As a result, the 

Genetic Algorithm searched for an antenna with both directivity 

and low input reflection coefficient properties at the same time.  

Maximum directivity: 

           

𝐷𝑚𝑎𝑥 =
4𝜋𝑈𝑚𝑎𝑥

𝑃𝑟𝑎𝑑
 

 

(3) 

expressed in the form. Here, represents the max. radiant 

intensity and represents the total radiated power [5]. 

VSWR's formula [5] is as follows: 

  

𝑉𝑆𝑊𝑅 =
1 + |𝛤|

1 − |𝛤|
 

 

(4) 

C. Method of Moments 

So as to calculate the scattered fields from the antenna 

surface, the surface current densities induced at the antenna 

surface must be known. The surface current density  is 

obtained by solving the electric field integral equation (EFIE) 

created by applying Perfect Electric Conductor (PEC) boundary 

conditions to conductive surface. The most frequently used 

basis functions in EFIE's solution with the method of moments 

are Rao-Wilton-Glisson (RWG) basis functions [22]. Because 

RWG functions can easily model randomly generated 

geometric structures with triangles. Due to this feature, full 

surface analysis of structures with different geometric shapes 

can be performed by using RWG basis functions. Expressing 

the surface current density with RWG basis functions using the 

Galerkin Method [23] is defined as follows: 

 

𝐽(𝑟) ≅ ∑ 𝐼𝑛

𝑁

𝑛=1

𝑓𝑛(𝑟) 
(5) 

 

Since the current distributing on the antenna surface is 

vectorial, the RWG function  is also a vector function. In 

Galerkin Method, test and basis functions are chosen equally. 

In this way, since the reciprocity theorem will be provided, high 

accuracy results are be obtained. One of the most suitable 

methods that can be used to solve EFIE is Moments Method 

(MoM) [24]. The method of moments is based on transforming 

the problem into a matrix equation and solving the resulting 

matrix equation. The generalized problem; 

 

𝐿{𝑓(𝑥)} = 𝑔(𝑥) (6) 

where   is a linear operator,  is a known feed function 

and  is the unknown function representing the current 

distribution. Using the Method of Moments and Galerkin Test 

Method, this equation; 

 

[𝑉𝑚] = [𝑍𝑚𝑛][𝐼𝑛] (7) 

turns into the matrix equation where  is the impedance 

matrix,  is the unknown coefficients vector and  is the 

voltage vector to become.  

The most computational step in the simulation of an antenna 

is the step that involves filling the moment matrix. On the other 

hand, even a small change in antenna geometry requires full or 

partial recalculation of the moment matrix. Refilled to the 

moment matrix each time greatly limits the optimization 

algorithms to work efficiently in solving the problem. In order 

to overcome this problem, Direct Matrix Manipulation (DMM) 

technique, which enables GA optimization to work more 

efficiently was applied [1]. The DMM method prevents the Z-

matrix from being refilled after each evaluation of the fitness 

function. Thanks to this method, the optimization time is 

shortened considerably. 

III. RESULTS AND DISCUSSIONS 

   In the design, firstly, the antenna geometry was created using 

the software program. In this step, the main geometry of the 

antenna was drawn and the parts to be included in the 

optimization were defined. Then, the Z-matrix is calculated. 

The Z-matrix was calculated taking into account all the metal 

parts involved in the optimization process on the radiating 

surface of the antenna. Each metal part was represented by a bit 

(1 or 0) on the chromosome. While “1” means the presence of 

metal, setting a bit to “0” means that the electric current on that 

part was zero. This means that the rows and columns of the Z 

matrix containing the extracted part were be filled with zeros 

[1]. 

 

Optimization of the antenna was carried out in the MATLAB 

[25] program and took approximately 50 hours. As a result of 

optimization process, the best first antenna (BA-1) (Figure 2a), 

the second best antenna (BA-2) (Figure 2b), the third best 

antenna (BA-3) (Figure 2c) and (BA-4) (Figure 2d) MATLAB 

structures of the fourth best antenna were achieved as in Figure 

2. The “yellow” color represents the metal regions and the 

“green” color represents the empty space. Although their shapes 

were not very different from each other, there were clear 

differences in the radiation parameters of these antennas. 

 

In this study, the simulations of only the first two antennas 

with the best fitness value were done using the ANSYS HFSS 

software program. In addition to these two antennas, an antenna 

with the same geometric structure but not optimized was 

simulated and the terminal results (input reflection coefficient, 

VSWR, group delay) were compared with each other. 
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(a) 

 

 
(b) 

 

 
(c) 

 

 
(d) 

 

Fig.2. MATLAB Optimization results (a) the best first antenna (BA-1) (b) the 

best second antenna (BA-2) (c) the best third antenna (BA-3) (d) the best fourth 

antenna (BA-4). 
 

A. Surface Current Distribution  

 The surface current distributions at 5.8 GHz at the center 

frequency of the ISM band where the best first antenna (BA-1) 

and the best second antenna (BA-2) achieved in consequence  

of the optimization work are shown in Figure 3. In the 

optimization process, it was aimed to find the best current 

distribution on the surface according to the specified purpose. 

As can be seen in Figure 3, while the current on BA-1 was 

nearly homogeneously distributed on the surface (Figure 3a), 

on the BA-2 the current was more concentrated in a certain area 

(Figure 3b).  

 
(a) 

 

 
(b) 

 
Fig.3. Surface current distribution of antennas: (a) BA-1 (b) BA-2 

 

B. The Input Reflection Coefficient, Voltage Standing Wave 

Ratio, and Group Delay 

In Figure 4, the input reflection coefficient of the antenna 

with the same surface geometry but not optimized (Non-Opt) 

was compared in addition to the BA-1 and BA-2 antennas. As 

can be seen, while the Non-Opt antenna did not resonate in the 

working band, the BA-1’s values of |𝑆11|  was -14.68 dB at 5.8 

GHz and a 120 MHz bandwidth. The BA-2’s values of |𝑆11|  
was -13.29 dB at 5.8 GHz and a 130 MHz. bandwidth. It was 

determined that the minimum |𝑆11| value was between 5.75 

GHz and 5.8 GHz for both antennas. To get lower input 

reflection coefficient values of BA-1 and BA-2 antennas at 5.8 
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GHz, the height of the radiating surface, pixel dimensions, and 

the position of the feeding point can be changed.  

 

 
Fig.4. The input reflection coefficient magnitude 

 

 
Fig.5. VSWR 

 

The voltage standing wave ratio (VSWR) simulation results 

for BA-1, BA-2, and Non-Opt antennas are given in Figure 5. 

In the operation band, the VSWR values of BA-1 and BA-2 

antennas were quite well below the targeted value of 2. The 

VSWR value of the Non-Opt antenna was much higher than 2.  

 

The group delay of proposed antennas designs is given 

Figure 6. The group delay values of BA-1 and BA-2 antennas 

in the working band were below 1 ns, which is considered 

necessary for good communication. 
 

 
Fig.6. Group Delay 

 

C. Radiation Efficiency, Directivity, Gain, Aperture Efficiency 

Resistive losses caused by electric materials and non-perfect 

metal occur in each antenna. Because of these losses, there is a 

difference between the input power of the antenna and the 

power radiated from this antenna. The radiation efficiency of an 

antenna is defined as the ratio of the antenna's output power to 

its input power [27]. 

𝜂𝑟𝑒 =
𝑃𝑜𝑢𝑡

𝑃𝑖𝑛
 (8) 

 

The radiation efficiency values of the proposed antennas are 

given in Table Ι. Accordingly, the radiation efficiency was over 

97% for BA-1 antenna and was over 95% for BA-2 antenna. 

 

The main fundamental of a directive antenna is the ability to 

focus power in one given direction and not radiate it in other 

directions [27]. The normalized directivity patterns for four 

different frequencies (5.725, 5.75, 5.8, 5.825 GHz) in the 5.8 

GHz ISM band in the E-plane and H-plane of the antennas 

designed for this purpose are given in Figure 7. As shown in 

Figure 7, BA-1 and BA-2 antennas had directive characteristics 

in the E-plane and H-plane for these frequencies in the working 

band. Although there were some differences in the directivity 

patterns of these two antennas, it was generally seen that the 

radiation characteristics of the two antennas were close to each 

other. 

 

 
(a) 

 

 
(b) 

 

 
(c) 
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(d) 

 

Fig.7. Normalized directivity patterns in E-plane and H-plane of optimized 

antennas BA-1 and BA-2 (a) 5.725 GHz (b) 5.75 GHz (c) 5.8 GHz (d) 5.825 
GHz 

 

The maximum directivity of the proposed BA-1 antenna in 

the working band was 15.20 dB at 5.725 GHz and the maximum 

directivity for the BA-2 antenna was 15.17 dB at 5.75 GHz. The 

maximum directivity values for all frequencies are given in 

Table Ι. 

 

 The directivity of the antenna is only a function of the shape 

of the antenna's propagation pattern and is not affected by 

resistive losses in the antenna. Due to a radiation efficiency less 

than unity an antenna cannot radiate all of its input power, the 

antenna gain is defined as the product of maximum directivity 

and radiation efficiency [27]: 

 

𝐺𝑚𝑎𝑥 = ηre 𝐷𝑚𝑎𝑥 

 
(9) 

The maximum gain of the proposed antennas BA-1 and BA-

2 was obtained above 14.5 dB and close to 15 dB in the ISM 

band. The maximum gain values for all frequencies are given in 

Table Ι. 

 

In practice, there are many reasons why the directivity of an 

antenna may not be at its maximum possible value. Non-ideal 

amplitude and phase characteristics of the aperture field can be 

given as examples of reasons that reduce the directivity of 

aperture blockage [27]. The aperture efficiency indicates how 

much a surface of an antenna effectively radiates, and an 

aperture efficiency is defined as the ratio of the actual 

directionality of an antenna to its maximum directivity that 

cannot be greater than 1. 

 

𝜂𝑎𝑝 =
𝐷

𝐷𝑚𝑎𝑥
 

 

(10) 

 

TABLE I 

SIMULATION RESULTS 

 

𝑵𝒐 𝒇  
[𝑮𝑯𝒛] 

𝑺𝟏𝟏 

[𝒅𝑩] 

𝑽𝑺𝑾𝑹 

 

𝑺𝑳𝑳  

[𝒅𝑩] 

𝑮𝒎𝒂𝒙  
[𝒅𝑩𝒊] 

𝑫𝒎𝒂𝒙 

[𝒅𝑩𝒊] 

𝑹𝒂𝒅 𝑬𝒇𝒇. 
 [%] 

𝜺𝒂𝒑 

[%] 
𝑯𝑷𝑩𝑾 

[°] 

𝑮𝒅  
[ns] 

𝑩𝑾 

[𝑴𝑯𝒛] 

𝑩𝑨 − 𝟏 5.725 -12.38 1.63 -14.68 15.10 15.20 97.62 81.96 26.54  0.16  
120 5.75 -18.01 1.29 -13.36 14.95 15.05 97.64 79.18 26.03 -3.08 

5.8 -14.68 1.45 -11.30 14.73 14.83 97.74 75.40 25.37 -0.57 

5.825 -10.73 1.82 -10.55 14.67 14.77 97.75 74.34 25.11  0.57 

𝑩𝑨 − 𝟐 5.725 -13.50 1.54 -15.57 14.95 15.15 95.43 79.28 27.95 -0.65  

130 5.75 -18.48 1.27 -14.46 14.97 15.17 95.52 79.63 27.43 -4.55 

5.8 -13.79 1.51 -12.17 14.89 15.09 95.52 78.16 26.40 -0.57 

5.825 -10.53 1.85 -11.07 14.78 14.98 95.41 76.14 25.89  0.41 

 

High aperture efficiency was achieved for both proposed 

antennas. The maximum aperture efficiencies of the proposed 

BA-1 and BA-2 antennas were obtained at 5.725 GHz with 

81.96% and 79.63% at 5.75 GHz, respectively. The aperture 

efficiency values for all frequencies are given in Table Ι. 

IV. CONCLUSION 

In this article, two optimal antennas were designed using  

GA / MoM approach in the 5.8 GHz ISM band. The simulation 

results of the best first and best second antennas were compared 

with each other. The gains of both antennas were higher than 

14.7 dB at 5.8 GHz center frequency. The input reflection 

coefficient and side lobe level (SLL) values were below -10 dB 

for both antennas. 

In this study, it was shown that antenna designs with different 

geometries and aimed properties can be made with the 

asymmetric pixelation approach that was introduced for the first 

time. It was emphasized that by choosing a pixel length very 

short, the antenna surface can be examined in more detail. 

However, in this case, it should be noted that the dimensions of 

the Z matrix will increase and this will result in an increase in 

optimization time. 
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Abstract— Today, people first make their complaints and 

compliments on the internet about a product which they use or a 

company they are a customer of. Therefore, when they are going 

to buy a new product, they first analyze the complaints made by 

other users of the product. These complaints play an important 

role in helping people make decisions of purchasing or not 

purchasing products. It is impossible to analyze online 

complaints manually due to the huge data size. However, 

companies are still losing a lot of time by analyzing and reading 

thousands of complaints one by one. In this article, online text 

based customer complaints are analyzed with Latent Dirichlet 

Allocation (LDA), GenSim LDA, Mallet LDA and Gibbs 

Sampling for Dirichlet Multinomial Mixture model (GSDMM) 

and the performances of them are compared. It is observed that 

GSDMM gives much more successful results than LDA. The 

obtained topics of the complaints are presented to users with a 

mobile application developed in React Native. With the 

developed application not only the customers will be able to see 

the topics of complaint from the application interface but also the 

companies will be able to view the distribution and statistics of 

the topics of complaints.  

Index Terms—Topic modelling, latent dirichlet allocation, 

gibbs sampling, gibbs sampling for dirichlet multinomial 

mixture, natural language processing.  
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I. INTRODUCTION

VER RECENT years, online complaint or compliment

narratives play a very important role in people's

purchasing decisions. Thus, there has been a great rise on the 

amount of online customer complaints and compliments. 

However, complaints attract more attention. The frequently 

preferred online customer review receiving platforms provide 

a good resource to collect numerous text based complaints on 

numerous companies or brands. These collected text based 

data consider main aspects of the products which customers 

review about. Thus, there is a huge and valuable resource for 

detecting the main topics that companies and customers are 

interested in. Determining the main topics provides a good 

way to summarize and organize these unstructured text data 

for companies or customers. The misevaluation or 

misclassification of complaints delays the start of the 

resolution process, and, what is worse, causes customer 

dissatisfaction and soon complaint escalation [1]. Hence, it is 

very important to detect the main topics of the text based 

complaints among the huge document collections by 

automating it. Only this way can carry out relationships 

between customers and companies correctly.  

Latent Dirichlet Allocation (LDA) is a successful, 

generative probabilistic model that has performed well in 

analysis of customer complaints as in many text mining tasks. 

It enables unstructured customer complaints to be clustered 

into a mixture of topics which underlies the main content of 

the complaints. One of the strengths of the LDA is that it does 

not require any prior annotations about the customer narratives 

and it extracts topics by using original unlabeled documents. 

LDA has been applied in many fields about text mining, there 

also have been numerous studies on the analysis of text based 

customer complaints in the literature. Therefore, LDA 

addresses the challenge about reading and analyzing complaint 

narratives by human annotators. 

LDA has been applied in many fields about text mining, 

there also have been numerous studies on the analysis of text 

based customer complaints in the literature. Kalyoncu et al. 

[2] generated a LDA based solution to manage and visualize

the complaints for each Mobile Network Operators (MNOs) in

Turkey. Liang et al. [3] used the LDA as a topic model to

identify product aspects that customers frequently mentioned,

then identified the related problems of the product. Bastani et

al. [4] proposed a method based on LDA to extract latent

topics in the CFPB complaint narratives, and explores their

associated trends over time. Mai et al. [5] built a LDA model
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to extract the key points of Guangdong Province consumer 

complaint text accurately and quickly. Atıcı et al. [6] used 

LDA to determine the key features of complaints and 

dissatisfactions about products, services or companies by 

using big data taken from Turkey’s largest customer complaint 

website. 

In this article, the topic of customer complaints is 

determined by the topic models. In other words, it is 

determined which category of service the complaints belong 

to. For this aim, the Natural Language Processing (NLP) and 

Deep Learning techniques are used together. Unlike LDA, 

which is the most frequently used topic modelling method, 

Gibbs Sampling algorithm for a Dirichlet Multinomial mixing 

model (GSDMM) is used in this article because it gives more 

successful results in short texts. With more accurate results, 

user reviews will be categorized correctly, information 

pollution will be prevented, and both customers and 

companies will be able to analyze user comments accurately. 

Furthermore, thanks to realized study, it would be possible to 

notice the changes and trends of the main topics of complaint 

narratives over the time. Supposing that, if it is realized that 

the trend of some topics is decreasing over time then it 

indicates that the company must take into account these 

aspects of its brand or products. The companies can be able to 

improve if and only if they are aware of the trends of 

complaints of their customers. 

II. TOPIC MODELLING ALGORITHMS 

Topic model algorithms convert document collections to low 

dimensional space for the purpose of modelling hidden 

thematic structure within. In this study, three different topic 

models are used. These are LDA with GenSim, LDA with 

Mallet, GSDMM.  The reason for using LDA in this study is 

because it is a frequently used and generally very successful 

topic model however may fail on short texts [7]. The GSDMM 

method was developed to improve topic modelling in short 

texts [8]. Since working with short texts, the GSDMM method 

is used. 

A. Latent Dirichlet Allocation 

LDA is a generative graphical model used to model discrete 

data such as textual data to reveal the topics that comprise the 

document. Its use includes topic modelling. LDA does not 

need any prior knowledge due to a fully unsupervised model. 

LDA is based on the “bag-of-words” assumption that while 

word orders in documents are regarded, word co-occurrence in 

the same document is taken into account. The basic idea 

behind LDA is this: topics have probability distribution over a 

fixed vocabulary and documents are composed of random 

mixture of latent topics. While the input of the model is 

documents, its outputs are the topics, probabilities of words 

under these topics, topic for each word, and the topic mixture 

for each document [9]. 

LDA is a generative model and this is its most important 

feature. In the generative process firstly words are sampled 

from fixed vocabulary for each topic. For every document 

topic proportions are sampled. The Dirichlet distribution is 

used in these two steps. Each topic in the topic distribution is 

sampled randomly for every word in all documents. At the 

end, for a related topic a word is sampled. In the sampling 

steps multinomial distributions are used. 

Graphical representation of LDA takes advantage of plate 

notation. Plate notation is a graphical model of representing 

repeated variables. A plate or rectangle is used to group 

variables together into repeating nodes, rather than plotting 

each repeating variable separately. Plate notation for LDA is 

given in Fig. 1. Only documents can be observed; the topics, 

topic distribution for each document and words in the topics 

are hidden. Therefore, while the observed variables in the 

graphical model are represented by shaded, those that cannot 

be observed are represented by non-shaded.  

 

 
Fig.1. Graphical representation of Bayes [10] 

 

In the graphical model given with Fig. 1 D  is the total 

number of documents in the collection and K is the total 

number of topics.   and   are Dirichlet parameters.   

shows the probability of the topics which are found in the 

document, and   indicates the word distributions in the 

topics. While n,dz  represents the topic of the word in the nth 

position in the d-th document, n,dw  represents the word in the 

n-th position in the d-th document. According to the graphical 

model, the joint distribution of all hidden and observed 

random variables  D:1D:1D:1K:1 w,z,,p   is given in Eq. 1.  
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As mentioned earlier, it is intended to obtain model 

parameters with LDA. For this purpose, the distribution of 

 w|z,,p   is estimated approximately in the form of 

 z,,q   using variational inference. Then, model parameters 

are trained to minimize the Kullback–Leibler Divergence (KL) 

deviation between q and p. This process is called  p||qKL  

Minimization in the literature. q modelling is extremely 

difficult for a high dimensional distribution. To further reduce 

complexity, bold independence assumptions similar to the 

graphical model is made and the common possibility is 

divided into independent subcomponents. A more detailed 

explanation for each subcomponent is in Eq. 2. 
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Here, instead of a common probability model for multiple 

variables, each variable is modelled independently, each 

variable iv is modelled as  iii |vq   with a given distribution 

family nominal distribution. This is called Mean field 

variational inference, where the common distribution is 

traceable, easy to analyze, separating individual variables into 

their distributions. Assumptions of independence may be 

wrong; but observation should be continued as flawed rather 

than wrong. Subsequent experimental results often produce 

quality results. To optimize dependent variables, each group is 

divided into groups with independent variables from each 

other. 

In this way, the parameters of topic assignment modelling 

and topic ratios are determined in LDA. The most difficult 

steps here are to assign topics and then update the variational 

parameters of topic rates. So, it is required to model P with q 

by minimizing KL Divergence. Because it cannot be directly 

optimized, operations are continued with Evidence lower 

bound (ELBO). The ELBO definition is made in Eq. 3. 
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The relationship between KL-Divergence and ELBO is 

evaluated in Eq. 3. KL-Divergence is always positive, logZ is 

therefore always larger or equal to ELBO. ELBO in here is the 

lower bound of logZ for any q. From this it can be said that 

when q is equal to p, logZ and ELBO are equal to each other. 

ELBO is wanted to maximize in LDA as in Eq. 4. Here the 

expectation value is calculated with q. 
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Fig.2. LDA simplified model and ELBO relationship [10] 

 

In Fig. 2, the simplified version of the graphic model of 

LDA is shown with ELBO. Here ix  is an observation linked 

to   and iz . The equation 1 is simplified and becomes as in 

Eq. 5. 
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iiin:1n:1 ,z|xp|zppx,z,p   (5) 

The right side of the equation (R.H.S) has an exponential 

distribution, and q will be as in the equation 

     


n

1i
ii |zq|qz,q   with Mean field variational 

inference.    and iz  Eq. 6 it has been removed as said. 
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Getting the right side of the equation with q and p by 

optimizing ELBO according to   and i  is intended here. 

The derivative of L according to   is taken and set to 0. The 

optimal *  subtraction and optimal *
i  are obtained with Eq. 

7 and 8 respectively. 
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B. Gibbs Sampling Dirichlet Multinomial Mixture 

GSDMM is a collapsed Gibbs Sampling algorithm for a 

Dirichlet Multinomial mixing model developed specifically to 

cope with the challenges of topic extraction from short texts. 

The functioning of GSDMM is as follows; (I) initially, 

documents are randomly assigned to clusters, and the 

information 


z  (cluster label), zm  (number of document in 

cluster z), zn  (number of words cluster z), and w
zn  

(occurrence count of word w in cluster z) are recorded, (II) 

documents are searched in I iteration, (III) in each iteration, a 

cluster is assigned to each document d based on conditional 

distribution, respectively: 















d,z|zzp dd ; where ¬d 

means that the label of cluster document d is removed from 


z , (IV) in every iteration


z , zn , and w
zn are updated 

accordingly, (V) as a result, only some few initial K clusters 

will not be empty. 

 GSDMM can automatically get the cluster count. 

 GSDMM can balance the integrity and 

homogeneousness of the results. 

 GSDMM is good for convergence. 

 GSDMM can overcome sparsity or high 

dimensionality of short texts. 

 LDA and PLSA etc. as with traditional topic models, 

GSDMM can obtain representative words of each 

cluster. 

 Yin and Wang proposed the Movie Group process 

(MGP) for instantiation that could help to 

understand how GSDMM works and the meaning 

of its parameters [11]. 
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1) Movie group process 

A film discussion course can be imagined in which the 

Professor is planning to split students into a number of groups. 

The professor wants students to write down the movies they 

are watching. The list won't be very long and students will 

probably write down the last movies they've watched recently 

or the ones they've loved so much. Now each student can be 

modeled as a list of movies. The professor must find a way to 

split students into a number of groups. The professor's 

expectation is that while the students in the same group watch 

common movies so they will have more to discuss, those in 

different groups also have different movies to discuss. 

If only a few clusters have documents and others are empty, 

if it is explained through the professor, his students and 

movies, the story described above becomes the following. The 

professor invites his students to a restaurant where there are K 

tables. At first he assigns the students to K tables randomly. 

Then he asks the students to select a table one by one. 

However, the student should consider the following two rules 

while selecting the table. 

 The student must choose a table which has more 

students. 

 The student must choose the table where the students 

who have similar interests (watch the common 

movies more). 

These steps repeat until some grow and some disappear. The 

expectation is that there will be students at some tables and 

students who are at these tables will share a similar interest. 

2) Gibbs sampling 

Gibbs Sampling is a special case of the Metropolis and 

Metropolis-Hastings algorithm used to make interpretations 

about complex stochastic models. Gibbs Sampling produces 

sample values for the density distribution for the 

corresponding result values of all the parameters in the model 

by sampling from all the distribution values in sequence. Due 

to its simple logical basis and ease of application, this method 

is quite widely preferred in NLP, artificial intelligence, and 

deep learning tasks. 

 ',..., k1   parameter vector,  |yp  possibility and 

suppose    a predecessor distribution. Expression 

 y,ji,| ji   can be written as 

      ypy,ji,| ji  . The Gibbs sampling 

algorithm is as follows: 

i. t = 0 is taken and an arbitrary       0,...,00 k1    

initial value is selected. 

ii. Each component of   is obtained in the format as 

below: 

iii.  y),t(),...,t(| k21   as )1t(1  ,  

iv.  y),t(),...,t(),1t(| k312    as )1t(2  ,  

v. ………………  

vi.  y),1t(),...,1t(| 1k1k    as )1t(k  . 

vii. Take t = t +1 and go to step 2 if t < T (T is the desired 

sample width). Otherwise, the process is finished. 

 

3) Dirichlet multinomial mixture 

Unlike normal text clustering, short text clustering poses 

sparsity problems [12]. Most of the words occur only once in 

short texts, as a result TF-IDF measure does not fare well in 

this type of texts. Also, if VSM is used for representation, 

sparse and high-dimensional feature space results in a waste of 

both computational time and memory [13] In response to all 

these short text clustering challenges, the DMM model should 

be used [14]. DMM is a probabilistic generative model like 

LDA and is based on two assumptions behind the generative 

process. The first one is that a mixture model is used in the 

generative process for documents. The other is there is a one-

to-one match between documents and clusters, hence, it is 

claimed that each document comes from only one topic. When 

generating document d, initially DMM chooses cluster k that 

is the mixture of cluster based mixture component  kzp  . 

The document d is then generated with mixture component 

drawn from  kz|dp  . The Fig. 3 represents the plate 

notation of DMM as below. 

 

 
Fig.3. DMM's graphical model [11] 

 

In the Fig. 3 above   is a parameter that affects the shape of 

the probability distribution and is derived from the probability 

that a document is grouped in a cluster.   is another shape 

parameter for distribution.  represents the similarity of words 

between two documents.   is the omnidirectional distribution 

of words,    kz|wp , where w, words and z are the 

cluster label.   is a multi-term distribution considering alpha, 

so    kz|dp ; where d is the document. 

    Kkzkz|dd   (9) 

 

In Eq. 9, K represents the number of clusters, the calculation 

of  kz|dp   is the principal problem, where DMM makes 

the Naive Bayes assumption. Based on this assumption, if the 

cluster k which the document belongs to is known, words in 

this document are generated independently and probability of 

each word is accepted as independent within the document. 

Then, the probability of the document d generated by cluster k 

can be obtained as in Eq. 10. 

    dw,kz|wkz|d    (10) 
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III. RESULTS AND DISCUSSIONS 

A. Model Design Process 

The first stage of the study is data mining using KNIME from 

sikayetvar.com website. Customer's complaints data taken 

with KNIME and saved in csv format. Then, the dataset is 

cleaned for pre-processing with java and python 

programming. The purpose of pre-processing is to clear the 

data as much as possible and reduce it to words that will work 

only when modelling the topic. Three different topic 

modelling methods are applied to the cleaned data and the 

results of the models are compared. The study is continued by 

using GSDMM because it gives more successful results than 

other methods. After topic modelling with GSDMM, assigning 

the topic title to the documents is done with java programming 

on the NetBeans IDE platform. After assigning the topic title 

to the documents, the complaints of each document are saved. 

The complaint-topic information is saved and converted to 

JSON format and is presented to users in the mobile 

application developed in the React Native environment. The 

architecture of the model design process is given in Fig. 4. 

B. Dataset 

The dataset, which is used in this study, consists of the 

complaints of customers for the products or services they 

receive from the companies. The complaint data written on the 

sikayetvar.com website is used to create experimental dataset 

and the KNIME software is preferred to get these complaints. 

KNIME is an open source and cross platform data analysis 

platform. It was developed by a company named Konstanz 

Information Miner in Java and was founded on Eclipse basis 

[6]. With KNIME it is convenient to process large data limited 

to the available hard disk space, and Weka, Tableau, the 

statistics package R project, LIBSVM etc. supports other 

machine learning and data analysis projects. KNIME contains 

many nodes for machine learning and data mining needs. 

These nodes can be associated to process, interpret, visualize 

and report data. The associated nodes are run in the specified 

order and produce output. The turns of the nodes can be 

followed on the console. KNIME offers community 

extensions for needs. These extensions offer many nodes from 

various application areas. These extensions can be installed 

from the application interface. extensions from outside the 

community as ZIP archives can be also added and used. In 

realized KNIME project, Palladian extension is added to the 

application to process the data on sikayetvar.com. Palladian 

KNIME is an open source Java library that is not included in 

community extensions. With the web mining node, it offers, 

data on HTML, RSS feeds and JavaScript supported websites 

can be parsed and important content can be obtained. 

 
Fig.4. Model design process 
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C. Comparison of Topic Modelling Algorithms 

In this study three topic modelling methods are used and 

compared in terms of the performance. These 3 methods are: 

LDA with GenSim, LDA with Mallet and GSDMM. The 

reason for choosing these models is that LDA is the most 

popular topic modelling method and GSDMM is successful in 

short texts. LDA is one of the most used topic modelling 

methods and the success rate is generally high. GSDMM is 

developed to improve topic modelling in short texts. 

 

1) Topic modelling with Mallet LDA 

Mallet is a Java based library used for performing topic 

modelling. With Mallet Latent Dirichlet Allocation, Pachinko 

Allocation and Hierarchical Latent Dirichlet Allocation topic 

models can be realized. Mallet version 2.0.8 is used in this 

study. There are two steps to be followed for Mallet topic 

modelling; topic import from dataset and topic training [15]. 

 Data import: In this step, the dataset used for topic 

extraction is imported and pre-processing is applied 

to remove noise and improve quality. After this step, 

".mallet" binary file is created by using a pre-

processed dataset. 

 Topic training: In this step, topic training is realized by 

using pre-processed data that comes from the data 

import step. In this step, parameters to smooth 

document-topic distributions can be decided and 

adjusted. 

After these steps, three files which include topic words, 

matrix of the most appropriate document-topic pairs, and 

Gibbs sampling results after each iteration is obtained. With 

Gibbs sampling it can be learnt that which word belongs to 

which topic, the source of each word, and the alpha and beta 

values. While applying Mallet LDA to the dataset, 

random_seed is set to 100, num_topics is set to 100, workers 

is set to 3,  is set to 0.5 and   is set to 0.01. 

 
Fig.5. Coherence score graph by topic number with Mallet LDA 

 

Fig. 5 shows the change of coherence score with topic 

number in Mallet LDA. Here, while calculating the coherence 

score, the CoherenceModel (c_v) function available in Mallet 

and GenSim are used. As seen in the graph, it gives the lowest 

coherence score at K = 30, while it gives the highest coherence 

score at K = 110. 

2) Topic modelling with GenSim LDA 

GenSim is a python python for unsupervised topic modelling 

implementations such as LDA, LSA, Hierarchical Dirichlet 

Process (HDP). Its biggest advantage is that it is memory 

independent. That means there is no need to load all training 

data to RAM at any given time. While extracting topics with 

GenSim, at first preprocessing is applied to the dataset to 

reduce negative effects of noise and then training is carried 

out. In this study, the parameters m_state is set to 100, 

chunksize is set to 10000, passes is set to 20, num_topics I set 

to 100,  is set to 0.5 and   is set to 0.01. 

 
Fig.6. Coherence score graph by topic number with GenSim LDA 

 

Fig. 6 shows the change of coherence score according to the 

number of topics in GenSim LDA. Here, while calculating the 

coherence score, the CoherenceModel (c_v) function available 

in Mallet and GenSim is used. It gives the lowest coherence 

score at K = 60, while it gives the highest coherence score at K 

= 10. 

3) Topic modelling with GSDMM 

In this model, the assumption that each document is related to 

one topic at most and the words in these documents depend on 

the related topic. As mentioned earlier, GSDMM can produce 

successful results in short texts. 

When applying GSDMM in the dataset, K is set to 100,  Is 

set to 0.5 and   is set to 0.01. Due to the algorithm that 

GSDMM uses MGP, some clusters are empty. 

 
Fig.7. Change in the number of topics with increasing iteration in 

GSDMMM 

Fig. 7 shows the number of topics given by GSDMM in 

different iterations for K = 100. It gives the closest value to 

100 in 10 iterations and the farthest value to 100 in 1000 

iterations. It gives 69 topics in 50 iterations, it means that 

31 clusters are empty. 

 

According to Fig. 7, it can be said that some of the initial 

clusters may be empty after a few iterations so at the end 

number of clusters will be between 1 and K [16].  

In this study, 3 different topic modelling methods are used 

with same parameters and same dataset and results compared. 

In all 3 models, K (topic number) = 100,  = 50 / K = 0.5, 

 = 0.01 are taken. All models are run with 50, 100, 200, 500 

and 1000 iteration values. The coherence score formula in Eq. 

11 is used to compare the results of the topic modelling. 
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In Eq. 11, the value of N indicates how many words 

represent each topic. In this study, N = 10 is taken and the 

most popular 10 words of each topic are used. nV  and lV  

indicates the number of documents in the number of 

documents together. The denominator section  lVD  gives the 

number of how many documents the word lV contains. 

In Fig. 8 and Table II, the coherence scores obtained with 

different iteration numbers are shown. LDA of the Mallet 

library, gives the best result in 50 iterations. The LDA of the 

GenSim library gives the best coherence score in 500 and 

1000 iterations. In addition, it is observed that the results do 

not change in 500 and 1000 iteration values in GenSim LDA. 

GSDMM gives the best coherence score with 50 iterations. 

When the 3 methods are compared, it is seen that the most 

successful method in each iteration number is the GSDMM 

method. The biggest reason for this is that the documents 

contain short texts. Due to the low number of words in short 

texts, GSDMM gives more successful results than other 

methods. The next stages of the study is continued with the 

GSDMM method as it gives the most successful method. 

 

 

TABLE II 
COMPARISON OF SUCCESS OF THE MODELS 

 

Method Iteration Count 

50 100 200 500 1000 

LDA Gensim -90.0322 -89.0056 -87.1602 -86.5808 -86.5808 

LDA Mallet -121.2727 -130.1922 -131.4759 -129.2213 -128.8657 

GSDMM -77.6599 -85.4374 -82.5348 -80.6974 -79.6104 

      

 
Fig.8. Comparing the success of the model 

 

 

 

4) Clustering and topic assignment 

GSDMM is used for clustering and topic assignment because 

it gives the most successful coherence score in experimental 

results. Topic number (K) = 100,   = 0.5,   = 0.01 and 

iteration number = 50 values are taken. Due to the algorithm 

that GSDMM uses, some of the clusters are empty. For this 

reason, 69 clusters have been obtained, not 100. So 31 clusters 

are empty clusters. The 69 clusters obtained are reduced to 20 

clusters manually, according to their semantic similarities. 

Thus, 20 semantically most logical, similar and successful 

topics are obtained. The 10 most popular keywords are used in 

each topic. The 20 clusters are named manually by us, 

according to the meanings and similarities of the keywords. 

TABLE III 

TOPICS AND KEYWORDS 

 

Campaign Account Operations Damaged Product Shoes Delivery 

tl(turkish lira) password product product cargo 

coupon member cargo shoe delivery 

discount active broken brand product 

product email return original branch 

return login damage quality order 

shopping account order fake deploy 

campaign address delivery return house 

customer support company shopping company 

code issue tv sticker address 

card mail box sport shopping 

Accessory Electronic Household Stuffs Pets Housewares Home Textile 

product machine cat product product 

order product food broken cover 

silver hair dealer karaca english 

necklace brand insect return quilt 

color coffee brand cargo home 

set order alive piece order 

earring dryer fair order linens 

chain arzum registry delivery image 

wristband return product plate brand 

pink house goody set picture 
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Table 3 shows the 10 topic titles and 10 keywords for each 

topic. Keywords that are not related to the topic, that is, 

clustered incorrectly, are indicated with red. 

In order to assign the topic to the complaint documents, a 

java code on the NetBeans IDE platform is written. For the 

text of the complaint, it is counted how many times the 

keywords of each topic are mentioned. A score is kept for 

each topic and a complaint is assigned to the topic with the 

highest score. In addition, a threshold value is determined for 

the score, complaints that do not exceed this threshold value 

are assigned to another topic called "Others". In other words, 

if a complaint is not sufficiently similar to the topics obtained, 

it is assigned to the topic title containing other complaints 

called “Others”. 

 

 
Fig.9. The most popular keywords from the complaints of Trendyol Company 

 
Fig.9. The most popular keywords from the complaints of Trendyol Company 

 

Fig. 9 shows the most popular keywords from 6963 

complaints of Trendyol company. Fig. 10 shows the 

distribution of the topic titles from the 6963 complaints of 

Trendyol company. In addition, 2477 complaints that do not 

exceed the threshold value are included in the “Others” topic. 

D. Mobile Application 

After the topic modelling and assignment of complaints, all 

complaints and statistics are displayed on a mobile 

application. The mobile application is developed for android 

with React Native. The person who logs into the application 

must choose the company first. Since only Trendyol 

complaints are used in this study, there is Trendyol company 

as the only choice in the section of companies. After the 

company selection, the user can choose 3 different options. 

These are: complaints, topic distribution statistics and 

keyword distribution statistics. 

The user who chooses the keyword distribution option 

shows the top 10 keywords in 6963 complaints of Trendyol 

company as pie chart and column chart. In the 6963 

complaints of the Trendyol company, the user who chose the 

topic distribution option shows the 10 most popular topic titles 

as pie chart and column chart. The user, who chooses the 

complaints option, has 22 different options, including 20 

topics, all complaints and other complaints. The user can view 

all the complaints if he wishes, or, if he wishes, the complaints 

belonging to a specific topic. From the "Others" option, the 

topic can view and read the complaints that could not be 

assigned. 

 
Fig.10. Process of the mobile application 
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IV. CONCLUSION 

As a result of this study, it is realized that how important user 

complaints are for both customers and companies. Afterwards, 

the importance of the categorized process, which can be 

considered as a summary of the complaints, is understood and 

researches are made on how this structure could be handled. 

For the topic modelling, 6963 complaint data and data set 

are created from the website of sikayetvar.com. In order to 

facilitate the machine learning process and achieve more 

consistent results, the data set is pre-processed. Then 2 

different methods for topic modelling is used: LDA and 

GSDMM. In this study, LDA is applied using two different 

libraries, GenSim and Mallet. Thus, three different models are 

tested in the complaint data and the results are compared. 

Since document data consists of short texts, it is determined 

that the GSDMM method gives more successful results. 

Therefore, GSDMM method is used in the continuation of the 

study. 

Topic modelling is applied to the document with GSDMM 

and clusters are obtained. Then, in order to assign the topic of 

the complaint data, the ratio of how often the keyword is 

mentioned in the complaint and document is examined. Scores 

are kept for each topic and each complaint is assigned to the 

topic that got the highest score. An average threshold value is 

determined and complaints that do not exceed the threshold 

value are assigned to a topic called "Other". The complaints, 

which are assigned to the topic, are presented to the users with 

the mobile application developed with React Native. Each 

topic and all complaints of the title can be displayed on a 

different screen. At the same time, the most frequently 

mentioned keywords and the most popular topics in all 

complaints are presented to the users as pie and column charts. 

The successes of the thesis study can be listed as follows: 

 Customers and companies will be able to conduct 

complaints analysis more consistently, by 

categorizing their complaints according to their titles, 

 Thanks to the process of categorizing complaints by 

artificial intelligence, companies will use less time 

and manpower when they analyze complaints, 

 Three different methods from topic modelling methods 

are compared together. As a result, GSDMM method 

is more successful than LDA. The main reason for 

this is that the complaint texts are composed of short 

texts, 

 The most popular topic modelling method LDA's 

failure in short texts is seen in this study, 

 More consistent and successful results can be achieved 

with DMM based models in short texts, 

 Gensim and Mallet applications, which are 2 different 

LDA Libraries, are compared and as a result, GenSim 

is more successful than Mallet. 

In order for this study to give more successful results, 

improve suggestions can be listed as follows: 

 The dataset can be expanded, 

 It can be worked with dataset containing longer texts, 

 Pre-processing steps can be more frequent. Thus, more 

successful results can be obtained by working with 

minimum stop-words and maximum keywords, 

 Multiple topic modelling methods can be used 

together, 

 Other DMM-based methods such as GPU-DMM can 

be used, 

 Different topic modelling methods such as ATM, 

BTM, TTM, ASTM, TATM, SATM can be tried and 

compared together. The success of the methods can 

vary depending on your dataset and the results you 

want. 

More consistent results can be obtained by changing the 

parameters of the methods used, such as alpha, beta, and the 

number of topics according to your dataset and the desired 

outputs.  
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Abstract— Detection and diagnosis of breast cancer from 

diffusion signals by diffusion-weighted imaging involves in 

estimation of quantitative metrics by signal attenuation models 

fitted to the signals. The process suffers from the implementation 

difficulty of the fitting algorithms and their sensitivity to noise. 

This study aims development of neural networks to facilitate the 

classification of the breast tissues from the signals. 37500 diffusion 

MR signals are synthetically generated for noise-free and noisy 

conditions by signal-to-noise ratio (SNR) for malignant, benign, 

and healthy breast tissues. Forty neural networks employing 

traditional long short-term memory (LSTM) or bidirectional long 

short-term memory (BiLSTM) blocks up to twenty are trained and 

tested for the signals using bootstrapping incorporated accuracy 

analysis. Specificity, sensitivity, and accuracy metrics are 

computed for the higher performance networks. For noise-free 

and noisy signals with SNR ≥ 80, networks may achieve excellent 

sensitivities, specificities, and accuracies (100% at all), but LSTM 

networks require fewer number of memory blocks. For noisy 

signals having SNRs ≤ 40, the networks may deliver high to very 

high sensitivities (74.8-98.3%), specificities (87.4-99.2%), and 

accuracies (83.2-98.9%) better for malignant and healthy tissues 

than benign tissue but BiLSTM ones perform slightly better. 

LTSM networks eliminate the need for any signal decay model 

while outputting remarkably good performances in the 

classification of diffusion signals. BiLSTM networks perform 

slightly better for very noisy conditions. Prospective studies are 

needed to justify the potential benefits in a clinical setup.     

Index Terms—Breast, classification, diffusion signal, long short-

term memory network.  

I. INTRODUCTION

IFFUSION WEIGHTED IMAGING (DWI) makes use of

magnetic resonance (MR) principles to deliver diffusion

signals from a living tissue captured for a set of increasing 

diffusion weighting that indirectly reflects the degree of tissue 

cellularity and the integrity of cell membranes and also the 

microcirculation of blood in the capillary network by 

demonstrating the microscopic Brownian motion of water 

molecules within the tissue [1]. Due to their high cell density 

and limited extracellular space, malignant lesions exhibit 

slowly attenuated diffusion signals for increased diffusion 

weighting. On the contrary, diffusion signals with fast 

attenuation due to less restricted diffusion of water molecules 

are of concern for benign tissues. Besides, healthy tissues may 

exhibit diffusion signals with similar degrees of attenuation by 

benign lesions [2]. For human breast tissue, the diffusion-

weighted imaging protocol that utilizes diffusion weightings 

from 0 to 800 s/mm2 and the evaluation strategy that practices 

the apparent diffusion coefficient metric by a mono-exponential 

signal attenuation model have been promoted as an essential 

part of multiparametric breast magnetic resonance imaging by 

the European Society of Breast Radiology (EUSOBI) [3, 4]. 

The mono-exponential model enables quantitative 

characterization of the breast tissues from the diffusion signals 

to distinguish lesions in the detection and diagnosis of cancer. 

Moreover, it is quite easy to fit the model to diffusion signals to 

estimate the apparent diffusion coefficient metric. However, the 

model has a limited capability in expressing the attenuation in 

the diffusion signal especially for the malignant tissue and 

therefore advanced models have been under development [5]. 

The intravoxel incoherent motion (IVIM) model enumerates the 

attenuation in the diffusion signal using a weighted summation 

of two exponential functions and is reported to accomplish 

better sensitivity when compared to the mono-exponential 

model in distinguishing malignant from benign breast lesions 

[6, 7]. The IVIM model makes use of three metrics: pure 

diffusion coefficient, pseudo-diffusion coefficient, and volume 

fraction for which estimates are obtained by fitting the model to 

the diffusion signal by using an advanced fitting algorithm. 

Implementation difficulties of the available algorithms and their 

sensitivity to noise may lead to metric estimates out of 

physiologically acceptable ranges making adoption of the 

model challenging for clinical practice [8-10]. Besides, the 

diffusion signals may be processed directly without using a 

fitting algorithm or a signal attenuation model by artificial 

neural networks. 

A diffusion MR signal demonstrates an attenuated amplitude 

with reference to a monotonically increasing diffusion 

weighting determined by b-value and can be deliberated as “b-

series” data very similar to time-series data for which the neural 

networks housing long short-term memory (LSTM) blocks 

offer better competence in recognizing long-term dependencies 

and influencing the dependencies into computations as long as 

they need to be taken into account for classification tasks [11]. 
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This study aims the development of LSTM neural network 

models to facilitate the classification of human breast tissue 

from diffusion MR signals for the detection and diagnosis of 

breast cancer. 

II. MATERIALS AND METHODS 

A. Generation of Diffusion Signals for the Breast   

The study dataset consists of breast diffusion MR signals 

generated synthetically by performing the steps illustrated in 

Fig. 1. The tissue-specific descriptive statistics for the three 

model parameters of the IVIM model namely the pure diffusion 

coefficient (𝐷), the pseudo-diffusion coefficient (𝐷∗), and the 

microvascular volume fraction (𝑓) are entered into excessive 

analyses incorporating Monte Carlo simulation runs to generate 

numerous random 𝐷,  𝐷∗, and 𝑓 triples for the tissue satisfying 

the statistics fed. The triples generated are next used to obtain 

noise-free signals for the tissue by numerically solving the 

equation 𝑠𝑏/𝑠𝑜 = (1 − 𝑓) 𝑒𝑥𝑝(−𝑏𝐷) + 𝑓 𝑒𝑥𝑝[−𝑏(𝐷∗ + 𝐷)] 
for a set of 𝑏-values [12]. Finally, noise is added to the noise-

free signals at the level defined by the signal-to-noise ratio 

(SNR) to obtain the noisy forms of the signals. In the current 

work, the descriptive statistics for three breast tissue types are 

delivered from a recent study stating that on median (lower, 

upper quartiles), 𝐷= 0.85 (0.77, 0.98)×10−3 mm2/s, 𝐷∗= 94.71 

(70.33, 113.23)×10−3 mm2/s, and 𝑓= 10.34 (7.68, 11.88) % for 

the malignant lesion, and 𝐷= 1.35 (1.26, 1.44)×10−3 mm2/s,          

𝐷∗= 107.49 (83.20, 131.19) ×10−3 mm2/s, and 𝑓= 6.83 (4.72, 

10.33) % for the benign lesion whereas 𝐷= 1.96 (1.81, 2.15) 

×10−3 mm2/s, 𝐷∗= 124.28 (113.30, 147.86)×10−3 mm2/s, and           

𝑓= 5.27 (3.60, 5.87) % for the healthy tissue [13]. For each 

tissue type, Monte Carlo simulation runs are performed with 

2500 repetitions and numerical solutions  are computed for ten 

𝑏-values of 0, 30, 70, 100, 150, 200, 300, 400, 500, 800 s/mm2. 

Random Gaussian noise is deliberated at knowledgeable SNRs 

of 80, 40, 20, and 10 where SNR is defined as the ratio of the 

noise-free signal amplitude at 𝑏= 0 s/mm2 to the standard 

deviation of the noise [9]. 

B. Design of LSTM Networks for Breast Tissue Classification 

Long short-term memory (LSTM) networks are a special type 

of recurrent neural network that offers better competence in 

recognizing long-term dependencies and influencing the 

dependencies into computations to analyzing time-series data 

for regression and classification tasks. The networks can be 

implemented using “traditional” LSTM memory blocks that are 

self-connected subnetworks containing multiple internal cells 

each having dedicated inputs, outputs, and memory sharable 

with the other cells in the block [14]. An LSTM memory block 

can be modified to learn bidirectional long-term dependencies 

between time steps of time series data and this new block is 

called bidirectional LSTM (biLSTM) [15].  

In the current study, two network models, one housing a 

traditional LSTM layer and the other consisting of a biLSTM 

layer are established to classify breast tissues from b-series data 

from the diffusion MR signals generated. The models have the 

same layer structure as presented in Fig. 2. The first layer is the 

sequence input layer that accepts the “b-series data” of the 

diffusion signal  of  breast  tissue  to  the  network. The   second 

 
Fig.1: The framework of synthetic diffusion MR signal generation. 

 
layer is the LSTM layer for the first model and the biLSTM 

layer for the second model that learns long-term dependencies 

between b-values and diffusion MR signal attenuation. The 

third layer is the fully connected layer that multiplies the output 

of the LSTM/biLSTM layer by a weight matrix and then adds a 

bias vector to provide three outputs dedicated to the malignant, 

benign and healthy breast tissue types. The next layer is the 

Softmax layer that applies the Softmax function to the outputs 

of the fully connected layer. The outputs of this layer are 

evaluated and classification is made concerning the output that 

provides the largest value. However, during network training, a 

classification layer is appended to the network to compute loss 

for the multi-class classification on the outputs of the Softmax 

layer. During the implementation of the models, neural 

networks with varying numbers of memory blocks up to twenty 

are considered for each model.  

C. Training and Testing of Neural Networks 

The neural networks implemented are trained using the same 

training parameters: 300 epochs, a batch size of 125, an initial 

learning rate of 5×10−4, a gradient threshold of 1, and an 

adaptive moment estimation optimizer with the cross-entropy 

loss [16]. Bootstrapping incorporated accuracy analyses are 

performed to train and then to test the networks [17]. For this 

purpose, the diffusion MR signals generated are assigned as the 

original dataset, and twenty bootstrapped datasets, each 

consisting of random resamples from the original dataset with 

the same number of signals for each tissue type in the original 

dataset, are formed.  

A network is first trained using the original dataset and on the 

outputs of the network, an “apparent” accuracy, 𝐴𝑐𝑐𝑎𝑝𝑝 is 

computed. The network is next trained with the bootstrapped 

datasets and the outputs of the network for the datasets are 

processed to compute “bootstrap-sample” accuracies, 𝐴𝑐𝑐𝑏𝑠. 

Besides, after completion of a training,  the network is tested 

using the original dataset and the outputs are explored to 

compute “original-sample” accuracies, 𝐴𝑐𝑐𝑜𝑠. The differences 

between 𝐴𝑐𝑐𝑏𝑠 and 𝐴𝑐𝑐𝑜𝑠 pairs are computed and then averaged 

to calculate an overall optimism value. By subtracting the 

overall optimism from 𝐴𝑐𝑐𝑎𝑝𝑝, the “corrected” accuracy, 

𝐴𝑐𝑐𝑐  is determined for each network. The network having an 

𝐴𝑐𝑐𝑜𝑠 closest to 𝐴𝑐𝑐𝑐  is deemed the best network. 

 

 
Fig.2: The LSTM/biLSTM network model to classify breast tissues                 

from the diffusion MR signals of the tissues.  
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                                         (a)                  (b)      

                       
   (c)                     (d)                   (e) 

Fig.3: Diffusion MR signals generated using IVIM parameters for the malignant (𝐷 = 0.84×10−3 mm2/s, 𝐷∗ = 84.42×10−3 mm2/s,  and 𝑓 = 8.99%),                                               

benign (𝐷 = 1.45×10−3 mm2/s, 𝐷∗ = 133.08×10−3 mm2/s,  and 𝑓 = 10.55%), and healthy tissue (𝐷 = 1.77×10−3 mm2/s, 𝐷∗ = 110.17×10−3 mm2/s and 𝑓 = 3.41%) 
considering b-values of 0, 30, 70, 100, 150, 200, 300, 400, 500, 800 s/mm2. (a) Noise-free signals, and (b-e) noisy versions of the signals produced for the noise 

levels expressed by the SNRs of 80, 40, 20, and 10. 
 

D. Assessment of the Neural Network Performance 

The performance of the best neural network is assessed using 

the sensitivity (𝑆𝑒), specificity (𝑆𝑝), and accuracy (𝐴𝑐𝑐) 

metrics estimated from the outputs of the network for the 

original dataset using  

𝑆𝑒𝑖 =
𝑇𝑃𝑖

𝑇𝑃𝑖 + 𝐹𝑁𝑖
            (1a) 

𝑆𝑝𝑖 =
𝑇𝑁𝑖

𝑇𝑁𝑖 + 𝐹𝑃𝑖
           (1b) 

𝐴𝑐𝑐𝑖 =
𝑇𝑃𝑖 + 𝑇𝑁𝑖

𝑇𝑃𝑖 + 𝐹𝑁𝑖+𝑇𝑁𝑖 + 𝐹𝑃𝑖 
          (1c) 

Here: 𝑇𝑃 – is true-positive, 

  𝐹𝑃 – is false-positive, 

  𝑇𝑁 – is true-negative, 

  𝐹𝑁 – is false-negative classifications by the neural 

network for the i-th tissue class.  

 

Overall values for the metrics are calculated by summing the 

performance for a class and dividing the result by three. The 

metrics are considered very high, high, moderate, low, and very 

low if their values were 95%-100%, 85%-94.9%, 75%-84.9%, 

65%-74.9%, and 0%-64.9%, respectively. The neural networks 

are numerically implemented and analyzed using our in-house 

computer software tools developed using MATLAB (v8.2; 

Natick, MA) on a desktop PC (Intel i7-1065G7 3.90GHz 

processor, 16GB memory, and 64-bit operating system). 

III. RESULTS 

A total of 37500 diffusion MR signals (7500 noise-free and 

30000 noisy) are synthetically generated for malignant, benign, 

and healthy tissues of the human breast. Fig.3 illustrates sample 

signals for each breast tissue type for noise-free and noisy 

conditions expressed using the SNR. Signal attenuation is 

characterized very well using the IVIM model for the noise-free 

signals but the model has difficulty describing the attenuation 

for the noisy signals. Meanwhile, available fitting algorithms 

probably output  misleading estimates for the 𝐷, 𝐷∗ and 𝑓 

metrics especially for lower SNRs resulting in incorrect 

classifications.  

A total of forty neural networks are developed to perform 

tissue classification from diffusion MR signals. Twenty 

networks are relying on an LSTM model, while the remaining 

networks are based on a BiLSTM model. The networks are 

implemented with the same layer structure but with different 

numbers of memory blocks up to twenty in the LSTM/biLSTM 

layer. By bootstrapping incorporated accuracy analysis, twenty-

one training and testing tasks are performed for each network 

and a total of 840 training and testing tasks are handled at all. 

Plots for the “corrected” accuracies for the networks for the 

noise-free and the noisy conditions are seen in Fig. 4. The 

LSTM and BiLSTM network models reveal very similar 

moderate to very high accuracies that improve when SNR 

increases. The accuracy also improves when a larger number of 

memory blocks is utilized in the models for a specific SNR. The 

accuracy reaches its maximum value of 100% for the noise-free 

signals and the noisy signals with an SNR of 80 for both 

models. Lower accuracies are of concern for the models for the 

noisy signals with SNR ≤ 40. When SNR is reduced to 40, the 

LSTM and BiLSTM models provide high to very high 

accuracies (range: 88.1-98.2% and 88.6-98.9%, mean: 97.1% 

and 97.2%). For SNR of 20, high accuracies are delivered by 

the models (range: 86.1-92.4% and 86.2-92.6%, mean: 91.7% 

and 91.5%). When SNR is further reduced to 10, the models 

offer moderate to high accuracies (range: 79.3-83.4% and 80.5-

83.2%, mean: 82.9% and 82.8%). Higher accuracies are 

achieved for the models when they are implemented using three 

or more memory blocks in their LSTM/biLSTM layer. Change 

in the number of memory blocks results in fewer accuracy 

variations for the LTSM model while that may cause large 

fluctuations in the accuracy for the biLSTM model. 
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(a) 

 

(b) 

Fig.4: “Corrected” accuracy for the number of memory blocks for the (a) 

LSTM and (b) biLSTM network models. 
  

The attributes and the classification performances of the best 

networks by the network model and the noise level are listed in 

Table I. Corresponding bar graphs for the accuracy and the 

number of memory blocks of the networks are seen Fig. 5. Use 

of the LSTM model leads to networks with three memory 

blocks, while the biLSTM model induces networks with nine 

and fourteen memory blocks to classify the noise-free and the 

noisy signals with SNR of 80 of the malignant, benign and 

healthy breast tissues. The overall performances of the 

networks are excellent at all (𝑆𝑒= 100.0%, 𝑆𝑝= 100.0%, and 

𝐴𝑐𝑐= 100.0%). For SNR of 40, the models both convey 

networks with fifteen memory blocks that perform very good, 

however, a reasonably better overall performance is offered by 

the BiLSTM model based network (𝑆𝑒= 98.3%, 𝑆𝑝= 99.2%, 

and 𝐴𝑐𝑐= 98.9%) compared to the LSTM model based network 

(𝑆𝑒= 97.2%, 𝑆𝑝= 98.6%, and 𝐴𝑐𝑐= 98.2%). For SNR of 20, the 

biLSTM model induces a  network with ten memory blocks 

(𝑆𝑒= 88.9%,   𝑆𝑝= 94.5%,   and   𝐴𝑐𝑐= 92.7%)   that  performs  

 
(a) 

 
(b) 

Fig.5: Best networks by the LSTM and BiLSTM network models. (a) Number 
of memory blocks and (b) overall classification accuracy. 

 

slightly better than the network with eight memory blocks by 

the LSTM model (𝑆𝑒= 88.6.2%, 𝑆𝑝= 94.3%, and 𝐴𝑐𝑐= 92.4%). 

For SNR of 10, the biLSTM model introduces a network with 

four memory blocks that performs good (𝑆𝑒= 74.8%, 𝑆𝑝= 

87.4%, and 𝐴𝑐𝑐= 83.2%), however, a slightly better perfor-

mance is achieved by the LSTM model by a network with five 

memory blocks (𝑆𝑒= 75.1%, 𝑆𝑝= 87.6%, and 𝐴𝑐𝑐= 83.4%). 

Regardless of the model that it relies on, a network may 

achieve excellent sensitivities, specificities, and accuracies in 

the classification of the malignant, benign and healthy breast 

tissues for SNRs ≥ 80 and noise-free cases. On the other hand, 

for SNRs ≤ 40, an LSTM network delivers very high to high 

sensitivities, specificities, and accuracies better for malignant 

and healthy tissues than benign tissue; however, a biLSTM 

network performs slightly better than the LSTM one. 
 
 

 

 

TABLE I 

THE ATTRIBUTES AND PERFORMANCES OF THE BEST NEURAL NETWORKS 

 Noise-Free                     Noisy : SNR80 Noisy : SNR40 Noisy : SNR20 Noisy : SNR10 
 LSTM  biLSTM LSTM  biLSTM LSTM  biLSTM LSTM  biLSTM LSTM  biLSTM 

Number of Memory Blocks 3 9 3 14 15 15 8 10 5 4 

Acc (%) Overall 100 100 100 100 98.2 98.9 92.4 92.7 83.4 83.2 

 Malignant 

Benign 

Healthy  

100 

100 

100 

100 

100 

100 

100 

100 

100 

100 

100 

100 

98.5 

97.3 

98.8 

99.1 

98.3 

99.1 

93.9 

88.6 

94.7 

94.1 

89.0 

94.9 

86.8 

75.3 

88.1 

86.7 

75.0 

87.9 

Se (%) Overall 100 100 100 100 97.2 98.3 88.6 88.9 75.1 74.8 

   Malignant 

Benign 

Healthy  

100 

100 

100 

100 

100 

100 

100 

100 

100 

100 

100 

100 

97.2 

96.3 

98.2 

98.5 

97.9 

98.4 

91.5 

83.4 

90.9 

90.3 

84.6 

91.9 

78.4 

63.5 

83.4 

75.8 

63.9 

84.6 

Sp (%) Overall 100 100 100 100 98.6 99.2 94.3 94.5 87.6 87.4 

 Malignant 

Benign 
Healthy  

100 

100 
100 

100 

100 
100 

100 

100 
100 

100 

100 
100 

99.1 

97.7 
99.0 

99.5 

98.5 
99.5 

95.2 

91.2 
96.5 

96.0 

91.1 
96.3 

91.1 

81.2 
90.4 

92.1 

80.5 
89.5 
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IV. DISCUSSIONS 

Long short-term memory (LSTM) networks offer 

competence in recognizing long-term dependencies and 

influencing the dependencies into computations in classifying 

time-series data and their use has been gaining increased 

interest in medicine predominantly for detection of medical 

events from electronic health records, classification of diseases 

from physiological signals and segmentation of lesions from 

medical images [18-22]. Besides, an LSTM network has been 

proposed to distinguish malignant and benign breast tissues 

using the features extracted by a fine-tuned VGGNet from 

dynamic contrast-enhanced MR signals pondered as “contrast-

enhanced time-series data” [23]. The current study inspires 

LSTM networks for classifying human breast tissues from 

diffusion MR signals that can be deliberated as “b-series data”. 

Many LSTM networks relying on the traditional LSTM model 

and the bidirectional LTSM (biLSTM) model are developed to 

classify the malignant, benign, and healthy tissues from noise-

free and noisy signals expressed with signal-to-noise ratio 

(SNR). Results show that regardless of the model it relies on, 

an LSTM network may achieve excellent sensitivities, 

specificities, and accuracies in classifying the tissues from 

noise-free signals and also from noisy signals with SNRs ≥ 80. 

These performances are supplied by fewer number of memory 

blocks when the network is implemented using the traditional 

LSTM model. For noisy signals having SNRs ≤ 40, a network 

may deliver high to very high sensitivities, specificities, and 

accuracies better for the malignant and healthy tissues than the 

benign tissue regardless of the model it relies on. However, a 

biLSTM model based network would perform slightly better 

than a traditional LSTM model based one by supplying an 

effectively increased amount of data to the network. 

There are some limitations of the current study. The diffusion 

MR signals for the malignant, benign and healthy breast tissues 

are generated by processing the descriptive statistics of the 

IVIM model parameters reported from a single-center study 

[13] and therefore may not be generalized well.  Noisy versions 

of the signals are produced considering Gaussian noise and 

acknowledgeable range and definition for SNR that might 

imitate the noise in practice in a limited way. The networks 

developed house either LSTMs or biLSTMs populated in a 

single layer and the adoption of additional layers may improve 

the performances of the networks. Moreover, the networks are 

trained using a “cross-entropy” loss and better trainings can be 

accomplished using more sophisticated measures such as “AUC 

loss” [24] that may further improve the classification 

performances. The networks are trained using bootstrap 

incorporated accuracy analysis and the use of alternative 

methods such as k-fold cross validation may lead to different 

performances by the networks [25]. 

In conclusion, LTSM networks eliminate the need for any 

signal decay model while outputting remarkably good 

performances in the classification of diffusion MR signals of 

the human breast tissue. BiLSTM networks perform slightly 

better for very noisy conditions. Prospective studies are needed 

to justify the potential benefits in a clinical setup.  
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Abstract—In electric drive systems common mod voltage 

(CMV) is known as voltage between power line and ground.

CMV causes negative effects on both electric engine and its

driver whereas switching operation occurs in power devices. In

addition switching frequency and its multiples in CMV cause

electromagnetic and aqustic noises. In this paper a novel Fixed-

Frequency chaotic switched sinusoidal pulse width modulation

(FFCS-SPWM) is proposed. The cruial point in proposed FFCS-

SPWM method is to obtained a new carrier wave by summation

of carrier wave and its inverse form. In FFCS-SPWM method

extra switching loses were reduced due to constant switching

frequency. This method also applied to permanent magnet

synchronous motor (PMSM) vector control system. The

reduction of electromagnetic interference (EMI), aqustic noises

and dv/dt stress effects that occur in CMV is simulated by

proposed method. Moreover SPWM combined with chaotic-

frequency chaotic switched (CFCS) is proposed to reduce the

differential mode voltage (DMV) which occurs due to voltage

between lines. Finally in this method switching frequency change

chaotically and also in this paper it shown that, CFCS-SPWM

provides to reduce EMI, aqustic noises which are caused by

CMV and DMV.

Index Terms— Common Mod Voltage, Chaotic swiching, 

Elektromagnetic interference (EMI), Acoustic noise 

I. INTRODUCTION

MV AND DMV have some bad effects on PWM voltage

based inverter. DMV can damage engine windings or

reduce engine life under condition of immediately change 

occurs in high frequency inverter voltage. On the other hand 

chance occurs in CMV, causes leakage current between engine 

shaft and ground due to immediately change in CMV that 

provide electrostatic coupling between stator and rotor. These 

leakage currents that have high amplitude damages grounding 

system and causes EMI in transmission line. In addition 

coupling effect and leakage current that is in engine bearing 

cause physical disruption in motor bearing. The immediately 
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change occurs due to switching frequency of inverter. 

Therefore voltage causes harmonics that create EMI and 

acoustic noises in switching frequency and its multiples [1-9]. 

The harmonics that are in the interval of (9-150) KHz known 

as EMI, whereas (6-20) KHz called as audible acoustic noise. 

Especially the harmonics between 6-12 KHz create noises that 

disturb ears. The solution for mentioned problem is not 

increasing switching frequency because it causes loses [8-14].  

Switching of power devices causes to change in voltage and 

current in a short time that creates EMI. The establishments 

related with electromagnetic compatibility (EMC) specify 

some limitation about EMI. An electrical equipment or 

devices must have certificate of conformity which provided by 

these establishments [15-17].  

To avoid the bad effects of CMV and DMV several methods 

were improved such as increasing switching frequency, 

suitable filter design. Filter design can be solution for 

harmonics, however it has drawback in terms of cost, volume 

and weight [15]. 

To reduce the harmonics amplitude of CMV and DMV 

spreading of amplitude in an interval which known as 

modulation technics [15-25] are used to avoid the negative 

effects of CMV, DMV and acoustic noises[16-17]. These 

modulation technics known as random and chaotic 

modulation. 

Moreover in lower switching frequency case especially 

engine/motor with a low leakage inductance has high current 

harmonic components that causes vibration, noise and loses 

[21]. 

There are various paper reduction of EMI and acoustic 

noise with modulation method in AC drive systems [9-14]. 

Random modulation methods are improved to suppress EMI 

[18-24,29]. Due to spreading harmonic in these methods. They 

provide reduction in acoustic noises and mechanical vibration.  

Random PWM can be realized as method such as random 

frequency switching, random pulse position technic and 

random switching [18].  On the other hand SPWM and space 

vector (SV) modulation can be employed to realize random 

modulation. There some paper about reduction of EMI and 

acoustic noise by using random PWM technics [23-24,30].  

Another problem appears in electrical driver is noises 

occurs during motor operation. These acoustic noises are 

caused by magnetic, mechanical, aerodynamics or electronic 

effects [10]. 

The noises based on electronic effects appears due to 

switching frequency in power converters. In Inverter based 

AC driver switching frequency causes to undesirable problems 

such as switching loses vibration, momentum ripple and EMI. 

Acoustic noises especially below 20 KHz are disturbing for 
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ears. Random or chaotic PWM modulation is usually applied 

to induction motor. However for PMSM driver researches are 

limited. On the other hand the papers focused on chaotic 

modulation that, is applied to PMSM driver, are rare [10-

14,23,31]. 

PSMS becomes to compete with induction motor in terms of 

volume, efficiency and lifetime coast. Recently they become 

popular in air and sea transport [32]. Especially in surface 

mounted PMSM motor has a lower phase inductance than 

induction motors. Therefore, PMSM affects EMI more than 

induction motor [30].  

Inspire the chaotic modulation methods improved from 

random modulation methods. Chaotic signal can be obtained 

and applied easier than random signal because random signals 

are obtained from different circuits by help of algorithm [24]. 

There are some methods about chaotic modulation in 

literature. These are known as chaotic pulse position PWM, 

hybrid chaotic SPWM and SV-PWM [15-17,29]. The chaotic 

methods are applied to induction motor driver and obtained 

reduction in EMI, acoustic noises and mechanical vibration by 

Zheng [16-17]. 

In this paper for PMSM vector controlled driver a novel 

constant frequency chaotic switched FFCS-SPWM method 

and chaotic frequency chaotic switched CFCS-SPWM 

methods is proposed.  In this method it is shown that with the 

advantage of constant switching frequency EMI and acoustic 

noises due to CMV are reduced.  

Although this method is successful to reduce CMV negative 

effects, it is not successful to reduce DMV based noise. 

Therefore CFCS- SPWM method is improved to show 

reduction of noises that are based on DMV. The effects of 

method is shown by using power density comparison of CMV 

and DMV. 

In this study, conventional SPWM, chaotic switching 

frequency PWM (CSPWM), random switching frequency 

SPWM (RSPWM), FFCS-SPWM, CFCS- SPWM, fixed-

frequency random Switched (FFRS) SPWM and random-

frequency random switched (RFRS) SPWM were compared. 

In literature, generally random bits are obtained by shift 

registers in random switching methods. This proposal method 

only one D type flip-flop is used to obtain random bits. The 

feature of the method is reduced the complexity of the method 

and unnecessary elements requirement. Furthermore first time 

in this paper the bits that are obtained by D type flip flop is 

used for inverter modulation. 

II. EFFECTS OF CMV AND DMV ON DRIVER SYSTEMS  

CMV is the potential difference between the midpoint of 

DC inverter’s bus and star point of load. This value is 

dependent to inverter output voltage. The output voltage of 

inverter is formed by pulse which its average value is 

sinusoidal wave. The frequencies that except basic frequency 

is known as harmonic and these frequencies causes 

undesirable effects on motor. Especially due to sudden sharp 

rising and falling in voltage high frequency harmonics occurs 

in switching operation. This harmonic also causes to damage 

seriously both on motor and driver circuit. In lower switching 

frequency motors whose leakage inductances are small and its 

harmonics in current are high cause vibration, noise and loses. 

Therefore switching frequency increases in range of switching 

loses are allowed. In KW power applications switching 

frequency is selected interval between 3-25 KHz[21]. 

0

Va

Vb
Vc

-Vd/2

Vd/2

n

Ac source

Dif. modCom. mod

Fig. 1. Effects of CMV and DMV on AC drivers system 

 

Using figure 1 CMV and DMV can be computed from 

equation (1-2) 

3/)( 0000 cbanCM VVVVV                      (1) 

),,,(,00 cbajiVVV jiDM                                         (2) 

III. PROPOSED CHAOTIC MODULATION METHODS  

A. Chaotic Switching Frequency   

In most of chaotic modulation methods it is need a chaotic 

switching frequency or a carrier triangle wave whose period is 

changed chaotically in specific interval. To make frequency 

chaotic in equation (4) chaotic map variable is used [15-16, 

24]. 

In literature and also in this paper to make a frequency chaotic 

logic map is used. In these maps depends of parameters 

system behaves periodic or in some case it behaves as chaotic. 

The logic map that is given in equation (3) behaves as chaotic 

in case A changes in interval of (3, 57-4). 

In this paper A is taken as 3,9 

 nnn XAXX  11                                    (3) 

 tffXff mn 2sin0                                      (4) 

f is real switching frequency 0f  is fixed switching 

frequency f  the amount of change in frequency, 

mf frequency of modulation. nX  is chaotic map variable 

B. Chaotic Bit 

Chaotic bits can be obtained from a chaotic map or an 

oscillator. Chaotic maps can be in one or two dimension. The 

variable of one dimension maps is a sign that varies in the 

interval of [0-1]. It varies interval of [(-1)-(1)] in two 

dimension maps. The chaotic bits in sampling period can be 

obtain in case where chaotic map variables match with a 

reference value or two obtained signal as a chaotic map 

performs in two different star point. 

C. Carrier Wave with Chaotic Period 

The switching frequency is same as frequency of carrier 

triangle wave. Therefore the frequency of carrier triangle wave 
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can be changed chaotically as switching frequency changes 

chaotically. The carrier triangle wave can be obtained in 

different ways. For example in each 0.25 period of wave an 

equation constructs and then they can be combined to obtain 

triangle wave equation or identify method can be employed. 

Equation (6,18) can be employed to obtain triangle wave. In 

this paper carrier wave is obtained from equation (4). Equation 

(5) and (6) is also used to obtain carrier wave [16]. 

))(arcsin(sin
2

XVt


                                       (5) 

 
  



























t t

n dtfmdtfXfX  2sin22 0
            (6) 

D. FFCS-SPWM Method 

The aim of to improve a novel constant switching frequency 

method it is easy to used in application. In FFCS-SPWM a 

carrier wave that has a constant switching frequency and its 

negative (reverse/inverse) form and with help of 2x1 

multiplexer it is matched with reference wave. Selected 

control signal is obtained from random bit generator. The 

output wave is carrier wave as random bit generator output is 

1 otherwise it is reverse form of carrier wave. Thus a new 

carrier wave is obtained by help of random switching 

frequency. By comparing this new carrier wave with the 

reference wave, the inverter control signal (PWM) is obtained. 

In this method, chaotic bits obtained with the help of 

logistic maps are obtained. Then these chaotic bits are 

transformed into random bits at the carrier wave frequency 

with the help of D-type flip flops. This method is illustrated in 

fig 2. 

 
Fig. 2. The principal scheme of FFCS- SPWM method 

E. CFCS-SPWM Method 

In this method a new method is formed from carrier wave 

frequency which is made chaotic. In this method switching 

frequency change chaotically. It means carrier wave period 

change chaotically. In DSP applications, it is difficult to apply 

CFCS-SPWM because its frequency changes chaotically [24]. 

However, it can be applied as open and closed loop to DSP 

and FPGA applications where the switching frequency is 

variable. The principal CFCS-SPWM method scheme is given 

in fig. 3 

 
Fig. 3. The principal scheme of CFCS-SPWM method  

IV. SIMULATION RESULTS  

The simulations were done by matlab-simulink. In this 

research simulation were done for c conventional SPWM, 

CSPWM (logistic map), FFCF-SPWM (logistic map), FFRS-

SPWM (random signal,) CFCS-SPWM (logistic map) and 

RFRS-SPWM (random signal). For power spectrum matlab 

periodogram was used. 

In simulation it is compared the effect of proposal method 

for CMV and DMV in view of reduction of EMI and acoustic 

noises. For EMI the power spectral density of VCM and VDM 

was investigate. 

The result obtained from PSD is in the acceptable range (9-

150) KHz. It is allowed in country by VDE[16-17]. 

Acoustic noise can be analysed in the frequency that is 

below 20 KHz. However interval of (6-12) KHz in power 

spectrum that disturbs ears can informed clearly for acoustic 

noise [16-17]. In addition the negative effects of harmonics 

that occurs in CMV are analysed in interval of (0-25) KHz 

which the negative effect of harmonic is reduced.  In 

simulation used motor has 5N.m loaded and 63 Rad/s 

reference velocity and for each method CMV and DMV power 

spectral density is obtained. 

All discussion is made for EMI between intervals of 9-150 

kHz over max PSD value. The amplitude of harmonic is 

indicated the amplitude of EMI. 

In figure 4 the CMV power spectrum is obtained and the 

result shows that it is 19 dB/Hz for SPWM,  0 dB/Hz for 

CSPWM  , 0 dB/Hz for FFCS-SPWM,  2 dB/Hz for  FFRS-

SPWM, -5 dB/Hz for CFCS-SPWM,  -1  dB/Hz for RFRS-

SPWM. Moreover form VDM result that are given in fig.5. ıt 

is 18 dB/Hz for SPWM, 9 dB/Hz for CSPWM, 17 dB/Hz for 

FFCS-SPWM, 17 dB/Hz FFRS-SPWM, 5 dB/Hz for CFCS-

SPWM, 8 dB/Hz for RFRS-SPWM. These values of the 

methods are given in Table II. 

The CMV analyses show that the performance of FFCS-

SPWM is better than the performance of conventional fixed 

frequency SPWM and FFRS-SPWM. However for all 

methods CFCS-SPWM shows the best performance. The 

result shows proposal methods are successful in reduction 

EMI. 

Furthermore for acoustic noise the interval of (0-12) KHz 

was analyzed in figure 4. For that interval of (0-12) KHz 

CMV is   39 dB/Hz for SPWM, 19 dB/Hz for   CSPWM, 13 

dB/Hz for FFCS-SPWM, 12 dB/Hz for FFRA-SPWM, 10 

dB/Hz for CFCS-SPWM, 12 dB/Hz for RFRS-SPWM. The 

result of VDM in figure 5. It is 18 dB/Hz for SPWM, 10 

dB/Hz for CSPWM,   17 dB/Hz for FFCS-SPWM, 17 dB/Hz 
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for FFRS-SPWM,    5 dB/Hz for CFCS-SPWM, 7 dB/Hz for 

RFRS-SPWM. These values of the methods are given in Table 

II. 

 
a) 

 
b) 

 
c) 

 
d) 

 
e) 

 
f) 

Fig. 4. Power Spectral Density for Vcm (CMV) a) SPWM b) CSPWM 

(logistic map) c) FFCS-SPWM (logistic map) d) FFRS-SPWM (random 

signal) e) CFCS-SPWM (logistic map) f) RFRS-SPWM (random signal) 

 

 

 

 

 
a) 

 
b) 

 
c) 

 
d) 

 
e) 

 
f) 

Fig. 5. Power Spectral Density for Vdm (DMV) a) SPWM b) 

CSPWM(logistic map) c) FFCS-SPWM (logistic map) d) FFRS-

SPWM(random signal) e) CFCS-SPWM (logistic map) f) RFRS-SPWM 

(random signal) 
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The result show the proposal methods are successful in 

reduction acoustic noise and the best result is obtained in 

CFCS-SPWM method.  

Finally the proposal methods are succesful enough for CMV 

which is know resans of harmonics that spreads to reduce their 

amplitude by the proposal methods. 

 
TABLE I. 

MOTOR PARAMETERS 

Rs 0.41 Ω J 0.0222 Kgm2 

Ld 6.8 mH B 0 Nms/rad 

Lq 6.8 mH UN 220 V 

P 2 KT 0.653 Nm/A 

 
TABLE II 

EMI AND ACOUSTIC NOISE OF METHODS 

             

          METHODS 

Common Mod 

Voltage (Vcm) 

 

(PSD) 

Differential 

Mode Voltage 

(Vdm) 

(PSD) 

EMI 

(dB/Hz) 

Acoustic 

noise 

(dB/Hz) 
EMI 

(dB/Hz
) 

Acoust

ic 

noise 
(dB/Hz

) 

Fixed 

Frequ

ency 

SPWM 19 39 18 18 

CSPWM 0 19 9 10 

FFCS-

SPWM 

0 13 17 17 

FFRS-

SPWM 

2 12 17 17 

Chaot

ic 

Frequ

ency 

CFCS-

SPWM 

-5 10 5 5 

RFRS-

SPWM 

-1 12 8 7 

 

V. CONCLUSIONS  

In this paper method are proposed to reduce EMI and acoustic 

noises that are based switching frequency. In addition the 

reduction of effect of harmonics that are CMV based were 

analysed. The comparison that is based fixed switching 

frequency methods over CMV results show that the proposed 

FFCS-SPWM method has closer result to FFRS SPWM, but it 

has better result than FFRS-SPWM. The CFCS-SPWM 

method is the best proposal method due to result of 

simulations. 

The result of chaotic and random method are closer. On 

the other hand the result of chaotic methods are better than the 

result of random methods. However the chaotic signal can be 

obtained more easier than random signal. These properties of 

chaotic method make them superior. In the chaotic method 

does not need filter due to reduce the effects of harmonics. 
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Classification of Urease Activity in Full-Fat 

Soybean Production by Extrusion Using Machine 

Learning Algorithms 

Ilyas Ozer 

Abstract—Soybean is an important food source that is 

frequently preferred in animal feeds with its high protein value. 

However, soybeans contain many bioactive compounds that are 

antinutritional and/or poisonous. Urease is one of the most 

important of these. Processes such as extrusion is used to reduce 

these components' effect. Here, factors such as steam pressure 

and temperature affect the cooking level of the product. In the 

case of undercooked soybeans, components that harm animal 

health preserve their effect, while their nutritional value 

decreases in case of overcooking. The urease test has been used 

for many years to evaluate the cooking level of soybean. Here, 

according to the color change on the product as a result of the 

test, the cooking level is evaluated by an expert. This process is 

mostly done manually and is dependent on expert judgment. In 

this study, a machine learning-based approach has been 

proposed to evaluate the images of urease test results. 

Accordingly, samples were taken from the extruder during the 

processing of full-fat soybean.  A data set consisting of over-

cooked, well-cooked and undercooked sample images was 

prepared by performing the urease test. A binary classification 

process as cooked and undercooked and a classification process 

with three classes was carried out with four different machine 

learning models on the data set. In this way, it is aimed to both 

automate the process and minimize the problems that may arise 

from expert errors. Classification achievements of 96.57% and 

90.29% were achieved, respectively, for two and three class tests 

with the CNN-LSTM model in 10-fold cross-validation tests. 

Index Terms—Convolutional neural network, Long short-

term memory network, Soybean urease test. 

I. INTRODUCTION

OYBEAN MEAL is a very important part of all protein

sources used in animal feed worldwide [1] due to its high

protein concentration [2][3][4]. In addition, soybean meal 

extracted from oil (SBM) and full-fat (FFSB) are the major 

global raw materials for broiler diets [5]. The high protein 

content of soy and the wide availability of oil-extracted 

soybean by-products have made soybean a widely used 

alternative to animal protein sources. 

Still, soybeans contain an exceptionally high concentration 

of bioactive compounds that are antinutritional and/or 

poisonous that have a detrimental effect on animals' 

metabolism [6].  
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Urease is one of these factors. The harmful effects of feeding 

urease-containing meals to animals have been reported in the 

literature. When unprocessed soybeans are combined with 

urea, ammonia is released due to the activity of urease, which 

is an unwanted result in the feed [2]. 

Ammonia reaches the bloodstream rapidly in ruminants 

and can cause a variety of negative effects, including 

decreased feed intake, decreased animal health, ammonia 

poisoning, and death [7]. Heat treatment is the most common 

procedure for removing or reducing the effects of 

antinutritional and/or harmful factors, such as urease, in 

soybeans [8][9][10][11][12]. On the other hand, as a result of 

Maillard (browning) reactions caused by overcooking raw 

soybean grain (high cooking temperature,  excessive steam 

pressure or prolonged), lysine combines with carbohydrates 

to form a complex and its usefulness is greatly reduced 

[2][6][13]. 

Various processes such as microwave heating, fluidized-

bed drying, spouted bed drying, extrusion, superheated steam 

and boiling can be used to inactivate the undesirable 

components of soybeans [10][14]. The high temperature of 

the extrusion and the screw speed effectively releases 

cellulosic microcrystals in the cell wall structure and, 

consequently, in the fragmentation of the wall. In addition, it 

is effective in reducing soybean-based anti-nutritional factors 

such as trypsin inhibitors [11][12]. Extrusion is also 

environmentally friendly due to its short processing time, low 

cost, protection of heat sensitive components, industrial 

ability, and the absence of hazardous chemical waste [11][12] 

has several advantages. Figure 1 shows an example extruder 

machine. 

In summary, if soybeans are not adequately processed, 

undesirable conditions such as urease activity occur. On the 

other hand, its usefulness decreases significantly if it is over-

cooked. Biological experiments are the most effective 

method of determining processing performance and final 

soybean meal content (Real-Guerra et al., n.d.). However, the 

expense, time required, and difficulty of these tests limit their 

usage. Because of its rapidity and low laboratory equipment 

requirements, urease testing has been used as an indirect 

method of determining the heat treatment capacity of 

soybeans since the 1940s. An analysis (Yalcin and Basman, 

2015) discovered a strong association between the activities 

of trypsin inhibitors, urease, and lectins, demonstrating that 

these analytical parameters could greatly predict the 

performance of soybean production. Many protocols have 

been established over the years to promote the calculation of 

urease behavior. These protocols measure the ammonia 

emitted either directly or indirectly. The Caskey-Knapp 

S 
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process, one of the first developed (Caskey and Knapp, 1944), 

involves incubating the meal with urea in a buffered solution 

before adding phenol red. Unprocessed meals cause a rise in 

the pH of the solution with a color change (from red-orange 

to pink) after incubation, while adequately processed meals 

cause little or no color change. 
 

 
Fig.1. An example of an industrial extruder machine. 

 

Urease test is also frequently preferred in the production of 

industrial-sized full-fat soybean by extrusion. Here, soybeans 

are classified as undercooked, well-cooked and over-cooked 

according to the color changes after testing by an expert. This 

process is entirely manual. It also depends heavily on the 

experience of the expert who made the assessment. In this 

study, an approach is presented on the classification of images 

obtained as a result of the urease test with machine learning 

techniques. In this way, it is aimed to both automate the 

process and eliminate the wrong evaluation results that may 

arise from human errors. Within the scope of his study, a data 

set consisting of 175 images, including at least 57 images 

from each class, was prepared. The prepared data set was 

classified with different machine learning methods and the 

results were reported. Many studies in the literature use 

soybean and machine learning approaches together, such as 

determination of legume type [15], yield estimation 

[16][17][18], evaluation of crop damage [19] and 

determination of seed and seedling quality [20]. According to 

the author's knowledge, this is the first study to analyze urease 

activity after extrusion on TYS with machine learning 

techniques. 

II. MATERIALS AND METHODS 

A. Data set 

Periodic samples were taken from a soybean extruder to 

create the data set. The samples' contact with the appropriate 

solution was ensured, and the images of the outputs were 

labeled and recorded in accordance with the expert opinions. 

For this process, 25 ml of amber-colored urea-phenol red 

solution was added to the homogenized soybean meal and 

shaken gently. After this process, all samples were kept for 5 

minutes and according to the red color formation on them, the 

class was decided by the experts. If there is no red color on 

the surface, there is no urease activity and the sample is over-

cooked. If there are a few small scattered red particles, there 

is little urease activity and the product is considered well-

cooked. If a large part of the sample surface is covered with 

red particles, the urease activity is high and the product is 

undercooked. In Figure 2, samples are belonging to all three 

classes. 
 

 
Fig.2. Samples of  urease test images (From left to right: well-cooked, 

undercooked and overcooked). 

 

As a result of all these processes, a total of 175 pictures of 

57 undercooked, 60 well-cooked and 58 over-cooked samples 

were prepared.  
 

B.  Fully Connected Neural Network 

Fully Connected Neural Networks (FCNN) are among the 

most basic elements of artificial neural networks and have 

been used in numerous applications to date. Being structure 

agnostic is one of the main features of these networks [21]. 

These networks do not make any special assumptions about 

input. This makes them applicable to many different kinds of 

problems. However, the performance of FCNNs tends to be 

lower than networks adapted to solve a particular problem 

[21]. 

FCNN is created by placing fully connected layers one 

after the other. The fully connected layer can be defined as a 

function from  𝑥 ∈ ℝ𝑚 to ℝ𝑛. Figure 3 shows a sample fully 

connected layer.  
 

 
Fig.3. Representations of fully connected layer. 

 

Where  𝑥 ∈ ℝ𝑚  is the input, 𝑤𝑖  is the learnable 

parameters, f is the non-linear function for the fully connected 

layer and  𝑦𝑖  ∈ ℝ
𝑚  is the i-th output of the fully connected 

layer, here 𝑦𝑖 is calculated as follows: 
 

𝑦𝑖 =

(

 
 

𝑓(𝑤1,1𝑥1 +⋯+𝑤1,𝑚𝑥𝑚)
.
.
.

𝑓(𝑤𝑛,1𝑥1 +⋯+𝑤𝑛,𝑚𝑥𝑚))

 
 

 

 

(1) 

 
Fig.4. FCNN model architecture. 
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C.  Convolutional Neural Network 

CNN is a typical multilayer neural network structure, often 

used to analyze image-related applications [22][23][24]. The 

working principle of CNN architectures can be summarized 

as extracting the features of the image taken from the input 

layer and classifying the extracted features. Here fully 

connected layers are commonly used for the classification 

process. CNN's greatly adorn feed-forward neural networks. 

CNN-based machine learning models differ from traditional 

machine learning methods through convolution layers that 

can automatically extract features [25], [26]. CNN models 

generally consist of convolution, pooling and fully connected 

layers [25]. 

Filter size and the number of generated maps are used to 

define the convolution layer. Here, filters are a basic unit used 

to extract different features related to lines, corners and edges 

on the images [27]. These filters are shifted across the image 

matrix. During the shifting process, the values of the image 

matrix are multiplied by the values in the filter. The net result 

is found by summing the values obtained afterward. This 

process is applied to the entire image to generate feature 

maps. As a result, a new matrix is created [28]. Here 𝑦𝑙  is the 

output vector, the number of elements in the input signal 𝑥𝑛, 

the filter ℎ𝑙−𝑛, the feature map values can be calculated as 

follows [29]: 
 

𝑦𝑙 = ∑ 𝑥𝑛ℎ𝑙−𝑛

𝑁−1

𝑛=0

      

 

(2) 

 

To add non-linearity to the convolution layer, a rectified 

linear unit (ReLU) is generally used as the activation 

function. In this function, negative input values are removed 

by setting them to zero. To represent the x is input, the ReLU 

function can be expressed as: 
 

𝑓(𝑥) = {
𝑥,                𝑥 ≥ 0
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

   
(3) 

 

In CNN architectures, there is usually the pooling layer 

after the convolution layer. These small rectangular blocks 

are used to reduce the size of the output of the convolution 

layer [29]. Thus, both computational costs are reduced and 

the problem of overfitting is minimized. In this study, the 

max-pooling method that takes the largest value in each 

rectangular block is used. 
 

𝑝𝑗 =
𝑒𝑥𝑗

∑ 𝑒𝑥𝑘𝑘
1

           𝑗 = 1,… 𝑘 
(4) 

 

D.  Long Short-Term Memory Network 

LSTM is a special form of recurrent neural networks 

(RNN). It can learn long-term dependencies. First proposed 

in the mid-90s, this model is widely used today [30]. RNNs 

aims to store and transfer the state information of the artificial 

neural network while working on data in the sequences. 

However, status information is continuously processed and 

transmitted. For this reason, it is often not possible to transfer 

long-term dependencies without breaking them. That is, 

short-term dependencies can be transferred effectively. 

However, there is a problem in transferring long-term 

dependencies intact. LSTMs are models developed to deal 

with this problem. 

All RNN-based network models consist of repetitive 

structures in the form of a chain. The main feature that 

distinguishes RNN models from each other is that their 

internal structures are different. In basic RNN models, these 

structures usually consist of a tanh layer or contain a similar 

function. The internal structures of LSTMs are different from 

the basic RNN models, as seen in Figure 5. 
 

 
Fig.5. Internal structure of an LSTM module and its interaction with 

other modules 

 

An LSTM module consists of three separate gates. These 

are the input, forgetting and output gates. The forgetting gate 

consists of a sigmoid function. The sigmoid function 

generates a value between 0 and 1. In case the generated value 

is 0, no information is transmitted. If it is 1, it means that all 

information must be transmitted. This process can be 

expressed mathematically as follows: 
 

ƒt = σ(Wf[ht−1, xt] + bf) (5) 

 

It is then decided what information needs to be updated. 

For this operation, the sigmoid function is used again. In 

addition, these two processes are combined to create a list of 

candidate values. 𝐶�̃� is a list of candidate values, and these 

two operations can be mathematically expressed as: 
 

it = σ(Wi[ht−1, xt] + bi) (6) 

 

C̃ = tanh(WC[ht−1, xt] + bC) (7) 

 

After this step, the new state information of the memory 

cell is calculated. This process can be expressed as follows: 
 

Ct = ftCt−1 + itC̃t (8) 

 

Finally, the output of the system ℎ𝑡 is calculated. This 

process can be expressed as follows: 
 

ht = ot tanh(Ct) (9) 

 

E. CNN-LSTM Network 

In CNN architectures, the process can be summarized in two 

basic stages. In the first step, feature extraction is performed 

on the input data. Afterward, these features are commonly 

classified using an FCNN. On the other hand, different 

network structures may be more capable of capturing 

different relationships. For example, while CNN is successful 

in spatial relationships, LSTM models are more successful in 

temporal relationships. Therefore, hybrid models can be used 

to combine the capabilities of different network structures. In 

the CNN-LSTM model used in this study, the features 

extracted with the CNN architecture are applied to the LSTM 

layer. Details on model parameters are shown in Table 1. 

F.  Performance Evaluation Metrics 

The metrics chosen for comparing machine learning 

models are very important. In this study, several different 

methods were used to compare the performance of different 
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machine learning algorithms. Classification accuracy (ACC), 

sensitivity (SENS), specificity (SPEC), precision (PREC), F-

score, and k-fold cross-validation are the evaluation metrics 

used. 

k-fold cross-validation is a widely used methodology for 

separating training and test data. In this method, the data is 

divided into k subgroups and each data in the data set is used 

for both testing and training. The classifier is trained with k-

1 subsets and tested with the remaining subset to determine 

performance values. This process is repeated k times and the 

average of the performance values obtained for each subset 

gives the final performance of the model. 10-fold cross-

validation was used in this study. In addition, the performance 

of the model was compared using the holdout test. For this 

process, the data set was set to be 80% training and 20% 

testing. 

ACC is one of the most widely used methods to compare 

the performance of machine learning models. Here, N shows 

the test set, 𝑐𝑛 is implies the class of the value of 𝑛, 

𝐸𝑠𝑡𝑖𝑚𝑎𝑡𝑒(𝑛) is classification result of 𝑛, k is the k-fold 

validation parameter, ACC can be expressed as follows: 
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦(𝑁) =
∑ 𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒(𝑛𝑖)
|𝑁|
𝑖=1

|𝑁|
,   𝑛𝑖 ∈ 𝑁 

(10) 

 

𝐸𝑠𝑡𝑖𝑚𝑎𝑡𝑒(𝑛) = {
1,     𝑖𝑓 𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒(𝑛) = 𝑐𝑛
0,     𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                   

  
(11) 

 

𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦(𝑀𝐿)

=
∑ 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦(𝑁𝑖)
|𝑘|
𝑖=1

|𝑘|
    

(12) 

 
TABLE I  

PARAMETERS OF ALL MACHINE LEARNING MODELS USED IN THE STUDY 

 LSTM CNN CNN-LSTM FCNN 

1. Layer LSTM Layer Node Count: 150 

Activation: tanh 

Convolutional Layer Filter 

Count: 16  

Filter Size: 3x3 

Activation: ReLU 

Convolutional Layer Filter 

Count: 16  

Filter Size: 3x3 

Activation: ReLU 

Fully Connected Layer Node 

Count: 100 

Activation: RELU 

2. Layer Dropout Layer Value: 0.2 Dropout Layer Value: 0.2 Dropout Layer Value: 0.2 Fully Connected Layer Node 

Count: 100 

Activation: RELU 

3. Layer Fully Connected Layer Node 

Count: 2 or 3 

Activation: Softmax 

Max-pooling Size: 2x2 Max-pooling Size: 2x2 Dropout Layer Value: 0.2 

4. Layer  Convolutional Layer 

Filter Count: 16  

Filter Size: 3x3 

Activation: ReLU 

Convolutional Layer 

Filter Count: 16 

 Filter Size: 3x3 

Activation: ReLU 

Fully Connected Layer 

Node Count: 2 or 3 

Activation: Softmax 

5. Layer  Dropout Layer Value: 0.2 Dropout Layer Value: 0.2  

6. Layer  Max-pooling Layer Size: 2x2 Max-pooling Layer Size: 2x2  

7. Layer  Fully Connected Layer Node 

Count: 100 

Activation: RELU  

LSTM Layer Node Count: 150 

Activation: tanh 

 

8. Layer  Dropout Layer Value: 0.2 Dropout Layer Value: 0.2  

9. Layer  Fully Connected Layer Node 

Count: 2 or 3 

Activation: Softmax 

Fully Connected Layer Node 

Count: 2 or 3 

Activation: Softmax 

 

 

ACC alone may not be a sufficient parameter for 

performance comparison. Therefore, using the terms SPEC, 

SENS, PREC and F-score, which are statistical performance 

measures, is useful in many cases for accurate performance 

comparison. The term SPEC refers to the proportion of 

correctly predicted true negatives. On the other hand, the term  

SENS indicates the proportion of correctly predicted true 

positives. The ratio of correct positive predictions is 

expressed as PREC. The F score is the harmonic mean of 

SENS and PREC values. The formulas used to calculate 

SPEC, SENS, PREC and F-score are as follows: 
 

𝑆𝑃𝐸𝐶 =
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 

(13) 

 

𝑆𝐸𝑁𝑆 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
    

(14) 

 

𝑃𝑅𝐸𝐶 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
    

(15) 

 

𝐹-𝑠𝑐𝑜𝑟𝑒 =
2𝑇𝑃

2𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁
    

(16) 

 

Here, true positive (TP) refers to the number of correctly 

classified positive samples and true negative (TN) refers to 

the number of negative samples correctly classified. On the 

other hand, false-positive (FP) is the number of negative 

samples classified as positive, and false-negative (FN): the 

number of positive samples classified as negative. 
 

G.  Model Parameters 

Four different machine learning models were used for 

classification processes. Table 1 shows the parameters of the 

machine learning models used. The weights of the trainable 
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layers in all models were started with Xavier [31]. In addition, 

cross-entropy is used as a loss function in all models. Also, 

Adam optimizer was used in all models [32]. Adam is an 

optimization algorithm widely used in deep learning studies 

in recent years. 

The color values of the images were normalized from  [0-

255] to [0-1] before they were applied to the models. All 

images were resized to 80x160x3 dimensions before they 

were applied to the models to reduce computational costs. It 

has been applied to CNN and CNN-LSTM models with these 

dimensions. All images are flattened and applied to the FCNN 

network. In addition, it has been reshaped to 80x480 

dimensions in the LSTM model. In addition to these, the 

image augmentation process was applied. Augmented images 

are used for validation purposes only. It was not used in the 

training process. The validation set was created by applying 

scaling on the images, turning the images vertically and 

horizontally, rotating and zooming randomly. Before each 

training process, images in the training data were randomly 

selected and augmented by the number of images in the test 

set. Finally, 140 images were used for training and 35 images 

were used for testing in the holdout test.  In each part of the 

10-fold cross-validation tests, 157 or 158 images were used 

for training and 18 or 17 images for testing. All models are 

trained for 200 epochs. Testing was carried out with the 

weights with the highest ACC value in the validation set. 
 

III. RESULTS AND DISCUSSION 

Soybean is an important food source for animals. However, 

problems such as urease activity are encountered if soybeans 

are not adequately processed. On the other hand, overcooking 

also reduces its benefits. The urease test is one of the 

commonly used methods to evaluate the cooking level of 

soybeans. According to the color change on the soybean, the 

cooking level of the product is evaluated by a expert. 

Automating the process will both minimize the risk of 

operator error and reduce time losses. 

In this section, firstly, a binary classification process is 

performed on soybean images that have been tested for 

urease. In this context, the data were primarily evaluated as 

cooked and undercooked. The over-cooked and well-cooked 

class samples in the data set were evaluated in the same 

category. Classification performances were tested using four 

different machine learning models. 
 

TABLE II 

10-FOLD CROSS-VALIDATION RESULTS FOR BINARY 

CLASSIFICATION 

 ACC SENS SPEC PREC F-Score 

LSTM 94.29 89.47 96.61 92.72 91.07 

CNN 95.43 91.23 97.46 94.55 92.86 

CNN-LSTM 96.57 92.98 98.31 96.36 94.64 

FCNN 92.57 87.72 94.92 89.29 88.50 

 

Table 2 shows the binary classification results obtained 

with 10-fold cross-validation. Here, undercooked samples 

were considered as positive classes and evaluation metrics 

were created accordingly. The best results in all evaluation 

metrics belong to the CNN-LSTM model. In this model, 

ACC, SENS, SPEC, PREC and F-Score values were obtained 

as 96.57%, 92.98%, 98.31%, 96.36% and 94.64%, 

respectively. The CNN model has an ACC value of 95.43% 

and an F-Score value of 92.86%. ACC and F-Score values of 

the LSTM model were 94.29% and 91.07%, respectively. On 

the other hand, the lowest performance in all evaluation 

metrics belongs to the FCNN model. In this model, ACC was 

achieved as 92.57%. As stated in the sections above, FCNNs 

can be applied to many problems due to their structure 

agnostic nature. However, their performance is generally 

inferior to networks adapted to solve a specific problem [21]. 

For this reason, its performance is considered to be lower 

compared to other models. On the other hand, CNN's are very 

successful in detecting spatial dependencies. Consequently, 

their performances in image-related applications are quite 

good. An important limitation of CNN architectures is their 

weakness in learning sequential dependencies [33]. The 

combination of CNN and LSTM layout feature greatly 

improves classification [34]. Thus, the CNN-LSTM model's 

performance is considered to be higher than the other models. 

In addition, SPEC values are higher than SENS values in all 

models. It is considered that this is because machine learning 

models tend to the majority class. 

In Graphic 1, box plot representation of ACC values 

obtained with 10-fold cross-validation in the binary 

classification process can be seen. It is seen that the lowest 

values of the FCNN model are different from other models. 

On the other hand, it is seen that CNN and CNN-LSTM 

models behave close to each other. 
 

 
Graph 1. Box plot representation of 10-fold cross-validation results of 

the binary classification. 

 

Table 3 shows the holdout test results for binary 

classification. SPEC and PREC values were obtained as 

100% for all models. This means that no model mistakenly 

evaluates cooked grade samples as undercooked. On the other 

hand, models differ from each other depending on their SENS 

values. For other evaluation metrics, the results are very 

similar to the 10-fold cross-validation results. The best ACC 

value belongs to the CNN-LSTM model. In this model, ACC 

was realized at 94.29%. For the CNN-LSTM model, the F-

Score value is 90.0%. The lowest ACC and F-Score values 

belong to the FCNN model as in the 10-fold cross-validation 

results. In the FCNN model, ACC and F-Score values are 

82.86% and 62.50%, respectively. 
 

TABLE III 

HOLDOUT TEST RESULTS FOR BINARY CLASSIFICATION 

  ACC SENS SPEC PREC F-score 

LSTM 88.57 63.64 100.00 100.00 77.78 

CNN 91.43 72.73 100.00 100.00 84.21 

CNN-LSTM 94.29 81.82 100.00 100.00 90.00 

FCNN 82.86 45.46 100.00 100.00 62.50 
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In addition to binary classification, a triple classification 

process was carried out as over-cooked, well-cooked and 

undercooked. Table 4 shows the 10-fold cross-validation 

results of the triple classification process. Here, very close 

scores were obtained in all comparison metrics in CNN and 

LSTM models. Both models have an ACC value of 89.14%. 

Like the binary classification problem, the lowest scores in all 

evaluation metrics belong to the FCNN model. ACC and F-

Score values of this model are 88.0% and 87.85%, 

respectively. It is evaluated here that using a model in 

structure agnostic structure negatively affects its 

performance. On the other hand, the CNN-LSTM model has 

the best scores in all evaluation metrics. The performance 

value of this model was obtained as 90.29%. Here, it is 

evaluated that the sequential processing of the features 

extracted by CNN with LSTM increases the performance. In 

Graphic 2, box plot representation of ACC values of triple 

classification tests can be seen. Here, it is seen that CNN and 

CNN-LSTM models exhibit similar behaviors as in the binary 

classification tests. 
 

TABLE IV 

10-FOLD CROSS VALIDATION RESULTS FOR THREE-CLASS 
CLASSIFICATION 

 ACC SENS SPEC PREC F-score 

LSTM 89.14 89.08 94.59 89.14 89.09 

CNN 89.14 89.14 94.59 89.19 89.08 

CNN-LSTM 90.29 90.24 95.14 90.46 90.29 

FCNN 88.00 87.92 94.00 87.98 87.85 

 

 

 
Graph 2. Box plot representation of 10-fold cross-validation results of 

the three-class classification. 

 

Finally, in Table 5, the holdout test results of the triple 

classification process can be seen. The CNN-LSTM model 

performed better here compared to the other models as well. 

ACC and F-Score values of the CNN-LSTM model are 

91.43% and 90.82%, respectively. The performance of the 

FCNN model is significantly lower than other models. FCNN 

model has an ACC value of 77.14% and an F-Score value of 

77.09%. 
 

TABLE V 

HOLDOUT TEST RESULTS FOR THREE-CLASS CLASSIFICATION 

  ACC SENS SPEC PREC F-score 

LSTM 82.86 84.18 89.38 85.93 84.73 

CNN 85.71 87.21 92.15 84.87 85.79 

CNN-LSTM 91.43 92.09 95.50 90.05 90.82 

FCNN 77.14 80.30 88.80 76.80 77.09 

 

IV. CONCLUSION  

Soybean meal has a high protein concentration. For this 

reason, it constitutes a very important part of the protein 

sources used in animal feed throughout the world. On the 

other hand, soybeans contain many bioactive compounds that 

are antinutritional and/or poisonous, such as urease. For this 

reason, it is desired to reduce the effect of these components 

by cooking with machines such as extruders. However, many 

factors such as steam pressure, cooking time, temperature and 

screw speed affect the cooking level. Less cooking of 

soybeans negatively affects animal health, while overcooking 

negatively affects nutritional values. 

The urease test has been used for many years to evaluate 

the cooking level of soybeans. Here, the cooking level of 

soybeans is evaluated by an expert according to the color 

change of the samples. In this study, a machine learning-

based approach is proposed to evaluate urease test results to 

automate the process and minimize possible expert errors. In 

this context, a data set consisting of over-cooked, well-

cooked and undercooked samples were prepared. The 

prepared samples were tested in both two classes and three 

classes. In the tests performed with four different machine 

learning models, it was observed that the highest performance 

values were obtained by the CNN-LSTM model, in which the 

features extracted by CNN are processed sequentially with 

the LSTM model. In 10-fold cross-validation tests, ACC was 

96.57% for two classes and 90.29% for three classes. 

According to the author's knowledge, it is the first study to 

evaluate images of urease tests in soybeans with machine 

learning models. The results obtained are very promising for 

future studies. 
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IoT based a Smart Home Automation System
Design: Simulation Case

Erdal Ozdogan, Resul Das

Abstract—Today, solutions developed with the Internet of
Things have started to find more and more application areas
to make human life easier. Internet of Things solutions, which
include many different types of new technologies, will be very
useful to use simulation tools before prototyping for the most
appropriate technology selection. In this study, IoT-based smart
home design applications have been developed and analyzed.
In this context, 3 different scenarios have been developed for
smart home automation system design in the Cisco Packet
Tracer simulation environment, and the use of tools has been
demonstrated with examples according to different scenarios.

Index Terms—Smart home automation, IoT solutions, Packet
tracer, Simulation, Internet of Things.

I. INTRODUCTION

W ITH THE spread of the Internet of Things (IoT), Smart
Home Automation systems are increasingly being ap-

plied. By 2023, the smart home market is expected to reach
$ 141.2 billion, an increase of 17% compared to 2019 [1]. In
addition to the existence of many commercial applications in
smart home automation, application developers also develop
home automation systems using various tools. On the other
hand, the widespread use of Internet of Things technologies
has caused home users to develop their own solutions with
various hardware. The widespread use of microcontrollers
(MCU) or single board computers (SBC) has been effective in
the implementation of IoT systems in the home environment.
Many different numbers and types of IoT systems are used for
various purposes in home automation systems. However, this
rich diversity requires understanding of many components in
the development of IoT-powered home automation systems.
Evaluating different products during the testing phase of
the developed system causes additional labor and time loss.
Prototyping on a large scale using a large number of hardware
may not be practical at the design and evaluation stage due
to economic and operational constraints, especially when the
reliability and usefulness of the protocol in question has
not yet been proven [2]. In addition, preparing the physical
components for the connection and use of the connections
prevents the focus from the solution. The use of simulation
software will be beneficial in IoT ecosystem design due to
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the advantages of using an unlimited number of devices,
focusing on the solution to be developed, and also post-
test before prototyping. Multiple technologies, device types,
protocols and infrastructures are used in the development of
IoT solutions. The IoT solution developed in such a complex
situation requires many testing processes and methods to
achieve the desired benefit. The use of simulation software in
the development of IoT solutions will allow to focus directly
on the intended test item and separate test items from other
complex situations. In this study, it will be discussed how
to use simulation tools effectively in the development of
IoT supported home automation system, what advantages it
will offer in creating prototypes, and a simulation-supported
systematic approach is proposed to develop an IoT Home
automation system. In the following parts of the study, IoT
supported home automation systems, software and hardware
used in this system will be explained. In addition, sample
scenarios and solutions including different hardware types will
be simulated for simulation-supported system development.

II. RELATED WORK

Electronic equipment used in today’s traditional home envi-
ronments is generally hardware that works independently from
each other. The purpose of home automation systems is to
create smart environments by ensuring the interoperability and
integration of these independent equipment. With IoT support,
home automation becomes more capable and makes human
life easier. IoT-supported home automation systems have be-
come increasingly popular in recent years, and many academic
studies have been done on this subject. Academic studies cover
many different fields from security, technology, architectural
design to energy efficiency due to the multidisciplinary nature
of IoT. In particular, many different IoT solutions have been
developed for elderly and disabled people in the field of
health, and there are many applications in the literature [3],
[4], [5] In a study aimed at integrating the functions of
different home automation devices into a single application,
a modular smart home solution was developed to connect
more devices and manage them remotely [6]. In the study
by T. Malche and P. Maheshwary [7], an IoT-supported smart
home system was designed to remotely monitor and control
home environments. In the mentioned study, applications such
as smart lighting, gas detection and intrusion detection were
carried out using Arduino hardware. H. Singh et al. developed
a new solution that used a variety of sensors to control some
home appliances such as light, fan, door, energy consumption
and gas level [8]. In this solution, a system consisting of
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system design, objectives and implementation details is also
proposed. In another study on IoT powered home automation
system design, a design methodology and an Arduino based
application were developed by W.A. Jabbar et al. [9]. In
the study of F. Yalçınkaya et al., the MQTT based smart
home system was designed and evaluated in three different
scenarios [10]. In the study of Ö.Sine and Y. Koçyiğit, an
automation system that can be controlled over the internet
was designed and its usage areas were specified in various
application scenarios [11]. The study of Güneş et al, developed
with the support of artificial intelligence, simulated a home
environment consisting of thermostats, sockets and lamps in
each of the three rooms. In the study, it was proposed to
develop a simulation that includes different components [12].
In Eleyan and Fallon’s study, an MQTT-based automation
system was designed for individuals with special needs and
people with physical disabilities [13]. In H. Nguyen-An et
all’s study, it was stated that there are a wide variety of IoT
devices for different purposes in smart home environments
and that the traffic generated from these devices has a strong
effect on IoT. In the study, it was stated that the features of IoT
traffics are not known enough and the importance of analysis
is emphasized and that these traffics are produced synthetically
[14]. In the study of M. Assim and A. Al-Omary, a design was
made for the smart home environment using Packet Tracer
simulation software and then a prototype was produced [15].

As can be seen in the related study, home automation sys-
tems have been developed using different sensor types, MCU
and SBC hardware. However, these studies are limited because
they examine smart home IoT devices in test environments or
on a small scale. Since the majority of applications are geared
towards a specific solution, they only show a part of home
automation systems. Whereas, in simulation software, larger-
scale applications can be developed thanks to the ability to
add more devices and types.

III. IOT BASED SMART HOME AUTOMATION

Home automation solutions are systems that consist of hard-
ware that can communicate with each other and components
that can be accessed remotely via web environment or mobile
devices [15]. In other words, these systems are an example of
an IoT ecosystem that requires the use of hardware, software
and network infrastructure together. Because of the complexity
that IoT brings, designing a home automation system becomes
extremely important. The problems that IoT systems try to find
solutions to are generally based on smart city applications and
smart campus applications. IoT Home Automation systems can
also be considered as small prototypes of these solutions. For
this reason, IoT Home Automation Systems, which are cor-
rectly designed, tested and proven to be useful, will contribute
to the formation of smart cities. Home automation systems,
which are basically an IoT solution, consist of hardware, soft-
ware / application and communication protocol components
in accordance with the three-layer IoT architectural approach
[16]. Each of these components are equally important com-
ponents in designing an effective system. Different hardware
components and communication protocols can be used for

various purposes. It may be necessary to evaluate multiple
hardware, applications and protocols during design to reach
the correct and optimum solution. Using simulation programs
for IoT Home Automation Systems will provide an accurate
assessment. Many advantages offered by IoT have contributed
to the development of home automation systems [17] . The
usefulness of home automation systems is directly related to
the capabilities of IoT components. Below are some examples
of IoT powered home automation systems:

• Intelligent lighting
• Air conditioning
• Garden management
• Motion sensitive home security systems
• Air / Water quality monitoring
• Intelligent lock systems
• Smart Energy Management
Apart from these examples, there are different application

areas with the developing technology. However, it needs to
be defined to help create a realistic model of which main
components are involved in building a smart home automation.

A. IoT based Smart Home Automation System Components

Home automation systems are IoT supported applications
that provide customization by controlling the living and work-
ing environment. These solutions usually consist of actuators
and sensors. These are applications that provide the comfort
and safety of people without user intervention [1]. In such
applications, human-machine communication (H2M) can be
provided by connecting to the devices in the house over the
internet, as well as Machine-Machine (M2M) communication
that triggers an alarm according to the value of the smoke
detector. Sensors play an important role in both M2M and
H2M communication [18]. Various sensor types that have
been used in the industry for many years have taken their
place in home automation systems with the widespread use
of IoT the most common types of sensors are temperature
sensor, light intensity sensor, water level sensor, and sensors
that detect various gases in the air. Apart from these, var-
ious sensor types such as pressure, acceleration, humidity,
infrared, vibration, flexibility, ultrasonic distance and sound
sensor can be used in IoT Home Automation systems. These
sensors used in applications are generally hardware with no
computational capability or low computational capacity [2].
Also, many sensors do not have the ability to connect a
etwork. Therefore, there is a need for components in the
network, called IoT Gateways, that enable the transfer of
digital or analog information received from sensors [19]. The
IoT Gateway is a component that takes the properties of the
physical world such as temperature, humidity, light intensity
through sensors and is responsible for processing the received
data and placing it in Internet Protocol (IP) packets. Another
function of the IoT Gateway is the ability to send commands to
actuators to perform various actions under conditions specified
by programming. Although there are many different types
and capabilities of IoT Gateway hardware in the industry, the
most common characteristics of these devices are to provide
wired or wireless connections and to establish an internet
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connection. Microcontrollers (MCU) such as Arduino and
single board computers (SBC) such as Raspberry-Pi are used
for this purpose in small-scale applications and prototypes.
Figure 1 shows a section of the basic components commonly
used in smart home automation systems.

Fig. 1. A view from the smart house

Within the scope of this study, MCU and SBC equip-
ment will be used in simulation environments regardless of
manufacturer and brand. Thus, it will be possible to focus
directly on system solution development without focusing on
manufacturer and model-based differences.

B. IoT Communication Protocols

One of the most important issues to be considered in home
automation system development is determining the commu-
nication protocol. Communication protocols are application
layer protocols that allow data to be transported in IP packets
over the network. Different communication techniques are
used in the development of IoT solutions. In the classification
of IoT communication protocols, it can be seen that there
are protocols communicating via a central server (publish/sub-
scribe method) and protocols that communicate directly with-
out an intermediary server (request-response method) [20].
MQTT, which is the most used protocol in the development
of IoT solutions, is a TCP-based IoT application protocol that
works in the broadcast / subscriber architecture [21]. Internet-
based MQTT resources can be used at the stage of designing
a home automation system prototype [10]. Various licensed
or free resources are available for this purpose. Also, local
applications running on SBC hardware can be used. Another
protocol used in IoT applications is the CoAP protocol that
runs on the Request / Response architecture [22]. The advan-
tage of the CoAP protocol is that on-demand queries can be
made directly through the IoT Gateway without requiring an
additional server. In this way, the bandwidth consumption is

reduced since there will be no need for periodic publishing.
Another method that is becoming increasingly common in the
development of IoT solutions is the use of REST API [23].
This method, like CoAP, is in a request-response architecture
that provides low overhead over http messages. REST API
is a programming interface that runs over http and works on
the principles of the http protocol. The IoT Gateway can be
directly communicated via REST-API and the value obtained
from the sensor can be queried. Determining the most suitable
protocol in IoT solutions is directly related to the purpose of
the developed solution. In addition, evaluation criteria such
as data transfer rate, security level, network topology, type
of data transmitted and query frequency, distance should be
taken into account. The ability to change these values easily
in the simulation environment will contribute to the selection
of the correct suitable protocol. Internet of Things protocols
can be divided in three groups: infrastructure protocols, service
discovery protocols and application protocols. The layout of
these protocols in OSI layers is shown in the Fig. 2.

Fig. 2. IoT protocols

C. Simulation Supported Home Automation System Design

Within the scope of this study, a phased approach consisting
of six steps shown in Figure 3 is proposed in the design of
the simulation-supported home automation system.

Fig. 3. Simulation-supported IoT solution design steps
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At the stage of determining the purpose of the application,
the purpose of the IoT solution to be developed is determined.
Examples such as the motion-sensitive home security system
and the air conditioning of the living area are determined
at this stage. Determination of network infrastructure and
technologies; The networks and technologies needed are de-
termined according to the purpose of the problem. At this
stage, it is determined which technologies such as NFC,
Bluetooth or ZigBee to be used in wired or wireless in-
frastructure, sensor - IoT Gateway communication. At this
stage, it is determined whether the communication will be
kept locally or whether cloud services will be used. Local
storage and communications can be used when there are
concerns regarding the security of cloud Technologies [24].
Determining communication protocol; At this stage, the com-
munication protocol to be used is determined according to
the targeted purpose and network infrastructure. If there is
a periodic query and a high bandwidth requirement, publish
/ subscribe protocols can be used, otherwise, REST-API or
CoAP can be used. Simulating the prototype; According to
the purpose and technology determined in the previous stage,
the prototype to be developed in the simulation software is
simulated. According to the problems encountered, changes
can be made in the previous stages, or if the simulation
result is successful, the next stage can be passed. At this
stage, it is evaluated again whether the used bandwidth is
calculated and the communication protocol works efficiently
and in accordance with the purpose. Provision of necessary
hardware: After the success of the previous stage, the hardware
used in the simulation is provided. The solution developed
during the development and integration phase of the system is
implemented. At this stage, a new system or integration to an
existing system can also be made.

D. Sample Simulation Scenarios

Within the scope of this study, sample IoT solutions will
be developed using Packet Tracer simulation software over
sample scenarios.

There are many types of sensors that can be used in IoT
applications in simulation software. These tools are shown
in Figure 4. In addition to these tools, various actuators are
shown in Figure 5. In Packet Tracer simulation software,
advanced IoT systems can be developed using Python, Java
Script or microcontroller and single-board computer hardware
that can function as an IoT Gateway with block-based visual
programming capability.

1) Sample scenario - 1 (M2M Sample): In the home
automation system, there is a need to take the temperature
values in various locations and generate an alarm for the
positions far above the average value and send an IP packet
to a specific location. The topology of this scenario in which
the wired infrastructure is used is shown in Figure 6. Data
will be sent to the server with 192.0.2.10 IP address in the
internet environment in the topology. In the example scenario,
4 temperature sensors located in different locations were
connected to the MCU hardware and the temperature of the
location where a sensor is located was consciously increased.

Pre-existing Python codes in the simulation were changed
according to the scenario, and the value that deviated from
the averaging from the MCU device was sent to the server
using the UDP protocol. It is provided to receive the package
sent by using Python codes on the server. Python codes in
both hardware are shown in Figure 7.

2) Sample scenario - 2: There is a need to subscribe to the
status of a sensor and send data to the MQTT broker using
the MQTT protocol. The sample simulation topology for the
scenario is shown in Figure 8.

In this scenario, the garage environment where the smoke
sensor associated with the SBC is located will be checked
periodically. SBC will work as the MQTT Publisher and report
the smoke amount to the MQTT broker (192.168.1.100) with
the ”Home/Garage” topic at 60 second intervals. The tablet
computer used by the home user is in the MQTT subscriber
role and subscribed to the ”Home/Garage” topic via the MQTT
server. The subscription of the tablet computer to the relevant
topic and the message sent from the publisher via the MQTT
broker are shown in Figure 9. One of the advantages offered in
the simulation program is the advantage of using ready-made
MQTT python codes. In this way, MQTT based applications
can be used without focusing on the coding feature.

3) Sample scenario - 3 : A home with an IoT Gate-
way component from a specific manufacturer needs multiple
contingent, customizable IoT solutions. Sample simulation
topology for the scenario is shown in Figure 10. In this
scenario, the energy needs of the lamp and coffee machine
in the house are met by the battery by using the solar panel.
Besides, the IoT Gateway device controls all components in
the home automation system. When the smoke level rises
above 10 units through the MCU, it will open the house door,
garage door, window, and turn on the fan. The corresponding
JavaScript codes in the MCU device are shown below.

1 var smkSensor = A0;
2 var grgDoor = 5;
3 var window = 4;
4 var door = 3;
5 var houseFan = 2;
6 function setup() {
7 pinMode(grgDoor, OUTPUT);
8 pinMode(door, OUTPUT);
9 pinMode(window, OUTPUT);

10 pinMode(houseFan, OUTPUT);
11 }
12 function loop() {
13 var newVal = analogRead(smkSensor);
14 newVal = newVal /10;
15 if (newVal > 10) {
16 customWrite(grgDoor, 1);
17 customWrite(door, 1);
18 customWrite(window, 1);
19 customWrite(houseFan, 2);
20 } else {
21 if (newVal < 2) {
22 customWrite(grgDoor, 0);
23 customWrite(door, 0);
24 customWrite(window, 0);
25 customWrite(houseFan, 0);
26 }
27 }
28 Serial.println("Smoke Level : " + newVal);
29 }
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Fig. 4. Sensors in simulation software

Fig. 5. Actuators in simulation software

Fig. 6. Simulation topology for M2M communication scenario

In the scenario, the automobile was started to create smoke
and it was evaluated whether the simulation worked correctly.
In this simulation automation system, the reaction of the
automation system can also be followed when the smoke level
is above certain units. As shown Figure 11, the IoT Home
Gateway hardware provides control from the web interface
(192.168.25.1 in the example).

Accordingly, if the status of the solar panel is below 1Wh

or the battery is below 20%, the lamp will be half opened and
the window will be opened.

IV. CONCLUSION

IoT solutions, which are developed for humans use con-
tribute to building large networks of IoT devices, reducing
complexity, enabling device efficiency, and driving innovation
among industries seeking operational efficiency. IoT solutions
cover everything IoT device designers, software developers,
and product manufacturers need to develop and implement IoT
ideas, including hardware IP and software platforms. End-to-
end security, multiple workloads, secure network systems, and
cyber-security measures developed using artificial intelligence
methods are effectively used in IoT solutions. Since the
physical realization of all these systems requires high cost,
simulation tools are used effectively.

Simulations are tools that can be used in situations that
may be difficult or dangerous to do in the real world and help
understand how the real environment works. Simulations are
used to develop the first proof of concept of the research life
cycle. They are also very useful tools that allow you to analyze
the behavior of a system by making changes in parameters,
eliminating various additional tasks that are not directly related
to the purpose in the real environment. While developing IoT
solutions, working with simulation software before prototyp-
ing prevents unnecessary waste of time and helps to detect
possible error situations in advance. In this study, various IoT
solution examples were introduced using Cisco Packet Tracer
8.0 simulation software and IoT Supported Home Automation
Systems were developed with sample scenarios. Software-
ready Python, Java Script or block-based code keeps the
attention focused directly on the IoT solution. In this study,
analysis of network traffic and bandwidth consumption is not
examined. Depending on the number of IoT devices, new
scenarios can be developed using such criteria.
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Fig. 7. Python codes used in UDP communication

Fig. 8. Simulation topology for the MQTT sample

Fig. 9. Client side view of messages received from MQTT broker

Fig. 10. IoT Gateway solution topology

Fig. 11. IoT Gateway automation configuration from the web interface
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Abstract— It is seen that there is an increase in cancer and 

cancer-related deaths day by day. Early diagnosis is vital for 

the early treatment of the cancerous area. Computer-aided 

programs allow for the early diagnosis of unhealthy cells that 

specialist pathologists diagnose due to efforts.  

In this study, clustering and superpixel segmentation 

techniques were used to detect cell nuclei in high-resolution 

histopathology images automatically. As a result of the study, 

the successful performances of the segmentation algorithms 

were analyzed and evaluated. It is seen that better success is 

obtained in the Watershed and FCM algorithms in high-

resolution histopathological images used. Quickshift and SLIC 

methods gave better results in terms of precision. It is seen 

that there are k-Means and FCM algorithms that provide the 

best performance in F measure (F-M), and the correct 

negative rate (TNR) is more successful in Quickshift, k-

Means, and SLIC methods. 

 Index Terms— Segmentation, histopathological image analysis, 

superpixels, image processing 

I. INTRODUCTION

ANCER, HAS been among the serious health problems

in recent years, is among the world’s top causes of

death.  Humans with different age groups and other 

characteristics are getting cancer and lose their life. When 

this situation is analyzed with Turkey's health statistics, 

approximately 96 thousand men and 67 thousand women get 

cancer in a year.  

While lung and prostate cancers are common in men, 

one in four women are diagnosed with breast cancer 

compared to other cancers [1]. Early diagnosis of the tumor 

plays a crucial role in early treatment. Evolving visualization 

devices allow high-resolution histopathological images to 

allow laboratory examination that causes early treatment for 

cancer [2]. The development of high-resolution devices 

enables specialist pathologists to analyze texture with lesser 
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effort. It is seen that digital image processing, compared to 

microscopy, is advantageous. The fact that a certain number 

of people can observe with the microscope at the same time, 

and the specialized pathologist who repeatedly has no 

opportunity to examine this tissue, can be considered a 

disadvantage. With digital imaging devices, hundreds of 

specialist pathologists can read the tissue simultaneously [2]. 

Expert pathologists perform microscopic examinations of 

patients' tissues or organs for diagnosis. Before reviewing the 

biopsy tissue, they undergo it to certain stages.

The tissue taken undergoes preliminary processes such 

as fixation, staining, cutting, and scanning. When these 

processes are performed successfully, fat tissue, cytoplasm, 

and cellular structures become distinguishable. Making these 

procedures unhealthy prevents the differentiation of systems 

in the tissue. It reduces the success of segmentation in the 

computer-aided analysis due to destructive processes [3]. 

There are many studies of researchers related to this subject.  

Kayaaltı and Aksebzeci [4] studied a data set containing 

benign and malignant tumor images in breast cancer. They 

perform the Gray Level Co-Occurrence Matrices feature 

extraction matrix. They achieved 82.06% success with the 

Random Forests classifier. Albayrak and Bilgin [5] used a 

deep learning-based SegNet method to divide cellular 

structures in high-resolution histopathological images. They 

observed that SegNet was quite successful in segmentation 

cellular networks compared to other methods (k-Means, 

Otsu, Irshad) that are frequently used. 

       Çakır vd. [6] designed a system that automatically 

detects cancer precursor lesions in their study using the 

convolutional neural networks method of precursor lesions in 

cervical cancer. The system achieved 92% success in 

distinguishing lesions from images. They created a model 

with an 81.71 percent booming segment according to the 

Dice coefficient. Turan and Bilgin [7] used 

histopathological images obtained as a result of 

hematoxylin and eosin staining of deep learning and 

cancer diagnosed biopsy samples on breast pathology 

images, and comparatively evaluated the semantic 

segmentation process using SegNet [8] and U-Net [9] 

algorithms, and they found that the average F-measure 

of SegNet was 0.73, the training sensitivity was 

85.64%, the average F-measure of U-Net was 0.73, the 

training sensitivity was 72.87%. They have achieved 

successful results in the KNN, as long as the number of 

neighbors is below 10. They achieved a success rate of 0.99 

in terms of precision, sensitivity, and f1-score. Many studies 

related to segmentation in the literature [11-14] Huaman et 
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al. [15] suggest automatic identification of diseased leaf 

areas. The technique used the SLIC algorithm in zones called 

superpixels with a similar color to form a group.  They used 

it to train neural networks to classify whether superpixels are 

healthy or unhealthy. They found the average F-score to be 

0.67. Yuan et al. [16] developed a superpixel-based and 

boundary-sensitive convolutional neural network for 

superpixel-based liver disease zone automatic segmentation. 

They divided them into three classes as inner liver, liver 

border, and posterior liver. They obtained an SBBS-CNN 

with an average membrane similarity coefficient of 97.31 ± 

0.36% and an average symmetrical surface of 1.77 ± 0.49 

mm. Superpixel algorithms have been used in many areas in 

the literature [17-19]. 

      In this study, various methods were used in the 

segmentation of high-resolution histopathological images, 

and their success rates are compared 

This proposed study includes the method performed in part 2, 

the experimental results obtained within the study’s scope in 

part 3, and the conclusion in part 4. 

 

II. METHODOLOGY 

 

Segmentation methods used in our study are presented in 

this chapter. Superpixel approaches are used in various areas 

of image processing. 

 

A. K-Means Method 

 

K-means method is used for segmentation to reduce the 

distance between the data and the cluster to a minimum and 

divide 'N' data into 'c' clusters [20]. Algorithm steps are as 

follows; 

 

▪ A random k number of cluster centers are 

determined 

▪ The distance between cluster centers and each pixel 

is calculated 

▪ The average of each cluster is calculated. 

▪ The pixel is assigned to the closest cluster center. 

The process ends when the stop criteria are met. If 

not, the process continues from step 2. 

 

𝑏𝑛 = ∑  𝑁
𝑗=1 𝑚𝑎𝑥 (𝑑𝑘−1

𝑗
− ‖𝑥𝑛 − 𝑥𝑗‖2, 0)                            (1)  

 

i= arg  𝑏𝑛                                (2) 

 

       In Equation 1 𝑑𝑘−1
𝑗

 is the square distance between the 

closest cluster centers located between cluster centers. In 

other words, it is the cluster center of 𝑥𝑗.   𝑏𝑛  aims to reduce 

the error by placing a new cluster center at the 𝑥𝑛 

location.   𝑥𝑗, are the cluster centers obtained so far [21]. 

In the K-means clustering algorithm, as the number of data 

and the number of clusters increases, the calculation time 

increases. 

 

B. Fuzzy C-Means Method 

 

The Fuzzy C-Means method is an algorithm that ensures 

data can be assigned to more than one cluster. With the help 

of its membership degree, it can have more than one cluster. 

The degree of membership taking values between 0 and 1 

and that determines how much they join in which cluster. In 

the algorithm steps, first, the membership matrix (U0) is 

created with random values. The threshold value (ε) and the 

number of clusters (c) the stopping condition is determined. 

The value of m, which is the fuzzy parameter, is determined. 

[22] 

In the Fuzzy C Means method, the cluster center is 

calculated as in Equation 3. 𝑢𝑖𝑗 is the membership value of 

the pixel in the cluster 

 

𝑐𝑗=
∑  𝑛

𝑖=1 (𝑢𝑖𝑗
𝑘 )𝑚𝑦𝑖

∑  𝑛
𝑖=1 (𝑢𝑖𝑗

𝑘 )𝑚                                                    (3) 

 

      The membership matrix is calculated as in Equation 4 

using 𝑈𝑘+1. 

 

 

𝑢𝑖𝑗
𝑘+1 =

1

∑  𝑐
𝑘=1 (

𝑑𝑖𝑗

𝑑𝑘𝑗
)

2
(𝑚−1)

                                     (4) 

 

𝑑𝑖𝑗 =  ‖𝑦𝑖 − 𝑐𝑖‖
2                                                   (5) 

 

The process continues until 𝑚𝑎𝑥𝑖𝑗 ‖𝑢𝑖𝑗
𝑘 − 𝑢𝑖𝑗

𝑘+1‖ < 𝑐 

condition is met. When the process is achieved, it returns to 

the central matrix. 

 

C. Simple Linear Iterative Clustering (SLIC) Method 

 

Simple Linear Iterative Clustering (SLIC) is a superpixel 

segmentation algorithm proposed by Achanta et al.  SLIC is a 

k-Means based algorithm that clusters neighboring pixels 

considering color and coordinate information [23]. When 

SLIC is used as a superpixel preprocessing step, it provides 

computational speed, memory savings [24]. The process 

performed by the segmentation method for each pixel is 

given in equation 6. 

 

𝑑𝑐 =  √(𝐼𝑗 − 𝐼𝑖)
2

+ (𝑎𝑗 − 𝑎𝑖)
2

+ (𝑏𝑗 − 𝑏𝑖)
2                       (6) 

       In Equation 7, how the coordinate information of each 

pixel is calculated is specified. In the equation, j is the pixel 

accepted as the center and i value is the value that wants to be 

clustered. 

 

𝑑𝑠 =  √(𝑥𝑗 − 𝑥𝑖)
2

+ (𝑦𝑗 − 𝑦𝑖)
2
                                          (7) 

      What is calculated in Equation 8 is the realization of 

assigning the relevant pixel to a center. 

 𝐷′ = √(
𝑑𝑐

𝑁𝑐
)

2

+ (
𝑑𝑠

𝑁𝑠
)

2

                                                          (8) 

 

The maximum expected spatial distance (𝑁𝑠) within a 

given cluster should correspond to the sampling interval. 

SLIC superpixels correspond to clusters on the lab color 

image plane. Determining the maximum color distance (𝑁𝑐) 

will not be easy as the color distances will vary significantly 

from image to image and cluster to cluster. This situation can 

be avoided by fixing 𝑁𝑐  ‘to a fixed value of m. 
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𝐷 = √𝑑𝑐
2 + (

𝑑𝑠

𝑆
)

2

𝑚2                                                  (9) 

 

The m value in Equation 9 also determines the relative 

importance between color similarity and spatial proximity. 

 

D. Quick Shift Segmentation Method 

 

Quickshift is one of the popular superpixel segmentation 

algorithms. The principle of that algorithm is that it identifies 

and repeats data in a series of data points. Quickshift can be 

used in any field. When all data points are connected, the 

threshold value is used to distinguish the modes from each 

other. Different sets of data are separated from each other 

[25]. 

This method aims to generate superpixels by automatically 

changing the fast transition parameters according to a 

definition. Neighbours are considered within a spatial 

distance with a Gaussian kernel [25]. 

       Then, as shown in the equation, it creates a tree with a 

higher density value that connects each image pixel (x, y) to 

the nearest neighbour (x ', y') 

 

P(𝑋𝑖) =
1

𝑁
∑  𝑁

𝑗=1 𝑘(𝐷(𝑥𝑖 , 𝑥𝑗)), 𝑥𝑖 , 𝑥𝑗 ∈𝑅𝑑                            (10) 

 

        N is data and k(x) value is the kernel function with a 

Gaussian window. D(xi, xj) is the distance between xi and xj. 

The distances are calculated with the equation in 11 using the 

Euclidean distance in the spatial and color field. 

 

𝑑𝑞(𝑖, 𝑗) = 𝑑𝑥𝑦(𝑖, 𝑗) + 𝑤𝑞 . 𝑑𝑙𝑎𝑏(𝑖, 𝑗)                                   (11) 

 

The 𝑤𝑞 in Equation 11 is the weighting parameter, and 

the smaller the weighting parameter, the more critical the 

spatial field [26]. 

 

E. Felzenszwalb Segmentation Method 

 

Felzenzwalb is an algorithm based on local variation 

graphics. Since the algorithm does not have a density 

limitation, it typically produces zones of irregular shapes and 

sizes [27].  The algorithm works almost linearly with time 

and is fast in practice. The critical segmentation method is 

ignoring the detail in high variable images while preserving 

low variable images [28]. 

Graph-based algorithm input is G = (V, E) with n corners and 

m sides. Its output is the division of V into S=(𝐶1, 𝐶2, … 𝐶𝑟) 

components [29]. 

 

       C ⊆ V is the component’s, internal difference; the 

maximum weight covering the component minimum is 

expressed as MST (C, E). So; 

 

𝐼𝑛𝑡(𝐶) =  𝑤(𝑒)                                                                         
(12) 

  

The difference between 𝐶1, 𝐶2 components and V are defined 

as the minimum weight edge connecting the two parts. So; 

 

Dif(𝐶1, 𝐶2)=𝑤(𝑣𝑖 , 𝑣𝑗)                                                          (13) 

 

F. Watershed Segmentation Method 

 

Watershed is well suited for superpixel production; 

It provides good adherence to the object’s boundaries when 

the image gradient is calculated and allows control by 

selecting the resulting images number and spatial 

arrangement [30]. The grayscale gradient image where it 

states the boundaries in the algorithm is required. It sees the 

bright pixels in the image as the landscape where it consists 

of high peaks. Then it creates a distinct image segment from 

high hills and flood basins [31]. 

 

 

 
Fig.1. Modeling of the Watershed algorithm [32] 

 

      A grayscale image is defined as G = (D, E, f). You 

assume that the image f is the continuous space C (D), only 

critical points in a connected domain D form function on D. 

The distance between points is calculated as in the following 

equation [33]: 

 

𝑇𝑓(𝑝, 𝑞) = 𝑖𝑛𝑓𝜆 ∫  
 

𝜆
‖ ▽ 𝑓(𝜆(𝑠)‖ 𝑑𝑠                                    (14) 

 

G. ERS Segmentation Method 

 

ERS segmentation is a graph-based superpixel 

segmentation method proposed by Lui et al. Unlike well-

known superpixels such as SLIC, and ERS attempts to find 

compact and homogeneous superpixels using a graph-based 

approach. ERS consists of two components as the entropy 

ratio and balancing term. Entropy ratio, tight formation, 

homogeneous clusters, and the balancing period that create 

compact appearance provide similar clusters [34]. In the ERS 

algorithm; Similarities between neighbouring vertices (𝑤𝑖𝑗) 

are calculated, the number of clusters (k) and the weight 

factor (λ) are set. The original subset is set to A = ∅, and the 

edge is set to U = E. For each side a ∈ U, the function F (A ∪ 

{a}) - F (A) is calculated. It has found a value that provides 

the greatest success. The function continues until A becomes 

U = ∅ independent of U. The superpixel segmentation in the 

original subset (A) is created [35]. The uncertainty of the 

random variable is measured by entropy (H). With the 

probability mass function 𝑝 (𝑥), the entropy of X, which is a 

discrete random variable, is calculated as in the equation 

[36];                                                              
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𝐻(𝑋) = − ∑ 𝑝 (𝑥)𝑙𝑜𝑔 𝑝 (𝑥) 

𝑥∈𝑋

      (15) 

G.Measurements Used to Evaluate Segmentation

Performance

      Some measurements were used to determine the 

operating performance in the experiments. These are: True 

Positive Ratio (TPR), True Negative Ratio (TNR), 

Precision (P),  Overlap Ratio (OR), False Positive Ratio 

(FPR), False Negative Ratio (FNR) are the measures 

used to evaluate the segmentation performance of FM 

[37]. 

Metric Equation 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
(16) 

True Positive Ratio (𝑇𝑃𝑅) 
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
(17) 

F- Measure 

(F-M)

2 × 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑇𝑃𝑅

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑇𝑃𝑅
(18) 

True Positive Ratio (TNR) 
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
(19) 

Overlop Ratio 

(OR) 

𝐴(𝑆) ∩ 𝐴(𝐺)

𝐴(𝑆) ∪ 𝐴(𝐺)
(20) 

In formula 16, A (S) represents the segmented 

image area, while A (G) describes the actual image’s 

location. The parameters specified in the formulas are true 

positive (TP), true negative (TN), false positive (FP), false 

negative (FN), precision, and recall. True positive represents 

the number of pixels correctly affected as positive samples in 

the area of cellular structure. In contrast, true negative refers 

to the number of pixels outside the cellular systems and are 

negatively affected [35]. 

The data set used in our study was taken from the Beck 
Laboratory of Harvard University. The dataset is selected 
from TCGA (The Cancer Genome Atlas) data containing 
high-resolution histopathological images of kidney 
carcinoma. Histopathological images had cropped 400 × 400 
images. Expert pathologists marked cellular structures in the 
images, and 64 histopathological images were used. 

III.EXPERIMENTAL RESULTS

Automatic detection of diseased cellular structures on 
high-resolution histopathological images is of great 
importance for cancer detection. Different segmentation 
methods were used for 64 histopathological images. Some of 

the parameters were used to evaluate the results obtained. 
This study evaluated the performance of using methods for 
automatic cell detection in high-resolution histopathological 
images. 

(a) (d) 

(b) (e) 

(c) (f) 

Fig.2. High-resolution images obtained in the dataset are (a), (b), and 

(c). The reference image of the image marked by expert pathologists 

are (d), (e), and (f). 

    (a)   (b) 

 (c) 

Fig.3.  (a) High-resolution image obtained in the data set (b) image marked 

by expert pathologists (c) k-Means segmentation result 

The results of k-means, fuzzy C-means, and superpixel 
segmentation algorithms (SLIC, Watershed, Quickshift, 
Felzenszwalb, ERS) were obtained on 64 high-resolution 
histopathological images. 
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In each method, different values were given for the 
parameters, and the results were evaluated. 

TABLE I 

 THE PERFORMANCE OF THE STUDİES ON THE SAME DATA SET 

Method 
True 

Positive 
Precision 

F- 

Measure 

True 

Negative 

KMeans 0,60% 0,69% 0,61% 0,97% 

FCM 0,60% 0,68% 0,61% 0,97% 

SLIC+KO 0,69% 0,67% 0,63% 0,96% 

SLIC+BCO 0,66% 0,68% 0,64% 0,96% 

SLIC-DBSCAN 0,74% 0,61% 0,64% 0,94% 

ERS 0,65% 0,64% 0,61% 0,95% 

TPRS 0,65% 0,63% 0,61% 0,96% 

SegNet 0,70% 0,71% 0,69% 0,95% 

Irshad vd. 0,76% 0,62% 0,65% 0,96% 

Otsu 0,67% 0,64% 0,62% 0,95% 

 

 Table I shows the success rates of the studies belonging 
to the same data set. It was seen that the TPR value gave 
better results in FCM and K-Means methods. Quickshift, 
Watershed, and Felzenszwalb methods are used as different 
methods from the previously used dataset. 

 

Fig.4. Performance chart of segmentation results 

 

In Figure 4, the performance graph of segmentation 

algorithms used is shown. 

 

IV. CONCLUSION 

TABLE II 

 PERFORMANCE OF THE USED SEGMENTATİON ALGORİTHMS 

Method 
True 

Positive 
Precision 

F- 

Measure 

True 

Negative 

kMeans 63% 64% 60% 96% 

FCM 73% 62% 63% 95% 

Quickshift 57% 65% 55% 96% 

Watershed 67% 60% 57% 93% 

Felzenszwalb 64% 59% 55% 94% 

SLIC 56% 64% 53% 95% 

ERS 64% 63% 60% 94% 

 

 As seen in Table II, seven segmentation methods were 
used in the study. It is seen that better success is obtained in 
the Watershed and FCM algorithms in high-resolution 
histopathological images used. Quickshift and SLIC methods 
gave better results in terms of precision. It is seen that there 
are k-Means and FCM algorithms that provide the best 
performance in F measure (F-M), and the true negative ratio 
is more successful in Quickshift, k-Means, and SLIC 
methods. Because the borders of the cells marked by the 
pathologists are not precisely marked, their performance 
decreases. 
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Abstract— Geographically, the Horn of Africa is one of the 

regions that the Equator passes over, providing the opportunity 

for vigorous solar energy. However, despite the enormous solar 

energy resources, more than half of the region, 132 million 

populations have not yet access to electricity. This study presents 

an overview of the potential of solar energy in the region. Then 

review the current solar energy status and policies related to it. A 

Matlab/Simulink model is developed to show the comparative 

analyses of the solar radiation graphically on the photovoltaic 

modules and electricity outputs for the Horn of African countries' 

capitals. As a result of the simulation model, Ethiopia-Addis 

Ababa receives the highest annual solar radiation of 2915.03 

kWh/m2-year while Eritrea-Asmara with the lowest annual solar 

radiation of 2198.47 kWh/m2-year. The annual electrical output of 

the photovoltaic modules in Ethiopia-Addis Ababa is the highest 

with 286.685 kWh/year and Eritrea-Asmara 216.214 kWh/year as 

the lowest in the region. The number of photovoltaic modules and 

the optimum tilt angles are calculated. For Ethiopia-Addis Ababa, 

the lowest photovoltaic module number is 10, and the optimum PV 

tilt angle is 11.163°. For Eritrea-Asmara, the highest photovoltaic 

module number is 14, with a tilt angle of 15.397°. 

Index Terms— The Horn of Africa, solar energy, Matlab 

I. INTRODUCTION

HE HORN of Africa refers to the eastern-most edge of

Africa’s mainland, which lies on the Indian Ocean to the 

east, Red sea to the northwest, and the Gulf of Aden to the north 

[1]. It is just a few hundreds of miles into the Arabian sea and 

has a link with Arabian Peninsula geographically and culturally. 

In terms of the geopolitical situation of the world, the region’s 

location and its closeness connections to east and west of the 

world’s maritime transport and energy supplies are a crucial 

factor of the region’s importance with vast natural resources 

and minerals (Figure 1). Geographically, the region covers four 

states, which are Somalia, Ethiopia, Djibouti, and Eritrea, 

known as the horn of African countries [2-3]. 

Ethiopia has the highest population ratio, followed by 

Somalia, Eritrea, and Djibouti (Table 1), respectively.  
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According to Table 1, Eritrea has the highest annual population 

growth rate with 8.7%, and Djibouti has the lowest with 1.5%. 

Thus, a high-energy demand follows the high population 

growth rate. 

Fig. 1. The horn of Africa region map 

TABLE I  
HORN OF AFRICAN COUNTRIES PROFILE [4] 

Country Area [km²] Population Population 

growthrate 

[%] 

Urban 

population 

Ethiopia 1,000,000 114,963,583 2.57 21.695 % 

Somalia 637,657  15,893,219 2.874 46.141 % 

Eritrea 101,000 3,608,143 8.7 40.72 % 

Djibouti 23,200 1,005,379 1.5 78.062 % 

The continuous rise in oil prices and environmental concerns 

of fossil fuels is pushing the horn of African countries to find 

alternative energy resources. Therefore, the solar energy 

potential of the Horn of Africa Countries has been analyzed in 

Section I. The calculated solar radiation values are evaluated in 

Section II. The regional problems and alternative solutions are 

reviewed in Section III.  

II. SOLAR ENERGY POTENTIAL OF THE HORN OF AFRICA

Most of the population of the horn of Africa live in rural and 

remote areas, as shown in Table 1. Due to lack of poor grid 

infrastructure, communities have no access to electricity. To 

Solar Energy Potential in Horn of Africa: A 

Comparative Study Using Matlab/Simulink 

Erkan Dursun 

T 
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overcome this issue, solar energy, with its vast availability 

throughout the year in the region, is the right option for off-grid 

applications. In the following section, the potential of solar 

energy for each country is reviewed separately. 

A. Somalia 

Somalia has a high potential for solar energy. Somalia 

annually receives an average of 2,900 to 3,100 hours of 

sunshine duration, which is ideal for solar energy utilization [5]. 

The country has one of the highest daily total solar radiation 

averages on the earth. Somalia’s annual solar radiation 

estimation is over 2450 kWh/m2/year, as shown in [Figure 2]. 

The daily average of solar radiation is 6.4 kWh/m2/day. 

Furthermore, the country's average annual temperature is 27 °C, 

which is ideal for the operational life of Photovoltaic (PV) 

systems [6].  

 

 

 
Fig. 2. Somalia solar energy potential map [7] 

 

Over the past years, solar energy is progressively becoming a 

popular alternative among regional countries. However, the 

main barrier to develop this widely available energy resource is 

the traditional habits of the nations on using biomasses, 

charcoal, and firewood for energy consumption. Somalia 

dependents on foreign oil for practically 82% of its energy 

needs [8]. 
TABLE II 

MONTHLY AVERAGE SOLAR RADIATION IN SOMALIA [7] 

 

Months Air temperature 

 [°C] 

Daily solar 

radiation 

[kWh/m2/day] 

January 26.4 7.05 

February 26.7 7.15 

March 27.8 7.14 

April 28.9 6.76 

May 28.3 6.49 

June 26.4 5.72 

July 25.6 5.85 

August 25.6 6.59 

September 26.1 7.13 

October 27.2 7.15 

November 27.2 6.84 

December 27.0 6.63 

 

Most of the electricity consumption is supplied through 

diesel generators that are running on imported fuel. According 

to the African Development Bank study on Somalia, the 

country can potentially generate over 2,000 kWh/m2 of solar 

power. Due to higher tariffs of electricity compared to other 

countries such as Ethiopia and poor infrastructure, around 35% 

of the country’s population has access to electricity according 

to the United Nation’s Somalia energy report.  

 

The Banaadir Electric Company (BECO) is the largest 

energy provider in the country, operates in Mogadishu and its 

surroundings as well as some other cities like Kismayo, Afgoye, 

and supplies 50 MW of electricity [9]. The company aims to 

increase its annual solar power generation capacity by 5.5 MW, 

gradually decreasing the share of power generation from fossil 

fuels, primarily diesel and coal to less than 40%. PV panel 

installations do not only ensure the access of off-grid power to 

Somalia, but they also provide electricity to the communication 

infrastructure [10].  

Apart from big cities in the country, there are no bank 

branches or electricity in the country, particularly in remote 

areas, which makes it difficult for the rural communities to 

charge their phones and banking activities. To overcome this, 

digital money transfers via mobile is in use in the country. As 

in Figure 3, the PV chargers are used for cell phones in remote 

areas. 

 

       
 

Fig. 3. Somalia’s solar chargers for Mobiles and bills 
 

Digital technologies are too expensive for the general public. 

Rural customers pay in small payments because they are not 

able to afford to pay the cost of PV panels. Occasionally, 

utilities have to take a combination of cash and swap with goats 
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to make a deal. The natural abundance of the sun in Somalia 

makes it an attractive prospect for investment in renewable 

energy, particularly solar energy. However, the still-active 

conflicts in the country cause significant barriers to the 

investments in this tremendous and vast available solar source 

[11]. 

The challenges that influence the activities to exploit solar 

energy resources of the region. These challenges can be stated 

in two aspects such as PV installations capacity and finance. 

For Somalia’s case, the main challenge to harness solar energy 

is public security and national energy regulation policy. With 

the overthrow of the central government of Somalia an internal 

conflict started. The national energy company went out of 

business and it is responsibilities for generation, transmission, 

and distribution vanished. Constituting new regulatory policies 

is a must for the development of the Somalia energy sector. Off-

grid applications for mobile charging and lighting are on high 

demand, which is a huge opportunity for service providers. 

Diversification of solar technology systems such as lighting and 

mobile charging lanterns, water heaters, solar water pumps, and 

refrigerators is the untapped market, which is ready to invest by 

related companies. One of the alternative solutions to energy 

challenges in the horn of Africa is through education. Most of 

the population is not aware of the abundant solar resources in 

their region, thus educating the population could allow the rural 

community to adopt and harvest solar energy with the support 

of governments. Enforcement and development of energy 

regulations are also much needed to tackle the lack of 

electricity. Lowering solar product costs by evaluating the 

margins, such as entering product duty-free and freight charges. 

Introducing a different financial mechanism for solar energy 

consumers is an important aspect to get out of the lack of 

electricity in the horn of Africa [12-14]. 

B. Djibouti 

 

PV systems are gaining significant interest in recent years in 

both on-grid and off-grid applications, especially refrigeration, 

lighting, communications, water pumping in Djibouti [15]. Due 

to the lack of proper infrastructures in rural areas, access to 

electricity is limited. Electricity generation is expensive. Also, 

grid infrastructure is lacking investment and maintenance. 

However, Djibouti has two maximum solar radiation periods 

between March-April and September-October [16-17]. The 

solar radiation changes are very slim among the highest and 

lowest values. It experiences the least amount of solar radiation 

in June, July, and August, but even in the following months, the 

country gets enough solar radiation around 5-6 kWh/m²/day. 

Djibouti has over 3000 hours/year of sunshine duration and 

solar radiation of 2300 kWh/m2/year [Figure 4]. In line with the 

government’s objective to increase the rural area electrification 

between 2010 and 2025 from 1% to 100%, respectively [18].  

Currently, the country imports 70% of its electricity from 

neighboring Ethiopian. Through the interconnected grid, and 

the remaining 30% comes from locally running diesel 

generation units [19]. Regarding the increasing population in 

the main cities, such as the capital Djibouti, the electricity 

demand is getting high and higher. The government improves 

energy regulations and creates financial support to the energy 

sector [20]. 

 

 

 
Fig. 4. Djibouti solar energy potential map [7] 

 

 
TABLE III 

MONTHLY AVERAGE SOLAR RADIATION IN DJIBOUTI [7] 

 
Months Air temperature [°C] Daily solar radiation 

[kWh/m2/day] 

January 25.1 4.76 

February 25.7 5.60 

March 27.0 6.24 

April 28.7 6.57 

May 31.0 6.44 

June 34.2 5.79 

July 36.0 5.88 

August 33.1 5.96 

September 29.3 6.21 

October 26.9 6.10 

November 25.4 5.71 

December 36.0 5.08 

 

The rural population's access to electricity increased from 1% 

in 2010 to 30% in 2017. The first solar power plant of 62 kW 

in Ali-Addeh, provides electricity to 203 households through 

the mini-grid system. The second one, 100 kW capacity power 

plant financed by Korean owned KC Cottrell with a cost of 

$2.5M. The third one power plant is in the Dikhil district. The 
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government of Djibouti is studying the energy needs of four 

main villages in the country. The Djiboutian Agency for Social 

Development (ADDS) will provide finance for the villages' 

energy projects. The ministry of energy is estimating the solar 

energy potential is as 70MWh/year. To diversify the power 

generating sources for the whole country through on-gird and 

off-grid solar energy solutions. Also, international investors 

have noticed this untapped solar potential in the country. The 

energy ministry announced several solar energy projects 

financed by foreign investors. A 300 MW solar power plant 

with a cost of €360M at the Grand Bara site and other smaller 

solar projects are notable projects which international investors 

will finance [21]. 

C. Eritrea 

Most of the Eritrean highland regions receive around 2200 

kWh/m2/ of solar radiation each year. This situation shows that 

solar energy is the right option to meet the population’s energy 

needs in both central cities and rural areas (Figure 5). 

 

 
Fig. 5. Eritrea solar energy potential [7] 

 

Till now, the installed solar energy systems in the country are 

generally for welfare purposes such as powering educational 

facilities, health stations, communications, village water 

pumping, and electricity generation. With more regulations and 

finance, it is possible to feed the main grid with PV systems as 

well as households in rural areas with solar energy. Average 

global solar radiation in Eritrea is varying between 5 to 6.55 

kWh/m2/daily. Currently, traditional biomass is the leading 

alternative energy in Eritrea. The utilization of firewood and 

biomass makes up about %78.25 of the total energy output. PV 

panels are primarily used for electricity production in public 

buildings like health stations and educational centers [22]. 

Biomass-based energy was about 94.5% in the household 

sector, suggesting only a 5.4% contribution is from electricity, 

which shows poor access to the country’s population to modern 

energy solutions. In 2009, the PV panel’s electricity production 

accounted for only 0.04%, which shows the low-level solar 

energy installation in the country [23]. 98% of the generated 

electricity in the country is from imported fossil fuels. These 

put a heavy financial weight on the government budget as it 

subsidizes this electricity. Moreover, due to outdated 

infrastructure in transmission lines and municipal grids, losses 

are rising to 23%. The solar photovoltaic systems, solar water 

heaters, solar desalination plants, tobacco curing, solar crop 

dryers, solar cooling are among the possible investment 

opportunities of solar energy in Eritrea. Finally, the generation 

of electricity from biomass and imported fossil fuels leads to 

the pollution that contributes to climate change [24]. 
TABLE IV 

MONTHLY AVERAGE SOLAR RADIATION IN ERITREA [7] 

 
Months Air temperature [°C] Daily solar radiation 

[kWh/m2/day] 

January 18.9 5.18 

February 20.2 5.72 

March 22.1 6.23 

April 23.9 6.74 

May 25.0 6.68 

June 24.7 6.62 

July 21.7 6.05 

August 21.2 5.77 

September 22.1 6.19 

October 20.9 5.87 

November 19.8 5.27 

December 18.9 4.90 

Areza and Maidma towns of Eritrea had micro-grids installed 

this year, bringing clean power to 40,000 people funded by the 

government. It’s a hybrid system that uses PV panels, batteries, 

and diesel generators for back-up. The project aims to serve 

more than 40,000 residents: 40 different neighborhoods, more 

than 513 small businesses, 17 education centers, 7 hospitals, as 

well as and 80 organizations. This € 11.7 million project offers 

a replication model in other areas of Eritrea. The two plants 

have a generating capacity of 1.5 MW of PV, 600 kW of a 

generator, 1 MW PV, and 400 kW generators. These sites have 

been selected for being off-grid and densely populated areas 

[25]. 

Apart from Ethiopia, some of the ongoing solar energy 

projects in other countries in the region are summarized below. 

 
TABLE V 

SOMALIA, DJIBOUTI, AND ERITREA SOLAR PROJECTS [26] 

 Project 
Name 

Size 
[MW] 

Country Developer Operator 

1 Grand Bara  300 Djibouti Green, Enerys EED 

2 Jabad gelle 

hybrid 

25 Somalia BECO BECO 

3 Growe solar 5.9 Somalia EPS NECSOM 

4 Areza, 

Maidma 

2.25 Eritrea EEC EEC 

5 Darusalam 2.5 Somalia BECO BECO 
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D. Ethiopia 

The average annual solar radiation in the country is more or 

less uniform, and it’s estimated around 5.2kWh/m2/day with 

seasonal variations [27]. 

 

 

 
 

Fig. 6. Global horizontal irradiation map of Ethiopia [7] 

 

Economically, Ethiopia is one of the world’s fastest-growing 

nations, bringing an enormous increase in energy demand. 

Thus, it is expected the energy demand to growth 10-14% 

annually until 2037. Today just 27% of the citizens have 

electricity access [28]. To expand the 27% and connect more 

community to modern energy, the government is extending the 

main grid and increase the number of off-grid and mini-grid 

systems in the country. The majority of current PV electricity 

production is consumed in telecommunications. Also, other 

usages of existing solar power are health care centers, 

educational facility lighting, and village well pumps. The 

government is planning to connect over 150,000 households to 

electricity through PV systems. The first large PV plant 

installed in Ethiopia was a 10.5 kW village grid in 1985, and 

after four years in 1989, the PV plant is extended to 30 kW [29]. 

The Ethiopian government is planning to have over 500 MW of 

installed solar capacity by 2020 [30]. 

Solar PV capacity in Ethiopia has almost tripled in the past 

five years. However, 14 MW of solar PV systems has been 

installed up to now, counting for 0.3% of the Nation’s total 

energy capacity. Ethiopia’s solar capacity is expected to 

increase in the coming years with the number of ongoing solar 

PV projects [31]. Most of this installed 14 MW solar PV 

capacity is used for telecom systems, both mobile and landline 

network stations. In May 2016, the state-owned power 

company Ethiopian Electric Power (EEP) initiated the 

Metahara project, which was Ethiopia’s first solar plant tender 

for 100 MW. 

 
TABLE VI 

MONTH AVERAGE SOLAR RADIATION IN ETHIOPIA [7] 

Months Air temperature [°C] Daily solar 
radiation  

[kWh/m2/day] 

January 15.9 5.48 

Febuary 16.4 5.47 

March 17.9 5.64 

April 17.6 5.27 

May 17.8 5.17 

June 17.0 4.47 

July 16.6 3.77 

August 15.0 3.73 

September 15.6 4.50 

October 15.8 5.47 

Novermber 15.2 5.65 

December 15.6 5.27 

 

 
Fig. 7. PV size in Ethiopia (2013-2017)  

 

     
Fig. 8. Location of Metehara Solar PV Project [32] 

 

In October 2017, the construction of two 125 MW solar PV 

was launched in two regions Amhara and Dire Dawa of 

Ethiopia. The latest solar tender, which is 750 MW of solar 

capacity, is initiated in this year of 2019 [33]. The Ethiopian 

finance ministry’s Public-Private Partnership (PPP) Directorate 

General on 3 April 2019 launched a request for proposals for 

two 125MW PV projects being developed through the World 

Bank Group’s Scaling Solar programme [34]. Following the 

successful issuance of the RFP for Ethiopia Round 1, PPP-DG 

(Public-Private Partnerships Directorate General) and EEP 

announced that it would be procuring up to an additional 

750MW under the Scaling Solar initiative and formally 

requested IFC support to implement Ethiopia Scaling Solar 

Round 2. The RFQ process is ongoing [35-36] The Ethiopian 

government expects to make sure more than 7 million rural 
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households to access electricity with stand-alone systems, by 

2025 [37-38]. To prevent sub-standard or poor quality products 

from being flooded. The government approved regulations last 

year in December that enabled Ethiopian Energy Agency to 

specify minimum and maximum energy efficiency performance 

standards for appliances and equipment and provide efficiency 

certificates to wholesalers or retailers. The new regulation also 

gives priority to off-grid companies, which generate and supply 

power to off-grid areas. Some of the ongoing or announced 

solar projects are summarized below. 

 
TABLE VII 

 ETHIOPIA’S  SOLAR PV PROJECTS [31] 

 

  
Project 

Name 

Cost 

[$million] 

Capacity 

[MW] 
State  Status 

1 Metehara 120 100 Oromia  Scaling Solar 

2 Humera 120 100 Tigray Pending RFP 

3 Mekele 120 100 Tigray Pending RFP 

4 Hurso 150 125 
Dire 
Dawa 

Awaiting 
approval 

5 Gad  150 125 Somali Scaling solar 

6 Metema 150 125 Amhara  To approve 

7 Dicheto  150 125 Afar Scaling solar 

8 Weranso 165 150 Afar  Pending RFP 

9 Welenchiti  150 150 Oromia  Pending RFP 

 

III. A COMPARATIVE CALCULATION MODEL FOR SOLAR 

POTENTIALS 

The solar radiation values that fall on the PV module are 

calculated for each day by taking the latitude, the longitude, and 

day numbers of the Horn of Africa countries. The calculated 

annual solar radiation values are shown graphically in Figure 

11. The solar radiation falling on the PV module consists of 

three parts (Figure 9), such as diffuse radiation, beam radiation, 

and reflected radiation [39]. Calculations were made by 

modeling in Matlab Simulink environment (Figure 10). 

 
Fig. 9. Solar radiation types striking on the module [40] 

 

𝛿 = 23.45 sin [
360

365
(𝑛 − 81)]                   (1) 

 
𝛽𝐴 = 90 − 𝐿 + 𝛿                           (2) 

 

𝑃𝑉𝑡𝑖𝑙𝑡 = 90 − 𝛽𝐴                           (3) 

 

𝛿= Solar declination angle 

𝛽𝐴= Altitude angle, The altitude angle is the angle between the 

sun and the local horizon directly 

beneath the sun. 

𝑃𝑉𝑡𝑖𝑙𝑡=Optimum PV panel tilt angle 

L= the latitude of the site. 

𝑛= day number 

𝐼𝑡𝑜𝑡𝑎𝑙 = 𝐼𝑏𝑒𝑎𝑚 + 𝐼𝑑𝑖𝑓𝑓𝑢𝑠𝑒 + 𝐼𝑟𝑒𝑓𝑙𝑒𝑐𝑡𝑒𝑑                                          (4) 

 

𝐼𝑏𝑒𝑎𝑚 = 𝐼𝐵𝐻𝑅𝐵                                                                                              (5) 

 

𝐼𝐵𝐻 = 𝐼𝐻 − 𝐼𝐷𝐻                                                                                   (6) 

 

𝑅𝐵 =
cos(𝐿−𝑃𝑉𝑡𝑖𝑙𝑡) cos 𝛿 sin 𝐻𝑆𝑅𝐶+𝐻𝑆𝑅𝐶 sin(𝐿−𝑃𝑉𝑡𝑖𝑙𝑡) sin 𝛿

cos 𝐿 cos 𝛿 sin 𝐻𝑆𝑅+𝐻𝑆𝑅 sin 𝐿 sin 𝛿
               (7) 

 

𝐻𝑆𝑅 = cos−1(− tan 𝐿 tan 𝛿)                                                                  (8) 

 

𝐻𝑆𝑅𝐶 = 𝑚𝑖𝑛{cos−1(− tan 𝐿 tan 𝛿), cos−1[− tan(𝐿 − 𝑃𝑉𝑡𝑖𝑙𝑡) tan 𝛿]}           (9) 

 

𝐶 =
𝐼𝐻

𝐼𝑂
                                                                                    (10) 

𝐼𝐷𝐻

𝐼𝐻
= 1.390 − 4.207𝐶 + 5.531𝐶2 − 3.108𝐶3                       (11) 

𝐼𝑑𝑖𝑓𝑓𝑢𝑠𝑒 = 𝐼𝐷𝐻 (
1+cos(𝑃𝑉𝑡𝑖𝑙𝑡)

2
)                                                              (12) 

 

𝐼𝑂 = (
24

𝜋
) 𝑆𝐶 [1 + 0.034 cos (

360𝑛

365
)] (cos 𝐿 cos 𝛿 sin 𝐻𝑆𝑅 + 𝐻𝑆𝑅 sin 𝐿 sin 𝛿)                

(13) 

 

𝐼𝑟𝑒𝑓𝑙𝑒𝑐𝑡𝑒𝑑 = 𝜌𝐼𝐻 (
1−cos(𝑃𝑉𝑡𝑖𝑙𝑡)

2
)                                                    (14) 

 
𝐼𝑡𝑜𝑡𝑎𝑙=Total daily solar radiation on the PV module  

𝐼𝑏𝑒𝑎𝑚= Beam solar radiation on the PV module 

𝐼𝑑𝑖𝑓𝑓𝑢𝑠𝑒=Diffuse solar radiation on the PV module 

𝐼𝑟𝑒𝑓𝑙𝑒𝑐𝑡𝑒𝑑= Reflected solar radiation on the PV module 

𝐼𝐻= Total average daily horizontal solar radiation  

𝐼𝐵𝐻= Beam radiation on the horizontal surface 

𝑅𝐵= Beam tilt factor 

𝐻𝑆𝑅𝐶=The sunrise hour angle for the collector (when the sun 

first strikes the 

collector face, θ = 90◦) 

𝐻𝑆𝑅=The sunrise hour angle (in radians) 

𝐶= Clearness index 

𝐼𝑂= Extraterrestrial insolation on a horizontal surface the site  

𝐼𝐻=Insolation on a horizontal surface 

𝜌=Ground reflectivity 

As in Figure 11 depicts, Ethiopia has the highest solar 

radiation, while Eritrea has the lowest solar radiation. In these 

calculations, the annual solar radiation values of each city are 

obtained with the proposed MATLAB model.  

Mogadishu, Addis Ababa, Asmara, and Djibouti’s annual 

solar radiation are used to calculate the number of PV modules 

and the optimum tilt angles concerning the typical load profile. 

The annual average electrical energy of the load group created 

for this study is 2,759.4 kWh (Table 8). 
TABLE VIII 

TYPICAL DAILY LOAD PROFILE IN THE HORN OF AFRICA REGION 

Appliances # Running 

hours/day 

Power 

[W] 

Energy 

[Wh] 

Refrigerator 1 6 200 1200 

Air conditioner 1 4 1500 6000 

Lighting 4 5 18 360 
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Fig.10. Created Matlab-Simulink model for solar calculations of The Horn of Africa 
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Fig.11. Annual solar radiation model outputs for the horn of African countries  

 

When Table 9 is analyzed, it is seen that citizens of the Horn 

of Africa country have very low access to electricity. While 

forming the load group, the average energy consumption is 

taken into consideration rather than the electricity access rates. 

Although the average energy consumption per capita in the 

world is 2770 kWh per year, this rate is around 570 kWh per 

year in African countries [33]. 

 
TABLE IX 

ELECTRICITY ACCESS RATES OF THE HORN OF AFRICA COUNTRIES [41] 
 

Country Percentage of Population with access to 

electricity [%] 

Ethiopia  26.6 

Somalia 32.7 

Eritrea 36.1 

Djibouti 53.3 

 
Average daily energy consumption of a typical house based 

on a sample load model in the region is 11.490 kWh/day, 344.7 

kWh/month. The average house annual energy consumption in 

the horn of African countries is 4136.4 kWh. The technical 

details of the sample PV module are shown in Table 10. 

 

 

 

 
TABLE X 

JKM380M-72H SOLAR MODULE CHARACTERISTICS [42] 

Cell Type Mono-crystalline  

No.of Half-cells 144 (12×12) 

Dimensions 1987×992×40mm 

Weight 22.5kg 

Maximum Power (Pmax) STC (380Wp) 

Maximum Power Voltage (Vmp) 40.5V 

Maximum Power Current (Imp) 9.39A 

Open-circuit Voltage (Voc) 48.9V 

Short-circuit Current(Isc) 9.75A 

Module Efficiency STC (%) 19.28% 

Operating Temperature(℃) -40℃~+85℃ 

Maximum system voltage 1000V DC (IEC) 

Maximum series fuse rating 20A 

Temperature coefficients of Pmax -0.37%/℃ 

Temperature coefficients of Voc -0.29%/℃ 

Temperature coefficients of Isc 0.048%/℃ 

Nominal operating cell temperature (NOCT) 45±2℃ 

Power tolerance 0~+3% 

 

𝑃𝐹=0.86, 𝐴𝑐𝑒𝑙𝑙= 0.0225, 𝐴𝑚𝑜𝑑𝑢𝑙𝑒  =0.93, n=54                   

𝜂𝑐𝑒𝑙𝑙  = %16.4                    

𝜂𝑚𝑜𝑑𝑢𝑙𝑒  =𝜂𝑐𝑒𝑙𝑙 .PF ≫ %16.4*0.86= 0.141                            (16) 

𝐴𝑚𝑜𝑑𝑢𝑙𝑒  is 0.93 m2  and  𝜂𝑚𝑜𝑑𝑢𝑙𝑒  is calculated as 0.141 

 

𝐸𝑡𝑜𝑡𝑎𝑙 = 𝐴. 𝜂. 𝐻. 𝑃𝑅                                                              (17) 

 

Where, 

𝐸𝑡𝑜𝑡𝑎𝑙=Total produced energy from the PV module [kWh]  

𝐴 =Total solar panel area [m2]  

𝜂 =PV module efficiency [%] 

𝐻 = Annual average of solar radiation (shadings not 

included) on tilted PV modules.  

𝑃𝑅 = Performance ratio, coefficient for losses (range 0.5 to 

0.9, default value = 0.75). 

 

PR is a significant value for determining the quality of a 

photovoltaic installation [43]. It gives the installation 

performance regardless of inclination and the orientation of the 

module. It includes all losses. Ethiopia-Addis Ababa receives 

the highest annual solar radiation (2915.03 kWh/m2-year) 

followed by Somalia-Mogadishu (2215.47 kWh/m2-year) then 

Djibouti-Djibouti (2212.73 kWh/m2-year) of solar irradiation 

and Eritrea with the lowest annual solar irradiation 2198.47 

kWh/m2-year. Where n is the season’s number of days and 

𝑃𝑉𝑡𝑖𝑙𝑡  is optimum PV module tilted angle. 

 
TABLE XI 

THE CAPITALS ANNUAL SOLAR RADIATION, TOTAL ANNUAL OUTPUT ENERGY 

AND PV MODULE NUMBER 
 

Country/City Total 

annual 

solar 
radiation 

[kWh/m
2-year] 

Total 

output 

energy of 
the system 

[kWh/year] 

Optimum 

PV 

module 
number 

Optimum 

PV tilt 

angle  

Ethiopia-Addis Ababa  2915.03  286.685  10  11.163° 

Somalia-Mogadishu 2215.47  217.885  13  2.118° 

Eritrea-Asmara 2198.47  204.017  14  15.397° 

Djibouti-Djibouti 2212.73  217.616  13  11.900° 

 

Ethiopia-Addis Ababa has the highest total annual solar 

radiation, which is 2915.03 kWh/m2-year, and Eritrea has the 

lowest 2198.47 kWh/m2-year. In terms of the total annual 

output energy of the PV system, Ethiopia has the lowest PV 

module number of 10 and an optimum PV tilt angle (fixed 

system) of 11.163°. In contrast, Eritrea-Asmara have the 

highest with 14 of PV module numbers with 15.397° of 

optimum PV tilt angle respectively. 

IV. CONCLUSIONS 

More than half of the population of the region lives in rural 

and remote areas. Due to lack or weak grid infrastructure, most 

of these areas, communities have not accessed to electricity, 

which makes it isolated. To overcome this issue, solar energy 

with its vast availability throughout the year in the region, is the 

right option through off-grid solutions.  

In this study, annual average solar radiation values that will 

fall to the off-grid PV system to be established for a typical 
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house in Horn of Africa countries are calculated on Matlab-

Simulink model. Calculations were made by taking into account 

the number of days, latitude-longitude angles of the region 

where the PV system will be installed and the PV inclination 

angles of the optimum. Comparative analyses of the capitals of 

the countries in the region were performed. As a result of the 

calculations, Ethiopia-Addis Ababa receives the highest annual 

solar radiation (2915.03 kWh/m2-year) while Eritrea with the 

lowest annual solar irradiation of (2198.47 kWh/m2-year). The 

total annual energy output of the PV system is also calculated 

as Ethiopia has the highest with 286.685 kWh/year and Eritrea 

216.214 kWh/year as the lowest in the region. Calculations of 

PV module number and optimum tilt angle are conducted with 

Ethiopia has the lowest PV module number (10) with the 

optimum PV tilt angle of 11.163°, Somalia (13) with 2.118°, 

Eritrea (14) with 15.397°and Djibouti both (13) of PV modules 

with 11.9°. 
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