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Simulation Studies for Motion Control of Multiple Biohybrid Microrobots
in Human Synovial Fluid with Discontinuous Reference Signals

Siireksiz Referans Sinyalleri ile Insan Sinovyal Svisinda Birden Fazla Biyohibrit
Mikrorobotun Hareket Kontrolii icin Benzetim Calismalari

Ahmet Fatih TABAK!
! Kadir Has University, Mechatronics Engineering, 34083 Istanbul, Turkey

Abstract

It is envisioned that biomedical swarms are going to be used for therapeutic operations in the future. The utilization of a
single robot in live tissue is not practical because of the limited volume. In contrast, a large group of microrobots can deliver
a useful amount of potent chemicals to the targeted tissue. In this simulation study, a trio of magnetotactic bacteria as a task-
force, Magnetospirillum Gryphiswaldense MSR-1, is maneuvered via adaptive micro-motion control through an external
magnetic field. The magnetic field is induced by a single permanent magnet positioned by an open kinematic chain. The
coupled dynamics of this small group in the human synovial tissue is simulated with actual magnetic and fluidic properties of
the synovial liquid. The common center of mass is tracked by the equation of motion. The overall hydrodynamic interaction
amongst all three bacteria is modeled within a synovial medium confined with flat surfaces. A bilateral control scheme is
implemented on top of this coupled model. The position of the common center of mass is used as the reference point to the
end-effector of the robotic arm. The orientation of the magnetic field is rotated to change the heading of the bacterial-group in
an addressable manner. It has been numerically observed that controlling the common swimming direction of multiple
bacteria is fairly possible. Results are presented via the rigid-body motion of the robotic task-force as well as the fluidic and
magnetic force-components acting on the bacteria along with the bilateral control effort in all axes.

Keywords: Micro-Motion Control, Synovial Fluid, Magnetotactic Bacterium, Multiscale Robots, Bilateral Control, Adaptive
Control

Oz

Gelecekte mikro robotik siiriilerin medikal operasyonlar i¢in kullanilmasi ongoriilmektedir. Canli dokuda tek bir mikro
robotun kullanilmasi, smirlt hacim nedeniyle pratik degildir. Ancak, kalabalik bir mikro robot grubu, hedeflenen dokuya
yararlt miktarda faydali kimyasallar iletebilir. Bu simiilasyon ¢alismasinda, bir gérev giicii olarak segilen {i¢ manyetotaktik
bakterinin (Magnetospirillum Gryphiswaldense MSR-1) harici bir manyetik alan araciligiyla adaptif mikro-hareket kontrol
performansi arastirilmistir. Manyetik alan, {i¢ serbestlik dereceli agik bir kinematik zincir tarafindan konumlandirilan tek bir
dogal Neodimyum miknatis yardimi ile olusturulur. Agik kinematik zincirin her ekseninde adanmis bir dogru akim (DC)
motoru bulunmaktadir. Insan sinovyal ekleminde hareket eden bu kiigiik bakteri grubunun katr cisim dinamikleri, sinovyal
stvinin  gergek manyetik ve akigskan ozellikleri iizerinden simiile edilir. Mikro robotlarin ortak kiitle merkezi, hareket
denklemi ile izlenir. Ug bakteri arasinda hareket sirasinda ortaya ¢ikan ¢apraz hidrodinamik etkilesim, sinovyal stvi smirlart
icinde modellenmistir. Ortaya ¢ikan sistem dinamiklerinin iistiine ¢ift yanl bir adaptif kontrol yaklagimi ile referans sinyali
uygulanmaktadir. Ortak kiitle merkezinin konumu, agik kinematik zincirin u¢ efektdriine referans noktasi olarak geri
beslenmektedir. Manyetik alanin yonii, bakteri grubunun yoniinii adreslenebilir bir sekilde degistirmek i¢in kullanilmaktadir.
Ug bakteriden olusan bu gorev giiciiniin ortak yiizme yoniinii, sinovyal sivi igerisinde ayrik kontrol sinyalleri ve adaptif
kontrol galismasi ile idare etmenin kismen mimkiin oldugu, farkli referans fonksiyonlari yardimui ile, sayisal olarak
gozlenmistir. Sonuglar, robotik gorev giicliniin kat1 cisim hareketi ve tiim eksenlerde mevcut ¢ift tarafli kontrol ¢abasina ek
olarak bakterilere etki eden akiskan ve manyetik kuvvet bilesenleri araciligiyla sunulur.

Anahtar Kelimeler: Mikro-Hareket Kontrolii, Sinovyal Sivi, Magnetotaktik Bakteri, Cok Olcekli Robotlar, Cift Yanl
Kontrol, Adaptif Kontrol

I. INTRODUCTION

The field of biomedical micro-robotics is perceived as a promising interdisciplinary field of medical science,
robotic applications, and microtechnology drawing much attention for the past two decades [1-10]. The
envisioned tasks for biomedical microrobots include kidney stone destruction, removal of blood-clots, targeting
cancerous cells, and carrying potent chemicals to predefined locations [11,12]. The materials and approaches used
include manufacturing artificial swimmers using organic materials [13] and inorganic materials [14,15],
incorporating live cells into biohybrid systems [16,17], and directly employing self-propelling single-celled
organism within the robotic system [18,19]. One very important benefit of the latter approach is biocompatibility
for biomedical applications.
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The biological well-being of the living organism is of
the utmost importance. Therefore, the robotic device
should be able to carry out the therapeutic task without
any unforeseen complications in the living tissue. The
strategy of relying on biocompatibility is the way to
reduce the possibility of the immune system attacking
the micro-robotic device or avoiding the possible toxic
effects of the materials used in micro and nano-
manufacturing processes [20-22]. The use of patient-
based organic materials [23] and modified live cells
[24], amongst other alternative solutions [25,26], are
devised to address this practical but crucial problem.
The use of natural cells in a robotic system causes a
paradigm shift since power supply and motion control
turn out to be detached issues as opposed to fully
artificial systems. Furthermore, there are recent studies
on micro-motion control in synovial liquid using
biocompatible microrobots of different origins [27,28],
most of which focus on incorporating magnetotactic
bacteria in the complex medium.

In addition, groups of micro swimmers are being
considered for the therapeutic applications [29-35].
Single microrobots are not capable of carrying
substantial amounts of potent chemicals, nor on-boards
sensory equipment can be incorporated. Thus, tracking
and control of a single microrobot stands as a challenge
whereas a large group can be tracked relatively more
easily. Moreover, it will be possible to employ
individual groups for different tasks simultaneously
[36-38]. Finally, if the swarm is composed of
biohybrid robots, energy supply problem could
arguably be partially solved. The aforementioned
reasons make swarm research more appealing for
future studies.

There are several control studies in the literature
demonstrating the performance of magnetotactic
bacteria species Magnetospirillum Gryphiswaldense
MSR-1 via electromagnetic (EM) coils and permanent
magnets. The former approach demonstrating non-
adaptive control effort on the swimming direction of
real bacterium samples [39,40] while the latter
investigating the adaptive control approach on the
simulated bacterium and environment with continuous
or discontinuous reference signals [28, 41-45]. In this
study, a rudimentary control scheme for a biohybrid
robotic system is numerically demonstrated with the
help of a discontinuous set point yaw-angle reference
using basic ramp and step functions. The reported
studies in the literature are based on in vitro swimming
conditions of M. Gryphiswaldense MSR-1 in an
aqueous medium [39-45] and in vivo performance in
the synovial liquid [28], however, acting as a single
microrobot in the fluidic medium.

In this study, a swarm of three Magnetospirillum
Gryphiswaldense MSR-1 is being controlled as a task
force in the synovial liquid offering a novel analysis to
the literature of biomedical micro-robotic research. The

model and simulation strategy is based on previous
studies [28,41] by expanding the analysis to swarms.
Here, a detailed mathematical model representing the
coupled system of an open kinematic chain, the task
force of three magnetotactic bacteria, and one
permanent magnet is cast to simulate the rigid-body
and control dynamics of all the systems. Adaptive
integral gains are incorporated in the proportional-
integral-derivative (PID) control scheme. The control
scheme is constructed to be bilateral; resulting in a
two-way coupled system. Furthermore, two time-
dependent reference functions are used to rotate the
bacteria in clockwise and counter-clockwise directions,
on separate occasions. The Methodology section
discusses the details on the mathematical model of the
system and the adaptive control followed by the
Results section presenting the performance of the
control algorithm and the prospect of controlling
multiple bacteria in vivo.

II. METHODOLOGY

7 Base
TLab
-«

X Frame

Bacterium .
Iy Synovial

Medium
Swarm

Figure 1. PPR arm, the swarm comprised of three
neutrally buoyant magnetotactic bacteria, the magnet at
the end of the open kinematic chain, the magnetic field

between the magnet and the swarm, the synovial
medium of a certain thickness, gravitational attraction.

Figure 1 depicts the robotic system with the open
kinematic chain, i.e. the prismatic-prismatic-revolute
(PPR) robotic arm, the neutrally-buoyant group of
bacteria, i.e.,, three hydrodynamically coupled
Magnetospirillum Gryphiswaldense MSR-1 [39,40],
and one 0.02x0.02x0.02 m® permanent magnet, i.e., the
N52-grade Neodymium [46] block, located at the end-
effector of the robotic arm. The robotic arm is oriented
in the workspace such that the magnet can traverse
along the xy-plane and revolve along the z-axis in the
lab frame. Each joint of the PPR arm is articulated by a
dedicated brushless DC-motor [47]. The first two links
of the PPR arm are selected to be aluminum prisms of
5x5x30%x10% m®. The axes of the arm do not interact
with gravitational attraction and are assumed to be
rigid enough to withstand deformation along z-axes
against own weight. The motion of the end-effector is
assumed to be undisturbed by possible impurities in the
construction of the open kinematic chain.

Each bacterium cell has two helical bundles consisting
of two flagella each, articulated on the opposite sides
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of its cell body [39,40]. The magnetic field penetrates
the synovial liquid. As the magnet rotates, the
resultant time-dependent magnetic field or the
resultant electromagnetic field (EMF in Figure 2)
exerts the torque necessary to change the yaw-angle of
the swarm. The swarm propels itself fully submerged
in the synovial liquid at body temperature.

In this study, each bacterium is simulated as a separate
robot. They are far enough from each other so that

they can swim in formation. Therefore, each

bacterium has its equation of motion given as:
Fo®+F®+F -+ Fu®+FO n
T,O+T,O+ O+ Tw®+T0 |

=0

with subscripts ‘p’, ‘m’, ‘d’, ‘sw’, and ‘c’ denoting the
total propulsive effect of the tails (Equation (2)), the
stimulation of the Neodymium magnet (Equation (3),
the viscous drag on the surface of the bacterium
(Equation (4)), the hydrodynamic cross-coupling with
the other two bacteria in the swarm (Equation (5)),
and the contact with the solid boundary (Equation
(6)), respectively. Also, the subscripts ‘i’, ‘j°, and ‘k’
denote the individual bacterium in the swarm.

The propulsive effect is modeled by integrating the
local resistive force acting on the tails as:

Rl
TP
T T
231. RICR;  —RCRS | | 0
0|S;R,C,R] —S,R,C,R]S,| |, @
T T
+2?2. R,C:R;  —RCRS, |, 0
0|S,R,C,R) —S,R,C,R}S, | ||,

Equation (2) calculates the 6-degrees-of-freedom
propulsion force and torque vectors [48,49] with the
help of 3x3 matrices; R giving the rotation matrix for
local Frenet-Serret coordinates, S representing the
local cross-products, and C containing the local fluid
resistance coefficients for the tails.

The magnetic force and torque vectors on each
bacterium cell are denoted by:

F

m

T

m

(M- V)(R,,B)
mx (R B)

®)

mag

with m signifying the magnetic moment possessed by
the bacterium [40], B is the magnetic field felt by the
bacterium, i.e., B = [Bx By B;]", and Rmag, is the
rotation matrix between the bacterium and the end
effector of the arm. Furthermore, the components of B
are calculated based on the position of each bacterium,
i.e., [xy Z]" relative to the position of the magnet in

the lab frame [41]. Thus, each bacterium is under the
influence of different magnetic fields and field-
gradients.

The viscous drag acting against the resultant
translational and rotational rigid-body velocity, i.e., [U
Q] s, is given in Equation (6):

F 7 C.R’ C.R'S
d - _ Zf R1 lRl _Rl 1R1 1
T T
Td A S1R1(:1R1 _51R1C1R151
L2 T T
+2f RZCZRZ _RZCZRZSZ dC
o S,R,C,R; —S,R,C,R;S, &
|'body T T
. R,C,R, ~R,C,R;S, U
T T
SbRbeRb _SbRbeRbSb QSW

with Sp being the skew-symmetric matrix for the
center of volume of the body of the bacterium.

The hydrodynamic cross-coupling effect, i.e., the
hydrodynamic interaction (HDI in Figure 2), is
calculated by [50]:

~100h, t

100e
F )| | ————d (t
|: :I _ :Lie—lOOhp t p( ) (5)

T, ©
Py () < F, ()

with hy(t) being the proximity between the opposite
surfaces of two bacteria, the vector dy(t) denoting the
common normal between the closest points on the
opposite surfaces, and py(t) giving the location of the
closest point on the surface in the inertial frame of
each bacterium [50].

The contact force (CF in Figure 2) acting on each
bacterium cell should a collision with the solid
boundary occurs is modeled based on the penalty
approach [51] as:

FC]
Te (6)
, Ded<=0 d6/dt<:d6/dt>0n
0<6>0 0<«<ds/dt<=0 | ©
SCFC

with necessary conditions imposed associated with the
girid-body motion in lab frame.

In Equation (6), 6 is the penetration depth, k and b
represent the stiffness and damping at the point of
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contact, respectively, where exists a surface normal,
ne, employed to calculate the direction of contact
force. Finally, S; denotes the skew-symmetric matrix
for the position of the point of contact in the inertial
frame of the bacterium.

It must be noted that the matrices Cy12153 in Equations
(2) and (4) are diagonal [41-45] and contain the
viscosity of the synovial fluid, p, that is responsible
for the lubrication of the synovial joint and exhibits
non-Newtonian, i.e., shear-thinning, behavior [52,53].
The shear-thinning effect of the viscosity is given by:

0.385

W= 0.4814(2nf)°® _0.07142 / 2nf (")

with f being the rotation frequency of the helical tails,
471.2 rad/s as reported [40].

The dynamics of the PPR arm [51] can be presented
by Equation (8) given that the proposed open
kinematic chain is not susceptible to gravity, Coriolis,
and centrifugal forces due to its simple design and
orientation in the lab frame:

Di=K_,I, (8)

with D being the mass matrix of the PPR-arm [41].
The vector g denotes the generalized coordinates, q =
[di(t) dz(t) 03(t)]" along which the motion of the
respective joint takes place. The Denavit-Hartenberg
table [51] representing the link constants and joint
variables is given in Table 1. Finally, I, is the
diagonal matrix of the motor currents leading to
coupled electromechanics for the robotic arm as the
motor current also appears in the electromechanical
equations of the DC-motors.

Table I. Denavit-Hartenberg table of the PPR open
kinematic chain arm depicted in Figure 1.

. Twist Link z-
E(I)?rl:t/ angle length O(ffnf; t Rotation
(rad) (m) (rad)
1t —7/2 0 di(t) 0
2nd -7/2 0 da(t) /2
3 0 0 0.02 03(t)

Each one of the dedicated DC-motors is represented
by a mathematical model of the form [51]:

L1, +R, 1., =V K., 9)

with I, standing for the motor current, Vi, denoting the
applied control voltage, Lm and Rn representing the
inductance and resistance of the DC-motor,
respectively, and K, being the back-emf constant of
the armature. All motor specifications used in this
study are of the Maxon EC 45 Flat brushless 48 V &
70 W DC-motor [47]. The brushless DC-motors are

selected based on the previous numerical simulation
studies [28, 41-45].

Equation (8) and Equation (9) are solved together to
find the acceleration of each joint and the
corresponding DC-motor currents as a linear system
of coupled equations. Time derivatives of link
velocities and motor currents are determined
following the respective control input, Vm, while
satisfying the electromechanical constraints, e.g.,
upper limits of continuous current and velocity [47].
Position in the lab frame and the currents are predicted
via simple integration over time.

V.1
@—Pt 4\ ReF|—pREF

Ref

v_1

V2 4 ARM_POS|H—
PPR

V.3

il

Control
POS_Swarm V3

EMF
POS_Swarm ofA HDI B_VEL
HD_Interaction

CF
Bacterium
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HDI I
EMF

B_VEL

2l
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P POS_Arm

Magnet
POS_Swarm

EMF
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CF
Bacterium
B _POS

Contact
L VEL_Swarm

HDI

Figure 2. The control block (Control) generating the
voltage values to the DC-motors on the PPR arm
(PPR) based on the reference (REF) and swarm
position (POS_Swarm). The arm position
(ARM_POS) the magnet (Magnet), Magnet generates
the field on each bacterium (Bacterium), each
Bacterium interacts with each other (HD_Interaction)
and the surrounding boundary (Contact). The position
and velocity of each bacterium are denoted by B_POS
and B_VEL, respectively.

The control loop and the system, which are
constructed in MATLAB/SIMULINK environment,
are depicted in Figure 2. The instantaneous position of
each robot is averaged and used as a position reference
to the PPR arm. Also, the average of the instantaneous
z-angle of the bacterial swarm is used to calculate the
yaw-angle error. The control law for the entire system
to ensure the yaw-angle reference tracking with
reasonable error is given as:

Toxyay = Kpgey.n®xyy (O

+f Ki gy 280y O Ky y iy 3 () (10)
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with
Ki{x,y,z} = ]/((Kia—{x,y,z}e{x,y,z}(t))z‘l‘l)

constituting the adaptive component.

11)

Here, the coefficients Ky (xyz, and Kgxyz are the
proportional and derivative gains for the PID
employed in this study. Furthermore, the integral gain,
Ki-xy.z3, 1S designed as an adaptive gain [28,41-45]
dependent on a separate tuning parameter, Kia—xy.z-
Kia-gxyz is presented with a different power on the
denominator to further modify its effect as opposed to
previous studies [28,41-45], and it is possible to
modify the term further to change the behavior of the
adaptive contribution of the integral although not
studied in this work.

The error functions, egy(t), for the joints is given as
ex(t) = <ysu(t)> —da(t), ey(t) = <xsuw(t)> —da(t), and e(t)
= 0"(t) —<@,sw(t)>. The bilateral control coerces the
PPR-arm to follow the swarm while inducing the
torque on the bacteria necessary to align with the yaw-
angle reference thus coupling the dynamics of the
multiscale robotic system. Once the control signal,
Tixyz}, 1S determined the corresponding pulse-width-
modulation (PWM) signal generation follows [28].
The PWM signal is finally amplified to the nominal
voltage of the DC-motors for operation, i.e. £#48 V
[47] and fed back in Equation (9) to complete the
closed-loop control depicted in Figure 2.

I11. RESULTS AND DISCUSSION

The following results are obtained for two separate
reference functions given by the combination of two
ramp functions and one step function as 0™(t) =
—(@/18)t:(t >= 0)(t < 1) —(@/18)-(t >= 1):(t < 2)
+m/18)-t-(t >= 2)-(t < 3) rad for clockwise rotation
and 0"(t) = (n/18)-t-(t >= 0)-(t < 1) +(n/18)-(t >= 1)-(t
< 2) —(n/18)t(t >= 2)(t < 3) rad for counter-
clockwise rotation. The bacteria are initially located
on the same xy-plane as depicted in Figure 1 and their
relative location with respect to each other are given
as [0 0 0]" at the center, [4.625%x10°6 —4.625%10° 0]"
m to the left and slightly ahead, and [ —4.625x10°
4.625x10 0] m to the right and slightly behind. The
bacteria are initially 1x102 m away from the bottom
surface of the Neodymium magnet while swimming at
a proximity of 0.5x10% m to the boundary of the
liquid medium. The stationary surface that is taken to
be flat in this study. The simulation interval is set to
be t = [0 3] s in real time. The tuning parameters for
the PID controller are set to be Ky = 0.1, Kpzz = 0.1,
Ki32 = 002, Kp33 = 0.1, Ki33 = 002, Kpfx = 75, K,‘afx =
5, Ky, = 75, Kig—y = 5, Ks—x = 0.1, and K4, = 0.1, on
both accounts. All results are obtained by variable step
solver  ode45, under  MATLAB/SIMULINK
environment.

Figure 3 is the result of the clockwise and counter-
clockwise rotation control studies. The former exhibits
spatial overshoots on the orientation of the swarm
whereas the latter exhibits a phase delay, i.e., a spatial
resistance to the rigid-body rotation. The fact that two
different behaviors are observed is based on the
direction of the rotation of the helical tails. As the
helical tails rotate in the counter-clockwise direction,
it is arguably much easier to rotate the swarm itself in
the clockwise direction in the lab frame; a response
arising due to the hydrodynamic interaction between
the solid boundary and the rotating helical tail of each
bacterium [54] that in turn affects the whole swarm.
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Figure 3. The orientation of the swarm under
clockwise and counter-clockwise rigid-body rotation
control in the lab-frame.

Figure 4 represents the PWM signals on the dedicated
DC-motors at the respective joints of the PPR arm.
Only the x-axis performances are observed to be akin
to one another whereas the performances on the y-axis
and the z-axis are almost the opposite as expected. It
can be further observed that the PWM signals dictate
the direction of rotation. It is also important to note
that the PWM signals are not continuous but exhibit
impulse function characteristics due to the incremental
change in the reference signal over simulation time.

PWM PWM PWM
x ¥ z

1f 7 1f T 1 1 T
o 05H| ‘ 05} 05
o
E
% o 0 ot
o
O a5 | 05 0.5

1 -1 | Bl

0 2 4 0 2 4 0 2 4
o 1] 1f 1
@
£ 05| ‘ ‘ 05} 0.5
[}
2
(ST 0 0
B
S 05} -05 05}
[=]
O -1 : -1
0 2 4 0 2 4 0 2 4
Time (s) Time (s) Time (s)

Figure 4. The dedicated PWM signals are generated
on the x, y, and z axes of the PPR arm under
clockwise and counter-clockwise rigid-body rotation
control in the lab-frame.



Int. J. Adv. Eng. Pure Sci. 2021, ASYU 2020 Special Issue: el-€9

Control of Robotic Trio

Figure 5 depicts the currents on the dedicated DC-
motors. The observed behavior mirrors the PWM
signals, as expected. The currents along the x-axis and
y-axis never exceeds 0.01 A; however, the extrema for
the z-axis reaches +0.02 A, although not shown in the
figures to preserve the overall resolution. The sudden
jerk [55] in the rotation to match the reference angle is
the direct cause of this behavior.
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Figure 5. Dedicated DC-motor currents generated on

the x, y, and z axes of the PPR arm under clockwise

and counter-clockwise rigid-body rotation control in
the lab-frame.

Figure 6 illustrates how the magnetic torque is
adequate to rotate the swarm. The average of the
propulsive torque, <T,,> on the entire swarm is
oscillating around zero meaning that it attains zero
N.m several times per period. In the meantime, the
average of the magnetic torque on the swarm, <Tn,.>,
is seldom zero. It follows that, although the extrema of
the magnetic torque are overwhelmed by the extrema
of the propulsive torque, the magnetic torque is
constant long enough to overcome the propulsive
torque. It is important to note that, this analysis
assumes that the magnetic torque can overcome
Brownian noise [56]; an analysis previously carried
out in detail for Magnetospirillum Gryphiswaldense
MSR-1 and Neodymium magnet [28].
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Figure 6. The average of the propulsive torque
induced by and magnetic torque exerted on the swarm,
both along the z-axis, under clockwise and counter-
clockwise rigid-body rotation control in the lab-frame.
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Finally, Figure 7 depicts the net repulsive force acting
on the bacterium cell at the center over simulation
time. It is known that two micro-objects moving and
rotating in close formation will affect each other
[50,57,58]. The force-components are calculated in the
frame of the bacterium, i.e., the forward propulsive
force is along the x-axis. The repulsive effect modeled
here exhibits that the additional force along the
direction of swimming has a net contribution to the x-
traverse of the bacterium at the center. On the other
hand, the lateral force along the swimming direction,
i.e., y-axis, exhibits a swing in the direction as the
swarm rotates.
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Figure 7. The total repulsion force exerted on the
bacterium cell in the middle of the task-group, along
the x-axis and y-axis of the frame of the bacterium,
under clockwise and counter-clockwise rigid-body

rotation control in the lab-frame.

IV. CONCLUSION

The swarm motion in complex biological fluids is of
interest due to the envisioned application of
swimming micro-robotic swarms, artificial or
cybernetic. The study here focuses on the dynamics of
three magnetotactic bacteria initially separated from
each other at a certain distance and moving as a task
force in the synovial fluid of a human at body
temperature. The PID control scheme is set to be
adaptive on the integral gain to reduce the steady-state
error on the yaw-angle while the reference signal is set
as discontinuous functions of time. The results show
that (i) it is possible to control the swimming direction
of a swarm of bacterial and (ii) the repulsive force has
a measurable contribution to the force balance.

The study should be replicated for a relatively larger
group of bacteria to see the effect of the repulsive
force in all main axes. Furthermore, such a simulation
study would also help on the effective volume of
interest on which the magnetic field is focused.
Finally, the study should be replicated under actual
dimensions of a synovial joint to imitate the in vivo
conditions as much as possible to further study the
overall swimming dynamics of the swarm. The results
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will be beneficial for the micro-robotic research
community as well as the medical science, in the
future.

Synovial joints are relatively safer in terms of flow
conditions and immune system reactions given that
they do not posses blood vessels. The microrobot,
artificial or biohybrid, will arguably be subject to less
biophysical and biochemical stimuli [59]. Thus,
swarms of microrobots can be utilized in synoval
cavity for minimally invasive biomedical applications
while the patient, or the joint of interest, is stationary
without load for the duration of the procedure. A very
comparable promising field of application is
ophthalmetry [60] where the eye offers a similar
biophysical work environment, i.e., non-Newtonian
flow with no motion, inspite of presence of blood
vessels. In both cases, the flow field is none existent,
except for the field induced by the swarm, and the
location of the tissuse renders the procedure easier for
relatively weaker magnetic fieds to penetrate in
adequate strength to acuate and steer microrobots.
Therefore, micro-robotic swarm can carry drugs or
cells to repair tissue directly on targetted locations
[13,19] increasing the effectiveness of the treatment
and decreasing the time of recovery.
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3B Yazicinin Kontroliinde Optimizasyon Algoritmalarinin Performansi

Performance of Optimization Algorithms in the Control of 3D Printer
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Oz

Ucg boyutlu (3B) biyo yazicilar, rejeneratif tip ve doku miihendisligi alanlarmda 6zellikle kulak, burun ve yiiz-cene
protezlerinin biyo baskilarinda yogun sekilde kullanilmaktadirlar. Modelden modele farklilik gosteren baski hatalar1 yapay
doku ve organlarin biyo-baskilarinda siklikla goriilmektedir. Modelin yiizeyinde meydana gelen hatalar yazdirilacak organin
verimli kullanimina engel olmaktadir. Yapay doku ve organ biyo-baskisi siirecinde meydana gelen hatalarin en aza
indirilebilmesi i¢in 3B yazicinin kontrolcii performansinin iyilestirilmesi gerekmektedir. Bu caligmada, yapay doku ve
organlarm biyo-baskilar1 icin lyilestirilmis Gri Kurt Optimizasyon (IGKO) tabanli yeni bir uyarlanabilir PID kontrolcii
gelistirilmistir. Yerel minimumlardan kaginmak i¢in IGKO algoritmas tercih edilmistir. Onerilen algoritmanin yakinsama
hiz1 PID kontrolciiniin parametrelerinin hizli ve dogru sekilde ayarlanabilmesine olanak saglamaktadir. Gelistirilen IGKO
tabanli uyarlanabilir PID kontrolciiniin performansi, performans metriklerinden biri olan zaman agirlikli karesel hatanin
integrali (Integral of Time multiplied Squared Error-ITSE) yardimiyla dl¢iilmiistiir. 3B yazici i¢in dnerilen kontrolciiniin
performansi, klasik PID ve Balina Optimizasyon Algoritmast (BOA) tabanli PID kontrolciilerin performansi ile
karsilastirilmistir. Elde edilen deneysel sonuglardan, énerilen IGKO tabanli uyarlanabilir PID kontrolciiniin 3B yazicinin
gecici tepkisini dnemli 6lgiide iyilestirdigi ve yazdirilan burun ve kulak gibi organlardaki yiizey hatalarini en aza indirdigi
goriilmektedir.

Anahtar Kelimeler: 3B yazici, Yapay doku ve organ, Gelistirilmis gri kurt optimizasyon, Uyarlamali kontrol, Burun ve
kulak protezi.

Abstract

Three-dimensional (3D) bio printers are used extensively in regenerative medicine and tissue engineering, especially in
bioprinting of ear, nose and face-chin prostheses. Printing defects that differ from model to model are frequently seen in the
bio-printing of artificial tissue and organ. Defects occurring on the surface of the model prevent the efficient use of the organ
to be printed. The controller performance of the 3D printer needs to be improved so that defects in the artificial organ and
tissue bio-printing process can be minimized. In this study, a novel adaptive PID controller based on Improved Grey Wolf
Optimization (IGWO) has been developed for bio-printing of artificial tissues and organs. The IGWO algorithm has been
preferred to avoid local minima. The convergence speed of the proposed algorithm allows the parameters of the PID
controller to be adjusted quickly and accurately. The performance of the developed IGWO based adaptive PID controller has
been measured with the help of Integral of Time multiplied Squared Error (ITSE), one of the performance metrics. The
performance of the proposed controller for the 3D printer has been compared to the classical PID and Whale Optimization
Algorithm (WOA) based PID controllers’s performance. From the experimental obtained results, it can be seen that the
proposed IGWO based adaptive PID controller significantly improves the 3D printer's transient response and minimizes
surface defects in the printed organs such as the nose and ear.

Keywords: 3D printer, Artificial tissue and organ, Improved grey wolf optimization, Adaptive control, Nose and ear
prosthesis.

. GIRIS

3B yazicilar mithendislik ve saglik alanlar basta olmak iizere endiistriyel sanatlar, otomotiv gibi bir¢ok alanda
yaygin olarak kullanilmaktadirlar. Ug boyutlu bir modelin yazdirilarak madde haline getirilmesini saglayan 3B
yazicilar son yillarda rejeneratif tip ve doku miihendisligi alanlarinda 6zellikle kulak, burun, kemik ve yiiz-cene
protezlerinin biyo baskilarinda yogun sekilde kullanilmaktadirlar [1-3]. Yapay dokularin biyofabrikasyonu i¢in
hiicre-biyomateryal etkilesimlerini optimize ederek doku hasar1 gibi zorluklarin iistesinden gelen rejeneratif tip
alaninda kullanilan 3B yazicilarin kontrolii genellikle klasik PID ile gerceklestirilmektedir. 3B yazicinin
ortopedik cerrahide kullanilan basit geometri ve sert yapiya sahip protez kemik modelinin yazdirilmasinda
gosterdigi performans ile rejeneratif tip alaninda kullanilan i¢ ice gegmis karmasik geometri ve yumusak yapiya
sahip kulak ve burun gibi modellerin yazdirilmasinda gosterdigi performans arasinda biyiik farkliliklar
goriilmektedir [4, 5]. Hem sert hem de yumusak dokuya sahip yiiz-¢ene protezi gibi modellerin yazdirilmasinda
ise kontrolcii performansindan kaynakli yiizeysel baski hatalar1 6n plana ¢ikmaktadir. Bu doku ve organlarin
biyo-baskilarinda modelden modele degisen hatalarin en aza indirilmesi modelin etkin kullanimi agisindan
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olduk¢a onemlidir [6]. Yazdirilan modelin referans
modele gore yiiksek hata oranmna sahip olmasi,
hastanin yazdirilan protez modelden kaynakli baska
problemlerle karsilagsmasina neden olabilir. Bu hata
oraninin en aza indirilebilmesi amactyla bu ¢alismada
Iyilestirilmis Gri Kurt Optimizasyon (IGKO)
algortimas1 tabanli yeni bir uyarlanabilir PID
kontrolcii gelistirilmistir.

Yiiz, ¢ene, kafatasi, boyun ve agiz bolgesi ile ilgili
hastalik, travma, doku eksikligi ve estetik sorunlarin
tan1 ve tedavisi maksillofasiyel cerrahi olarak
adlandirilmaktadir. Plastik cerrahi, estetik cerrahi,
rekonstriiktif mikrocerrahi, ortognatik cerrahi, dis
hekimligi ve kulak burun bogaz hekimligi
maksillofasiyel cerrahinin ilgi alanlar1 arasinda yer
almaktadir. Hastanin yiiz bolgesinde, 6zellikle kulak,
burun ve ¢ene bolgesindeki kusurlar, hastanin
duygusal biitiinliigiinii, sosyal etkilesimini, benlik
algismi  ve yasam kalitesini  olumsuz  yonde
etkilemektedir.  Maksillofasiyal  kusurlar1  olan
hastalarin yasam kalitesi, cerrahi rekonstriiksiyon veya
protez saglandiginda bile genellikle risk altindadir [6-
9]. Travmatik burun ve kulak kusurlari, 6zellikle
toplumda gerceklestirilen aktivitelerde 6zgiiven, moral
ve motivasyon kayiplarina neden olabilmektedir [10].
Burun ve kulagin yiiz bolgesindeki konumu goz
oniinde bulunduruldugunda, bu organlarin kayb1 veya
bu organlarda olusacak kusurlar hastanin fiziksel
goriiniimiinii olumsuz yonde etkileyeceginden, cerrahi
operasyonun miimkiin olmadig1 durumlarda giyilebilir
protez burun veya kulagin kullanimi biiyiik 6nem
tagimaktadir [11]. Ayrica, aynalanacak mevcut bir
par¢a olmadiginda, geleneksel tas kaliplar kullanilarak
iretilen protez burun ve kulagin  hastaya
uygulanmasinda problemler yasandig: bildirilmektedir
[12]. Literatiirde yapilan ¢aligmalarda, burun ve kulak
kayb1 olan hastalara uygun protez organlarin basilmasi
icin hastanin yiiz bolgesindeki yumusak ve sert doku
ayr1 ayri segmentlere ayrilmaktadir. Protezin hastanin
cilt rengine uyumlu olmasi, hastanin protezi etkin
kullanabilmesi agisindan 6nemli oldugu igin hastanin
cilt rengi bir spektrofotometre ile Ol¢lilmektedir.
Protez organi takmadan once kulak veya burun kaybi
olan hastalarin goriiniimii sirasiyla Sekil 1 (a) ve Sekil
2 (a) 'da gosterilmektedir. Hastanin cilt tonuna uygun
olarak 3B yazicida basilan kulak ve burun, yiiz
bolgesinde segmentlere ayrilan yumusak doku ve sert
doku ile bitiinlestirilmektedir. [1, 11]. 3B yazicida ile
yazdirilan ve hastanin yliz bdlgesine monte edilen
protez kulak ve burnun goriiniimii sirasiyla Sekil 1 (b)
ve Sekil 2 (b) 'de gosterilmektedir.

Bu ¢alismada, yapay doku ve organlarin biyo baskilar
igin 3B yazicida kullamlmak iizere yeni bir IGKO
tabanli uyarlanabilir PID kontrolcii gelistirilmistir.
Gelistirilen uyarlanabilir kontrolciiniin parametreleri,
IGKO algoritmast kullanilarak — ayarlanmaktadir.
Ayrica, protez organlarin yazdirilmasinda, iretimden
kaynaklanan hatalarin en aza indirilebilmesi i¢in 6zel

olarak tasarlanan ve li¢ farkli iiretim malzemesini tek
bir sistemde kullanabilen ekstruder sarkacinin konum
kontrolii de uyarlamali olarak gerceklestirilmektedir.
Onerilen kontrolcii yaklasimimin performansi deneysel
calismalarla dogrulanmaktadir.

Sekil 1. Kulak kaybi olan (a) protezsiz (b) protezli
hastanin gériiniimii [8]

Sekil 2. Burun kaybi olan (a) protezsiz (b) protezli
hastanin gériinimi [10]

Bu c¢aligmanin geri kalam1 su sekilde organize
edilmistir: yapay doku ve organlarin biyo-baskilari
icin 3B yazici tasarimu Boliim II'de anlatilmaktadir.
Gelistirilen modele dayanak olusturan Gri Kurt

Optimizasyon (GKO) algoritmasi Bolim III'te
sunulmaktadir. IGKO tabanhi olarak gelistirilen
uyarlanabilir PID kontrolci algoritmasinin 3B

yazictya uygulanmasi Bolim IV'te gosterilmektedir.
Boliim V'te deneysel sonuglar verilmekte ve elde
edilen sonuglar tartigilmaktadir. Calismanin sonuglari
Boliim VI'da vurgulanmaktadir.

II. DOKU VE ORGAN BiYO BASKISI

ICIN 3B YAZICI TASARIMI

Kartezyen, delta ve c¢ekirdek xy gibi farkli
tasarimlarda iretilen 3B yazicilar genellikle xyz
kartezyen koordinat sistemine bagli ekstruder, nozul
ve 1sitmali yataktan olugmaktadir [13]. Caligmada
kullanilan 3B yazicinin x, y ve z eksenlerinin hareketi
aynt Ozellige sahip vidali miller yardimi ile
gerceklestirilmektedir.  Tasarlanan 3B yazicinin
mekanik yapist Sekil 3'te gosterilmektedir. Tasarlanan
3B yazicimin boyutlar1 600 X 600 x 700 mm'dir.
Yapay doku ve organlarin yazdirilmasi icin kartezyen
tip olarak tasarlanan 3B yazicida eksenler icin dort
adet (z ekseninde iki adet) ve filament sistemi igin {i¢
adet olmak tizere toplam yedi adet endiistriyel tip
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servo motor kullanilmaktadir. Ayrica, ekstruder sarkag
i¢in bir adet step motor kullanilmaktadir.

Sekil 3. Kulak ve burun gibi doku ve organlarin baskisi
icin tasarlanan 3B yazicinin mekanik yapisi

Tasarlanan 3B yazict 400 X 400 mm 1sitmali yataga
ve 0.2 mm, 0.4 mm ve 0.6 mm c¢apli nozullardan
olusan bir ekstruder sarkas sistemine sahiptir. Bu
calismada kullanilan 3B yaziciy1r diger yazicilardan
ayiran en onemli 6zellik, ekstruder sarkag¢ sistemine
sahip olmasidir. U¢ nozuldan olusan ekstruder sarkag
sistemi Sekil 4'te gosterilmektedir. Yapay doku ve
organlarin minimum hata ile basilabilmesi i¢in 3B
yazicinin eksen kontroliiniin yanisira ekstruder sarkag
sisteminin de etkin kontrolii olduk¢a onemlidir. Bu
problemin iistesinden gelebilmek i¢in bu ¢alismada 3B
yazicilardaki klasik PID kontrolcii algoritmasi yerine
IGKO tabanli uyarlanabilir PID kontrolcii algoritmasi
gelistirilmekte, 3B yazici {izerinde bulunan ve Sekil
5’te gosterilen kontrol karti {lizerine gomiilmektedir.
Gelistirilen kontrolcii algoritmasi aymt zamanda {i¢
nozuldan olusan ekstruder sarkag sisteminin
kontroliinii de gerceklestirmektedir. Tasarlanan 3B
yazict li¢ ¢esit filamenti ekstruder sarkag sistemi
yardimiyla aym1 anda kullanabilmektedir. Bu tiir bir
sistemin gereksinimi, modelin hastanin cilt rengindeki
tonlamalara uygun olarak yazdirilabilmesine olanak
saglamasidir. Ayrica, model katmanlarinda cesitli tipte
malzeme kullanimina imkan verilerek protez modelin
yumusak-sert doku uyumu gergeklestirilebilmektedir.

Sekil 4. Doku ve organ biyo-baskisi igin tasarlanan 3B
yazicinin ekstruder sarkag sistemi

L
N

Sekil 5. Gelistirilen IGKO tabanli uyrlanabilir PID
kontrolcii algoritmasinin gémiilii oldugu kontrol karti

III. GRi KURT OPTIMIZASYONU

GKO, dogadaki gri kurtlarin avlanma davraniginin ve
sosyal liderliginin simiilasyonuna dayanan siirii zekasi
temelli evrimsel bir hesaplama yontemi olan yeni ve
etkili bir meta-sezgisel optimizasyon algoritmasidir
[14]. Gri kurtlardan esinlenen bu algoritmada gri
kurdun liderligi ve avlanma mekanizmalar1 taklit
edilir. Liderlik hiyerarsisini taklit etmek i¢in alfa («),
beta (B), delta (&) ve omega (w) olmak {izere dort tiir
gri kurt tanimlanmaktadir. GKO algoritmasinin dogasi
w kurtlar tarafindan takip edilirken a, § ve § kurtlar
optimizasyon siirecine rehberlik etmektrdir. Gri kurt
avinin ana agamalari:

e avi kovalamak, yaklasmak ve takip etmek

e avin pesinde kosmak, taciz etmek ve etrafini

sarmak
o sabit bekleme ve avina dogru saldirt.

Gri kurtlarin avlanma davranig asamalar1 Sekil 6'da
gosterilmektedir. Avin pesinden kosma, yaklagma ve
takip etme asamasi Sekil 6 (A)'da; avin pesinden
kosma, taciz etme ve kusatma asamalar1 Sekil 6 (B-
D)de; duragan bekleme ve avina dogru saldiri
asamalar1 Sekil 6 (E)'de gosterilmektedir.

A : : == B

S

Sekil 6. Gri kurtlarin avlanma davranisi
Gri kurdun avlanma boyunca etrafi saran davranisi [14,
15]:


https://www.sciencedirect.com/science/article/pii/S1568494620309352#fig1
https://www.sciencedirect.com/science/article/pii/S1568494620309352#fig1
https://www.sciencedirect.com/science/article/pii/S1568494620309352#fig1
https://www.sciencedirect.com/science/article/pii/S1568494620309352#fig1
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D =|C-Xp(t) - X(v)| (1)
Xt+D)=X,(t)-4-D 2)

ile modellenmektedir. Burada, t mevcut yinelemeyi
temsil etmektedir. 4 ve C katsay: vektérleridir. X (t) ve
XT, (t), sirastyla gri kurt ve avin konum vektorleridir. A
ve C vektorleri,

A=2d-7—d ©)
=27 4

yardimiyla hesaplanmaktadir. Burada, 77 ve 75, [0, 1]
araliginda rastgele vektorlerdir. @ bilesenleri iterasyon
boyunca dogrusal olarak 2'den 0'a azaltilmaktadir.

Gri kurtlar, avin konumunu tanima ve onu kusatma
yetenegine  sahiptirler. Gri  kurtlarin  avlanma
davranigini matematiksel olarak simiile etmek icin
ve § kurtlarm avin potansiyel konumu hakkinda daha
iyi bilgiye sahip oldugu varsayilarak a en iyi ¢6zim
kabul edilmektedir. Bu siireg,

Dy = |G- Xq — X| (5)
Dg = |C; - X5 — X| ©)
D5 = |C5- X5 — X| @
X, =X, — 4, - (Dg) ®)
X, = X5 — A, - (Dg) ©)
X; = X5 — A3 - (Ds) (10)
)?(t+1)=j(:7+jf+z (11)

ile tanmimlanmaktadir. Burada, t mevcut yinelemeyi
ifade etmektedir. Tl, Tz ve T3 rastgele vektorlerdir.
X_)O, , X_ﬁ) ve X_)(g vektorleri sirasiyla a, § ve § kurtlariin
konumlarimi belirtmektedirler.

Avin hareketi durdugunda gri kurtlar bir saldir ile avi
bitirirler. Avina yaklagan matematiksel model igin d

degeri azaltilir. O sirada, A'nm dalgalanma araligi da d
tarafindan azaltilmaktadir. Bir arama ajaninin bir
sonraki konumu, mevcut konumu ile avin konumu
arasindaki herhangi bir konum olabilir. Avlarini
aramak i¢in birbirlerinden ayrilan ve avina saldirmak
icin bir araya gelen gri kurtlar, cogunlukla a, g ve &
kurtlarinin ~ konumuna  gére arama  yaparlar.
Matematiksel model sapmasi i¢gin, arama ajan1 avdan
I'den biiyilk veya -1'den kiigiik rastgele degerlerle

ayrilmalidir. GKO algoritmas1 prosediirii asagida
tanimlanmistir:

1: Grikurt niifusunu X; (i = 1,2, ..., n) baslat
2: a, Ave C baslat
3: Her arama ajaninmn uygunlugunu hesapla
X,: en iyi arama ajant
Xp: ikinci en iyi arama ajani
Xg: Uiglincii en 1yi arama ajani
(t < maksimum yineleme say:ist) iken,
Her arama ajani igin
5.1: Denklem (11) tarafindan mevcut arama
ajaninin konumunu giincelle
6: a, A ve C giincelle
7: Her ajanin uygunlugunu hesapla
8: Xg, Xp ve X; giincelle
9
1

a R

t=t+1
0: X, degerini dondiir.

Bu caligmada yerel minimumlardan kaginmak igin
GKO algoritmast iyilestirilmis ve kontrolcii parametre
katsayilar1  belirlenmistir.  lIyilestirilen  algoritma
Boliim IV’te tanitilmaktadir.

IV. 3B YAZICI iCIN GELISTIRILMIiS

GRi KURT OPTIMIZASYON
TABANLI PID KONTROLCU
TASARIMI

Yapay doku ve organlarin biyo-baskilarinda kullanilan
3B yazicilarin  kontrolii genellikle klasik PID
kontrolcii algoritmasi ile gergeklestirilmektedir. 3B
yazici ile yazdirilan protezlerin imalat siireglerinde

meydana gelen hatalarin, Ozellikle yazdirilan
protezlerin  yiizeylerindeki  hatalarin en aza
indirilebilmesi i¢in uyarlanabilir PID kontrolcii

algoritmasi dnerilmistir [13]. Bu boliimde, yapay doku
ve organlarin biyo-baskilar1 i¢in tasarlanan 3B
yazicinin gegici durum yanitinin iyilestirilebilmesi
amactyla onerilen IGKO tabanli PID kontrolcii
algoritmasi sunulmaktadir. Tasarlanan 3B yazici igin
gelistirilen IGKO tabanli PID kontrolciiniin blok
yapist Sekil 7'de gosterilmektedir. Sekil 7’de 6,
referans acgisal konumu ifade etmektedir. 6, agisal
konum hatasim ve wu, Kkontrolcii ¢ikis sinyalini
belirtmektedir. 6, kapali dongii kontrol ¢ikisi olup
gercek acisal konumu gostermektedir. Gelistirilen
IGKO tabanli uyarlanabilir PID kontrolciiniin
performansi, en yaygin kullamilan performans
olgiitlerinden biri olan zaman agirlikli karesel hatanin
integrali (Integral of Time multiplied Squared Error-
ITSE) yardimiyla Olgiilmektedir. Denklem (12) ile

ifade edilen bu performans oOlgiiti gelistirilen

kontrolciiniin parametrelerinin ayarlanmasinda

kullanilmaktadir.

ITSE=f tle(t)?]dt (12)
0
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Onerilen kontrolcii yapisinda kullamlan IGKO
algoritmasi prosediirii asagida tanimlanmigtir [17]:

Girisler : n, d ve maksimum yineleme sayisi
Cikis  : Global optimum
1: Grikurt niifusunu X; (i = 1,2, ...
2: a, AveC baslat
3: Maksimum yineleme sayis1 igin
Her arama ajaninin uygunlugunu hesapla
X, en iyi arama ajani
Xg: ikinci en iyi arama ajani
Xs: Ugiincii en iyi arama ajani
4: (t < maksimum yineleme sayist) igin,
5: Her arama ajani i¢in
5.1: Denklem (8-10) ile konum giincelle
5.2: Denklem (11) tarafindan mevcut
ajaninin konumunu giincelle
5.3: R;(t) = [|1X;(t) — X;(t + 1)|| giincelle
6: d = 1’den D i¢in
6.1: Boyut 6grenmeye dayali avlanma i¢in
Xipura(t +1) =X q(t) + rand X (X, q(t) — X4 (t))
7: a, Ave C giincelle
8: Xg» Xp Ve X giincelle
9: En iyi boyut 6grenmeye dayli konum ve mevcut
ara ajan konumunu giincelle
10: Her ajanin uygunlugunu hesapla
11: Gri kurt niifusunu giincelle
12: Global optimum degerini dondiir.

,n) baslat

arama

V.DENEYSEL SONUCLAR

Yapay doku ve organlarin biyo-baskilari igin
tasarlanan 3B yazicinin performansi, sirastyla klasik
PID ve gelistirilen IGKO tabanl uyarlanabilir PID
kontrolcii algoritmalart ile test edilmistir. 3B yazicinin
MATLAB ortaminda olusturulan matematiksel modeli
iizerinde yapilan sistem yanit analizine gore klasik

PID kontrolciiniin kazang parametreleri Ziegler-
Nichols  yontemi  kullanilarak  belirlenmistir.
Calismada Onerilen kontrol algoritmasinin

optimizasyon siireci i¢in popiilasyon bilylkligi ve
toplam adim sayist sirasiyla 40 ve 50 olarak
belirlenmistir. Calismadaki tiim kodlar MATLAB
2020b ile derlenmistir. Gelistirilen IGKO tabanli
uyarlanabilir PID kontrolciiniin gegici durum yamitt
hem klasik PID kontroclinin hem de Balina
Optimizasyon Algoritmast (BOA) tabanli PID
kontrolciiniin gecici durum yamit1 ile karsilastirilmig
ve sonuglar Tablo 1'de sunulmustur. Tablo 1'deki
sonuclar incelendiginde, onerilen IGKO tabanli
uyarlanabilir PID kontrolciisiiniin sistemin yanitini
onemli 6lgiide iyilestirdigi dogrulanmustir.

Tasarlanan 3B yazicinin performanst PID, BOA
tabanli PID ve IGKO tabanli PID kontrolcii
algoritmalari ile deneysel olarak test edilmistir. Bu {i¢
algoritma, sirayla tasarlanan 3B yazici iizerine
gomiilmiis ve protez kulak ve burun modelleri
yazdirilmigtir. Klasik PID kontrolciiye sahip 3B yazici
ile yazdirilan protez kulak ve burun modelleri sirastyla

Sekil 8 ve Sekil 9'da verilmektedir. BOA tabanh
uyarlanabilir PID kontrolciiye ve onerilen IGKO
tabanli uyarlanabilir PID kontrolciiye sahip 3B yazici
ile yazdirilan protez kulak ve burun modelleri sirasiyla
Sekil 10 ve Sekil 11'de gosterilmektedir.

«IGKO algoritmasini uygula
e Amag fonksiyonu (ITSE) minimize et
Ky, Kiy and Ky parametrelerini hesapla

3B Yazici

Referans

0.(s) + iée.(s)

Sekil 7. Tasarlanan 3B yazic1 igin gelistirilen IGKO
tabanli uyarlamali PID kontrolcii blok yapist

Tablo 1. 3B yazicinin gegici yanit analizi sonuglari

Yiikselme Y;':f:me Maksimum Tepe
Kontrolcii zamani 2%) asma zamani
(s) ©) (%) (s)
PID [13] 0.78x 1073 | 0.97 x 1072 41.67 0.36 x 1072
Bo[/i\g]j'D 0.32x107¢ | 0.08 x1075| No overshot 0.14 x 1075
IGKO-PID | 0.49x107% | 0.19 x 10~7| No overshot 0.27 x 1077

Tasarlanan 3B yazicinin performanst PID, BOA
tabanli PID ve IGKO tabanli PID kontrolcii
algoritmalar ile deneysel olarak test edilmistir. Bu {i¢
algoritma, swrayla tasarlanan 3B yazici {izerine
gomillmiis ve protez kulak ve burun modelleri
yazdirilmigtir. Klasik PID kontrolciiye sahip 3B yazici
ile yazdirilan protez kulak ve burun modelleri sirasiyla
Sekil 8 ve Sekil 9'da verilmektedir. BOA tabanh
uyarlanabilir PID kontrolciiye ve onerilen IGKO
tabanli uyarlanabilir PID kontrolciiye sahip 3B yazict
ile yazdirilan protez kulak ve burun modelleri sirastyla
Sekil 10 ve Sekil 11'de gosterilmektedir.

2
£
v

Sekil 8. Klasik PID kontrolciiye sahip 3B yazici ile
basilan protez kulak modelleri [16]

\U‘.

Sekil 9. Klasik PID kontrolciiye sahip 3B yazici ile
basilan protez burun modelleri [16]
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Sekil 10. BOA-PID kontrolciiye sahip 3B yazici ile
basilan protez kulak ve burun modelleri [16]

Sekil 10. IGKO-PID kontrolciiye sahip 3B yazici ile
basilan protez kulak ve burun modelleri

Calismada Onerilen optimizasyon algoritmasinin
performansi ¢alisma [16]'da kullanilan algoritma ile
karsilastirldiginda, IGKO algortimasmin yakinsama
hizinn BOA'min yakinsama hizina gore daha iyi
oldugu, yerel minimumlardan kag¢inabildigi ve global
optimum basariminin daha yiiksek oldugu deneysel
olarak dogrulanmustir.

Onerilen kontrolcii algoritmas1 ve karsilastirilan diger
kontrolcii  algoritmalart  ile  yazdirilan  yapay
organlardaki  deformasyon  miktarlar1  Pearson
korelasyonu ile belirlenmistir. R, dlgiilen ve istenen
degerler arasindaki dogrusal iligkinin diizeyinin bir
Olciimiinii saglar. R degeri, hedefler ve c¢iktilar
arasindaki iligkinin bir gostergesi olarak tanimlanir.
R =1 ise, hedefler ve c¢iktilar arasinda tam bir
dogrusal iliski vardir. R sifira yakinsa, hedefler ve
ciktilar arasinda dogrusal bir iligki yoktur. R degeri
[18];

pe TG —DGi-)
VEE G — 02 2, (v — 7)?

ile elde edilir. Burada, x ve y sirasiyla ortalama hedef
degerler ve Olgiilen degerlerdir. Klasik PID
kontrolciiye sahip 3B yazici ile basilan protez kulak ve
burun modelleri i¢in deformasyon oranlari sirasiyla
ortalama % 19.76 ve % 17.62'dir. BOA tabanli PID
kontrolciiye sahip 3B yazict [16] ile basilan protez
kulak ve burun modelleri i¢in deformasyon oranlari
sirasiyla % 0.673 ve % 0.349'dur. Onerilen IGKO
tabanli uyarlanabilir PID kontrolcii algoritmasina

(13)

sahip 3B yazici ile basilan protez kulak ve burun
modelleri igin deformasyon oranlar1 sirastyla % 0.024
ve % 0.013'tiir.

VL. SONUCLAR

Bu caligmada, kulak ve burun gibi yapay doku ve
organlarin biyo-baskilar1 igin parametreleri meta-
sezgisel optimizasyon algoritmalarindan IGKO ile
kestirilen yeni bir uyarlanabilir PID kontrolcii
gelistirilmigtir.  Gelistirilen kontrolcii  algoritmasi
Ozgiin olarak tasarlanan 3B yazici lizerinde test
edilmistir. IGKO algoritmasi, en iyi PID kontrolcii
parametrelerinin ayarlanmasi i¢in ITSE performans
kriterlerine gore adim adim calistirilmistir. Deneysel
calismalardan elde edilen sonuglar, Onerilen
yaklasimin PID kontrolciiniin parametrelerini hizli ve
etkili ~bir sekilde hesapladigimi  gostermistir.
Tasarlanan 3B yazicida kulak ve burun protez
modelleri yazdirilarak yazicinin performans: deneysel
olarak test edilmistir. Gelistirilen IGKO tabanli
uyarlamali PID algoritmasi ile elde edilen sonuglar
literatirdeki BOA tabanli uyarlamali PID ve klasik
PID kontrolcii sonuglar1 ile karsilastirilmistir.
Tasarlanan 3B yazici ile birlikte 6nerilen IGKO
tabanli uyarlanabilir kontrolciiniin protez kulak ve
burun iretim siirecindeki hatalar1 belirgin bigimde
azaltig1 gozlemlenmistir. Ozellikle protez doku ve
organlarin i¢ ice gecmis kompleks geometrilere sahip
baskilarinda 6nemli bir sorun olan ylizey hatalari
Onerilen algoritma ile en aza indirilmistir. Gelecek
caligmalarda canli yapilarin, doku ve organlarin
olusturulabilmesi i¢in canli hiicrelerin minimum hata
ile konumlandirilmasini saglayacak yapay zeka temelli
algoritmalar tasarlanan 3B yazicinin kontroliinde
kullanilacaktir. Bu sayede, canli hiicrelerin hassas
konumlandirilmasiyla hedef doku veya organlarin
olusturulmasi esnasinda meydana gelen ylizey alani ve
tiretim kusurlari en aza indirilebilecektir.
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Abstract

Speech and speaker recognition systems aim to analyze parametric information contained in the human voice and recognize it
at the highest possible rate. One of the most important features in the voice for successful speaker recognition is the speaker's
accent. Speaker accent recognition systems are based on the analysis of patterns such as the way that the speaker speaks and
the word choice he uses while speaking. In this study, the data obtained by the MFCC feature extraction technique from voice
signals of 367 speakers with total 7 different accents were used. The data of 330 speakers in the data set were taken from the
"Speaker Accent Recognition" dataset in the UC Irvine Machine Learning (ML) open data repository. The data of the other
37 speakers were obtained by converting the voice recordings in the "Speaker Accent Archive" dataset created by George
Mason University into data using the MFCC feature extraction technique. 9 ML classification algorithms were used for the
designed speaker accent recognition system. Also, the k-fold cross-validation technique was used to test the data set
independently. In this way, the performance of ML algorithms is shown when the dataset is divided into a k number of parts.
Information about the classification algorithms used in the designed system and the hyperparameter optimizations made in
these algorithms are also given. The performances of the classification algorithms are shown with using performance metrics.
Keywords: Mel-frequency cepstral coefficients, machine learning, speaker accent recognition, feature extraction

Oz

Konusma ve konugmaci tanima sistemlerinde insan sesinin icerdigi parametrik bilginin sistem tarafindan analiz edilip en
yiiksek basar1 oraninda taninmasit hedeflenmektedir. Konusmaci tanimanin basarili bir sekilde yapilabilmesi igin ses
icerisindeki en dnemli 6zelliklerden bir tanesi konusmacinin aksanidir. Konugmaci aksani tanima sistemleri konusan kisinin
konugma sekli ve konusurken kullandigi kelime se¢imi gibi Oriintiilerin analiz edilerek taninmasma dayanmaktadir.
Konusmacmin ses sinyalinden gerekli 6znitelik bilgilerini elde etmek igin Mel-Frekans Kepstral Katsayilart (MFCC)
Oznitelik ¢ikarim teknigi kullanilmistir. Bu ¢alismada 12 katsayili MFCC teknigi ile toplamda 7 farkli aksana sahip 367
konusmaciya ait ses sinyallerinden elde edilen veriler kullanilmistir. Kullanilan veri setindeki 330 konusmactya ait veriler
UC Irvine Makine Ogrenmesi (ML) agik veri kaynagindaki “Speaker Accent Recognition” veri setinden almmustir. Diger 37
konusmacinin verisi ise George Mason Universitesi tarafindan olusturulan “Speaker Accent Archive” veri setindeki ses
kayitlarmnin MFCC 6znitelik ¢ikarim teknigi kullanilarak veriye doniistiiriilmesi yoluyla elde edilmistir. Tasarlanan
konugmaci aksani tanima sistemi i¢in 9 farkli ML smiflandirma algoritmasi kullanilmistir. Bunun yaninda veri setini
bagimsiz olarak test edebilmek amaciyla k-katlamali ¢apraz dogrulama teknigi kullanilmistir. Bu sayede veri setini farkli
sayida parcalara bolerek analiz edildiginde sergiledigi performans gosterilmistir. Kullanilan siniflandirma algoritmalari ve bu
algoritmalarda yapilan hiper parametre optimizasyonlari agiklanmistir. Siniflandirma yapilarinin elde ettigi basar1 sonuglari
degerlendirme Slgiitleri kullanilarak gosterilmistir.

Anahtar Kelimeler: Mel-frekans kepstral katsayilari, makine 6grenmesi, konugmaci aksani tanima, 6znitelik gikarimi

I. INTRODUCTION

Studies on speech and speaker recognition systems have gained popularity over the past 50 years. Many studies
have been done on speech and speaker recognition [1-2]. In speaker recognition, it is aimed to analyze the
parametric sound information of the human voice and to recognize this information by computers at the highest
possible accuracy. The first process performed in speaker recognition is to analyze the sound and converting the
parametric information of the sound into data. Obtained data is passed through the predetermined filters and then
converted into a text form so that the system can easily understand. Research has shown that any two people's
voices are different from each other [3]. When distinguishing human voices, it is quite difficult to distinguish it
acoustically. The main distinctive features used to distinguish speakers are the structure of the speaker's vocal
cords, way of speaking, accent, gender, and age [4-6]. These features are extracted from speech signals using
feature extraction techniques.
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With the developing technology, the number of
systems based on speech and speaker recognition is
increasing day by day. The performance of speaker
recognition systems is of great importance in voice-
controlled systems and devices. Speech and speaker
recognition systems are actively used in areas such as
online banking transactions, online shopping,
applications requiring database access and personal
security transactions. Since these systems are critical in
terms of security, accuracy is of great importance.
Filters and feature extraction techniques are used on
the audio signal to increase the accuracy [7-8]. Also,
noise and distorting effects in the environment where
the sound is obtained play a big role in successful
speaker recognition.

One of the biggest impacts on the accuracy of the
speaker recognition system is the correct identification
of the speaker's accent. An accent is a feature that
distinguishes a certain group of people from other
people in terms of the way they speak. Although there
have been developments in the studies conducted in
recent years, the differences in the speech styles of
different local groups due to social and cultural reasons
cause difficulties in identifying different accents.
Therefore, it is seen that a limited number of accents
are used to keep the accuracy high in the speaker
recognition systems. The problem of speaker
recognition appears to be intrinsically a pattern
recognition problem. The way speakers speak and the
pattern in the choices of words they use when speaking
form, the basis of recognizing the speaker's accent.

The two main tasks within speaker recognition are
speaker identification and speaker verification [9-10].
Feature extraction techniques and classification
methods to be used on the sound data in speaker
recognition systems are of great importance. In order to
obtain important information from speech, it is
necessary to determine the feature extraction technique
to be used first. The most widely used feature
extraction techniques in the literature are Mel-
Frequency Cepstral Coefficients (MFCC), Linear
Prediction Coefficients (LPC), and Perceptual Linear
Prediction (PLP) techniques [11-12]. The first process
in speaker recognition is performing the feature
extraction technique. The success performance of the
method to be chosen here greatly affects the
performance of other processes. The most popular
feature extraction technique used in speech and speaker
recognition systems is the MFCC technique. The
MFCC technique works in a structure similar to the
auditory system that people have. Since the MFCC
processes the audio signal by estimating the frequency
spectrum, the accuracy of the predicted frequency
spectrum is of great importance [12]. The MFCC
technique logarithmically receives components above
1000 Hz while keeping the frequency components

below 1000 Hz linear to maintain important properties
of the sound signal. The MFCC technique receives
components above 1000 Hz logarithmically while
keeping the frequency components below 1000 Hz
linear to maintain important properties of the sound
signal. The windowing process is applied to divide the
defined signals into frames. Then, frequency
components are obtained by applying the Fast Fourier
Conversion (FFT) process to the windowed signals.
After these processes, Mel filter bank and Discrete
Cosine Transform (DCT) operations are applied.
Among the feature extraction techniques, the MFCC
technique appears as the highest performance
technique. Apart from MFCC, PLP and LPC
techniques are also commonly used feature extraction
techniques in the literature.

Classification techniques are used in order to perform
speaker accent recognition of the data obtained from
the audio signal by applying the feature extraction
technique. Speaker recognition is performed using
Machine Learning (ML) and Deep Learning (DL)
techniques on the data obtained by feature extraction
techniques. In our study on speaker accent recognition
[13], we performed performance analysis using six ML
algorithms on the dataset containing six different
accent information. In [14], the authors conducted an
accent recognition study using the K-Nearest Neighbor
(K-NN) algorithm. In [15], the verification of the
speaker was carried out by using the I-vector
technique. In [16] where MFCC, PLP, and LPC feature
extraction techniques are used, the authors have made
performance analysis on the speaker recognition
system using the Support Vector Machines (SVM)
classification algorithm. In [17], the performance of the
classifier algorithms was tested using the Speaker
Accent Recognition dataset. In this study, the data set
is extended by adding the Turkish accent.

In this study, the Speaker Accent Recognition dataset
from UC Irvine (UCI) ML dataset repository was used.
Also, voice recordings of 37 Turkish participants were
taken from the Speech Accent Archive dataset created
by Steven H. Weinberg from George Mason University
were used. The voice recordings of 37 speakers in the
Speech Accent Archive dataset were converted into
data using a 12-coefficient MFCC feature extraction
technique. With the added data, the dataset was
expanded by obtaining more speakers and accent
numbers. The accuracy of the system has been
investigated using various ML classification algorithms
on the dataset. Also, the k-fold cross-validation
technique was used to show each classification
algorithm's performance with unbiased accuracy and
reliability. Using seven different speech accents, an
extensive speaker accent recognition study was carried
out.
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Il. FEATURE EXTRACTION

TECHNIQUES

Feature Extraction is the process of obtaining
important information about the speech from a
stationary and short part of the audio signal.
Parametric information in the audio signal is obtained
using feature extraction techniques. The most
commonly used feature extraction techniques in the
literature are MFCC, PLP, and LPC techniques. While
choosing the feature extraction technique to be used,
the structure of the audio signal and the noise in the
environment where the sound is recorded should be
considered. The performance of the feature extraction
technique in speaker recognition also greatly affects
the performance of other processes.

The choice of feature extraction technique has a big
impact on the accuracy of speaker recognition. The
reason for that, speaker recognition is based on the
data obtained by the feature extraction technique. In
this study, the MFCC technique is used. MFCC will
be further discussed in detail in Section 2.1. PLP
technique, one of the other widely used feature
extraction techniques, aims to achieve high
performance by using three important structures to
remove unnecessary information in the audio signal.
PLP feature extraction technique combines the critical
bands, intensity to loudness compression, and equal
loudness pre-emphasis structures in the extraction of
parametric information from audio signal. PLP has
been developed by taking the human auditory system
as a model. The most important disadvantages of the
PLP technique compared to MFCC and LPC feature
extraction techniques are the lower computational
speed and noise resistance. LPC feature extraction
technique is designed with inspiration from the
Human vocal tract. LPC evaluates the audio signal by
approximating the formants, getting rid of its effects
from the audio signal, and estimates the concentration
and frequency of the left behind residue [18]. LPC
performs better in situations where the speakers speak
shortly and say the same words. The space between
people's vocal cords and larynx produces a buzz.
Frequency and intensity content varies according to
pitch. The vocal paths are separated according to their
resonant frequencies, and this is called formants.
Using this technique, the positions of the formants in
an audio signal are predictable by calculating the
linear predictive coefficients above a sliding window
and finding the crests in the spectrum of the
subsequent linear prediction filter [18]. After the
formants are obtained, the conversion is achieved by
performing the reverse filtering process. LPC has a
high performance similar to the MFCC technique in
terms of computational speed, accuracy, and obtaining
acoustic information of the sound.

2.1. Mel-Frequency Cepstral Coefficients
MFCC is a feature extraction technique designed
based on the auditory systems of humans. MFCC

converts the signal from the time domain to the
frequency domain. Speech signals contain tones of
varying  frequencies MFCC computes these
frequencies on the Mel scale. The Mel scale is
approximately linear up to 1 kHz and logarithmic
above the 1kHz threshold. Since the sensitivity of the
human ear decreases after the 1 kHz threshold, this
scaling is of great importance in sound signal
extraction [11]. MFCC technique is a replication of
the human auditory system intending to artificially
implement the human's hearing principle to the
computers. The relation between frequency of speech
and Mel scale

Mel(f) = 2595 + logy, (1+ )

700 (1)
can be given. It is possible to see the processes taking
place in the MFCC feature extraction technique on the
block diagram in Figure 1.

Input Signal R &
——>{ Pre-Emphasis ¢— — — 4> Windowing — — — FFT
T
|
|
v
Mel Filter Bank
T
|
|
v
MFCC &r——— DCT Kk ——=¢ Log||

Figure 1. Block diagram of MFCC technique

Figure 1 shows the processes in the MFCC technique,
respectively. In the pre-emphasis stage, the signal at
high frequencies is made more pronounced. In this
way, the amplitude of the high-frequency audio signal
approximates the amplitude of the low-frequency
audio signal and makes it suitable for comparison.
This process is done by increasing the energy of the
high-frequency signal. In framing, it is used to help
calculate the FFT computation easily. At this stage,
discontinuity is prevented. In the windowing process,
each individual frame is minimized in order to prevent
signal discontinuities at the beginning and end of each
frame. Hamming, Hanning, Blackman, and Gauss
functions are examples of commonly used windowing
functions. The next step after windowing is the FFT
process. Each frame is converted from the time set
into a set of frequencies. This process is implemented
to calculate the power spectrum. Then it is defined
which frequencies are presented in which frame. One
of the most important steps in the MFCC technique is
the Mel filter bank. Since the human hearing ability is
different in each frequency band, scaling is performed
in the Mel filter bank. Since the MFCC technique is
similar to the human auditory system, its sensitivity
decreases as higher frequencies are reached, so it is
aimed to reduce losses by taking values through a
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logarithmic function in the scaling process. In the last
stage, the discrete cosine transformation is made. The
purpose of discrete cosine transformation is to convert
the Mel spectrum back to the time domain and
decorrelate the filter bank energies. The result
obtained is called the MFCC. One of the most
important usage advantages of MFCC is its high
accuracy rate in high-frequency signals. Also, MFCC
has the highest performance in computational speed
and capturing the sound characteristic in speech.

I11. MATERIAL AND METODOLOGY

3.1. Dataset

Success performance in speaker recognition problems
depends on the dataset, feature extraction techniques,
and classification algorithms used. The noise in the
audio file used, the variety of accents in the data set,
and the selection of the feature extraction technique
are of great importance in speaker accent recognition.

In this study, the data from the Speaker Accent
Recognition data set taken from the UCI ML data set
source was used. Also, Turkish voice recordings in the
Speech accent archive dataset created by Steven H.
Weinberg were converted into data with 12-coefficient
MFCC and used. Voice recordings of 37 Turkish
participants were taken from the Speech accent
archive dataset and converted into data. Turkish voice
recordings were converted into 12-coefficient MFCC
data using the Praat program and added to the dataset.
The number of speakers in the dataset is 367, and
there are 7 accents in total.

Table 1. Dataset information

Speaker Accent Participant
Spanish Accent 30
French Accent 30
German Accent 30
Italian Accent 30
English Accent 45
US Accent 165
Turkish Accent 37

3.2. K-Nearest Neighbors

K-Nearest Neighbor (K-NN) is one of the simplest
ML algorithms based on the Supervised Learning
technique. K-NN is a widely used algorithm in
classification and regression problems. K-NN
algorithm was developed in 1967 by T. M. Cover and
P. E. Hart. Unlike other supervised learning
algorithms, the K-NN classifier does not have a
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training phase. K-NN can be classified as a lazy
learning algorithm because it does not have a
specialized training phase. K-NN has a system based
on memorizing rather than learning. It can be easily
integrated into the classification problems. K-NN
algorithm has high performance against noisy data.
Because of this, it is widely used in speech and
speaker recognition problems [13-14].

First, the k parameter is determined in the K-NN
algorithm. This parameter is the number of neighbors
closest to a given point. The distance of the new data
from the existing data is calculated according to the
selected k parameter. Choosing the optimal k value is
important for the algorithm. In general, a large k value
is more preferrable as it reduces the overall noise but
there is no guarantee that algorithm performs better.
The main distance functions used in the K-NN
algorithm can be given as Euclidean and Manhattan
distance functions. Formulations of Euclidian and
Manhattan distance functions

Zﬁ:l(xn - yn)z (2)

Zfl:llxn - ynl (3)
can be given. The formula given in Equation (2)
shows the Euclidean distance formula. Here the x
indicates the incoming value, while the y value
indicates the center point. Euclidean and Manhattan
distance functions can be used when the variables are
continuous. In the instance of categorical variables,
the Hamming distance should be used. The working
method of the K-NN algorithm is given below.

The k parameter to be used in the classification is
determined. The chosen k parameter has a big
impact on the accuracy of the algorithm.

Distance calculations are made with the help of
selected distance functions. The distance function
selection is made according to the type of
variables in the dataset used.

K closest neighbors are selected from the related
distances. The selected class is considered to be
the class of the observation value expected to be
estimated.

K-NN algorithm has a flexible and simple structure. It
is one of the most widely used algorithms in studies
on classification.

3.3. Multi-Layer Perceptron
Multi-Layer Perceptron (MLP) algorithm is used in
classification and regression problems. MLP is a
multi-layered feedforward neural network. MLP
consists of an input layer, hidden layer (can be more
than one) and an output layer.
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Figure 2. MLP structure

Figure 2 shows the structure of an MLP algorithm
with 3 input and 2 output values. In the input layer,
which is the first layer of the algorithm, data from the
outside world is transmitted to the hidden layer. No
operations or calculations are made in the input layer,
and information is only transmitted to the hidden
layer. Data from the input layer is processed in the
hidden layer. There can be more than one hidden layer
in the MLP structure. Information processed in the
hidden layer is transmitted to the output layer. In the
output layer, the data coming from the hidden layer is
produced as an output.

In the MLP algorithm, there are hyper parameters that
must be determined to increase the success
performance. These parameters are the number of
hidden layers in the algorithm, the number of
iterations to be applied during the training phase, and
the selection of the activation function. Determining
these parameters has a big impact on accuracy. The
most used activation function in the MLP algorithm is
the Sigmoid function. In the MLP algorithm, all input
values are multiplied and summed with the
determined weight values before passing to the hidden
layer. Then the obtained value is sent to the selected
activation function and the output value is obtained.
Accuracy of the MLP algorithm can be increased
significantly with hyperparameter optimizations.

3.4. Radial Basis Function Network

Radial Basis Function (RBF) networks are an Artificial
Neural Network (ANN) model developed by Moody
and Darken in 1988. RBF networks are inspired by
biological nerve cells. RBF networks form a special
class of ANN, which consist of three layers. These
layers are the input layer, hidden layer, and output
layer. The feature that distinguishes RBF networks
from standard ANN models is that RBF uses radial-
based activation functions in the transition from the
input layer to the hidden layer [19]. The hidden layer
contains a number of nodes, which apply a nonlinear
transformation to the input variables. The output of the
RBF network is a linear combination of radial basis
functions of the inputs and neuron variables.
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RBF networks have high accuracy in classification
problems because of the simplicity and fast training of
the network architecture. In the input layer, weightless
connections pass inputs to the hidden layer without any
processing. The hidden layer contains a number of
neurons, and each neuron consists of RBF. The hidden
layer applies a nonlinear transformation to the input
variables, using a radial basis function, such as the
Gaussian function. The variable coming from a neuron
in the hidden layer is multiplied by a weight associated
with the neuron. The weights are applied to the RBF
function outputs as it goes to the output layer. Output
in RBF networks,

4)

can be expressed. In Equation (4), y indicates the
output of the network, x is the input vector of the
network, and ¢, indicates the radial-based activation
function. N represents the number of cells in the
hidden layer and w,, represents the weights
determined in the output layer. Optimization of two
parameters is of great importance in RBF networks.
These parameters are the number of neurons in the
hidden layer and their output weight. Since the
number of neurons that should be used in the network
structure also determines the number of RBFs to be
used, it can be said that it is the most important
parameter.

Yn = ZQ’:l Wi @x (X, €)= 2113:1 Wi @rllx — ckll2

3.5. Decision Tree

The Decision Tree (DT) algorithm is an algorithm in
the supervised learning structure used in classification
and regression problems. The DT algorithm has high
accuracy in complex data sets or in problems where
multiple classifications are required. The structure of
the DT algorithm is similar to the thought structures of
humans. In this way, it can be mentioned that it is a
structure that is easy to understand or make inferences.
Algorithm’s structure starts from the root node, goes
to the inner nodes and from there to the leaf nodes,
which is the final decision. The root node creates the
first decision cell of the DT structure. According to
the principles determined here, it is divided into inner
nodes and from there into leaf nodes. The DT
algorithm can be used to classify both numeric and
categorical data. The creation of tree structure in
numeric data sets in line with entropy values makes it
difficult to understand the general structure.

Various parameters are considered when creating trees
in the algorithm. While creating the DT structure, it is
aimed to minimize the generalization error. The most
common variants of DT algorithm used in data mining
are ID3 and C4.5 algorithms. The biggest
disadvantage of the DT algorithm is the problem of
the over-fitting. In order to prevent this situation,
restrictions or pruning can be made on parameters.
Pruning the DT provides a smaller tree by removing
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the lower branches containing low statistics from the
structure [20].

3.6. Logistic Model Tree

The Logistic Model Tree (LMT) algorithm is a
classification algorithm that combines the properties
of the two widely used classification algorithms.
These algorithms are namely DT algorithm with the
Logistic Regression (LR) algorithm. Unlike standard
DT algorithms, LMT algorithm uses Logistic
Regression functions on the leaf nodes. With the
Logistic Regression functions used, the Logit Boost
algorithm produces an LR model on each node of the
tree. The nodes are then split using the c4.5 criteria
[20]. LMT algorithm makes it possible to classify
binary and multiple variables in the algorithm
structure. Parameter optimizations and selected
Logistic Regression functions greatly impacts the
accuracy of the algorithm.

LMT algorithm contains the basic features of both DT
and LR algorithms. However, unlike other Decision
Tree algorithms, boosting is applied in the LMT
algorithm to fit the LR structure to the leaves as the
tree structure grows. The biggest shortcoming of the
LMT is the time required to construct the tree and LR
model due to its complex structure.

3.7. Random Forest

The Random Forest (RF) algorithm is a classification
algorithm developed by Leo Breiman in 2001. RF can
be used in both classification and regression problems.
The RF algorithm is based on the combination of
bagging method and random feature selection. RF is
composed of multiple DT, each with the same nodes,
but using different data that leads to different leaves.
RF merges the decisions of multiple DT in order to
find the most probable answer.

Increasing the number of trees produced in the RF
structure increases the probability of obtaining a
definite result. RF is considered as an ensemble
learning, such that it creates more accurate results by
using multiple models to come to its conclusion. This
increases the accuracy of the model since RF looking
at the results of many different DT structures in order
to find the most probable result. [22]. The RF
algorithm provides a solution to the overfitting
problem, which is the biggest problem of the DT
algorithm. In addition, it can provide definitive
solutions to both classification and regression
problems. At the same time, the RF algorithm can be
used in case of missing data in the data set or data
with scattered distribution. The RF structure also has
high performance against noisy data, which is one of
the biggest problems in the speech and speaker
recognition system. Another important feature of the
algorithm is that it shows the importance of attributes.
The RF algorithm uses the GINI index to measure the
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achievements of trees and branches. The GINI index
measures the success rates of the sampling given on
each node. The lower the GINI index, the more
homogeneous and successful that branch can be said.
The algorithm can say that if the GINI index of each
sub-branch is lower than the upper branch when
moving towards the branches, that branch is more
successful [23].

3.8. K-Star

K-Star (K*) is an entropy-based algorithm commonly
used in classification problems. It has a structure
based on lazy learning, such as the K-NN algorithm.
The K* algorithm uses an entropic offset function to
determine the similarity between attributes. K*
processes the probabilities of all attributes in a
category using the sum of their probabilities. It
chooses the highest probability among these
possibilities. The algorithm requires the optimization
of a single parameter as a structure. This parameter is
a global blend parameter. Global blend parameter can
take values between 0 and 100. K* algorithm's
function can be obtained by,
K*(bla) = —log,P"(b|a) ()
using the Equation (5). The P* expression in this
equation indicates the probability function. The K*
algorithm uses the Kolmogorov distance to find
shortest distance between two variables. The
Kolmogorov distance or test can be used to compare
two one-dimensional distributions. The Kolmogorov
distance uses Cumulative Distance Functions (CDF)
of the data set. Using the CDF, the distribution and
maximum distances between the data are found.

3.9. Logistic Regression

LR is an ML algorithm used for classification
problems. LR basically is an extension of Linear
Regression model for classification problems. LR
classified under Supervised Learning technique. While
the Linear Regression algorithm is used for solving
regression problems, and the Logistic Regression
algorithm is used for solving classification problems.
The most widely used LR algorithm models are binary,
ordinal, and multinomial. LR can be used where the
probabilities between two classes is required. In
Linear Regression, the data are based on estimating
the outputs by finding the best regression line. In LR,
instead of fitting a regression line, we fit an "S"
shaped logistic or sigmoid function, which predicts
between 0 and 1. This prediction cannot exceed these
limits. The sigmoid function is a mathematical
function used to map the predicted values to
probabilities. LR is using the concept of Maximum
Likelihood estimation to estimate the accuracy.
According to this estimation, the observed data should
be most probable.
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3.10. Naive Bayes

Naive Bayes (NB) is a probabilistic ML algorithm
based on the Bayes Theorem. Bayes Theorem is a
simple mathematical formula used for calculating
conditional probabilities. NB Algorithm is one of the
simplest Classification algorithms which helps in
building fast ML models that can make quick
predictions. The NB algorithm classifies the data
submitted to the system with probability calculations.
NB algorithm has a flexible use because it requires a
small amount of data for training. In studies on
speaker and speaker accent recognition, it is seen that
the NB classification algorithm has a low performance
[13]. Considering the results obtained in this study on
speaker accent recognition, it is seen that the
algorithm with the lowest accuracy is NB.

3.11. K-Fold Cross Validation

The goal in the K-Fold cross-validation structure is to
be able to create unbiased observation sets. Dataset is
divided into k number of parts and the training set is
tested for all observation sets. While the dataset is
divided into k parts, all parts are expected to be of
equal size and quality. In K-fold cross-validation
structure, data is divided into k equal-sized folds, then
the classifier was trained using the k-1 folds and tested
on the remaining partition. This process is repeated k
times [24]. Using the K-fold cross-validation
technique, both the performance of the classification
structure and the performance change according to the
k parameter can be seen [25]. K-fold cross-validation
shows the prediction accuracy and usability of the
classifier methods. K-fold cross-validation shows
unbiased prediction accuracy and generalization
performance of a classifier structure. In this study, the
10-fold cross-validation method was used in order to
see the performance of algorithms with unbiased.

IV. RESULTS AND DISCUSSION

Performance tests will be conducted by using 9 ML
classification algorithms on the dataset. The
performance of the algorithms explained through the
evaluation criteria. In this section, their performance
metrics will be explained first. Then the obtained
algorithm results will be given.

4.1. Performance setrics

In this section, the evaluation criteria used to compare
the performance of the classification algorithms will be
explained. Information will be given about the criteria
that show the accuracy performance of the algorithms
and the criteria that show the error performance. The
main parameters used to calculate evaluation criteria
are True Positive (TP), False Positive (FP), True
Negative (TN), and False Negative (FN).

4.1.1. Accuracy

It is the basic evaluation criterion used to see the
performance of the algorithms used in classification
and regression problems. Accuracy is the most basic
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evaluation criterion that specifies the performance of
classification algorithms. The accuracy rate measures
the percentage of the number of data that the algorithm
correctly estimates in the total data. To calculate the
accuracy rate,

TP+TN

Accuracy = ——
Y = TPYFP+TN+FN

(6)
expression can be used. It is used to determine the
algorithm's performance across classes and on the
entire data set.

4.1.2. Precision

Precision shows the success rate within positive
estimates. The accuracy value specifically indicates
the importance of TN values. Precision value is of
great importance when determining the performance
of the algorithm. Precision value,

TP

Precision = ——
TP+TN

()
can be calculated using Equation (7).

4.1.3. Recall

The recall parameter measures how many of the
parameters that need to be positively estimated are
correctly predicted. Recall criteria are used to examine
the effect of positively predicted results. The formula

TP
TP+FN

Recall =

8
is used for the sensitivity account.

4.1.4. Kappa statistics

Kappa statistics or coefficient is a criterion used in
multiclass classification problems. Kappa Statistics
are used because the accuracy, precision, and
sensitivity criteria do not fully show the performance
in multi algorithm cases. When examining Kappa
Statistics, the confusion matrix should also be
considered. Because of the observed accuracy and
expected accuracy parameters should be used when
calculating Kappa statistics confusion matrix should
be given. The Kappa Statistics are always 1 or less
than 1. In cases where kappa statistics are less than 0,
it can be said that the classification structure has
failed. Kappa Statistics, which has a more complex
structure, can be shown as the most accurate
evaluation criteria among classification structures. In
order to calculate Kappa Statistics, two different
probability  calculations are required. These
possibilities are observed probability pr(o) and
expected probability pr(e). Kappa Statistics using
these probability values,

_ pr(o)-pr(e)
1-pr(e)

©)

expressed in the form [26].
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4.1.5. F-Score

F-score is a performance metric that compares
precision and sensitivity together. Together with the
Kappa Statistics, it is the most useful criteria for
performance evaluation when there is an imbalance
between classes in the dataset. To calculate F-score;

Precision*Recall

F — Score = 2 (120)

Precision+Recall
Equation (10) is used.

4.1.6. Mean Absolute Error

Mean Absolute Error (MAE) is a statistical error
measure used to compare classification structures.
MAE basically shows the absolute difference between
two continuous variables. MAE performance metric
displays the absolute distance the values in the dataset
and the regression line. Because it is an easy-to-
interpret criterion, it is often used to indicate
performance in classification and regression problems.
MAE criteria are measured regardless of the direction
of errors in the forecast. MAE is a linear criterion
where all individual errors are weighted equally on
average. The formula,

1
MAE = 257 Je/ (12)

is used to calculate the MAE criteria.

4.1.7. Root Mean Square Error

Root Mean Square Error (RMSE) is a widely used
evaluation criteria in classification algorithms. It
defines the standard deviation of difference between
estimated values and true values. RMSE is also a
second degree (quadratic) criteria to indicate the
standard deviation of estimate errors. RMSE criteria
points out the data density around regression line. As
RMSE value gets close to 0, it shows that
classification structure performs better. To calculate
the RMSE criteria;

n 2
Zizi 8l _

RMSE = =
n

VMSE (12)

formulation can be used. The MSE parameter
represents Mean Square Error. RMSE value can be
calculated via taking square root of MSE. MSE
criteria is similar to RMSE criteria and defines the
distance of a series variables to regression line.

4.2. Results

Advised classification structures in created data sets
are tested by Weikato Environment for Knowledge
Analysis (WEKA) program. Data set split into two
parts as %70 education and %30 test and tested in 9
different  classification  algorithms. In  used
classification algorithms, various hyperparameter
optimizations applied to achieve better success ratio.
For example, learning speed set to 0.35 and
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momentum set to 0.2 for MLP structure. In K*
algorithm, when global blend parameter set to 30,
highest success ratio achieved. When hyper parameter
optimizations like this wused in classification
algorithms, accuracy in designed structure’s success
increased.

Table 2. Evaluation criteria of algorithms

Algorithms | Accuracy | Precision | Recall
MLP 89.1 89.6 89.1
RBF 78.18 77 78.2
K-NN 88.2 89.5 88.2

K* 84.55 85.6 84.5
DT 70 70.4 70
LMT 72.8 73.6 72.7
RF 81.8 83.3 81.6
LR 69.1 69 69.2
NB 57.3 73 57.3

Table 3. Kappa Statistics and F-Score of algorithms

Algorithms Kappa F-

Statistics Score

MLP 84 88.5
RBF 67.45 76.7
K-NN 83.35 88.6
K* 77.9 84.6
DT 56.2 69.5
LMT 58.3 71.3
RF 72.7 81.4
LR 55.4 68.5
NB 47.9 58.5

The performance metrics of the algorithms are shown
in table 2 and Table 3. When the tables are examined,
it is seen that the algorithms that provide the highest
performance are MLP and K-NN algorithms. The
classification structures are expected to achieve the
highest possible values, as the above evaluation
criteria show the performance of algorithms.

Table 4. Error metrics of algorithms

Algorithms MAE RMSE
MLP 5.3 17
RBF 7.3 24
K-NN 3.95 18.2
K* 6.5 19.1
DT 10.2 28.2
LMT 10.15 22

RF 11.5 21.2
LR 9.2 24.3
NB 13.2 30.1

Table 4 shows the evaluation criteria of classification
algorithms based on error performance. When the two
criteria are evaluated together, it is seen that the
algorithms that provide the highest error performance
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are MLP and K-NN. Algorithms with the lowest error
performance appear to be DT and NB algorithms.

In Figure 3, accuracy, precision and recall
performance metrics of algorithms are shown. As can
be seen in the figure, MLP and K-NN algorithms have
shown the highest performance. Hyperparameter
optimizations made in MLP, K-NN, and K*
algorithms affected the algorithms' high performance.
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Figure 3. Accuracy, precision, and recall values

100

80

6

4

2
0

MLP RBF K-NN K* DT LMT RF LR NB

o

o

o

M Kappa Statistics ® F-Score

Figure 4. Kappa statistics and F-score parameters

In Figure 4, Kappa Statistics and F-Score results are
shown through graphs.

35
30
25

20
1
1
5 ||||I
0

MLP RBF K-NN K* DT LMT RF

o wun

m MAE mRMSE

Figure 5. MAE and RMSE values of algorithms
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In Figure 5, the error performance results obtained for
the algorithms are shown in the graphs. Evaluation
criteria are of great importance when comparing the
performances of the classification structures. In
addition to the evaluation criteria, a confusion matrix
is used to show the performance of the classification
structures and the accuracy of each class in the
dataset. The confusion matrices of the classification
algorithms are given below. The confusion matrices of
the algorithms used are given in the tables below. The
letters shown in the table (a=ES,b=FR,c=GE, d =
IT, e = UK, f=US, g = TR) indicates the accents of
speakers.

Table 5. Confusion matrices of algorithms.

MLP a b ¢c d e f 0
7 0000 2 0
i1 900 0 0 0
[ o066 00 1 0
oo 13 2 1 0
o o000 12 2 0
i1 0 0 01 54 0
oo o000 0 7
a) MLP
RBF a b ¢ d e f g
7 0 000 2 0
o 2 01 2 5 0
@@ o0 o0 400 3 0
[flo o006 1 0 O
1 0 0 0 10 3 0
o 2 10 3 5 0
[l oo o000 0 7
b) RBF
KNN a b ¢ d e f 0
B8 00 00 1 0
o s 101 0 o0
oo 6 10 0 O
fl oo 16 0 0 0
o o o0 12 2 0
o1 2 0 3 5 0
oo o000 0 7
c) K-NN
[K*la b ¢ d e f g
Elle © 0001 0
Elc 7 1+t 101 0
Bl o 6 001 0
Elo o 16 0 0 0
Blc o119 3 o0
. 0o 10 4 5 0
mo 0 00 0 0 7
d) K*
DT a b ¢ d e f g
Es 0 001 3 0
mo 4 0 2 1 3 0
o 0 6 0 0 1 0
“o 1 2 3 0 1 0
Bl 01165 0
1 1 3 2 1 47 1
mo 0 001 0 6
e) DT
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LMT a b ¢ d e f 0
[Fi6 0 00 0 3 0
o 1+ 3 114 0
o 0o 40 0 3 0
EFEElo o 2 4 01 0
o o001 9 4 o0
o 2 30 0 51 0
Ko o o000 2 5
f)y LMT
Eeo 0 0 0 3 0
moe 0 3 01 O
oo 4 0 0 3 0
“00 2 5 0 0 O
Eoo 00 9 5 0
oo 0 1 2 53 0
moo 00 0 0 7
g RF

“ 6 0 0 0 0 3 0
m 0 2 2 3 1 2 0
0 0 4 0 0 3 0
Elloc o o 4 2 1 o0
n 0 0 0 2 8 4 0
4 3 4 0 0 45 0
“ 0 0 00 0 0 7
h) LR
[l 7 2 00 0 0 O
i1 2 07 0 0 o0
00 7 00 0 O©
[Fo o 06 1 0 0
Blo 1 11 101 o0
7 9 3 6 6 24 1
oo o000 0 7
i) NB
The confusion matrices of the classification

algorithms are given in Table 5. The letters in the
matrices indicate the Spanish accent, the French
accent, the German accent, the Italian accent, the
British accent, the American accent, and the Turkish
accent, respectively. Successful predictions made by
algorithms for each accent can be seen over tables. In
Table 2, the most successful results are obtained in
MLP and K-NN algorithms. When the confusion
matrix tables of these algorithms are examined (Tables
5. a, and 5. c), it is seen that these algorithms have
shown more accurate results than other algorithms,
and their margin of error is low. By examining the
confusion matrix, it is possible to see which features
of the dataset causes errors in the classification
algorithm and the distribution of these errors. The
accuracy of each class in the dataset also can be seen
for all algorithms via the confusion matrix.

To see the performance of algorithms unbiased, k-fold
cross-validation technique was used in the study.
Here, the k number was chosen as 10 to obtain the
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most unbiased results. Table 6 shows the results
obtained for 10-fold cross-validation in each algorithm
used.

Table 6. Performance metrics for 10-fold cross-
validation

Algorithms | Accuracy | Kappa F-
Statistics | Score

MLP 82.8 76.8 82.4
RBF 81.15 74.5 81.1
K-NN 82.78 77.1 83

K* 78.15 70.8 78.8
DT 63.7 51.5 63.7
LMT 72.95 63.5 73.1
RF 82 74.9 81.5
LR 74.6 65.6 74.5
NB 60.4 52.1 60.6

When 10-fold cross-validation is used, the evaluation
criterion values obtained in the algorithms are given in
Table 6. The algorithms with the highest performance
also appear to be MLP and K-NN algorithms.

V. CONCLUSION

A study of speaker accent recognition was conducted
using the MFCC feature extraction technique and ML
classification algorithms. In the dataset, a total of 7
accent data provided for 367 speakers. ML
classification algorithms are used in this system to test
the dataset’s performance. To achieve the optimum
performance in the system, hyperparameter
optimizations are applied in classification algorithms.
The performances of the algorithms are shown in
tables and graphs using evaluation criteria.

In this study, the data set was expanded compared to
[13] and different ML algorithms were added. It is
seen that higher performance is obtained in the study
with the extended data set. MLP and K-NN were the
highest performing algorithms among the ML
classification algorithms that used. The algorithms
that perform the worst accuracy are DT and NB
algorithms. This was valid both when the data set was
used for 70% training and 30% testing and when the
10-fold cross validation technique was used. It has
been observed that algorithms with the high noise
resistance attribute performs better performance.
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Abstract

Users often use online reviews to assess the quality of hotels according to their various attributes. In this study, a sentiment
analysis of online reviews has been conducted using eleven attributes the most frequently reviewed pertaining to hotels.
Using this analysis, users’ overall assessments of hotels have been determined and summarized from reviews left for a group
of various hotels. To identify words with similar meanings to the eleven predetermined hotel attributes, the Word2Vec
method has been employed. Additionally, the FastText method has been used to detect words containing spelling errors. The
sentiment analysis of the comments has been made by using three different methods belonging to two different approaches.
These methods are VADER method as dictionary-based approach, BERT and RoBERTa as machine learning approaches.
Using these methods, the reviews have been evaluated in three categories as positive, negative, and neutral, and the quality
score has been calculated. In addition, a software with a user-friendly graphical interface has been implemented in an effort to
easily use all the methods used in this study.

Keywords: opinion mining, sentiment analysis, aspect based, social media, hotel reviews.

Oz

Kullanicilar, gevrimigi yorumlar1 kullanarak otelleri ¢esitli 6zelliklerine gore degerlendirmektedirler. Bu galismada; oteller ile
ilgili yorumlar igerisinde hakkinda en ¢ok degerlendirme yapilan on bir &zellik belirlenmis ve bu o&zellikleri igeren
yorumlarin duygu analizleri yapilmistir. Bu sayede otelin bir niteligi hakkinda yapilan yorumlardan kullanicilarin genel
goriisgii tespit edilmis ve dzetlenmistir. Calismada belirlenen on bir 6zelligi temsil edecek benzer anlamli kelimelerin tespiti
icin Word2Vec ve yazim hatalari iceren kelimelerin tespiti igin FastText yontemi kullanilmustir. Yorumlarin duygu analizi,
iki ayr1 yaklasima ait ti¢ farkli yontem kullanilarak yapilmstir. Birincisi, sozlikk tabanli yaklagimlardan VADER, ikincisi
makine dgrenmesi yaklagimlarindan BERT ve RoBERTa'dir. Bu yontemler ile yorumlar; olumlu, olumsuz ve nétr olmak
iizere ili¢ kategoride karsilastirmali olarak degerlendirilerek nitelik skoru hesaplanmistir. Buna ek olarak, bu caligma
kapsaminda kullanilan tim yontemleri kolay bir sekilde uygulamak i¢in agik kaynakli ve kullanic1 dostu bir grafik ara yiize
sahip yazilim ger¢eklenmistir.

Anahtar Kelimeler: fikir madenciligi, duygu analizi, hedef tabanli, sosyal medya, otel yorumlart.

I. INTRODUCTION
With the advent of technology and the increasing importance of the internet in human life, people’s habits have
undergone substantial change. Processes that previously required significant effort have been facilitated by the
Internet and technology. Especially, reservations and shopping can be done quickly through the internet. The
Internet also triggers people’s desire to share experiences. This situation has vastly increased the number of
comments on the internet.

In the past, visitors to places would write their opinions in guestbooks. These guestbooks had to be read in order
to learn more about past visitors’ experiences and include information on cleanliness, food quality, and other
details. However, technology has enabled people to carry out such activities on a different platform. To this end,
most establishments, in particular hotels and restaurants, have now transferred these operations onto the internet.
In addition to online booking systems, online review systems have been put into place by establishments to ensure
customers and visitors can continue to leave reviews. By using review systems, people can easily express their
good or bad opinions regarding any establishment. While these reviews have an important place in terms of
guiding future customers, they are also of great importance to a company to assess itself from the customer’s
perspective.

The sheer volume of comments shared on the internet makes it difficult to read and evaluate all of them. As a
result, sentiment analysis studies are used to determine the sentiments contained in massive comment datasets.
Sentiment analysis is defined as the classification and interpretation of various sentiments contained in texts.
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Thanks to sentiment analysis studies, customer
evaluations and feelings for establishments or their
services, for which opinions and feedback are provided
online, can be summarized conveniently [1]. Movie
comments [2],[3], twitter comments [4], food
comments [5], and hotel comments are some of the
principal application areas in which sentiment analysis
is performed.

In the literature, there are two basic approaches to
sentiment analysis, machine learning and dictionary-
based approaches. In this study, both approaches have
been implemented. Dictionary-based approaches use a
variety of predetermined words while evaluating a
particular piece of content. The strongest aspect of this
technique is that training data is not required, while the
weakest property is that the number of words in the
sentiment dictionary is not sufficient [6]. These words
are obtained by [7] statistical and semantic techniques.
In the dictionary-based approach, sentiment scores are
presented by evaluating words and short contexts with
various counting methods [8].

One of the most common challenges in sentiment
analysis studies of comments is that any comment
might include more than one sentiment. For example,
customers who like the food in the hotel but do not like
the cleanliness of the hotel can express these two
evaluations in one sentence. In this study, sentiment
analysis has been conducted relating to certain features
determined to apply to hotel terminology using an
English dataset. This dataset has been collected from
various hotel booking sites and includes user
comments about hotels.

The following part of this article is organized as
follows. In Part Il, comprehensive information about
the Word2Vec, FastText, VADER, BERT, and
RoBERTa techniques used in the study is provided. In
Part 11, the dataset used, and the flow of the proposed
method are explained in detail and the performance
results are demonstrated. An evaluation of the results
and proposed method, as well as information about
future studies are provided in section 1V.

1. METHODS

In this section, the Word2Vec, FastText, VADER,
BERT, and RoBERTa methods, which constitute the
milestones of the study, are explained, respectively.

2.1. Word2Vec

Word2Vec [9] consists of a trained two-layer neural
network that represents words in vector space
according to their linguistic context. With the help of
Word2Vec, the distance between words can be
calculated vectorially [10]. In this way, words and
analogies that are closest to a specified word in context
can be found. There are two different Word2Vec
approaches, skip-gram and CBOW. In the skip-gram
approach; the input is the target word, and the outputs
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are the neighboring words of the target word in the
sentence. In the CBOW approach, the input is the
target word for adjacent words in the sentence, while
the output is the target word [11]. With the CBOW
approach, when a word is given its neighboring words,
it is provided to predict itself. The CBOW approach is
used in this study because it requires less
computational complexity.

2.2. FastText

FastText was developed by Facebook in 2016 as an
extension of the Word2Vec method [12]. Instead of
giving words to an artificial neural network, it gives
them in chunks with the letters n. In this approach, also
called the n-gram model, the number of n indicates
how many times the word will be divided. The
fragmentation of the words increases the number of
data, which results in the duration of the training.
Thanks to the n-gram approach; vector representations
can also be obtained for words that are caused by
spelling errors and that do not actually exist [13]. In
this study, the semantically adjacent words of a given
word have been determined by using trained models.

2.3. VADER

VADER (Valence Aware Dictionary and sEntiment
Reasoner) [14] is a dictionary and rule-based sentiment
analysis tool prepared in accordance with the
sentiments expressed in social media. By using
VADER, we can learn whether a sentence is positive
or negative. When analyzing sentiments, the use of
words, punctuation marks and emoji are also
considered to make the results more precise. Since
VADER is a dictionary-based solution, it does not
need training data and provides fast results. In addition
to sentiment analysis, information about the degree of
positivity of the sentence is also obtained by VADER.
With this feature, a degree in the range of [-1, +1] is
presented [15]. The negativity of the sentence increases
as this degree approaches -1, while the positivity of the
sentence increases as it approaches +1.

2.4. BERT

BERT (Bidirectional Encoder Representations from
Transformers) algorithm is developed by Google to be
used for many different NLP tasks, such as
Classification, Question  Answering,  Sentiment
Analysis etc [16]. BERT was trained on Wikipedia and
Bookcorpus, more than 3 billion words [17]. It
obtained the best accuracy ratio for some of the NLP
tasks. In this study, BERT will be used to decide
whether the review better has a positive, neutral or
negative meaning. The BERT model which is used
during this study was fine-tuned for sentiment analysis
on product reviews in six languages. It was trained
with 150k comments in English. BERT contains lots of
pretrained models trained by different people on
different datasets. The model of bert-base-
multilingual-uncased-sentiment is used during this
study [18]. This model is fine-tuned for sentiment
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analysis on reviews. It gives a result as the sentiment of
the review as a number of stars (between 1 and 5).

2.5. RoBERTa

RoBERTa (Robustly optimized BERT approach) is a
language model developed by the Facebook Al team
[19]. It was built on BERT's language masking
strategy. ROBERTa allows it to improve the masked
language modeling objective that helps to achieve
better performance by modifying the basic hyper-
parameters in the BERT model [17, 20]. RoBERTa is a
better version of BERT by using 10 times more data
and computing power. RoBERTa, just like BERT,
contains lots of pretrained models trained by different
people on different datasets. The model of twitter-
roberta-base-sentiment is used during this study [21].
This model trained on 58M tweets and fine-tuned for
sentiment analysis with the TweetEval benchmark. It
gives a result as the sentiment of the review as a label
where LabelO is negative, Labell is neutral and Label2
is positive.

I11.  PROPOSED

RESULTS

In this section, the flow of the proposed method is
expressed by introducing the dataset used and
implementation of sentiment analysis.
The flowcharts of  proposed methods are shown
in Figure 1. Phase 1 shows the determination of the
attribute set. Phase 2 illustrates the step of making
sentiment analysis

METHOD  AND

Finding Linguistically
Similar Words using
Attributes via
FastText

Finding High
Frequency Words

n
Attributes

}_.

Creating New
Attributes Set

Finding
Similar Words using
Attributes via
Word2Vec

Dataset Phase 2
VADER
1» Group
BERT Sentences by
Attributes
RoBERTa j
Sentiment
Analysis

Figure 1. Flowchart of proposed method.

3.1. Dataset

In this study, approximately 27329 reviews written
online for the 10 most expensive hotels in London
have been used as the dataset. The dataset has been
obtained from kaggle.com [21]. Since the dataset is
suitable for the purpose of the study, it has been
considered sufficient. Firstly, some of pre-processing
operations has been implemented since it had been not
cleaned. 431 of the comments contain blank lines, and
3350 of them are written in a language other than
English. These erroneous comments, non-English
letters, and word groups such as "p&, ich, wir, des, 0,

30

ci, Bij, piu, Che dire, Ci, ¢, un, ed, 0, 4, 4, &, di, ¢, g, s,
0, " have been removed. Comments exceeding 2000
letters in length have been removed from the dataset.
As a result of all these data preprocessing operations,
22075 comments have been selected to work on.
Moreover, the dataset includes the evaluation score, or
"Star" rating given by the reviewer as an integer out of
5, as well as which hotel the reviews are for. Thus, the
accuracy of the methods has been calculated.

3.2. Sentiment Analysis

The VADER sentiment analysis tool provides positive,
negative, and neutral scores of a sentence given as
input such that the total of them is 1.0. Also, it gives
sentimental level information in the range of [- 1, +1].
The outputs on a piece of sample text can be seen in
Figure 2. According to this output, while the sentence
is a neutral sentence at a rate of 63.3%, it is a positive
sentence at a rate of 36.7%. In addition, the degree of
positivity is very high given its proximity to +1 as
0.9583.

We stayed at 45 Park Lane for 1 night and it was good.

The host was brilliant and every aspect of the room and
service was great. Hotel has also has excellent location

{'neg': 0.0, 'neu’: 0.633, 'pos’: 0.367, 'compound': 0.9583}
Vader:4.92 Star:5

Figure 2. VADER sample output

The BERT analyzes the sentiment and provides the
number of stars between 1 and 5 where 5-star indicates
the highest positive sentiment and 1-star indicates just
the opposite. It also gives sentimental level information
in the range of [- 0, 1] as "score". The higher score
means higher stability in the given number of stars.
According to the output shown in Figure 3, the label is
5 stars, that means the sentence is a positive sentence
and score is 0.851 that shows the review deserved 5
stars with a stability rate of 85.1%.
We stayed at 45 Park Lane for 1 night and it was good.

The host was brilliant and every aspect of the room and
service was great, Hotel has also has excellent location

[{"BERT label": 'S5 stars', 'BERT score': 0.851}]

Figure 3. BERT sample output

The RoBERTa analyzes the sentiment and provides a
label about the sentiment of the sentence. There are
three possible labels as an output of ROBERTa, these
are: labelO, labell and label2. Label2 indicates the
sentence has a positive sentiment, labell indicates that
it has a neutral sentiment, and labelO indicates that it
has a negative sentiment. ROBERTa also gives stability
information in the range of [-1, +1] as "score". The
higher score means higher stability in the given
number of stars. According to the output shown in
Figure 4, the label is Label2 which means the sentence
is a positive sentence and score is 0.989 that shows the
review is positive with a stability rate of 85.1%.
We stayed at 45 Park Lane for 1 night and it was good.

The host was brilliant and every aspect of the room and
service was great. Hotel has also has excellent location

[{'RoBERTa label': 'LABEL_2', 'RoBERTa score': 0.989}]

Figure 4. RoOBERTa sample output
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3.3. Hotel Attributes

In this study, the words in the reviews have been
ordered according to their frequencies of use. While
only the words related to the hotel have been selected,
those which are not relevant have been removed from
the list. For instance, although the names of the cities
are mentioned very often, they have been excluded
from the list because they are not related to the hotel.
After the ranking mentioned above, the top 11 words
have been determined as hotel attributes in this study.
The frequencies of these selected words are shown in
Table 1. The reason why the number of features is
eleven is that other frequently repeated words in the list
have close meanings with these eleven words and they
have included in the same cluster. Additionally,
statistical, and unsupervised learning methods can be
used to detect attributes in such studies, so the number
of features may vary according to different selection
methods.

Table 1. Frequency of selected hotel features

Attribute Frequency
Room 39174
Staff 18214
Service 13370
Breakfast 12217
Location 8806
Restaurant 7014
Bed 6015
Bathroom 5377
Food 5368
View 4586
Hotel 4392

Since these eleven detected keywords can be
expressed with synonyms in different comments, we
sought to identify words that could be synonymous
with them. Similar 10 words have been determined
using the Word2Vec approach in line with this goal.
The FastText model also has been used to detect
linguistically similar 10 words and find similar words
since it is sensitive to spelling errors. Similar words
obtained with the help of these models are shown in
Table 2.

Table 2 shows that the Word2Vec method focuses on
synonyms, while the FastText method focuses on
spelling errors. As an example, when the word
"breakfast” is examined, words resembling the word
breakfast have been found in the Word2Vec approach;
in the FastText method, typos such as "breakfats,
breakfat, brekfast, breakfeast, breafast" have been
found as the closest words. By examining the words
obtained by both methods, a new list has been
prepared by selecting the words related to a certain
attribute.
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In Figure 5, blue rows show the number of the reviews
that contain the related attribute only. On the other
hand, orange rows show the number of the reviews
that contain the related attribute and related words that
are found with the help of Word2Vec and FastText.
As it can be seen in Figure 5, with the addition of
related words, 15.45% more reviews became available
for analyzing.

3.4. Reporting

The evaluations made in this study have been reported
for each of the hotels according to their attributes.
Figure 6 shows an example of this reporting by using
VADER. In the Figure 6, selected eleven attributes of
any hotel and their positive and negative review rates
are presented on a pie chart. It is easy to observe
which features of the hotel are good and which of
them are bad. For example, 4% of the comments on
the “Staff” attribute are negative, 96% of them are
positive. In addition, by means of the software
implemented in this study, all reviews of the relevant
attribute can be viewed comprehensively by clicking
on any selected graphic.

111. CONCLUSION

In the study, sentiment analysis has been conducted
for the 10 most expensive hotels in London related to
various attributes determined by using online
comments. The attributes have been reduced to eleven
by selecting them as keywords from among the most
frequent words in the dataset. Then Word2Vec, which
gives synonyms of the eleven keywords, and FastText,
which ignores typos and finds similarities, have been
applied to the data. The comments have been
evaluated according to their qualities by using the
words selected among the words determined by these
approaches. By increasing the eleven keywords with
Word2Vec and FastText methods, a total of 15.45%
more comments have been evaluated. Thus, instead of
analyzing an average of 7162 comments per feature,
8268 comments have been analyzed. The VADER,
BERT and RoBERTa methods has been used to
analyze the sentiments of the comments. When
making a comparison between these three methods, a
three-categorized structure with a result close to user
scores has been evaluated: positive, negative, and
neutral. When the results found are compared with the
user scores, accuracy score was used to calculate the
success ratio, VADER's success is 91%, BERT's
success is 89.2% and RoBERTa's success is 92.6% as
shown in Table 3. To understand why the ROBERTa is
more successful, it's important to search how it has
been trained. ROBERTa model which is used for this
study is trained on 58M tweets while the BERT model
used is trained on 500K reviews. As a result, the fact
that RoBERTa has been trained with more datasets in
both pre-training and fine-tuned stages is considered
the most important factor increasing its success. By
conducting a sentiment analysis with all methods used
in this study on the comments, customers’ sentiments
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pertaining to the specific nature of a hotel has been
determined. In this way, reports have been made about
the sentiment analysis of all comments regarding the
hotels, as well as regarding the feelings of the
customers as they relate to the hotels’ attributes in

In future studies, we plan to use up-to-date deep
learning approaches relating to context for sentiment
analysis and detection of close words. In this way, we
aim to increase the number of comments that can be
analyzed. We expect that the performance of

particular. sentiment analysis techniques will improve further as
a result.
Table 2. Similar words table for 11 selected words
Category Word2Vec FastText Selected words
property, accommaodation, hotels, otel, hotelrooms, mho({([;Isﬁgttslliletlotl(ztrzgl?gsr’r]
Hotel place, establishment, whatahotel, motel, 0 e,rt accoénmodationl
accomodation, hotels, city, hotelier, hotelroom, P F:acgl‘ establishment '
comparison, london, stay | rhodeshotel, property, hote a(?comé)dation buildiﬁg
personnel, employee, staffed, staffer, staf, naff,
team, everyone, barstaff. waitstaff staffed, staffer, staf,
Staff informative, professional, ’ : waitstaff, personnel,
stafford, quaff, doorstaff,
approachable, chatty, raff employee, everyone, team
incredibly, genuinely
position, attraction, locate, allocation, localization,
situate, shopping, position, occation, .
Location proximity, buss, education, cation, position, l‘;ﬁ?;?‘ located,
neighborhood, center, staycation, located, locate,
subway disposition
bedroo_m, doublg, bed, rooom, roomy, inroom,
executive, functional, . .
Room amenity, sufficiently zoom, roomier, broom, rooom, inroom, be_droom,
' ’ roooms, groom, wetroom, cupboard, twin
adequately, bathrooms,
badroom
deluxe
cereal. eqas. croissant breakfats, breakfat, breakfeast, breakast,
omelet, t?l?ff’et cooke d, brekfast, breakfeast, breakfest, eggs, cereal,
Breakfast - ’ ’ breafast, breakast, continental, buffet,
continental, yoghurt, breakfest, breakdown croissant, omelet
freshly, cook ' ' ' !
’ bfast, breakout pancake, egg
mattress, pillow, bedding, bedbugs, bedded, beds,
duvet, chair, blanket, bedbug, robbed, fobbed, | 6dS: bedsheets, mattress,
Bed . pillow, bedding, chair,
soundly, couch, silent, bedeck, bedsheets, duvet. topper
armchair grabbed, bedskirt » 1oPP
sevice, consistently, serviced, servico, serviced. serviceminded
presentation, skill, focus, serviceminded, seervice, servicin’ roomservice ’
Service approachable, disservice, servicing, servin 9 resentation '
attentiveness, thorough, roomservice, serviceable, g,s,gvice '
fulfilling, staff serving, setvice
bathrooom, bathrooms, bathrooms, bathrobe,
bathrooms, bath, bathtub, bathrom, bathroon, bathrobes, baths,
Bathroom tub, linen, fixtures, vanity, batrooms, bathrobe, washroom, bath, bathtub,
closet, furnishing, dressing bathrobes, baths, plasma, rainfall,
washroom, bathe furnishing, tub, hairdryer
overlook, facing, veiw, views, vieuw, vie, viewed, views. viewed. viewin
. veiws, partial, cityscape, viewing, vienna, ' ' 9.
View . . ! . . overview, overlook,
overlooked, glimpse, overview, viewpoint, vi, facing. outlook. alimose
escellent, patio Vii 9 » glimp
meal, dish, cuisine, . . foodies, seafood, meal,
massimo, menu, risotto foodies, foodie, seafood, menu, dish, risotto
Food i - ’ fod, foodhall, meal, menu, N ! !
steak, ingredient, presentation, burger, lamb,
. hood, oatmeal, menus L
presentation, seafood cuisine
restaurants. boulud restaurants, restaurante,
restuarant }esturant’ restauraunt, restauarant, restaurants, resturant,
Restaurant ' ’ restauarants, resaurant, boulud, restuarant, boloud,

eatery, boloud, pierino,
lebanese, cafe, resturants

restraurants, restaurent,
resturant, reataurants

massimo, kaspers, grill
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Figure 5. Number of comments that can be analyzed with/without Word2Vec and FastText

Hotel Staff Location
MNegative 7% Negative 4% Megative 3%

Positive 96% Positive 97%

Positive 93%

Room Breakfast Bed
Megative 73 Megative 5% Megative 83

Positive 95% Positive 92%

Positive 93%

Service Bathroom View

Megative 9% MNegative 8% MNegative 23%

Positive 91% Positive 92% Positive 77%

Food Restaurant
Megative 0% Megative 14%

Positive 100% Positive 86%

Figure 6. Sample reporting for hotel qualifications

Table 3. Confusion matrix and accuracy between VADER, BERT, and RoOBERTa

VADER BERT RoBERTa
Neg Neu Pos Neg Neu Pos Neg Neu Pos
Neg 423 74 448 795 105 45 764 97 84
USER Neu 169 81 955 441 430 334 407 180 618
Pos 159 171 19595 501 945 18479 213 197 19515
Success Ratio: 91.05% 89.2% 92.6%
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Abstract

In recent years, there has been an increasing interest in research and application of agile software development. In academic
literature, the number of systematic literature reviews (SLRs), systematic mapping studies, and unsystematic reviews has also
increased. One of the aims of this article is to create a tertiary study of SLRs on agile software development research topics
between 2013 and 2018. Our second goal is to provide an in-depth analysis with data including reference, author, institution,
etc. belonging to this tertiary study, and to provide an in-depth analysis for software engineering researchers and practitioners
to reveal the relationships of developments in this field. We applied a two-stage research method within the scope of the
study. First, we obtained and examined the systematic literature reviews published in the field of agile software development
from Web of Science, Science Direct, Scopus, and IEEE academic databases. Second, we visualized the publications
examined within the scope of the tertiary study, and revealed the relationships between publications, researchers, institutions,
publication sources, and countries with VOSviewer and Gephi social network analysis tools. The findings obtained as a result
of the study can be summarized as the fact that developing countries have more studies on the subject, the cited publications
are mostly from developed countries, contrary to what is expected, distant countries are more in cooperation, and the number
of citations is not directly proportional to the number of publications.

Keywords: Tertiary Study, Agile Software Development, Social Network Analysis, Systematic Literature Review,
Bibliometric Analysis.

Oz

Son yillarda gevik yazilim gelistirme iizerine arastirma ve uygulama gelistirmeye olan ilgi artmaktadir. Akademik literatiirde
de birgok sistematik literatiir taramalarinin (SLT), sistematik haritalama ¢aligmalarinin ve sistematik olmayan incelemelerin
sayis1 da artmigtir. Bu makalenin amaglarindan biri, 2013 ve 2018 yillar1 arasinda gevik yazilim gelistirme arastirma konulari
iizerine SLT’lerin iigiinciil bir ¢alismasim olusturmaktir. Ikinci hedefimiz, referans, yazar, kurum vb. bu iigiinciil calisma ve
yazilim miihendisligi aragtirmacilar1 ve uygulayicilart i¢in bu alandaki gelismelerin iligkilerini ortaya ¢ikarmak igin
derinlemesine bir analiz saglamaktir. Calisma kapsaminda iki asamali bir aragtirma yontemi uyguladik. Ilk olarak, gevik
yazilim gelistirme alaninda yaymlanmis sistematik literatiir taramalarmi Web of Science, Science Direct, Scopus, ve IEEE
akademik veri tabanlarindan elde ederek inceledik. ikinci olarak ise {igiinciil ¢alisma kapsaminda incelenen yaymlari
VOSviewer ve Gephi sosyal ag analizi araglari ile gorsellestirilerek, alandaki yayinlar, aragtirmacilar, kurumlar, yayin
kaynaklari, ve iilkeler arasindaki iligkileri ortaya koyduk. Calisma sonucunda elde edilen bulgular geligmekte olan iilkelerin
konu hakkinda daha ¢ok ¢alismasi olmasi, alintilanan yayinlarin ise gogunlukla gelismis iilkelerden olmasi, beklenenin aksine
yakin iilkelerin degil uzak iilkelerin daha ¢ok is birligi i¢inde olmasi, ¢ikarilan yayin sayisi ile alintilanmanin dogru orantil
olmadig: seklinde 6zetlenebilir.

Anahtar Kelimeler: Ucgiinciil Calisma, Cevik Yazilim Gelistirme, Sosyal Ag Analizi, Sistematik Literatiir Taramasi,
Bibliyometrik Analiz.

I. INTRODUCTION

Any scientific research usually begins with a literature review to gain a good understanding of the existing
research and the discussions relevant to a particular topic or area of study. A systematic literature review is a
powerful tool for identifying, evaluating, and interpreting all current research related to a particular research
question or subject area. Its main objective is to provide an unbiased assessment of a research topic using a
reliable, rigorous, and auditable methodology [1]. In addition, a systematic literature review provides a repeatable
research method with sufficient detail that it can be reproduced by other researchers when properly followed and
implemented. Besides, detailed documentation of the steps performed within the systematic literature review
allows for an in-depth evaluation of the work carried out [2].
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Researchers who want to carry out a systematic
literature review need thoroughly to examine all
available literature on the subject they are interested in.
Individual studies that are subject to a systematic
review are called primary studies. A systematic
literature review that considers these primary studies is
called a secondary study. When these systematic
literature reviews are systematically scanned by a
higher level methodical literature review, then it is
called a tertiary study [2].

In this study, we wanted to determine the recent trends
in agile software development by analyzing the related
literature by using the tertiary study methodology as
our primary tool. After the Agile Manifesto was
declared by a group of software development experts
in 2001, lots of research have examined the subject of
agile software development and produced various
publications on it. Agile software development
applications such as Extreme Programming (XP) and
Scrum have been increasingly adopted to address the
challenges of volatile business environments where
markets and technologies have been evolving highly
rapidly. As seen in Figure 1, number of scientific
studies on agile software development, which has a
history of about two decades, has been increasing
steadily every year.

350
300
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200
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100
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0

Number of Publications

2002 2004 2006 2008 2010 2012 2014 2016 2018
Year
Figure 1. Number of publications on agile software
development indexed in Scopus Database.

The second tool we used to analyze literature on agile
software development was Social Network Analysis
(SNA), which is the process of examining social
structures using networks and graph theory. It
characterizes network structures in terms of nodes that
correspond to some entities, and edges or connections
that connect these entities [3]. Applying SNA tools
and techniques on the secondary studies, we revealed
and analyzed the connections among authors,
institutions, and countries of the publications under
our consideration.

This paper is organized as follows: In Section 2, we
provide some literature review on recent related
studies. Section 3 explains the details of our
methodology. In Section 4, we present our findings and
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discuss about them. Section 5 concludes the study and
provides some future directions for further research.

Il. RELATED WORK

The term “Agile” is an umbrella concept that includes
methods such as Scrum, eXtreme Programming (XP),
Crystal, Feature Driven Development (FDD), Dynamic
Software  Development Method (DSDM), and
Adaptive Software Development [4, 5]. Agile
Methodologies is a suite of software development
methods based on iterative and incremental
development. The four main characteristics that are
fundamental to all agile methodologies can be
summarized as: adaptive planning, iterative and
evolutionary improvement, rapid and flexible response
to change, and encouraging communication.

Despite agile methods are developed for small and
independent projects, they attract large projects and
companies due to their benefits. Larger projects are
known with a need for more coordination in
comparison to small projects. Therefore, in larger
projects how to cope with the coordination within
teams, departments, users, and even stakeholders
occupies the top priority to solve. Regardless of this
coordination related challenges, large scale projects are
increasingly adopting agile methodologies [6].

We see that the first studies on the agile method
focused on issues related to the adoption of these
methods [7]. Team dynamics (such as trust, self-
organization, and communication) [8], results of test-
driven development [9], post-adoption issues [10], and
the difficulties of implementing agility in distributed
environments [11, 12] are also included in the
literature. In addition to primary studies on agile
methods, there are also a significant number of
secondary studies in the form of literature reviews and
mappings published in this area over the past decade
[4].

Case studies of current systematic literature reviews on
agile software development can be shown as follows.
In Jalali and Wohlin’s study, it is revealed that the
main difficulties for global software development and
agile integration between 1999-2009 are differences in
time zones, communication, level of trust, knowledge
in management, culture and difficulties for personnel
[13].

Silva et al.’s study focused on integrating CMMI with
agile methods. In this study, they argued that CMMI
can be used to reduce the efforts to reach levels 2 and
3, and even showed that there are reports showing that
the application of agile methods will achieve level 5
[14].

Methods that provide bibliometric analysis, such as
social network analysis, are widely used to provide a
comprehensive structure and visualization of a
particular literature knowledge structure. In such
studies, the data to be analyzed in the social network
may also be data groups such as authors, references,
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and institutions emerging in the systematic literature
studies or the tertiary study in which systematic
literature studies are examined [15, 16].

The purpose of any tertiary study is to reveal important
researches, subject areas, orientations, knowledge
status, important researchers, institutions, and
information exchange structure in a particular field [2,
5, 17]. Since the amount of data generated during these
studies is enormous, social network analysis offers
great opportunities  for  better  understanding,
visualization, and in-depth analysis of current
relationships [16, 18]. In this current study, subjects,
researchers, and reference relationships in the
systematic literature studies between 2013-2018 on
Agile software development are revealed, summarized
and visualized, and the current situation, hidden
patterns and future trends in this field are revealed.

I11. MATERIAL AND METHOD

3.1. Research Questions

The research questions of our tertiary study were
determined by adapting the research questions by
Kitchenham et al. [17] to cover the publications
between 2013 and 2018. Accordingly, the research
questions of our study are as follows:

RQ1: How many SLRs were published related with
agile software development between 2013 and 2018?
RQ2: Which subjects of agile software development
were focused on in SLR studies published between
2013-2018?

RQ3: Which researchers, institutions, and countries are
most active in agile software development SLRs
between 2013 and 2018?

RQ4: How is the social network structure of countries
and institutions in SLRs between 2013 and 2018?

3.2. Tertiary Study’s Search Process

In the first stage, we conducted a literature review for
our tertiary study to identify and analyze existing
Systematic Literature Reviews (SLR) related to Agile
Software Development (ASD). We followed and
applied the guidelines proposed by Kitchenham et al.
[2] for the tertiary study conducted within the scope of
this study. The data of an SLR in this context also
served as the basis for social network analysis that we
performed subsequently.

In order to select the scientific databases, we
considered the databases that contain publications in
the fields of Computer Engineering, Software
Engineering, and Computer Science. As a result, we
selected Scopus, Science Direct, IEEE, and Web of
Science databases to search. As stated in the studies of
SLRs published in previous years, these databases
cover a significant part of the publications on agile
software development.

While determining the search texts, we took into
consideration the texts used by Kitchenham et al. in
[17] and we adapted them to the scope of our study.
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We carried out searches on determined texts on title,
abstract, and keywords as seen in SLRs published in
previous years. Examples of the search strings
specified are given in Table 1.

Table 1. Examples of the search strings specified
when searching the scientific databases.
Search String
“agile” AND “review of studies”
“agile” AND “structured review”
“agile” AND “systematic review”

“agile” AND “literature review”
“agile” AND “literature analysis”

We determined the search interval as between January
2013 and December 2018, and we researched the
publications (research articles and conference papers)
published in the last 6 years. We performed our
searches on each database specifically on March 16,
2019 for Web of Science, March 18, 2019 for IEEE,
and March 30, 2019 for Science Direct and Scopus.

We found 896 publications in total in the searched
databases for each search string. We eliminated
duplicate publications and the remaining 409
publications were subjected to the inclusion/exclusion
criteria at the next stage. We applied the following
inclusion/exclusion criteria:

Inclusion:
Being within

development,
Including a systematic literature review,
Availability of full text.

the scope of agile software

Exclusion:
Not concentrating on software project management,
Using agile methodologies as tools, not goals.

After the review for the inclusion/exclusion criteria,
281 publications were eliminated. The remaining 118
publications were examined according to the quality
criteria in the next stage. The quality criteria to be
applied were chosen as the DARE quality criteria used
in tertiary studies [19, 20]. After the evaluation stage
made according to the quality criteria, we also
eliminated 19 publications with under 2 points. The
bibliographic data of five publications that were not
indexed in the Scopus database were not available,
thus the remaining 94 publications formed the actual
dataset of this study for SNA.

3.3. Social Network Analysis

The introduction of the sociogram concept in 1937 by
Moreno [21] can be considered as the beginning of
SNA (Social Network Analysis) in the social sciences.
Sociograms are a representation, where interpersonal
relationship patterns can be studied as larger social
clusters [3]. The development of social network
analysis tools like UCINET, PAJEK, NodeXL, and
Gephi with the development of computer technology
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has advanced the progress of social network analysis.
These social network analysis tools have become
attractive for different disciplines such as engineering,
primarily sociology, anthropology, economics, and
political science.

In this study, we used both VOSviewer [22] and Gephi
[23] for SNA and network visualization. VOSviewer is
a software tool designed specifically to create and
visualize bibliometric maps and to create graphic
representations of maps of scientific papers [22].
VOSviewer can create clusters of the nodes in
networks. The algorithm used for clustering has several
parameters that can be tuned like resolution and
minimum cluster size. The resolution parameter
determines the level of detail of the clusters and it
cannot get a negative value. We used the default value
of 1 of the resolution parameter in our research. Gephi
is Java based open-source network analysis and
visualization software. It can view complex networks
in real-time very efficiently [23].

Export document settings @

You have chosen to export 493 documents
Select your method of export

Ref

AR MENDELEY BibTeX

What information do you want to export?

Citation information

3.4. Data Preprocessing

In order to perform analysis with VOSviewer software,
a data file in CSV or RIS format is required. On the
English language publications in the Scopus database,
with the 2013-2018 year filter, under the title-abstract-
keyword tab, the search was carried out with the help
of the query "agile and ("analysis of research™ or
"literature analysis" or ‘"literature review" or
"literature survey" or "meta-analysis" or "past studies"
or "review of studies" or "structured review" or
"subject matter expert” or "systematic review")". As a
result of the search, 94 of the 99 publications
determined at the beginning were reached and
bibliographic data (authors, name of the publication,
publication year, source title, number of citations,
source type, institutions/countries of the authors,
keywords, and resources in the publication) were saved
in CSV format for further analysis with social network
analysis. The screen of search is shown in Figure 2.

Plain Text

v
c nt
Source & document type
Publication Stage

Dol

Access Type

Figure 2. Data search screen in CSV format in Scopus database.

In the data downloaded from the Scopus, the
inconsistency problems in the fields such as author
name and institution name were resolved at the
preprocessing stage. For example, while authors with
more than one name can use a single name in some
publications, the same person can use more than one
name together in a different publication. Additionally,
the same conference event can be expressed with
different names. Since social network analysis tools
cannot detect and automatically resolve this situation,
we performed a meticulous pre-processing and
deduplication on the data. As a result, the number of
publications in our final dataset was reduced from
4,914 to 3,697 after the preprocessing phase.

3.5. Citation Analysis and Bibliographic Coupling

Citation analysis shows the effects of publications,
authors, sources, institutions, and countries on the
subject through the number of citations [24]. It
determines network relationships according to the
number of publications the authors cite each other. It
not only takes place on the basis of publication, the
relations can also be visualized on the basis of the
author, the institutions the authors are affiliated with,
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the countries, and the source of the publication
(scientific journal, book, or conference). Newer
publications are disadvantageous in this analysis
compared to older ones, since earlier publications will
have more citations than newer ones.

Bibliographic coupling was introduced in the literature
by Kessler in 1963 [25]. This analysis matches the
publications that share common references. It is a
useful approach that can be used in all fields of
research, as it helps the researcher find related
publications in the past.

IV. RESULTS AND DISCUSSION

4.1. Tertiary Study Results

The aim of the first research question investigated
within the scope of our study was to determine how
many SLRs related to agile software development
were published between 2013-2018. A total of 94
publications were examined, 39 (41%) of them were
research articles published in scientific refereed
journals, and 55 (59%) were papers presented at
various scientific conferences and/or congresses. The
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distribution chart of these publications according to
the years they were published is shown in Figure 3.

Number of
Publications

2013 2014 2015 2016 2017 2018
Year

Figure 3. Distribution of publications according to the
publication year.

The sources of the 94 publications examined within
the scope of the tertiary study can be seen in Table 2.
While creating the table, sources with more than one
publication were included. Information and Software
Technology journal, ACM International Conference
Proceeding Series, Lecture Notes in Computer
Science are the top three places with the highest
number of publications.

The purpose of the second research question
investigated within the scope of the study was to
determine which subject areas were researched with
agile software development between 2013-2018. The
main subject areas that 94 publications focused on are
shown in Table 3. As seen in Table 3, Agile practices,
Agile and management areas and Agile and global or
distributed software engineering issues are the most
common issues in publications.

One of the aims of the third research question
investigated within the scope of the study was to
determine which researchers were most active in agile
software development SLRs between 2013-2018.
There are 3 publications of 6 authors out of 270
authors in 94 publications examined and they are
shown in Table 4.

4.2. Citation Analysis

Our dataset consists of publications by 270
researchers and from 133 institutions worldwide.
Total number of citations of these publications is
presented in [20].

In this study, we present the social network diagram of
the institutions and the universities in Figure 4 and 5,
respectively. The sizes of the nodes in the figures are
proportional to the number of citations. We also
present the citation clusters of the institutions and the
universities in Table 5 and 6, respectively.

As can be seen in Figure 4 and 5, the selection of a
short time interval for analysis negatively affected the
number of connections due to the limited time for
publications to cite each other. Despite this, although
the analysis included a limited number of networks, it
is noteworthy that if there were more than one
institution belonging to the same country, there would
be more than one institution belonging to a country in
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the same cluster. This means that researchers are more
interested in publications published in their own
country, and it is an unexpected result in an era of
increasing globalization.

In the citation analysis for instutions, we see that the
institutions that were strong according to the
connection power had a success above the average
compared to the institutions that did not have a
relationship in the related figure. Another reason for
the low number of links may be the abundance of
resources to be used, since agile software development
is a very popular topic, because even if the
publications do not refer to each other, it was seen that
they should not be underestimated in the number of
citations.

We also analyzed our data on the basis of the country
of the authors, with a total of 33 countries.
VOSviewer results of country-level citation analysis
can be seen in Figure 6. 7 out of 11 countries that
provide a connection between clusters are from
Europe, that means the authors refer to each other
more in Europe. It can be seen that Brazil does not
belong to any cluster and connects the red cluster
(Chile, Peru, Spain, UK) to green cluster (lIran,
Malaysia, Slovenia) as a kind of bridge.

4.3. Bibliographic Coupling Analysis

Bibliographic coupling is a type of relationship
definition used to establish a similarity relationship
between publications. It occurs when two studies refer
to the same study in their references. The result of
bibliometric coupling analysis with VOSviewer for 33
countries created from tertiary study data can be seen
in Figure 7, and Table 7 shows bibliographic coupling
clusters by country. The size of the nodes in the figure
increases in proportion to the number of citations.
According to the total connection power calculated as
a result of bibliographic coupling analysis, it is seen
that the most active five countries are Brazil,
Germany, Finland, Malaysia, and Pakistan,
respectively. Brazil combines the two largest clusters
as the center of this analysis. Five of the six most
central countries that follow Brazil are seen to be in
Europe.

Figure 8 shows the results of bibliographic coupling
analysis for 133 institutions. According to the
connection power, the five most active institutions are
Pontifical Catholic U. of Rio Grande do Sul (Brazil),
Blekinge Institute of Technology from Sweden,
University of Sao Paulo (Brazil), Pontifical Catholic
University of Peru (Peru), and COMSATS Institute of
Inf. Technology (Pakistan).

Institutions in  bibliographic  coupling include
institutions from Brazil, Sweden, Peru, Finland and
the Netherlands. On the other hand, Brazil, Germany,
Finland, Malaysia, and Pakistan are in the first places
in the country-based analysis.
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Table 2. Distribution of publications according to sources.

Source of Publication Type Total
Publications
Information and Software Technology Journal 12

Conference 9
Conference 7

ACM International Conference Proceeding Series
Lecture Notes in Computer Science (including subseries Lecture
Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)

Journal of Software: Evolution and Process Journal 5
Communications in Computer and Information Science Journal 4
CEUR Workshop Proceedings Conference 3
Proceedings of the International Conference on Software Conference 3

Engineering and Knowledge Engineering, SEKE

2016 3rd International Conference on Computer and Information
Sciences, ICCOINS 2016 — Proceedings

Advances in Intelligent Systems and Computing

Journal of Systems and Software

Conference 2

Journal 2
Journal 2

Table 3. Distribution of publications according to the subject areas covered.
Subject Area Total Publications
Adgile practices 25
Agile and management areas 13
Agile and global or distributed software engineering
Agile and usability
Agile transformation
Agile methodologies
Agile and organization
Advantages and disadvantages of the agile method, challenges and critical areas
Adgile cost / effort calculation
Agile and CMMI
Agile human and social reviews
Agile and sustainability
Agile product line engineering
Agile and embedded systems

©
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Table 4. The most active researchers.

Researcher Number of Number of Affiliations
Researcher Publications
Citations
Rafael Prikladnicki | 20 3 School of Technolog , Pontificia
Universidade Catdlica do Rio Grande do
Sul, Brazil
Mirko Perkusich 9 3 Department of Computing and Systems,
Federal University of Campina Grande ,
Brazil
Siffat Ullah Khan 3 3 Department of Computer Science & IT,
University of Malakand, Pakistan
Nasir Rashid 3 3 Department of Computer Science and
Information Technology, University of
Malakand, Lower Dir, Pakistan
Edna Dias Canedo 1 3 Computer Science Department, University
of Brasilia -, Brazil;
Ruyther Parente da | 1 3 Computer Science Department, University
Costa of Brasilia -, Brazil;
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Table 5. Citation clusters by institutions.

Cluster 1 Cluster 2 Cluster 3
Departamento De Ingenieria Agencia Andaluza De Department Of Computer Science,
Informatica Y Ciencias De La Instituciones Chalous Branch, Islamic Azad
Computacion, Universidad De Culturales, Junta De University (lau), Chalous, Mazandaran,
Atacama, Copiap6, Chile Andalucia, Spain 46615-397, Iran
Department Of Computer Science, Escut_el_a !De Po_sgraQO, Faculty Of EI_ectrlcaI E_ngme_ermg And
University Of York York United Pontificia Universidad Computer Science, University Of
. y ' ' Catolica Del Peru, Maribor, Smetanova 17, Maribor, 2000,
Kingdom ; -
Lima, Peru Slovenia
Escuela Politécnica Superior, . . .
Universidad Auténoma De Madrid, Kentlcg, Brno, Czech Msg Life Odateam D.'0.0., Titova 8,
Republic Maribor, 2000, Slovenia

Madrid, Spain

Lappeenranta University Of
Technology (Lut), P.O Box 20,

Pontificia Universidade Catélica Do

Masaryk University, Rio Grande Do Sul, Porto-Alegrers,

Brno, Czech Republic

Lappeenranta, F1-53851, Finland Brazil

Universidad Politécnica De Madrid, | Pontificia Universidad

Campus De Montegancedo, Boadilla Catolica Del Peru, University Of Malaya, Malaysia
Del Monte, 28660, Spain Lima, Peru

University Of Applied Sciences University Of Sao University Of Twente, Enschede,
Emden/Leer, Emden, Germany Paulo, Sao Paulo, Brazil | Netherlands

Instituto Tecnologico De Conkal, Km | University Of Seville,

16 Oldroadmotul Yucatan, Mexico Spain

Cluster 4 Cluster 5

Department Of Computer Science, University Of Oulu,

Aalborg University, Denmark Finland

Department Of Management, Aarhus University Of St.Gallen,

University, Denmark Switzerland

Department Of Information And
Computer Science, Utrecht
University, Utrecht, Netherlands

Table 6. Citation clusters by universities.

Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5
University of Atacama Agencia Andaluza de Islamic Azad Aalborg University of
Instituciones Culturales | University University Oulu
University of York Pontifical Catholic University of Aarhus University of
University of Peru Maribor university St.Gallen
Autonomous University Kentico Software MSG Life Odateam | Utrecht
of Madrid D.0.0. University
Lappeenranta University N Por_1t|f|cc_a| Cathth
of Technology Masaryk University University of Rio
Grande do Sul
Technical University of Pontifical Catholic University of
Madrid University of Peru Malaya

University of Applied
Sciences Emden/Leer

University of

University of Sao Paulo Twente

Conkal Institute of

Technology University of Seville

42




Tertiary Study on Agile Software Development Int. J. Adv. Eng. Pure Sci. 2021, ASYU 2020 Special Issue: 35-46

|
austgalia
tutkey
rigera “.\d
e
unitediingdom
sweden v honghong arech tepublic
4
pakistan
L bf‘z‘l
> \reland
new Jeaaned
INCADELI
m.:u e W
saudi e abia
canlca netherlands
dengnark oo southvafrics
united states
belgum
o anka
magio
b VOSviewer
Figure 6. Citation analysis of countries.
new zgaland .
' canada O niglria
netrggend saudigrabia
ates
usbria
seghia

Figure 7. The most active countries of bibliographic coupling analysis.

43



Int. J. Adv. Eng. Pure Sci. 2021, ASYU 2020 Special Issue: 35-46 Tertiary Study on Agile Software Development

Table 7. Bibliographic coupling clusters by country.
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V. CONCLUSION

Agile software development, which is increasingly
used worldwide, is growing steadily, increasing its
reputation and active role in the industry. In this study,
a tertiary study from literature reviews on agile
software development was conducted and social
network analysis was performed with the dataset
created by the researchers from the tertiary study.

According to the results of our study, the most active
sources according to the number of publications were
determined as Information and Software Technology
and ACM International  Proceeding  Series.
Information and Software Technology is a journal that
deals with systematic literature reviews, and we were
inspired by Kitchenham et al.’s 2010 study on it [17].
ACM, on the other hand, is a reputable database that is
used by most of the reviewed literature reviews. The
scope of the studies reviewed was mostly on agile
practices and management areas. Embedded systems,
product line engineering, and human and social
studies were the least explored topics.

Our study has some limitations that may affect its
usefulness. First, our study covered the SLRs on agile
software development published between 2013 and
2018. It can further be extended to include the SLRs
published since 2018 and can present a more
comprehensive view of the field. Second, the term
“agile” is an umbrella term that can be too broad to
cover the practices applied in software engineering.
Rather than using this term as part of the search keys
in SLR research, more focused literature reviews can
be conducted using related but more specific search
terms like “extreme programming”, “scrum”, “lean”,
and so on.

The combination of tertiary study and social network
increased the power of the study and presented a
different perspective for the subject. The findings
obtained within the scope of the study can be used for
various purposes. For example, they can be used to
determine an invited speaker related to the subject at a
conference. In addition, they can be used to determine
which universities are prominent in a special research
field. Moreover, they can be helpful for finding
institutions that will partner to work in international
university-based studies, or for forming a team on a
research subject.

REFERENCES

[1] Kitchenham, B. (2004). Procedures for
Performing ~ Systematic  Reviews,  Report
Department of Computer Science, Keele
University, UK.

[2] Kitchenham, B., & Charters, S. (2007).

Guidelines for performing Systematic Literature
Reviews in Software Engineering, Report Keele
University and Durham University.

45

(3]
[4]

[5]

6]

[7]
(8]

[9]

[10]

[11]

[12]

[13]

[14]

[15]

[16]

Tunali, V. (2016). Sosyal Ag Analizine Giris.
Ankara, Tiirkiye: Nobel Akademik Yayincilik.
Hoda, R., Kruchten, P., Noble, J., & Marshall, S.
(2010). Agility in context. Proceedings of the
ACM international conference on Object
oriented programming systems languages and
applications, Reno, NV, October 17.

Hoda, R., Salleh, N., Grundy, J., & Tee, H. M.
(2017). Systematic literature reviews in agile
software development: A tertiary study.
Information and Software Technology, 85, 60-
70.

Dikert, K., Paasivaara, M., & Lassenius, C.
(2016). Challenges and success factors for large-
scale agile transformations: A systematic
literature review. Journal of Systems and
Software, 119, 87-108.

Boehm, B. (2002). Get ready for agile methods,
with care. Computer, 35(1), 64-69.

Moe, N. B., Dingsgyr, T., & Dyba, T. (2010). A
teamwork model for understanding an agile
team: A case study of a Scrum project.
Information and Software Technology, 52(5),
480-491.

Janzen, D., & Saiedian, H. (2005). Test-driven
development concepts, taxonomy, and future
direction. Computer, 38(9), 43-50.

Aggarwal, V., & Singhal, A. (2019). Empirical
study of test driven development with scrum. 3™
International Conference on Advances in
Computing and Data Sciences, Ghaziabad,
India, April 12-13.

Alam, S., Nazir, S., Asim, S., & Amr, D. (2017).
Impact and challenges of requirement
engineering in agile methodologies: A
systematic review. Int. J. Adv. Comput. Sci.
Appl, 8(4), 411-420.

Schon, E.-M., Winter, D., Escalona, M. J., &
Thomaschewski, J. (2017). Key challenges in
agile requirements engineering. 18t
International Conference on Agile Software
Development, Cologne, Germany, May 22-26.
Jalali, S., & Wohlin, C. (2012). Global software
engineering and agile practices: a systematic
review. Journal of software: Evolution and
Process, 24(6), 643-659.

Silva, F. S., Soares, F. S. F., Peres, A. L., de
Azevedo, |I. M., Vasconcelos, A. P. L., Kamei,
F. K., & de Lemos Meira, S. R. (2015). Using
CMMI  together  with  agile  software
development: A systematic review. Information
and Software Technology, 58, 20-43.

Xu, X., Chen, X., Jia, F., Brown, S., Gong, Y.,
& Xu, Y. (2018). Supply chain finance: A
systematic literature review and bibliometric
analysis. International Journal of Production
Economics, 204, 160-173.

Inamdar, Z., Raut, R., Narwane, V. S., Gardas,
B., Narkhede, B., & Sagnak, M. (2020). A
systematic literature review with bibliometric



Int. J. Adv. Eng. Pure Sci. 2021, ASYU 2020 Special Issue: 35-46

Tertiary Study on Agile Software Development

[17]

(18]

[19]

[20]

analysis of big data analytics adoption from
period 2014 to 2018. Journal of Enterprise
Information Management, 34(1), 101-139.
Kitchenham, B., Pretorius, R., Budgen, D., Pearl
Brereton, O., Turner, M., Niazi, M., & Linkman,
S. (2010). Systematic literature reviews in
software engineering — A tertiary study.
Information and Software Technology, 52(8),
792-805.

Bartolacci, F., Caputo, A., & Soverchia, M.
(2020). Sustainability and financial performance
of small and medium sized enterprises: A
bibliometric and systematic literature review.
Business Strategy and the Environment, 29(3),
1297-13009.

Database of Abstracts of Reviews of Effects
(DARE). (2008). In: Encyclopedia of Public
Health, W. Kirch (Ed.). Dordrecht: Springer
Netherlands.

Bayram, E., Dogan, B., & Tunali, V. (2020).
Bibliometric Analysis of the Tertiary Study on
Agile Software Development using Social
Network  Analysis. 2020 Innovations in

46

[21]

[22]

[23]

[24]

[25]

Intelligent Systems and Applications Conference
(ASYU), Istanbul, Turkey, October 15-17.
Chinowsky, P., & Taylor, J. E. (2012). Networks
in engineering: an emerging approach to project
organization studies. Engineering Project
Organization Journal, 2(1-2), 15-26.

Eck, N. J. v., & Waltman, L. (2014). Visualizing
Bibliometric Networks. In: Measuring Scholarly
Impact, Y. Ding, R. Rousseau & D. Wolfram
(Eds.). Switzerland: Springer, Cham, 285-320.
Bastian, M., Heymann, S., & Jacomy, M.
(2009). Gephi: An Open Source Software for
Exploring and  Manipulating  Networks.
International AAAI Conference on Weblogs and
Social Media, San Jose, California, USA, May
17-20.

Pilkington, A., & Meredith, J. (2009). The
evolution of the intellectual structure of
operations management—21980-2006: A
citation/co-citation  analysis.  Journal  of

Operations Management, 27(3), 185-202.
Kessler, M. M. (1963). Bibliographic coupling
between scientific papers. American
Documentation, 14(1), 10-25.



Int. J. Adv. Eng. Pure Sci. 2021, ASYU 2020 Special Issue: e47-e56
DOI: 10.7240/jeps.897076

RESEARCH ARTICLE / ARASTIRMA MAKALESI

Supervised Learning-Aided Control of a DC-DC Power Converter in Wind
Energy Conversion Systems
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Abstract

Over the last decades, to adopt high penetration of renewable energy sources (RESs) in electrical energy systems, distributed
energy resources (DERs) have become prominent. Due to easy attainability status of small wind turbines (WTs), wind energy
conversion systems (WECSs) are feasible applications for small customers, especially in windy areas. The next decade is
likely to witness a considerable rise in DERSs. In this context, WECSs are preferred broadly, thus harvesting wind energy into
electrical energy effectively is a substantial issue. WTs can be got involved in the grid-connected or autonomous mode with a
variety of topologies. In this paper, we examine to control of DC-DC boost converter of a WECS with the help of artificial
intelligence (Al)-aided PI controller based on supervised learning method. Regarding the proposed method, artificial neural
networks (ANNS) as a subset of Al are utilized. To test and ensure the applicability of the proposed control method, a small
WECS with a permanent magnet synchronous generator (PMSG) connected a DC bus was implemented in
MATLAB/Simulink environment. The proposed ANN scheme has reached a high accuracy rate with an overall mean squared
error (MSE) equal to 7.4e-08. The results present that dynamic response and less complexity with a high accuracy rate have
been obtained under study. The main target of this study is to reduce the number of sensors in the control layer. Thus, a cost-
effective and more reliable structure is obtained with fewer sensor requirements.

Keywords: Wind Energy Conversion Systems, Artificial Intelligence, Artificial Neural Networks, DC-DC Power Converters

Oz

Son on yillarda, elektrik enerjisi sistemlerinde yenilenebilir enerji kaynaklarinin yiiksek oranda niifuzunu yaygmlagtirmak
i¢in dagitilmig enerji kaynaklar1 6ne c¢ikmustir. Kiiglik riizgar tiirbinlerinin kolay erisilebilirlik durumu nedeniyle, riizgar
enerjisi doniisiim sistemleri dzellikle riizgarli alanlarda kiigiik miisteriler icin elverisli uygulamalardir. Oniimiizdeki on yil
muhtemelen dagitik enerji kaynaklar: dnemli bir artisa tanik olacaktir. Bu baglamda, riizgar enerji doniisiim sistemleri yaygin
olarak tercih edilmektedir, bu nedenle riizgdr enerjisinin elektrik enerjisine etkin bir sekilde doniistiiriilmesi 6nemli bir
konudur. Riizgar tiirbinleri ¢esitli topolojilerle sebekeye bagli veya otonom modda dahil edilebilirler. Bu makalede, denetimli
o0grenme yontemine dayali yapay zeka destekli PI denetleyicisi yardimiyla bir riizgar enerji doniisiim sistemindeki yiikselten
DC-DC gii¢ déniistiiriiciisiiniin kontroliinii incelemekteyiz. Onerilen yontemle ilgili olarak, yapay zekanin bir alt kiimesi
olarak yapay sinir aglar1 kullanilmaktadir. Onerilen kontrol yénteminin uygulanabilirligini test etmek ve dogrulamak igin,
MATLAB/Simulink ortaminda bir DC baraya sabit miknatislt senkron generator ile kii¢iik bir riizgar enerji doniigiim sistem
uygulanmustir. Onerilen YSA semasi, 7.4e-08'e esit toplam ortalama karesel hata (MSE) ile yiiksek bir dogruluk oranima
ulagmistir. Sonuglar, ¢alisma kapsaminda dinamik yanitin ve daha az karmasikligin yiiksek dogruluk ile elde edildigini
gostermektedir. Bu g¢alismanin ana hedefi, kontrol katmanindaki sensér sayisini azaltmaktir. Boylece daha az sensor
gereksinimi ile uygun maliyetli ve daha giivenilir bir yap1 elde edilmektedir.

Anahtar Kelimeler: Riizgar Enerjisi Doniisiim Sistemleri, Yapay Zeka, Yapay Sinir Aglari, DC-DC Gii¢ Doniistiiriiciileri

I. INTRODUCTION

1.1. Motivation and Background

The availability of energy is not the only concern for today’s power systems. Another critical factor is its impact
on consuming resource deficiency. Energy demand figures are expected to increase further due to the growing
population, modernization, and globalization. Human beings have produced energy in conventional ways and still
resume for years. However, it is inevitable that energy production is gradually abandoned the conventional ways
due to both the depletion of resources and environmental concerns. This mandatory transition leads humanity to
energy production with renewable energy sources (RESs). For RES-based applications, power electronics have
grown into an accepted choice to supply sustainable power, since their complexity and performance have been
boosted. Furthermore, several barriers that affect the efficiency of power electronics exist. Accomplishing these
barriers demands to handle complicated optimization difficulties, which are challenging to alleviate through
conventional methods [1].
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One of the most preferred RES-based systems, i.e.,
distributed energy resources (DERs) is that wind
energy conversion systems (WECSSs) are operated with
the help of power electronic converters according to
system topology. The WECSs are largely popular
structures, which are preferred to feed electrical
appliances in any circumstance [2]. Thereby, a safe and
reliable power supply is directly related to the robust
control and management of power electronics. In other
words, power electronics can be considered as an easy
linker of DER applications. However, the coordination
of these power electronics interfaces causes many
problems in the control layer due to the intermittent
nature of RESs and their uncertainty.

The desired characteristics of the control system should
comprise tracking the output reference values (e.g.,
current and voltage), ensuring the presence and
reliability of the power balance. Unlike classical
control methods, this paper proposes the exploitation
of a supervised learning-based multi-layer feedforward
artificial neural network (ANN) to accomplish
efficiency with high accuracy and to reduce the
number of sensors in the control layer. We can
implement the model of machine learning in various
ways, ANNSs are one of them. Thereby, the ANNs are a
subset of machine learning and artificial intelligence
(Al) targets to facilitate systems with intelligence that
is susceptible to human-like learning and reasoning.

Nowadays, Al has palpable advantages by having been
successfully applied in innumerable areas such as
recognition, classification, computer vision, energy,
and vehicle technology, etc [3]. To this end, the proper
control of power electronics has crucial for dealing
with control difficulties, which should be taken into
consideration.

1.2. Related Literature

Upon relevant literature, it is obvious that many
researchers have addressed the application of Al
methods such as ANN, fuzzy, deep learning, or hybrid
methods etc. in power electronics [4]-[6]. In particular,
similar topology and controller have been studied as
being an experimental setup with a wind turbine (WT)
emulator recently [7]. Few researchers have mentioned
estimating accurate wind speed to harvest maximum
power with sensorless control using Al algorithms in
[8]. Similarly, maximizing effective power is discussed
profitably with the aid of ANN-based reinforcement
learning for a WECS via permanent magnet
synchronous generator (PMSG) [9]. The authors in
[10], suggest that sliding mode observer outperforms in
tracking error than ANN-based observer as a
sensorless control of PMSG in WECS; however,
sliding mode observer deteriorates with chattering
issue. To control the back-to-back power converter of a
WECS, space vector-based pulse width modulation
(SVPWM) has been developed through a feedforward
ANN by obtaining lower total harmonic distortion

(THD) [11]. On the other hand, an ANN-based voltage
estimation for the calculation of THD is presented for
multi-bus islanded AC microgrids [12]. Especially, a
seamless estimated current data is implemented to
support the control operation of a small WECS with
the help of supervised learning-based ANN [13]. In
[14], another RES-based system is that a PV panel is
monitored for perceiving in case of the PV panel
encounter degradation due to any faults. In other
respect, to facilitate the operation of the energy
management as reliable an ANN-based sensorless
control [15] is proposed to eliminate the implemented
Sensors.

Various approaches have been put forward to come
around the barriers against efficiency and performance.
Except for estimating current data, in [16] it is seen
that wind speed and torque data are observed properly
with sensorless control for small WT clusters
throughout a direct torque control algorithm. Much
work on the potential of the sensorless control has been
carried out [17], yet there are still some critical issues
about maximum power point tracking (MPPT)
algorithm is applied to harvest maximum power from
the wind [18]. As can be clearly seen in Table 1, the
most recent studies with similar applications are given
based on the related literature.

Table 1. Comparison between related studies.

;(I:E';EME APPLICATION  SCHEME REF. APPLICATION
Intelligent long-
ANN-Based C::\:,terfl of Artificial neural  term
MPC [19] P network [23] performance
converters .
analysis
FCS-MPC- - Cyberattack
based NN Volta}g.e sag Artificial detection &
Classifier classificationin ~ Neural mitigation for
[20] PV system Networks [24] microgrids
Long short- Power
term memory rediction for MPC Using Control of DC-
NN (@LST™M) M ANN [25] DC Converters
virtual plants

[21]
Pr d Sensorless Batch Clrout

opose normalization parameter
ANN-Based  control of DC- design of the

neural network
PI[13] DC converter 26
(BN-NN) [26] converter
Multilayer Intelligent Lagrange . Obt.alnlng
Percention ener programming optimal
ANNp[22] mangyement neural network scheduling for
g (LPNN) [27] microgrid
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1.3. Contributions and Organization

Estimating current data enables power estimation as
well. We do not only assert controlling a power
converter of the WECS via ANN but also provide
more reliable operation with less measured data in the
control layer. This paper proposes to control a DC-DC
boost converter with the aid of ANNs. The strong
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aspects of this paper can be divided into three matters:
1) the applied ANN possesses high accuracy to
estimate the desired output, which is easy to apply,
thanks to the proper input selection, 2) after an offline
(training) phase of the application, the results validate
that the online (exploitation) phase is conducted
effectively, 3) this proposed Al-aided control via
ANN increase the reliability of the system by reducing
the used sensor in the control layer, as the measured
sensor may corrupt, 4) the proposed method decreases
the cost of ownership of sensors in the control layer
and lastly 5) the estimated sensor’s data
communication challenge is removed.

The reminder of this paper is organized as follows.
Section Il explains about the WECS under study.
Section |1l elucidates system control strategy for
online and offline operation. Section 1V evaluates the
simulation results of the paper. Finally, conclusion
remarks are stated in Section V.

1. WIND ENERGY CONVERSION

SYSTEM UNDER STUDY
The mentioned WECS model can be split up into four
parts regarding WT, PMSG, three-phase full-bridge
diode rectifier, and lastly DC-DC boost converter.

Variable wind speed profile is used for power
extraction from the wind. The WT has a vertical axis
turbine of three blades with fixed pitch angle (f) is
equal to 0°. The WT has coupled with a three phase
PMSG to generate power and then dispatch that power
to the DC-DC converter with a full bridge diode
rectifier. The synchronous generators are broadly
preferred for variable wind speed in WT applications
due to their low rotation synchronous speeds which
track grid frequency. Therefore, it is worth using
PMSG in these applications where the wind speed has
too much fluctuation [28].

The configuration of the WECS can be illustrated in
Figure 1. The maximum value of phase voltage is Vi,
average output of the rectifier voltage V, is Vpc and it
is expressed as

1.
i 1
VA Tjovo(t)clt. (1)

Using equation (3), the average voltage of the output
Vbc-out €an be found as

6 2713
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Figure 1. Configuration of WECS under study.

The WT power characteristics versus turbine speed
can be expressed in Figure 2. The turbine output
power can be seen that it coincides 320 W for 0.8 per
unit of nominal mechanical power at base wind speed,
so the nominal output power corresponds to 400 W.
The output power and mechanical torque of the
WECS can be aligned by following equations. The
output power of the turbine is defined as

Vaing » “)

e pPh
I:)m —Cp(/l,ﬁ) 2

where, P is Mechanical output power of the turbine
(W), ¢y is the performance coefficient of the turbine, p
is air density (kg/m?®), A is the turbine swept area (m?),
Vuina the wind speed (m/s), 4 is tip speed ratio of the
rotor blade tip speed to wind speed, and lastly £ the
blade pitch angle (degree). An equation is used to
model cy(2,5) that based on the modeling turbine
characteristics [29] as follows:

c, (4 B)=c,(c,! 4 —c,B—c)e " +c 4, 5)
with

1 1 0.035

= e )
A A1+40.085 g +1

where, coefficients are located as follows:

€1=0.5176, c,=116, ¢3=0.4, c4=5, cs=1, and cs=0.0068.
The turbine characteristics can vary for different
values of the pitch angle .

The model in d-q frame of the PMSG is based on (7).
Besides, the electromagnetic torque (Tem) of the
generator can be expressed as equation (11) unless Lq
is not equal to Lg,

ol R P e -
Vq a)LC RC Iq dt Iq eq
Ten =Poi,, @)

where, Vq and Vg are direct and quadratic stator
voltages, iq and iq are direct and quadratic currents, eq
and eq are direct and quadratic magnetic motive
forces, respectively. R. is resistance of each stator
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phase, ¢ is the permanent magnetic flux, [7 is the rotor
electrical angular speed and L. is inductance of each
stator phase. As to the model of PMSG in (7), taking
into consideration the Clarke transformation, the
PMSG model in a-f frame can be written by

1 0

- R, 0] 4 [1L B

['f’} L, -R, *[f”}, L1 [V" e”] ®)
i o L |t I A

e, =—w@sing, (10)
e, = wgCosb, (11)

where, V, and V;are stator voltages vectors, iq and igq
are stator current vectors, e, and ez are direct and
quadratic magnetic electromotive forces, respectively.
Rc is resistance of each stator phase, and L. is
inductance of each stator phase.

’fg‘ 13.8 1M/
g 1 Max. power at base wind speed !
oy B=0°Pr=320W
é.g 0.8 L :12.5 m/s
= 8 3
27506 11.2mis
= 9.9mss |
g E04 —
ac b mis :
-g 50'2’ 7.3 m/s 12p
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o
3 i ¢
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Turbine speed (pu of nominal generator speed)

Figure 2. Turbine power characteristic versus wind
speed.

I11. SYSTEM CONTROL STRATEGY

3.1. Conventional Control

To control the power electronics converters which do
not only use traditional multiple feedback loops but
also pulse width modulation (PWM) is required. The
controller is the key component in achieving a well-
controlled and high-performance system. The DC-DC
boost unidirectional converter is triggered by the duty
cycle (D) of the power semiconductor MOSFET
thanks to the PWM signal. Equation (12) describes the
output and input voltages relationship as

12)

A block diagram of the configuration and proportional
integral (Pl)-cascaded conventional control structure of
the WECS is seen in Figure 3.
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Figure 3. Configuration and control structure of
WECS by Pl-cascaded current and voltage controllers.

Before proceeding, it is important to mention about
obtaining the necessary transfer function for any
controller after simplifying and linearizing the modeled
system. Where Rwr=Vwr/lwr is output resistance of the
WECS, the transfer function between the converter
input voltage (Vwr) and the duty cycle (D) can be
expressed as follows with the help of the small-signal
model as follows:

v DC _Bus
Vyr 8) LCyr (13)
D(s) g2, 3 -
I:EWT CWT I_C:WT

3.2. ANN-Based Control

Essentially, Al tries to mimic the mindset in the human
brain. The brains contain a lot of neurons, and these
neurons are associated with biological neural networks
that facilitate the behavior process. An ANN aims to
mimic a sub-simulation of the biological network using
electronic circuits. Al databases are applied in many
fields such as software, economy, industry, and
engineering [12]. Neural, statistical, and evolutionary
learning are among the artificial intelligence-based
multiple learning theories that ANNs are the most
basic technique of neural learning [30]. The ANN was
claimed by McCulloch and Pitts based on the
mathematical model of a primitive cell of the human
brain [31]. Roughly, a neuron is triggered by the
weights of inputs that exceed the threshold limit,
causing the response of activated output functions, and
thus produce an appropriate output. Prediction is a sort
of filtering, where past values of one or more-time
series are utilized to estimate future values. Dynamic
ANNs contain tapped delay lines are ready for
nonlinear prediction. They are also feasible for system
identification, impending failure detection, dynamic
modeling of a physical model. Al can be used for
simulation, analysis, visualization, and control of a
variety of systems.

Another point worth mentioning is that elements of
feedforward neural networks are separated layers. The
signs from the input layer to the output layer are
transmitted by a one-way connection. While being a
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link from one layer to the next, no link exists in the
same layer. In feedforward networks, the outputs of the
cells in the layers are the input of the next layer. If the
layer by layer network is examined, the input layer
transmits  the information from the external
environment to the cells in the intermediate (hidden)
layer without making any changes. The output of the
network is calculated by processing the input data
within the hidden layers and the output layer.

A multi-layer applicator consists of one or more hidden
layers and one output layer. All cells in one layer are in
contact with all cells in the next layer. Feedforward is
derived from the forward flow of information on behalf
of networks. There is no information processing in the
input layer. The number of cells in the input layer
depends on the number of entries in the applied
problem. Similarly, the hidden layer and the number of
cells in this layer differ with the problem structure but
is found by trial-and-error. The number of cells in the
output layer is related to the number of outputs in the
applied problem.

Feedforward networks can generally respond to
problems such as classification, generalization, and
recognition by applying the Delta learning rule. For the
input presented to the network, the output of the
network is compared with the actual result. The
difference resulting from this comparison reveals the
error value. The purpose of calculating
backpropagation is to produce a good output by
reducing the error. The error will be distributed to the
weight ratings of the network every iteration.

Since nonlinear problems cannot be learned with
single-layer perception, and most of the problems
encountered in daily life are not linear, we have used
this multi-layer feedforward neural network with
Levenberg-Marquardt backpropagation in this study.
This backpropagation algorithm approaches second-
order training speed regardless of computing the
Hessian matrix likewise the quasi-Newton methods.
When the performance function has the form of a sum
of squares, the Hessian matrix and the gradient can be
expressed as

H=J"J, (14)
with
g=J"e, (15)

where, Jis the Jacobian matrix that comprises of first
derivatives of the network errors regarding the weights
and biases, and eis a vector of network errors. The
Jacobian matrix can be extracted with a standard
backpropagation technique which is less complicated
than computing the Hessian matrix. The Levenberg-
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Marquardt algorithm uses this approximation to the
Hessian matrix in the following Newton-like update as
Xkﬂ:Xk—[\]TJ +y|]"1JTe, (16)
where, the scalar u is zero, that is precisely Newton’s
method, using the approximate Hessian matrix. If u is
large, this inclines gradient descent with a small step
size. Newton’s method is quicker and more accurate

near an error minimum, so the aim is to shift toward
Newton’s method as rapidly as possible.

An auxiliary network training function named
“Trainlm” is generally the fastest backpropagation
algorithm in the Simulink toolbox, which revises
weight and bias states according to Levenberg-
Marquardt optimization and also is recommended as a
supervised algorithm, even although it occupies more
memory but less time than others. By the way, a
supervised learning allows one to acquire data and then
to produce a new output from previous experience i.e.,
correct output. It provides to improve performance
criteria using this experience. Also, supervised
machine learning helps us solving a variety of
computational problems in the life [30].

The training process is stopped once the generalization
finishes improving, as same as being in the MSE of
validation process. Mentioning the operation, an ANN
estimates data series of Y(t), while obtaining past
values up to delay (d) pieces of X(t) series as

Y(t)=f X t-1,.,X@-d) . (17)

Additionally, supposing that the forms of error data
series as e; = {e}; where, t = 1, ..., n, the neural
network can be designed under four sections such as
proper input selection, defining the paradigms,
estimation, and lastly implementation. As stated
previously, the backpropagation is a way for training
the weights in a multilayer neural network [13, 32].
The generic structure of the backpropagation neural
network can be expressed as follows:

b, = by, L<j<m , (18)
n i =1,2,...,I'1

Vt,j :[E(Wt,ijxt,i)-l—bl,j); {j :1'2,___,m , (19)

Qt,j :fhidden Viij o (20)

If an ANN consists of n inputs, one hidden layer with
m neurons, and one output, so the output signal can be
calculated as

Yt = foulput (;Wt'th’j +bk )1 (21)
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where, Xijis input, i, Qi, and bnjare input, output of
hidden layer (i.e, ith node of hidden layer), and the
bias factor for the i neurons of the hidden layer
respectively, by is the bias factor of the neuron in the
output layer, wjj and wy; are connection weights, and
Y: is output. Then the ANN generates (m+1)™" error
points, thereby mean absolute percentage error rate,
which is the average squared difference between
outputs and targets, can be computed as

MAPE:lzn: M_loo. (22)
n =1 X (t)
The structure of implemented neural network

possesses one hidden layer, and its sigmoid activation
function is given by

1
== 23
Quy =1 (23)
also can be defined as
(24)

0 Vi <0,
Qt,j =

1 v,..>0'

tj =

The schematic diagram of elucidated and studied of
multi-layer  feedforward neural network with
Levenberg-Marquardt  backpropagation can be
illustrated in Figure 4. Neural Net Time Series
application exists in Machine Learning Toolbox of
MATLAB/Simulink was used in order to implement
the mentioned ANN. Implemented ANN has 3 inpults,
1 output, one hidden layer with 10 hidden neurons,
and 2 delays. The node size of the hidden layer is
selected based on satisfactory results. If it is selected
less than average, the network cannot be trained well,
otherwise, selecting more nodes causes more
unnecessary complexity. On the other hand, the output
depends on the historical value of the inputs, though
the number of delays may result in a better
performance when the system is more dynamic;
however, a great deal of delays makes the training
process slow. With respect to stages in the
implementation phase, the data was shared to having
divided into training, validation, and testing part was
selected 70%, 15%, and 15%, respectively. In the
training part, the network is adjusted according to the
error, then is met to adapt network generalization until
generalization stops training with the help of using
Levenberg-Marquardt. Due to selection of simulation
sample time (Ts) as 5e-6 secs and simulation period
(AT) as 4 secs, the number of elements can be
calculated regarding (1/Ts)*(AT). In the testing, both
during and after training the network is tested for an
independent measure of network performance.
Besides, we embedded the input as an 800001x3
matrix, representing dynamic data 800001-time steps
of 3 elements and targeted 800001x1 matrix,
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representing dynamic output data 800001-time steps
of 1 element [13].

Input Layer

Output Layer

Figure 4. Schematic structure of ANN to estimate
output [12].

In this paper, we have implemented a nonlinear input-
output neural network which is simple and easy to
apply. It is worth mentioning that applying ANN-
aided control to the WECS can be split up into two
main phases regarding the offline and online part. The
offline mode is met to gather the required dataset for
training ANN that will be an estimator as can be
depicted in Figure 5. After that phase, ANN is well-
trained and prepared to estimate the desired output for
the online mode. That approach alleges preparing a
well-trained and tuned network via a large amount of
input data (related output) in the training phase.

With the help of depth of dataset, the ANN targets to
predict required inputs of the converter controller
without using sensor measurements to eliminate the
sensor data of the mentioned input. In the online
phase, the well-tuned ANN carries out to estimate the
output whose sensor needs to be eliminated in the
control layer. In this context, Figure 6 depicts a
general picture of the control structure that is aided by
ANN.

DC-DC Boost Converter

i +
PMSG  Rectifier|

D \/oc Bus |

Voltage Controller

Duty
cycle | PWM

~
PI Signal

Irer d

PI

—(+
VRer N F

lVDc,aus Current Controller

Training phase of ANN-Aided Cascaded PI Control

Figure 5. Control structure of WECS by ANN-Aided
Pl-cascaded current and voltage controllers in offline
phase.
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Figure 6. Control structure of WECS by ANN-Aided
Pl-cascaded current and voltage controllers in online
phase.

IV. RESULTS

The results of this paper has been achieved under two
different variable wind speed conditions. Training of
ANN vyields different results because of different
initial conditions and sampling. Acquiring lower
values are always better, namely close to zero. In this
study, best validation performance was obtained
8.1564e-11 at 1000 epochs. In Figure 7, the variable
wind speed profile which considerably affects the
output is given. In terms of accurate operation,
regression (R) values assess the correlation between
outputs and targets. If R value converges 1 that means
a close relationship exists in Table 2, otherwise, 0 is a
random relationship that needs to be edited. On the
other hand, mean absolute percentage error (MAPE) is
the average squared difference between outputs and
targets. The advantages of the proposed neural
network (NN)-based methods are expressed in Table 3
based on the literature. Estimating the data with high
accuracy which influences the system positively is
profitable. Furthermore, it is clear that the amount of
percent error is less than 10%, it is considerable that is
a high accuracy estimator at every moment of the
simulation.

Table 2. Performance criteria of ANN under study.

CRITERIA
TRF"AAI*EITNG PERFgE?\;IrANCE REGRiSS'ON'
OF MSE
Training 5.1e-08 0.99
Validation 9.9e-08 0.99
Test 3.4e-07 0.98
Overall 7.4e-08 0.99

Table 3. Performance criteria of ANN under study.

OVERALL
SCHEMEREF.  APPLICATION  BENEFIT
ACCURACY

Less
ANN-Based Cé)vr;terrol of computational 98.25 %
MPC [19] P effort and better '

converters .

attenuation
FCS-MPC- Voltage sag
based.NN classification Enabling 98.60 %
Classifier . voltage support

in PV system

[20]
I‘:;grih?:_ Power Combining the
I\?N (LSeTl\(/)[r)y prediction for concepts of 91 %
(21] virtual plants ANN and ML
Proposed Sensorless kg:g:;ig:seg\::r
ANN-Based control of DC- laraer reliabilit;/ 98.85 %
PI[13] DC converter g

tolerance
Multilayer Intelligent Minimization of
Perception Energy operation costs 96.01 %
ANN [22] Management and emission

Wind Speed [m/s]

Time [min]

Variable wind speed profile-I.

Error [%]

0 0.5 1 1.5 2 2.5 3 3.5
Time [min]

Figure 8. Percentage error values of estimated
current.

The estimated value can be considered that is
relatively low as seen in Figure 8. Also, Figure 9
shows one of the best validation performance of MSE
results during the training process for 1000 epoch.
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Best Validation Performance is 8.1564e-11 at epoch 1000

— Train
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— Test
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N
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=
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&

N
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T
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(=}

Mean Squared Error (MSE)

1000 Epochs

Figure 9. MSE value for output until 2000 epoch

size.

Upon considering the performance criteria of the
trained ANNS, the equations show the metrics in
equations (25) and (26) to obtain high accuracy rates.
As mentioned before, R should reflect convergence to
1, and mean squared error MSE should be near O as
possible as much.

R:iiLme (t)_/uYref *Y (t)—,l&{ ], (25)
m =1 oy, o
MSE :\/%i«ref (t)_Y (t))z’ (26)

where, Yrer(t) is the desired value, Y(t) is the estimated
value of the proposed method, and also x and ¢ are the
mean and standard deviation values, respectively. As
shown in Figure 10, since the estimated value set up
bears a very close resemblance to the measured data,
our findings validate the usefulness of ANN-aided
control for power converter with a complementary and
easy way. It is clear that the estimated value can
perform instead of the measured value by eliminating
the relevant sensor data. For power estimation,
measured and estimated powers can be shown in
Figure 11.

== Measured
— Estimated
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Currents [A]
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Time [min]

0 0.5 1

Figure 10. Measured and estimated currents.

— Measured
= 1000+ Estimated
-

]

g

& 500+

=}

o}

«©

S f

S 0

o L L L L L L L
0 0.5 1 15 2 25 3 35 4

Time [min]

Figure 11. Measured and estimated powers regarding
generated power in WECS.
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Figure 12. Variable wind speed profile-II.
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Figure 13. Measured and estimated currents.
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Figure 14. Percentage error values of estimated
current.

For a better illustration, the second variable wind speed
profile has been defined to the system to test under
different conditions, as seen in Figure 12.
Subsequently, measured and estimated currents in
WECS is given in Figure 13. It is clear that abrupt
changes in wind speed makes the system more
vulnerable; however, the MAPE of this operation is
still within an acceptable band in Figure 14. Once
changing the percentage allocation of the target time
steps for training, validation, and testing parts, the
trained network achieves reaching accuracy rates as
well due to having a static nonlinear relationship
between inputs and output.

V. CONCLUSION

Al-aided namely ANN-based control of a DC-DC
boost power converter in WECS was implemented in
this work. The results of this work show us that the
proposed method can perform like a conventional
controller with a high accuracy rate. Additionally, that
method enables reducing sensor requirements from the
main control layer, which makes the system more
reliable and cost-effective. Also, the communication
challenges with sensors are diminished.

That research could possibly support the people who
are interested in applied Al in energy systems. On the
other hand, some better features of the system were

4
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obtained such as quick response and less complexity
without steady-state oscillation. Depending on the

gathered dataset,

it is possible to estimate the

instantaneous power prediction from the WECS. In
terms of the findings, our results are encouraging and
should be applied by real-time experimental system.

REFERENCES

(1]

(2]

(3]

[4]

(5]

[6]

[7]

(8]

(9]

Kolar, J. W., Biela, J., Waffler S., Friedli, T. &
Badstuebner, U., (2011). Performance trends
and limitations of power electronic systems.
2010 6th International Conference on
Integrated  Power  Electronics  Systems,
Nuremberg, pp. 1-20.

Melicio, R., Mendes, V. M. F. & Catalao, J. P.
S., (2010). Power converter topologies for
wind energy conversion systems: Integrated
modeling, control strategy and performance
simulation. Renewable Energy, 35 (10), pp.
2165-2174.

Hannan, M. A., et al. (2019). Power electronics
contribution to renewable energy conversion
addressing emission reduction: Applications,
issues, and recommendations. Applied Energy,
251, p. 113404.

Soliman, M. A., Hasanien, H. M., Azazi, H. Z.,
El-Kholy, E. E., & Mahmoud, S. A., (2019).
An Adaptive Fuzzy Logic Control Strategy for
Performance Enhancement of a Grid-
Connected PMSG-Based Wind Turbine. IEEE
Transactions on Industrial Informatics, 15 (6),
pp. 3163-3173.

Zhang, Y., Wang, Z., Wang, H., & Blaabjerg,
F., (2020). Artificial Intelligence-Aided
Thermal Model Considering Cross-Coupling
Effects. IEEE Transactions on Power
Electronics, 35 (10), pp. 9998-10002.

Bayhan, S., Demirbas, S., & Abu-Rub, H.,
(2016). Fuzzy-Pl-based sensorless frequency
and voltage controller for doubly fed induction
generator connected to a DC microgrid. IET
Renewable Power Generation, 10 (8), pp.
1069-1077.

Mesbahi, A., Aljarhizi, Y., Hassoune, A.,
Khafallah, M., & Alibrahmi, E., (2020). Boost
Converter implementation for Wind Generation
System based on a variable speed PMSG,”
2020 1st International Conference on
Innovative Research in Applied Science,
Engineering and Technology (IRASET),
Meknes, Morocco, pp. 1-6.

Deng, X. et al. (2019). Sensorless effective
wind speed estimation method based on
unknown input disturbance observer and
extreme learning machine. Energy, 186
(115790).

Wei, C., Zhang, Z., Qiao, W., & Qu, L.
(2016). An  Adaptive  Network-Based
Reinforcement Learning Method for MPPT
Control of PMSG Wind Energy Conversion

55

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

Systems. IEEE Transactions on Power
Electronics, 31 (11), pp. 7837-7848.

Chatri, C., & Ouassaid, M., (2018). Sensorless
Control of the PMSG in WECS Using
Artificial Neural Network and Sliding Mode
Observer. 2018 International Symposium on
Advanced Electrical and Communication
Technologies (ISAECT), Rabat, Morocco, pp.
1-6.

Jday, M., & Haggege, J., (2017). Modeling and
neural networks based control of power
converters associated with a wind turbine. 2017
International Conference on Green Energy
Conversion Systems (GECS), Hammamet,
Tunisia, pp. 1-7.

Adineh, B., Habibi, M. R., Akpolat, A. N., &
Blaabjerg, F., (2021). Sensorless Voltage
Estimation for Total Harmonic Distortion
Calculation using Artificial Neural Networks in
Microgrids. IEEE Transactions on Circuits and
Systems 1l: Express Briefs, 68 (7), pp. 2583-
2587.

Akpolat, A. N., Dursun, E., & Kuzucuoglu, A.
E., (2020). Al-Aided Control of a Power
Converter in Wind Energy Conversion System.
2020 Innovations in Intelligent Systems and
Applications Conference (ASYU), Istanbul,
Turkey, pp. 1-6, doi:
10.1109/ASYU50717.2020.9259877.

Samara, S., & Natsheh, E., (2019). Intelligent
Real-Time Photovoltaic Panel Monitoring
System Using Artificial Neural Networks.
IEEE Access, 7, pp. 50287-50299.

Akpolat, A. N., Habibi, M. R., Dursun, E.,
Kuzucuoglu, A. E., Yang, Y., Dragicevi¢, T.,
& Blaabjerg, F., (2021). Sensorless Control of
DC Microgrid Based on Artificial Intelligence.
IEEE Transactions on Energy Conversion, 36
(3), pp. 2319-23209.

Egea-Alvarez, A., Aragiiés-Penalba, M.,
Gomis-Bellmunt, O., Rull-Duran, J., & Sudria-
Andreu, A., (2016). Sensorless control of a
power converter for a cluster of small wind
turbines. IET Renewable Power Generation, 10
(5), pp. 721-728.

Teiar, H., Chaoui, H., & Sicard, P., (2015).
Almost parameter-free sensorless control of
PMSM. IECON 2015 - 41st Annual
Conference of the IEEE Industrial Electronics
Society, Yokohama, pp. 004667-004671.
Syskakis. T., & Ordonez, M., (2019). MPPT
for Small Wind Turbines: Zero-Oscillation
Sensorless  Strategy. 2019 IEEE  10th
International Symposium on Power Electronics
for Distributed Generation Systems (PEDG),
Xi'an, China, pp. 1060-1065.

Akpolat, A. N., Habibi, M. R., Baghaee, H. R.
Dursun, E., Kuzucuoglu, A. E., Yang, Y.,
Dragi¢evi¢, T., & Blaabjerg, F., (2021).
Dynamic Stabilization of DC Microgrids using



Int. J. Adv. Eng. Pure Sci. 2021, ASYU 2020 Special Issue: e47-e56

ANN-Based WECS Control

[20]

[21]

[22]

[23]

[24]

[25]

ANN-Based Model Predictive Control. IEEE
Transactions on Energy Conversion, Early
Access, doi: 10.1109/TEC.2021.3118664.

Khan, M. A., Haque, A., Kurukuruy, V. S. B., &
Saad, M., (2020). Advanced Control Strategy
with Voltage Sag Classification for Single-
Phase Grid-Connected Photovoltaic System,"
IEEE Trans. Emerg. Sel. Topics Ind. Electron.,

Early Access, doi:
10.1109/JESTIE.2020.3041704.
Rosato, A., Panella, M., Araneo, R., &

Andreotti, A., (2019). A Neural Network Based
Prediction System of Distributed Generation
for the Management of Microgrids. IEEE
Trans. Ind. Appl., 55 (6), pp. 7092-7102.
Chaouachi, A., Kamel, R. M., Andoulsi, R., &
Nagasaka, K., (2013).  Multiobjective
Intelligent Energy Management for a
Microgrid. IEEE Trans. Ind. Electron., 60 (4),
pp. 1688-1699.

Peyghami, S., Dragicevic, T., & F. Blaabjerg.,
(2021). Intelligent long-term performance
analysis in power electronics systems. Sci.
Rep., 11 (1), pp. 1-18.

Habibi, M. R., Baghaee, H. R., Blaabjerg, F., &
Dragicevi¢, T., (2021). Secure Control of DC

Microgrids for Instant Detection and
Mitigation of Cyber-Attacks Based on
Artificial Intelligence. Early Access, IEEE
Systems Journal, doi:
10.1109/JSYST.2021.3119355.

Farooq, Z., Zaman, T. M., Khan, A,

Nasimullah, Muyeen, S. M., & Ilbeas A.,
(2019). Artificial Neural Network Based
Adaptive Control of Single Phase Dual Active
Bridge With Finite Time Disturbance

56

[26]

[27]

[28]

[29]

[30]

[31]

[32]

Compensation. IEEE Access, 7, pp. 112229-
112239.

Li, X., Zhang, X., Lin, F., & Blaabjerg, F.,
(2021). Artificial-intelligence based design
(AlI-D) for circuit parameters of power
converters. IEEE Trans. Ind. Electron., Early
Access, doi: 10.1109/TIE.2021.3088377.
Wang, T. He, X., & Deng, T., (2019). Neural
networks for power management optimal
strategy in hybrid microgrid. Neural Comput &
Applic 31, pp. 2635-2647.

Onar, O. C., & Khaligh, A., (2015). Alternative
Energy in Power Electronics. Chapter 2 -
Energy Sources, 1st ed., UK: Butterworth-
Heinemann, Elsevier, 2015, pp. 81-154.

Heier, S., (2014). Wind Energy Conversion
System. Grid Integration of Wind Energy:
Onshore and Offshore Conversion Systems, 3rd
ed., Germany: John Wiley & Sons, pp. 31-117.
Akpolat, A.N., (2021). Management And
Control of Distributed Energy Generation
Systems via Artificial Intelligence Techniques.
Doktora Tezi, Marmara Universitesi, Tiirkiye,
pp. 37-38.

Piccinini, G., (2004). The first computational
theory of mind and brain: A close look at
McCulloch and Pitts’s Logical Calculus of
Ideas Immanent in Nervous Activity. Synthese,
141, pp. 75-215.

Rathnayaka, R. M. K. T., & Seneviratna, D. M.
K. N., (2019). A Novel Hybrid Back
Propagation Neural Network Approach for
Time Series Forecasting Under the Volatility.
Communications in Computer and Information
Science, Singapore.



Int. J. Adv. Eng. Pure Sci. 2021, ASYU 2020 Special Issue: 57-66
DOI: 10.7240/jeps.897306

RESEARCH ARTICLE / ARASTIRMA MAKALESI

A Comparative Study of Point-Based Deep Learning Techniques for
Semantic Classification in Search and Rescue Arenas

Arama ve Kurtarma Alanlarinda Anlamsal Simiflandirma icin Nokta Tabanli Derin Ogrenme
Tekniklerinin Karsilastirmali Bir Calismasi

Kaya TURGUT ! @ Burak KALECi : @
Eskisehir Osmangazi University, Electrical and Electronics Engineering Department, Eskisehir, Turkey

Abstract

Post-disaster indoor environments, which occur after calamities such as floods, fires, and poisonous material spread, could
include serious risks for search and rescue teams. For example, the building's structural integrity could be corrupted, and
some harmful substances for humans and animals could exist. Exploiting robots could prevent search and rescue teams from
these risks. Nevertheless, robots need to possess advanced techniques to produce high-level information from raw sensor data
in these harsh environments. This study aims to explore the positive and negative aspects of point-based deep learning
architectures for the semantic classification of ramps in search and rescue test arenas, which are proposed by the National
Institute of Standards and Technology (NIST). Also, we take into account walls and terrain since they can provide crucial
information for robots. In this study, we opted to utilize point cloud data that is robust against lousy illumination conditions,
which is frequently encountered in post-disaster environments. We used the ESOGU RAMPS dataset that contains point
cloud data captured from a simulated environment similar to NIST search and rescue arenas. We selected PointNet,
PointNet++, Dynamic Graph Convolutional Neural Network (DGCNN), PointCNN, Point2Sequence, PointConv, and
Shellnet point-based deep learning architectures to analyze their performance for semantic classification of ramps, walls, and
terrain. The test results indicate that accuracy of semantic classification is over 90% for all architectures.

Keywords: point-based deep learning, semantic classification, NIST ramps, point cloud data.

Oz

Sel baskini, yangin ve zehirli madde yayilimi gibi felaketlerden sonra meydana gelen afet sonrasi i¢ ortamlar, arama ve
kurtarma ekipleri igin ciddi riskler barindirabilir. Ornegin, binanin yapisal biitiinliigii bozulmus ve insanlar ve hayvanlar igin
bazi zararli maddeler mevcut olabilir. Arama ve kurtarma ekiplerinin bu risklerden korunmasimi saglayabilmek icin
robotlardan yararlanilabilir. Bununla birlikte, robotlarin bu zorlu ortamlarda ham algilayic1 verilerinden iist diizey bilgi
iretmek icin gelismis tekniklere sahip olmasi gerekir. Bu caligma, Ulusal Standartlar ve Teknoloji Enstitiisii (NIST)
tarafindan Onerilen arama kurtarma test alanlarinda bulunan rampalarin anlamsal siniflandirmasi i¢in nokta tabanli derin
0grenme mimarilerinin olumlu ve olumsuz yonlerini arastirmay1 amaglamaktadir. Ayrica robotlar i¢in ¢ok dnemli bilgiler
sagladiklarindan dolay1 duvarlar ve zeminde dikkate alinmistir. Bu ¢alismada, afet sonrasi ortamlarda siklikla karsilasilan
kotii aydinlatma kosullarina karsit dayanikli olan nokta bulutu verilerini kullanmayi tercih ettik. NIST arama ve kurtarma
alanlarina benzer bir ortamdan alinan nokta bulutu verilerini igeren ESOGU RAMPS veri kiimesini kullandik. Rampalarn,
duvarlarin ve zeminin anlamsal siniflandirma performanslarint analiz etmek i¢in PointNet, PointNet ++, Dinamik Grafik
Evrisimli Sinir Ag1 (DGCNN), PointCNN, Point2Sequence, PointConv ve Shellnet nokta tabanli derin 6grenme mimarilerini
sectik. Test sonuglari, anlamsal siniflandirma dogrulugunun tiim mimariler i¢in %90"n {izerinde oldugunu gostermektedir.
Anahtar Kelimeler: nokta tabanli derin 6grenme, anlamsal siniflandirma, NIST ramplar1, nokta bulutu verisi.

I. INTRODUCTION

In recent years, attempting to use robots for search and rescue missions in post-disaster environments, which
occur after calamities such as floods, fires, and poisonous material spread, is among the hot topics in the robotic
community. The main reasons for that are happening new collapses or leakage of harmful substances for humans
and animals while search and rescue teams perform their tasks. Therefore, exploiting robots in these missions
could prevent undesirable accidents and new casualties. However, post-disaster environments consist of some
challenges even for robots such as uneven terrain and lousy illumination conditions due to these environments'
dusty nature and power outages. To cope with these difficulties, robots need to possess advanced techniques to
produce high-level information (semantic information of scenes or objects) from raw sensor data. Fortunately,
robots have begun to utilize these advanced techniques owning to incoming perception technologies and
developments in computer vision algorithms. Nevertheless, the advantages and disadvantages of these
technologies and algorithms should be observed regularly for determining new research areas in the search and
rescue domain. To achieve this, competitions related to search and rescue missions have been organized yearly
by RoboCup society since 2001.
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The RoboCup rescue competitions mainly aim to
improve robots' abilities in autonomous navigation,
mapping, and finding victims. Besides, these
competitions monitor the performance of new
technologies in software and hardware and encourage
the researchers to introduce new challenges for robots.
Kitano and Tadokoro [1] assessed the first RoboCup
rescue competition considering the initial standards
and evaluation metrics. They examined requirements
that the robots need to have, and they projected future
works according to these requirements. One of them
was to evaluate robot performance in standard test
environments. For that reason, NIST introduced
reference test arenas for search and rescue missions in
2003 [2]. Figure 1 shows an example of these test
arenas. In the first years of competitions, participant
teams generally preferred to use visual and 2D laser
range data to perform search and rescue missions. For
example, the POAReT team [3], the winner of the
Virtual Robot Competition at RoboCup 2012, applied
the simultaneous localization and mapping (SLAM)
technique to 2D laser scans for building a map of
reference test arenas. They also produced semantic
information while determining rooms and corridors
through the detection of doorway locations. This was
the pioneering study in the search and rescue missions
that considers semantic information to the best of our
knowledge.

Sheh et al. [4] evaluated the RoboCup rescue
competitions in the 16™ year. They noticed that
participant teams of competitions improved the
abilities of robots while integrating new sensors into
robot systems such as RGB-D cameras, LiDARs, and
3D laser scanners over the years. Besides, they
observed that robots were able to perform search and
rescue  missions adequately in  challenging
environments. Robot Operating System (ROS) [5]
have been begun to use in the RoboCup rescue
competitions since 2017. This could be a milestone for
competitions because ROS provides numerous
packages that researchers can easily integrate their
systems to achieve more complex tasks. The
participant teams utilized GMapping [6] and Hector
SLAM [7] packages to represent the environments
with 2D maps. Then, OctoMap [8] and Real-Time
Appearance-Based Mapping (RTAB-Map) [9]
approaches were used to produce 3D information
about the environment. OctoMap is an octree-based
representation method, and it does not take into
account semantic information. On the other hand,
RTAB-Map exploited feature extractors to generate
semantic information while recognizing frequently
encountered objects in daily life. However, RTAB-
Map is not able to extract semantic information for
ramps at reference test arenas since ramps are specific
pieces for search and rescue missions.

58

Figure 1. An example reference test arena [10]

Although participant teams of the RoboCup rescue
competitions generally do not concentrate on
producing semantic information for search and rescue
missions, semantic classification of walls, ramps, and
terrain via point cloud data has been addressed in
previous studies. These approaches could be separated
into two categories. In the first category, the studies
handled the segmentation problem, which clusters
points into a segment considering their features such
as X, Yy, z coordinates, point normals, and colors. The
reviews proposed by Nguyen and Le [11], Grilli et al.
[12], and Xie et al. [13] mainly divide the
segmentation approaches into five groups: Edge-based
[14], region growing [15], model-based [16, 17],
clustering-based [18], and graph-based [19]. These
approaches have been frequently applied for
segmentation problems since their implementations
are available on Point Cloud Library (PCL) [20].
Besides, Eruyar et al. [21] examined the performance
of segmentation approaches situated in PCL for
structural planar surfaces. However, only region
growing and RANSAC approaches were employed to
classify walls, ramps, and terrain. Region growing
begins with determining seed points and searches
points within a predetermined radius or a number of
neighbors around the seed points to identify points
that have similar features with seed points. The main
disadvantages of region growing approaches are high
time complexity and sensitivity to rapid changes on
point features. In contrast, RANSAC requires less
computational load, and robust against noise, in other
words, rapid changes. However, it does not utilize
local information for segmentation, and this can cause
clustering points that have similar mathematical
models into a segment, although they belong to
different planes. The approaches placed in the first
category classified points considering plane equations
to obtain semantic classes of points.

In the second category, machine and deep learning
techniques were used to determine the semantic class
of points. Machine learning techniques firstly
determine suitable descriptors for the problem, and
then they extract features. This step is probably the
most challenging part because the selected descriptors
directly affect the success of these techniques.
Besides, 3D descriptors generally tend to overfit since
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they are significantly high dimensional. On the other
hand, deep learning architectures have become
popular in recent years since they are able to provide
useful features according to the problem. For example,
Deng et al. [22] applied Convolutional Neural
Network (CNN) approach to visual data and depth
images acquired from a post-disaster environment
similar to NIST reference test arenas to determine the
semantic class of points.

The first attempts to exploit deep learning techniques
with point cloud data are to use CNN because of
success of CNNs with image data. However, CNN
approaches cannot be employed to point cloud data
directly since its permutation invariant and
unstructured characteristic. For that reason, the deep
learning techniques that have utilized point cloud data
can be separated into two groups: direct (point-based)
and indirect approaches [23]. Point-based approaches
accept raw point cloud data, while indirect approaches
convert unstructured point cloud data into a 2D or 3D
structured form before receiving the data. It can be
observed from the previous studies that indirect
approaches have some drawbacks such as quantization
artifact, loss of the geometric details, and
computational cost of conversion. In consequence, the
researchers have generally preferred to develop point-
based approaches [23, 24]. Guo et al. [24] gave
detailed information about 3D deep learning
approaches and categorized them for classification,
segmentation, object detection, and tracking problems.
They addressed the point-based methods for semantic
classification of point cloud data into four groups:
point-wise Multi-Layer Perceptrons (MLP), point
convolution, graph-based, and Recursive Neural
Networks (RNN) based.

PointNet [25] was the first point-based deep learning
architecture accepted as a milestone since it works
directly on unordered and permutation-invariant point
cloud data. PointNet utilizes the point-wise MLP
followed by maximum pooling to summarize the
global feature. However, PointNet does not extract the
local relationship because it considers all points in the
point cloud as individually. Many point-wise
architectures like PointNet++ [26], ShellNet [27], and
PointWeb [28] were proposed based on PointNet to
encode local neighborhood information because of
simplicity and performance.

Applying the convolution kernel to the point cloud is
not straightforward because data may have missing
parts and does not have a regular pattern. Some
studies applied continuous convolution [29, 30] or
discrete convolution [31] to point cloud data. KPConv
[29] learns the weights of kernel points defined in
Euclidean space. Linear correlation is applied between
kernel points and the points around the kernel points.
In the PointConv [30], convolution kernels defined as
nonlinear weighting function on 3D space. The kernel
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weights are learned with MLP layers. PointCNN [31]
learns the transformation matrix to order canonically
for applying the discrete convolutional operator.

In the graph-based methods, the points are considered
as nodes, and the distance between nodes is treated as
edges [32, 33]. Landrieu et al. [32] extended the
superpixel term of images as superpoint for point
clouds to partition into homogeneous parts. They
introduced the superpoint graph to expose the
contextual information between object parts. DGCNN
[33] uses each point as a node and defines the graph
for each local region. The features are extracted over
edges, and the graph is updated in all layers.

RNN-based architecture aims to capture contextual
information of local parts [34-36]. 3P-RNN [34]
utilized a two-directional RNN structure to exploit the
long-range relationship of uniformly-spaced blocks
along x and y directions. Point2Sequence [35] used
the RNN structure to extract the correlation of multi-
scale local areas. An attention mechanism is used to
highlight the critical feature of multi-scale local areas.
RSNet [36] proposed the slice pooling layer, which
slices the point cloud x, y, and z coordinate
independently to project unordered point cloud onto a
sequential form.

In this study, semantic classification of point cloud
data as walls, ramps, and terrain is aimed. Producing
semantic information about walls, ramps, and terrain
could promote the mapping and navigation tasks of
robots in a post-disaster environment. An example of
that is the robot could augment the environment's
representation with semantic information to generate
maps that first-responders easily read. In this way, the
robot can also improve its path plan while adding
appropriate targets according to ramps. The robot can
navigate without losing its balance when it passes over
the ramps considering these target points. Besides, the
robot can regulate its speed when being aware position
and orientation of ramps.

In this study, we prefer to use point cloud data because
visual and/or 2D laser range data could not be
adequate for post-disaster environments. The success
of studies that utilized visual data highly depends on
the illumination condition of the environment, and the
post-disaster environments have lousy illumination
conditions due to these environments' dusty nature and
power outages. Although 2D laser range data robust
against these conditions, it only captures information
about the plane at the height that the laser scan is
placed. Besides, 2D laser range data cannot provide
any information about the ramps below that height. On
the other hand, point cloud data could describe 3D
characteristics of walls, ramps, and terrain and cannot
be influenced by the environment's illumination
condition. After that point, we analyzed point-based
and indirect deep learning approaches for semantic



Int. ). Adv. Eng. Pure Sci. 2021, ASYU 2020 Special Issue: 57-66

Deep for Semantic in SAR

classification of point cloud data, and we decided to
use point-based approaches when disadvantages of
indirect approaches are thought. In our previous works
[37, 38], we showed that PointNet, PointNet++,
DGCNN, and PointCNN point-based deep learning
architectures are classified walls, ramps, and terrain
with over 90% accuracy. This study aims to extend
our previous works by considering Point2Sequence,
PointConv, and Shellnet point-based deep learning
architectures. In this way, these architectures' positive
and negative aspects could be revealed for semantic
classification of walls, ramps, and terrain in reference
test arenas. To train and test these architectures, we
used the ESOGU RAMPS dataset [39]. The
architectures were evaluated with recall, precision,
Intersection over Union (loU), Mean Intersection over
Union (MloU), and accuracy metrics.

The rest of the paper is organized as follows: Section
2 briefly explains the point-based deep learning

architectures. Section 3 describes the ESOGU
RAMPS dataset. Section 4 and 5 presents
experimental works and concludes the paper,
respectively.

1. METHODS

The point cloud data is defined as a set of points that
contain x, y, and z coordinates. Besides, other features
such as point normal and color could be attached to
each point. Although point cloud has a simple nature,
a variety of architectures were proposed due to its
unstructured, permutation, and rotation invariant
characteristic. In this section, notable attributes of
PointNet,  PointNet++, DGCNN,  PointCNN,
Point2Sequence, PointConv, and Shellnet point-based
deep learning architectures are concisely described.

2.1. PointNet

The first architecture that receives raw point cloud
data, in other words, point-based deep learning
architecture, is PointNet. It employs successive Multi-
Layer Perceptron (MPL) layers to point's X, y, and z
coordinates to learn weight matrices. These matrices
are shared among points for each feature channel as
similar to CNN structure. Besides, normal, curvature,
and color features can be used in the feature extraction
process. It is important to note that PointNet assesses
each point individually and also independently from
other points. Namely, neighbor points of a point do
not take into account for feature extraction. This could
be the most characteristic feature of the PointNet
architecture. PointNet provides a maximum pooling
method named as the symmetric function to obtain the
global feature. The symmetric function receives the
feature vector of all points and determines each
feature channel's maximum values to summarize a
single global feature vector. The classification scores
for each category of points are acquired by successive
MLP layer again after the global and local features are
concatenated.
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2.2. PointNet++

PointNet++ architecture derives from the PointNet.
The main difference between PointNet and
PointNet++ is that PointNet++ considers neighbors of
points to extract the feature vector of each point. The
architecture first selects center points to construct
local regions. These center points are specified
according to a predefined number of nearest neighbors
or a predefined radius. After local regions are
determined, the feature vector of each point that
belongs to a local region is extracted by employing
PointNet to point's x, y, and z coordinates. The
symmetric function then takes the feature vector of all
points in a local region and determines the region
feature vector. This process is repeated for each local
region. At that point, PointNet++ continues with the
successive layer while extending the local regions
hierarchically based on x, y, and z coordinates. In this
way, local regions cover large portions, and the region
feature vectors begin to approximate the scene's
characteristics. After successive layers, similar to
PointNet, the symmetric function summarizes local
region feature vectors to obtain a global feature vector.
In successive feature encoding layer, point number is
subsampled. However, all original points feature is
required to classify points semantically. A distance
based interpolation technique is proposed to propagate
the features of sampled points to original points. After
interpolated feature are concatenated skip linked
feature from feature encoding layer, PointNet is used
to update these features. Eventually, the semantic
class of each point is determined.

2.3. DGCNN

DGCNN architecture is categorized as graph-based,
according to the review presented by Guo et al. [24],
because it constructs local regions similar to
PointNet++, and it builds a graph for each local
region. The main difference between PointNet++ and
DGCNN is that DGCNN does not expand local
regions hierarchically. DGCNN first selects center
points to construct local regions. Then, it searches a
predefined number of nearest neighbors of these
center points to determine the points that belong to
local regions. To do that, DGCNN uses distances
between a point and center points, which are
calculated with point's X, y, and z coordinates in the
first layer, while feature space distances are utilized in
successive layers. At that point, the graphs for each
local region are formed. The nodes of these graphs are
the points in the local regions. However, it is crucial to
notice that the edges only exist for the center point and
other points. The edge weights are calculated
considering spatial and feature space distances in the
first and successive layers, respectively. This is the
second difference between PointNet++ and DGCNN.
After edge weights are determined, they are used in
the feature extraction process by employing MLPs.
The authors are named these steps as EdgeConv
operator. In the DGCNN architecture, first EdgeConv
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operator estimates features, and then PointNet accepts
these features to classify points.

2.4. PointCNN

In contrast to PointNet, PointNet++, and DGCNN
architectures that consider points individually while
extracting features, PointCNN calculates features by
applying convolution to a point and its neighbors.
Unfortunately, convolution approaches, just like CNN,
cannot be directly employed to point cloud data due to
its permutation invariant nature. For that reason, the
authors proposed a convolution operator, which is
named as X-Conv. PointCNN first constructs local
regions similar to previously mentioned architectures.
Then, for each local region, a transformation matrix is
learned through X-Conv operator, and according to
the matrix, points in a local region are weighted and
canonically ordered. Lastly, convolution is employed
local regions to extract features. Similar to PointNet++
local regions are hierarchically expanded in the
successive layers. PointCNN propagate summarized
global into point feature with skip linked X-Conv.

2.5. Point2Sequence

Point2Sequence is an RNN-based architecture. Apart
from the previously explained architectures,
Point2Sequence does not have successive layers since
it utilizes Long Short-Term Memory (LSTM)
structure to extract features. Point2Sequence
constructs local regions just like PointNet++. The
main difference between Point2Sequence and
PointNet++ is that Point2Sequence constructs more
than one local region with different radius values
around a center point, namely multi-scale concentric
local regions. Then, features are determined separately
for each different-scale local region. After features
corresponding to multi-scale concentric local regions
are obtained for a center point, RNN is employed to
learn the correlation between these features. In this
way, Point2Sequence intends to reveal contextual
information about local regions. The relationship
between features that belong to a local region is stored
in LSTM, and the attention approach puts forward
hidden states of LSTM. Consequently, the local region
features are calculated through a context vector, which
is built consolidation of different scale features. The
global feature vector is propagated from shape level to
point level by using the interpolation techniques in
PointNet++.

2.6. PointConv

The continuous convolution-based PointConv applies
the convolution operator to each point in the point
cloud in a similar way as traditional 2D image
convolution. Firstly, the local region is defined around
each point, and the convolution kernel weight is
learned by using weight-shared MLP over the relative
position of points in the local neighborhood. Because
it uses the weight-shared kernel across all points,
permutation invariance is satisfied. The density
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function is used to re-weight convolution filter weight
to handle non-uniform density in local regions. The
learned convolution kernel is applied to the feature of
the local points, and the encoded feature of each point
is obtained. Similar to PointNet++, the feature
encoding module consists of sampling, grouping, and
PointConv layer to learn feature hierarchically. Also,
the PointDeconv layer is introduced to increase the
point number, which is decreased in the feature
encoding layers by applying interpolation and
PointConv convolution.

2.7. Shellnet

ShellNet architecture consists of the ShellConv
convolution operator based on point-wise MLP and
convolution approaches. In this architecture, firstly,
the local region is constituted in a similar way as
PointNet++. However, kNN neighborhoods of
representative points are divided into multi-scale
concentric shells. A fixed number of points is assigned
to each shell. In each shell, MLP is used to encode
relative point coordinates to higher-dimensional
features. After the features came from the previous
layer and encoded features are concatenated,
maximum pooling is used to summarize the points
feature in each shell. Thanks to maximum pooling,
point order ambiguity is resolved in each shell. Also,
by nature of the shell, it is ordered from inside to
outside. Then, 1D convolution is applied to the shell
features. Shellconv layers are added hierarchically to
extract the abstract feature of the entire point cloud.
Deconvolution layers with ShellConv are used to
increase point size to the original point number for the
point-wise classification.

I11. THE ESOGU RAMPS DATASET

Gazebo [40] simulation environment and ROS [5]
were utilized to construct the ESOGU RAMPS
dataset. An Asus Xtion Pro RGB-D camera was
emplaced on a Pioneer 3-AT mobile robot, and 681
scenes were captured. For training, 581 scenes were
randomly selected, and the remaining 100 scenes were
separated for testing. In each scene, there are four
classes: wall, terrain, inclined, and flat ramps.
Examples for the ESOGU RAMPS dataset are
presented in Figure 2. The point cloud data is shown
in the left column. Wall, terrain, inclined, and flat
ramps classes are described with red, yellow, blue, and
magenta. The dataset also provides RGB images,
which are shown in the right column. The details
about the dataset are given in [37, 38] and you can
download the dataset from [39].

IV. EXPERIMENTAL WORKS

4.1. Experimental Setup

PointNet,  PointNet++, = DGCNN,  PointCNN,
Point2Sequence, PointConv, and Shellnet point-based
deep learning architectures were implemented with
Tensorflow library [41] in Python programming
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language for the semantic classification of scenes
placed in the ESOGU RAMPS dataset. Before
applying these architectures, we preprocessed the data,
which is a requirement for point-based deep-learning
architectures. First, the NaN values that correspond to
unmeasured points were removed. Besides, using the
whole scene to feed these architectures is making
difficult to identify local features and causes losing
data. Therefore, the point cloud data was separated
into 1 m? blocks in xy plane to avoid these drawbacks.
Lastly, the number of points that belong to a block
must be a fixed number, and it was selected as 4096 in
this study. The farthest point algorithm was employed
for upsampling and downsampling to fix the number
of points in blocks. Also, we discard the blocks that
have less than 500 points. Although these

architectures are able to process color and normal
features of points, we only used point's x, y, and z
coordinates. In the training process, we used default
precision,

parameters for all architectures.Recall,

Intersection over Union (loU), Mean Intersection over
Union (MloU), and accuracy (Acc) metrics were used
to analyze the architectures' efficiency. True positive
(TP) and false positive (FP) are defined as a correctly
and incorrectly classified sample, which is owned to a
positive class, respectively. On the other hand, false
negative (FN) is an incorrectly classified sample to a
positive class while the sample belongs to a negative
class. The recall value of a class is the ratio of the true
positive and total number of samples of that class
(Equation (1)). The ratio of the true positive and total
number of classified samples of a class is called the
class's precision value (Equation (2)). The Intersection
over Union of a class is the ratio of the true positive
and the summation of the total number of samples and
incorrectly classified samples (Equation (3)). Mean
Intersection over Union (MloU) is the mean of loU of
classes (Equation (4)). Lastly, accuracy is defined as
the ratio of the total number of true positive for all
classes and the total number of samples (Equation (5).

Figure 2. Examples for the ESOGU RAMPS dataset. The left column shows the point cloud data. The right
column indicates the corresponding RGB images.
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4.2. Experimental Results

The metric results obtained on the test dataset are
given in Table 1. Besides, four example scenes are
selected to examine the positive and negative aspects
of architectures, and they are shown in Figure 3. In the
figure, rows describe the ground truth and
architectures, and columns are depicted selected
example scenes. Besides, white ellipses are used to
emphasize the incorrectly classified regions of
architectures. It has been observed that for all classes,
the DGCNN architecture produces results over 99% in
all metrics, and it is the most successful among
architectures. In contrast to other architectures,
DGCNN does not expand local regions. Besides, it
utilizes x, y, and z coordinates in the feature extraction
process in the first layer while it considers feature
space in the successive layers. These facts are the
main reasons for the success of DGCNN.
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Figure 3. Visual Results
Table 1. Metric Results
Inclined Ramp Wall Flat Ramp Terrain
R P | IoU | R P | IoU| R P |IoU| R P | IoU |MloU| Acc
PointNet 98.3 | 96.1 | 946 | 991 | 999 | 99.0 | 96.8 | 98.1 | 95.0 | 99.9 | 99.8 | 99.8 | 97.1 | 98.9
PointNet++ 995 | 989 | 985 | 999 | 999 | 99.8 | 89.0 | 93.4 | 83.8 | 959 | 93.6 | 90.0 | 93.0 | 96.8
DGCNN 99.8 | 99.7 [ 99.6 | 999 [ 99.9 [ 999 | 99.7 | 99.8 | 99.6 | 99.9 | 99.9 | 99.8 | 99.8 | 99.9
PointCNN 99.7 1994 | 99.2 | 995 | 999 | 994 | 996 | 64.6 | 644 | 67.0 | 994 | 66.8 | 82.5 | 90.4
Point2Sequence | 98.7 | 859 | 84.9 | 99.8 |100.0 | 99.8 | 81.1 | 99.8 | 80.9 | 99.5 | 99.0 | 98.5 | 91.0 | 96.3
PointConv 97.9 | 99.9 | 97.8 |100.0 | 99.7 | 99.7 | 99.9 | 98.3 | 98.2 | 99.9 | 99.7 | 99.7 | 98.8 | 99.5
ShellNet 99.7 | 99.9 | 99.6 (1000 |1000 | 999 | 71.2 | 935 | 679 | 97.1 | 84.7 | 82.7 | 875 | 94.2

PointConv also yielded successful results similar to
DGCNN. PointConv learns the convolution kernel
weight through weight-shared MLP over the relative
position of points in the local neighborhood. Then, it
re-weight the convolution kernel according to the
density of points. In this way, PointConv understands
the general characteristic of a scene while avoiding
suppressed features that correspond to dense local
regions.

PointNet assesses each point individually and also
independently from other points. Therefore, it may
produce erroneous results where the regions in which
the points that belong to different classes are
neighbors to each other. Examples for these erroneous
regions are given in Figure 3. It is seen that wall and
terrain classes are recognized successfully when the
metric results are examined. However, PointNet may
confuse flat and inclined ramp classes since they are
generally placed together in scenes.

PointNet++ classifies wall and inclined ramp classes
with over 98% in all metrics. However, in some cases,
it may not distinguish between terrain and flat ramp
classes, as shown in Figure 3. PointNet++ exploits
local information when it extracts point features
similar to DGCNN. However, it expands the local
regions in successive layers. This may cause
confusing terrain and flat ramp classes since
PointNet++ generally considers exact feature of points
while the DGCNN utilizes the difference feature (in
other words edges) of points.
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Point2Sequence, similar to PointNet, can identify wall
and terrain classes. Point2Sequence constructs more
than one local region with different radius values
around a center point. Then, the features for these
multi-scale concentric local regions are aggregated
with the LSTM mechanism. Point2Sequence may
yield erroneous results for the flat and inclined ramp
classes. The reason for that, these ramps are generally
situated together, and the

features for different radius can describe these
different classes. As a result, the LSTM mechanism
may not consolidate a feature vector to distinguish
these classes. Also, because of attention approaches,
descriptive features may be suppressed.

ShellNet behaves similar to PointNet++, which means
that it can classify wall and inclined ramp, but it may
confuse between terrain and flat ramp classes. The
main difference between ShellNet and PointNet++ is
that ShellNet applies maximum pooling and then 1D
convolution to the shells' points, while PointNet++
directly employed maximum to all points in the local
regions. In this way, ShellNet suppresses the dominant
features, making it challenging to distinguish terrain
and flat ramp classes.

In contrast to other architectures, except PointConv,
that consider points individually while extracting
features, PointCNN calculates features by applying
discrete convolution to a point and its neighbors. On
the other hand, PointConv employs continuous
convolution, and it does not order the points
canonically. In this way, it preserves the general
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characteristic of the scene. However, PointCNN
confuses terrain and flat ramp classes since it only
considers the transformation matrix learned through
the X-Conv operator.

V. CONCLUSION AND FUTURE WORKS

This study aimed to classify walls, ramps, and terrain
in NIST reference test arenas. To achieve that,
PointNet,  PointNet++,  DGCNN,  PointCNN,
Point2Sequence, PointConv, and Shellnet point-based
deep learning architectures were implemented. The
tests were conducted using ESOGU RAMPS dataset.
The test results showed that DGCNN and PointConv
architectures are capable of classifying all classes.
Besides, all architectures successfully identified wall
class. However, it was observed that each architecture
produce erroneous results depending on its own
characteristic. Thus, by revealing the positive and
negative aspects of these architectures, it was aimed to
create a reference point for researchers who will use
them for the classification of planar surfaces in NIST
test reference areas.

For future works, it is planned to classify walls,
ramps, and terrain with data captured from an
environment similar to NIST test reference areas in
Eskisehir Osmangazi University Electrical and
Electronics Engineering Artificial Intelligence and
Robotics laboratory. At this point, the idea that is
using the transfer learning method of the models
trained with the ESOGU RAMPS dataset obtained
from the Gazebo simulation environment and a small
number of training data from the real environment
comes to the fore.
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Oz

Bu calismada bir insansiz sualt1 aracinin alti serbestlik dereceli dogrusal olmayan matematiksel modeli elde edilmistir. Aracin
matematiksel model cevabindan aracin konum ve yonelim bilgileri elde edilmistir. Elde edilen konum ve yonelim bilgilerine
giiriiltii eklenerek navigasyon sensor verileri iiretilmistir. Uretilen giiriiltiilii sensor verilerinin kestirimi icin kokusuz ve
genisletilmis Kalman filtre algoritmalar1 kullanilmistir. Kokusuz Kalman filtresinde, sistem modeli i¢in insansiz sualtt
aracmin dogrusal olmayan modeli kullanilmigtir. Genisletilmis Kalman filtresinde ise sualti aracinin dogrusal olmayan
modeli belirli denge noktalarinda dogrusallagtirilmistir. Kokusuz ve genisletilmis Kalman filtresi kestirim sonuglari
karsilastirilmistir. Kokusuz Kalman filtre ve genigletilmis Kalman filtre kestirimlerine makine 6grenmesi olan Destek Vektor
Makinesi algoritmasi uygulanarak, giiriiltiiniin fazla oldugu durumlar i¢in, kestirimler iyilestirilmistir. Buna ek olarak, aracin
verilen bir kare yolu takip ettigi hareketi i¢in kokusuz Kalman filtre ve genisletilmis Kalman filtre kestirimleri
iyilestirilmistir. Tiim ¢alisma MATLAB/Simulink ortaminda yapilmistir.

Anahtar kelimeler: Genisletilmis Kalman filtre, kokusuz Kalman filtre, destek vektér makinesi, insansiz sualti araci,
matematiksel modelleme

Abstract

In this study, the nonlinear mathematical model of unmanned underwater vehicle is obtained in 6 degrees of freedom.
Position and orientation data of the vehicle are obtained from the mathematical model response of the vehicle. The navigation
sensor data are generated by adding noise to the obtained position and orientation information. Extended Kalman filter and
unscented Kalman filter algorithms are used to estimate noisy sensor data.. For the extended Kalman filter, nonlinear model
is linearized around the equilibrium points. For the unscented Kalman filter, nonlinear system model is used. The estimation
performance of extended Kalman filter and unscented Kalman filter are compared. Estimates data comes from Extended and
Unscented Kalman filter are improved by applying support vector machine (SVM) which is machine learning for situations
with high noise. In addition, unscented Kalman filter and extended Kalman filter estimates are improved for the given square
path. All this study is modeled in MATLAB/Simulink environment.

Keywords: Extented Kalman filter, unscented Kalman filter, support vector machine, unmanned underwater vehicle,
mathematical modelling

. GIRIS

Uzun yillardir insansiz araglarin takibinde dogru konum belirleme i¢in Kalman filtresi kullanilmaktadir. Kalman
filtresi konum belirleme algoritmalarinin temelini olusturmaktadir [1]. Insansiz araglarin gercek pozisyon bilgisi,
nesne konumu ve hareket kontrolii i¢in ¢ok 6nemlidir [2]. Giiniimiizde konum takibi i¢in en iyi yontem olarak
kiiresel navigasyon uydu sistemleri kullamilmaktadir [3,4]. Ancak konum belirlemede sensorler ile alinan
Olciimlerde giiriiltii ya da dis bozucu etki olmasi sebebi ile 6l¢iimlerin dogrulugu diismektedir [5,6]. Kalman
filtresi ile Ol¢timler kestirilerek daha dogru konumlandirma bilgisine ulagilmaktadir [7]. Geleneksel Kalman
filtresi (KF), sistem modeli tam olarak biliniyor ve sistem dogrusal bir sistem ise uygulanabilmektedir [8].
Dogrusal olmayan sistemlerde kestirim performans: iyi degildir [4]. Dogrusal olmayan sistemler
dogrusallastirilarak konum bilgisi kestirimi igin genisletilmis Kalman filtresi kullanilmistir [9,10]. Genisletilmis
Kalman filtresi (EKF) dogrusal olmayan sistemler igin, geg¢is matrisini ve Ol¢im matrisini Taylor seri
acilimlarint kullanarak dogrusallastirir [5]. EKF gercek konum bilgisine yaklasmaktadir. Fakat tam olarak
gercek degeri kestirememektedir. EKF’nin bu dezavantajinin  sebebi, dogrusal olmayan sistemlerin
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dogrusallastirilmasinda  yiliksek dereceli terimlerin
ihmal edilerek hataya sebep olmasidir [11]. EKF’de
dogrusallagtirma yaparken matrisini hesaplar [9].
Ancak yiiksek dereceli sistemlerde Jacobian
matrislerin elde etmek zordur. Bu nedenle EKF’ de en
iyi kestirimi veremez. Dogrusal olmayan sistemlerde

en iyi konum kestirimi i¢in dogrusal olmayan
sistemlere dogrusallagtirma yapilmadan
uygulanabilecek kokusuz Kalman filtre (UKF)

algoritmast gelistirilmistir [10].

UKF, EKF’ ye nazaran rastgele bir dagilimi tahmin
etmekten ise bilinen bir olasilik dagilimini tahmin
etmenin daha kolay olabilecegini savunur [2]. UKF,
dogrusallastirma yapmak yerine Kokusuz Doniisiim
teknigini kullanarak sigma noktalarini1 hesaplar. Buna
ragmen EKF ile ayni islem yogunluguna sahiptir [12].
Dis bozucu etkisinin fazla oldugu ortamlarda UKF
performans1 azalabilmektedir. UKF performansini
iyilestirmek i¢in birgok farkli calisma yapilmistir
[13,14]. Mevcut c¢aligmalardan farkli olarak KF
gesitlerinin kestirimlerini iyilestirmek i¢in giiniimiizde
popiiller olan makine Ogrenmesi algoritmalari
kullanilabilir [15]. Makine Ogrenme algoritmalari
tahmin problemlerinde kullanilmaktadir. Makine
O0grenmesi, olusturulan veri setindeki giris ve ¢ikis
degerlerine gore tahmin yapabilen bilgisayar
algoritmalarinin genel adidir [16]. Bircok makine
Ogrenmesi algoritmasi vardir. Bunlardan biri Destek
Vektér Makinesi (SVM)’dir. SVM, Vapnik ve ark.
tarafindan  1995’te  gelistirilmistir [17]. SVM
algoritmasi hem siniflandirma hem de regresyon
problemlerini ¢6zmek igin kullanilan gii¢lii bir makine
O0grenmesi algoritmasidir [18]. SVM simdiye kadar
pillerin kalan 6mriinii tahmin etme, enflasyon tahmini,
konut fiyat tahmini gibi bir¢ok farkli alanlarda
kullanilmistir  [19-22]. Genel olarak siniflandirma
problemlerinde kullanilan SVM, regresyon igin
kullanilmas1 Smola ve ark. tarafindan ileri stirilmiistiir
[23]. Bu yontem Destek Vektor Regresyonu (SVR)
olarak adlandirilmaktadir. SVR algoritmasi, elektrik
yiik tahmini [24], gemi hareketini tahmin etmek igin
[25], filtre kestiriminin iyilestirilmesi [15] ve
giinlimiizde bir¢ok alanda kullanilmaktadir [26,27].

Bu c¢alismada insansiz sualti aracinin navigasyon
sensOr verisini, simiilasyon bazli iiretmek i¢in, aracin
6 serbestlik dereceli dogrusal olmayan matematiksel
modeli kullanilmistir. Elde edilen sensor verilerine
sifir ortalamali Gauss giiriiltiisii eklenmis ve KF
gesitleri  uygulanarak  durumlar  kestirilmistir.
Dogrusallastirilmig ara¢ modeline EKF, dogrusal
olmayan modele ise UKF uygulanmistir. UKF ve EKF
kestirim  performanslar1  karsilagtirilmistir.  Cok
gliriltiilii (d1s bozucunun fazla oldugu ortamlarda)
sensor  verilerinde de filtre  performanslar
incelenmistir. Cok giiriiltlilii sensor verilerinde UKF
ve EKF kestirimlerinin performansi
kotiilesebilmektedir. Giiriiltiilii verilerde daha dogru
konum kestirimi i¢in UKF ve EKF kestirimlerine
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makine 6grenmesi SVM algoritmas: uygulanmustir.
Uygulanan algoritma sonrasinda EKF kestirimlerinin
degisiklik gosterdigi, UKF kestirimlerinin ise iyilestigi
gbzlemlenmistir.

II. MATEMATIKSEL MODELLEME VE
SENSOR VERIiSI OLUSTURMA

Bir insansiz sualti aracinin dogrusal olmayan
matematiksel modeli Esitlik (1) ve Esitlik (2) de
tanimlanmustir [28].

M@ +CWv+DWv+gn) =t=u

n=Jmv

M: Aracin kiitle matrisi,

C: Merkezkag kuvveti ve Coriolis kuvveti matrisi,

D: Soniimleme matrisi,

g: Yergekimi ve suyun kaldirma kuvveti matrisi,

7: Girdi vektord,

v: Aracin dogrusal (v;) ve agisal hiz (v,)vektori,

n: Aracin dogrusal (7n;) ve agisal konum (7,)
(yonelim) vektori,

J: Koordinat ¢gevirim matrisi.

M
@)

Insansiz sualti aracinin matematiksel modeli igin,
aracin 6 serbestlik dereceli (DOF) dogrusal olmayan
modeli i¢in kullanilan vektorler Esitlik (3), (4) ve
(5)’te verilmistir [28].

=[] n3]" n=wyz" n=[06y]" (3)
v=[v,v;]" v =[wywl" v =[pqr]" 4
t=u= (AT F=Krz H=[KMN  (5)

Iticilerin iirettikleri moment ve kuvvetlerden olusan u
matrisi sistem girdisidir. Sekil 1’de bu galismada
kullanilan insansiz sualt1 araci verilmistir. Sekil 1’de
gosterilen aracta x ekseni yoniindeki (yatay konum)
hareketi ve z ekseni etrafindaki donmeyi (sapma agis1)
saglayan 2 tane yatay konumda itici bulunmaktadir, y
ekseni etrafindaki donmeyi saglayan 1 tane dikey
konumda itici bulunmaktadir [29].

Sekil 1. Bu calismada kullanilan insansiz sualt1 aract
(Zonguldak Biilent Ecevit Universitesi havuz
deneyinden)
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Bu c¢alismada, insansiz sualti araciin x ve y
eksenlerindeki konum bilgisi akustik bazli konum
Olglim sistemi olan ¢ok kisa taban hatli, (Ultra short
base line) USBL’den (GPS entegreli), yonelim bilgisi
ataletsel Ol¢glim sistemi, (Inertial Measurement Unit)
IMU’ dan alindigi, aracin z eksenindeki konumu araca
entegre edilen basing sensoriinden de alindig
diistinlilmistiir. Su isti aracina USBL/GPS in GPS
modiilii yerlestirilereck USBL’in 4 adet alici antenleri,
yerleri bilinen su isti aracinin 4  kdsesine
yerlestirilmistir (P1, P2, P3, P4).

USBL’in alic1 vericisi insansiz sualti aracina entegre
edilmistir. Insansiz sualti aracindaki alici-vericiden
gonderilen akustik ses sinyali su iistii aracindaki 4 adet
alic1 tarafindan cevaplanarak tekrar insansiz sualti
aracindaki alici-verici tarafindan alinmistir. Boylelikle
ses sinyal hizi ve sinyalin seyahat siiresinden her bir
anten ile insansiz sualt1 araci arasindaki mesafeler elde
edilmektedir. Yine bu mesafeler ayn1 zamanda SLAM,
es zamanli konum belirleme algoritmasindan elde
edilebilmektedir. Boylelikle dl, d2, d3, d4
mesafelerinin ayn1 zamanda akustik sinyalin hiz ve
seyahat siiresinin ¢arpimina esit oldugu disiiniilerek
insansiz sualti aracimin bilinmeyen konumu P(x,y,z)
elde edilir.

(x2 Sg 22) (x3,y3,23) (x4,y4,z4)

Sekil 2. Insansiz sualt1 aract navigasyonu igin
tasarlanan sistemin sematik gosterimi

Insansiz sualti aracmna yerlestirilen verici-alicidan
giden sinyal su istiindeki alicilar tarafindan
cevaplanarak tekrar sualti aracina ulagsmaktadir. Bu
gegen siireden ve ses hizindan faydalanilarak iki arac
arasindaki mesafe ve yonelim olgiiliir. Aracin konum
bilgisinin elde edilmesi i¢in en az 3 tane su Tsti
alicisina  ihtiyag  vardir. Bu  Olgiilen Dbilgilerden
faydalanilarak su altindaki aracin konumu hesap edilir.
Bu calismada aracin x eksenindeki konumu ile z
ekseni etrafindaki doniis agisin1 olusturmak igin
insansiz  sualti aracinin  matematiksel modeli
kullanilmistir. Modelden elde edilen gercek konum ve
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ac1 bilgilerine sifir ortalamali
eklenerek sensdr verileri tiretilmistir.

gauss  giiriiltiisii

I11. SENSOR VERILERININ KESTIRIMi
Bu c¢alismada insansiz sualti aracinin  model
cevabindan iretilen giriiltili sensér verilerini
kestirmek igin UKF ve EKF algoritmalari
kullamlmistir. Insansiz sualti aracimin  dogrusal
olmayan modeli i¢in UKF ve dogrusallastiriimis
modeli i¢cin EKF algoritmalar1  kullanilmistir.
Giliriiltiiniin fazla oldugu durumda, makine 6grenme

algoritmasi, KF  algoritmalarina entegre  edilerek
iyilestirilmistir.

3.1. Genisletilmis Kalman Filtresi

Geleneksel KF dogrusal olmayan sistemlere

uygulanamamaktadir. Dogrusal olmayan sistemlere
KF uygulayabilmek icin dogrusallagtirma yapmak
gerekir [10]. KF’nin dogrusal olmayan sistemlere
uygulanabildigi ilerletilmis formuna “Genisletilmis
Kalman Filtresi (EKF)” denir. Dogrusallastirma
yapmanin bir¢ok metodu vardir [30]. Bunlardan bir
tanesi diferansiyelleme metodudur. Bu c¢alismada,
EKF i¢in sistem modeli olarak, insansiz sualt1 aracinin
dogrusal olmayan modeli belirli denge noktalarinda
dogrusallagtirilarak kullanilmstir.

3.1.1. Insansiz sualti aracimin dogrusal hareket
denklemleri

Insansiz sualti aracimin dogrusal hareket denklemleri,
Esitlik (1) ve Esitlik (2) de belirtilen dogrusal
olmayan hareket denklemlerinin zamana gore degisen
bir referans yoriinge veya denge noktasi etrafinda
dogrusallagtirilmasiyla elde edilir. Burada referans
noktalart 7, (konum ig¢in) ve vy (hiz i¢in) olarak
almirsa Esitlik (1) diferansiyellenerek, asagidaki gibi
dogrusallagtirilir [28]. Ayn1 zamanda dogrusallastirma
yapilabilmesi i¢in aracin sabit hizda bir c¢alisma
noktasi segilip, bu noktada yer¢ekimi kuvveti ve
suyun kaldirma kuvveti terimleri ihmal edilir.

A,=v-vy=x; (referans noktasindan sapmayi1

gosterir) (6)

A,=n-n,=x, (referans noktasindan  sapmay1

gosterir) )

Mag+ E2 4,4 B 4 4 ZO s (8)
7 v n

My

Zamana bagimli dogrusallastirilmig dinamik hareket
denklemi Esitlik (9) da verildigi gibidir.

Mx;+ C(1) x; + D) x; + G() x, =7 )

. :BC(v)v _ oD(v)v _
Burada; C(1) = ¢ /W,D(t) . /Vom ve G
aé;—(”)/ seklindedir.

1 Tog)
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Esitlik (2) asagidaki gibi dogrusallagtirilir:

4, =J(n,) 4, +J (von,) 4, (10)

J ony) A, =[I(n,+ 4,)-J(n,) ] v (11)

Zamana bagimli dogrusallastirilmis kinematik hareket
denklemi asagidaki gibidir:

Xo=JOx; +J @) x; (12)
Burada; J(1) =J(ny®) Ve J (1) =J (vo0), n,(1)
seklindedir. J* = 0 almarak zamandan bagimsiz model
Esitlik (13) da, x = Ax + Bu formunda olur.

EKF tasariminda Jacobian matrisleri hesaplanir. Bu
adim, Olgim matrisi (H) ve geg¢is matrisinin (F)
diferansiyellenmesiyle dogrusallastirilmasidir [30].

Xy

‘.|x2

Mcrpp MG
J 0

X
B .

|+
X2

M (13)
0

_ 0hCeh)

H,
k ox

(14)

X:Xk

Flh+1, k)= %"’/ (15)

= fk

EKF uygulamasinda, insansiz sualti araci hareket
denklemlerinin zamandan bagimsiz formlar1 dikkate
alimmigtir. Durum tahmini ayrik zaman gegis matrisi
ile Esitlik (16) daki gibi iliskilendirilir.

Xpe1= Py Xk (16)

KF’nin ayrik zaman formu Esitlik (17) de

sunulmustur [1].

2 3
p=e M=t FArT S+ 17)
Burada:
At =t — 1 (18)
Zaman araligi olarak belirlenir [1].
Dogrusallastirmada ikinci derece terimler ihmal

edilmektedir [28]. Bu yiizden Esitlik (17) icin ikinci
ve daha yiiksek dereceli terimler ihmal edilir.

3.1.2.  Genisletilmis Kalman filtresi algoritmasi
Sistem modeli i¢cin Esitlik (13) ve Esitlik (15)
kullanilmistir. Durum vektori x Esitlik (19) daki
gibidir.

X N2 N

/M v [ (19)
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Q matrisi, sistem giiriilti kovaryans matrisidir ve
kosegen matristir [1]. Bu ¢alismada 12x12°1ik
kosegen matris alinmustir. Insansiz sualti araci sistem
giriilti  kaynaklari;  insansiz  sualti  aracinin
matematiksel modelinden kaynakli konumda ve hizda
meydana gelen rastgele hatalardir. Her bir terim
sistem durumlarinin standart sapmalari ile orantilidir.

0, 0 .. 0

o o9, o :

=\, F . (20)
0 0 Q]Z]Z

Burada;

o Qu1, Q2 ve Qsszsirasiyla x, y ve z yoniindeki
hareketin sistem giirtiltiisiidiir.

o Qua, Qss ve Qes sirastyla x, y ve z ekseni
etrafindaki donme i¢in sistem giirtiltiistidiir.

o Q77, Qgs Ve Qgg sirastyla x, y ve z yoniindeki
hareket icin dogrusal hiz sistem giiriiltiisiidiir.

o Qio010, Q1111 Ve Qo1o sirastyla x, y ve z ekseni
etrafindaki donme igin agisal hiz sistem
giiriiltiistdiir.

Olgiim modeli igin z dlgiim vektdrii Esitlik (21) ve H
Ol¢tim matrisi Esitlik (23) daki gibi tanimlanmustir.

Zr= Hk - X (21)
z = |konum yonelim|” (22)

H matrisi 6l¢lim matrisidir ve birim matristir [1]. Bu
calismada 6x12’lik birim matris alinmstir.

e
=lo,

03
13

03
03

03

H 05

(23)

R matrisi 6l¢lim giiriiltii kovaryansidir ve kdsegen
matristir. Bu calismada 6x6’lik  kdsegen matris
almmistir. R matrisindeki kdsegen terimleri, her bir
dlglimiin varyanslaridir. Insansiz sualti araci dl¢iim
giriiltli kaynaklari; USBL/GPS kaynakli konumdaki
rastgele hatalar ve yonelim 6l¢iimiinde meydana gelen
rastgele hiz hatalaridir.

R;; 0 0 0 0 0
0 Ry, 0 0 0 0
{0 0 R;; 0 0 0
R= 0 0 0 Ry 0 0 (24)
0 0 0 0 Rss5 0
0 0 0 0 0 Rg
Burada;

« Ru1, Ry ve Rss sirasiyla x, y ve z yoniindeki
hareketin 6l¢lim giiriiltiisiidiir.

« Rus, Rss ve Res sirastyla x, y ve z ekseni
etrafindaki donme i¢in 6l¢iim giiriiltiisiidiir.
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EKF algoritmast da geleneksel KF algoritma
adimlarma gore isler. EKF algoritmasindaki fark,
sistem modeli i¢in yukarida belirtilen diferansiyelleme
ile  dogrusallagtirma  yapilmast ve  Jacobian
matrislerinin tiiretilmesidir. EKF algoritmasi asagida
sunuldugu gibidir. Bu algoritmada 1. ve 2. adim
zaman gilincelleme (sistem yayilimi) asamasidir.
Sonraki adimlar 6lgiim giincelleme asamasidir.

1. Durum tahmini hesapla.

Sy = 0.5 (25)
2. Hata kovaryansi hesapla.

Py =¢p P ¢l +0, (26)
3. Kalman kazancini hesapla.

-1

K, =P,. Hi.(H,.P,.Hf +Ry) (27)
4. Durum tahminini giincelle.

$er = S HKe b (S )] (28)
5. Hata kovaryansin1 giincelle.

Pi=(I-K¢. Hy). P, (29)

3.2, Kokusuz Kalman Filtresi

EKF, dogrusal olmayan sistemlere uygulanabilir.
Ancak dogrusallastirma yapmak iki dezavantaja neden
olur [28]. Bunlardan birisi yiiksek dereceli terimlerin
ihmal edilmesidir. Bunun sonucunda ger¢ek degerden
istenilmeyen derecede uzaklagan filtreler olusabilir.
Ikincisi, Jacobian matrislerinin bazi uygulamalarda
tiretilmesine gerek yoktur. Ancak her uygulama igin
Jacobian matrislerini tiiretmek uygulamada 6nemli
zorluklara yol agar [8]. EKF’ nin bu dezavantajlarini,
UKF ortadan kaldirmigtir. UKF’ nin ¢aligsma prensibi,
rastgele bir olasilik dagilimini tahmin etmektense
bilinen bir olasilik dagilimini (Gaussian) tahmin
etmenin daha kolay oldugudur [31]. UKF, dogrusal
olmayan sistemlere dogrudan uygulanabilmektedir.
UKF, kokusuz doéniisim metodu kullanilarak
uygulanir. Kokusuz doéniisiim dogrusal olamayan bir
doniisiim geciren rastgele degiskenin ortalama ve
kovaryanslart hesaplamak i¢in kullanilir [32]. Birgok
kokusuz doniisiim teknigi vardir. Bu c¢aligmada,
karekok kovaryans tipi kullanilmistir. UKF’ deki
ikinci 6nemli husus ise sigma noktalaridir. Sigma
noktalari UKF kestiriminde bir onceki 6lglimiin
istatistiginden elde edilen aracin olabilecegi muhtemel
konumlardir. Ornek olarak, sigma noktalar1 Sekil 3’de
gosterilmektedir.

Sigma noktalarindan olusan S matrisi 2n+1
boyutundadir. Burada n durum matrisinin boyutudur.
Sigma noktalarmin ortalamasmin agirh@t wm Ve
kovaryansimin  agirhgr  we® dir.  Ayrica sigma
noktalarinin ortalamasi durum vektér tahminini,
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varyansi ise hata kovaryans matrisini ifade eder [1].
Sigma noktalar1 Esitlik (30), Esitlik (31) ve Esitlik
(32) gibi elde edilir:

Sigma noktasi
S, 7Y

Sigma noktasi

s
J\é'

Sekil 3. Sigma noktalari

So=Xx,i=0 (30)
Si=J_c+\/(n +K sig) P, ,i=12 ..,n (31)
Si=x- ,(n +K sig) . P, i=ntl .., 2n (32)

Kokusuz doniigiimde, 6lgekleme parametreleri bulunur
ve bu Ol¢ekleme paremetlerinin modele uygun bir
sekilde belirlenmesi filtre performansini artirir. K_sig,
Olcekleme parametresi, sigma noktasinin orijine
konumlandirilmig X rastgele degiskeninden ne kadar
uzaklasabilecegini kontrol eder [2].

Ksig=a’. m+1)-n (33)

Burada, a, birincil dl¢ekleme parametresidir. Sigma

noktalarmin X etrafindaki  yayilimimi  belirler.
Genellikle 10" < a < I seklinde kiiciik ve pozitif
bir sayt segilmelidir. Cilinkii istenilen durum, X
degerinden uzaklagmamaktir. A, ticlinciil

6l¢eklendirme parametresidir. Genellikle 0 veya 3-n
seklinde belirlenir [32].

1

Wi = We = 2. (n+K sig) (34)
¢ Ksig 2

wh =t (14 ) (35)
n K _sig

WlO’ - (K _sig +n) (36)

Burada, f, ikincil dlgeklendirme parametresidir ve X’
in Onceki dagilimlarmin bilgisini dahil etmek igin
kullanilir ve Gauss dagilimlari ig¢in en uygun 2 alinir
[32]. UKF’deki ilk adim hata kovaryans matrisinin (P)
karekokiiniin alinmasidir. Ardindan sigma noktalari,
hata kovaryansinin karakokii ve Olgeklendirme
parametreleri dogrultusunda hesaplanir. Daha sonra
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durum  kestirimi  hesaplanmasinda  kullanilarak
algoritma isleyisi KF ve EKF’deki gibi devam eder.

3.2.1. Kokusuz Kalman filtresi algoritmasi

UKF tasariminda, insansiz sualti aracinin Esitlik (1)
ve Esitlik (2) deki dogrusal olmayan hareket
denklemlerinden yola ¢ikilarak asagidaki dogrusal
olmayan durum uzay modeli ede edilir. Durum se¢imi
ve 6l¢iim modeli EKF’deki gibidir.

X1
.|x2

Dogrusal olmayan durum uzayr gosterimi asagidaki
gibi olur:

_|-a" reep+pey 0

[l=|regmen

. |+
X2

-1
-M
0

e[ EW | (37)

X =A(X)x + B(x)u + f{x) (38)

olur. UKF algoritmasi1 asagida

Burada; f= 'g(;ﬂ)|

sunuldugu gibidir. Bu algoritmada 3. 4. ve 5. adim
zaman giincelleme (sistem yayilimi) asamasidir.
Sonraki adimlar 6l¢iim giincelleme agamasidir.

1. Baslangic degerlerini belirle.
X = E[xo] (39)
. T
Py = E[(x9"Xp)(xo-%0) | (40)
2. Sigma noktalarini belirle.
S =[5, %+ J (1 + K sig) Py, %, - \/ (n+Ksig) Py (41)
3. Durum tahmini hesapla.
21’:+1 = ¢k- Sk1 (42)
& =SEgw” . i (43)
4. Hata kovaryansini hesapla.
2n
C A A A ¥ A T
Py :Z w . Ger %) Riees %) + 0 (44)
=0
5. Olgiimii formiile et.
D= H. Riv) (45)
2n
Ve :Z W’(m) j}t,k-l (46)
i=0
6. Kalman kazancini hesapla.
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2n
P, :Z W,-(C) : (j\/i,k-l 'j\}k) (j}i""I_j}k)T+ .

(47)
i=0
2n r
P, :Z W (& ) (yl,’k_] -yk) (48)
i=0
K,=P,.P,"’ (49)
7. Durum tahminini giincelle.
X =% +Kc. z-3) (50)
8. Hata kovaryansini giincelle.
Pi=P.-(K;.P,. K) (51)
3.3. Destek Vektor Makinesi
Destek  vektor makinesi (SVM), tahmin ve

siniflandirma problemlerinde kullanilan popiiler bir
makine 6grenmesi algoritmasidir [33]. Simiflandirma
problemlerinde daha sik kullanilan SVM, regresyon
problemlerinde kullanilmasi1 Smola ve ark. tarafindan
onerilmistir [23]. SVM, Sekil 4’teki gibi girig-¢ikis
iliskisi dogrusal ve dogrusal olmayan problemlerde
kullanilabilir.

a) Dogrusal SVM b) Dogrusal olmayan SVM
Sekil 4. Tek boyutlu SVM

D = {xI, yl), (x2, y2), ..., (xi, yi)} den olusan bir
egitim seti olsun. Burada xi giris degiskenleri, yi ise bu
girislere denk gelen ¢ikis degiskenleridir.

SVM’de amag¢ verilen giris degiskenleri ile ¢ikis
degiskenleri arasindaki baglantiyr kurmaktir. Yani
SVM algoritmasi xi’ler ile yi’lerin iligkisini en dogru
sekilde olusturulacak fonksiyonu bulmaktadir. SVM
bu baglantiy1 kurarken Esitlik (52) da verilen J
maliyet fonksiyonunu minimize eden optimizasyon
problemini ¢zmektedir.

Maliyet fonksiyonu (J):
] m .
J= 3l +C. 2 € +&) (52)

Kisitlar:
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y, - (w.x)-b<et, (53)
w.x)+b-y <e+ & (54)
& E 20, i=l..m (55)

Burada, C parametresi sifirdan biiyiik bir say1 olup
Sekil 4’deki kesikli c¢izgilerin araligmin boyutunu
belirlemek ig¢in kullanilmaktadir. C parametresinin
belirlenmesi veri setine gore degisiklik
gostermektedir. Bu yiizden deneme yanilma yoluyla
tespit edilmektedir. & ve fj ise aykir1 gozlemlerin
kesikli c¢izgiye olan mesafelerini belirtmektedir. ¢
sifirdan biiyiik bir say1 olup kullanici tarafindan
belirlenmektedir. Esitlik (53)° deki b katsayisi
olusturulan fonksiyonda algoritmanin belirledigi bir
sabit sayidir. w ise verilen xi giris degiskenleri ile
carptlacak  sayr  olup  algoritma  tarafindan
belirlenmektedir. Sekil 5°te goriildigi gibi UKF
kestirimlerini iyilestirmek i¢in SVM algoritmasinin
egitimi, UKF kestiriminden elde edilen veriler ile
yapilmistir. SVM egitiminde kullanilan veri seti 3 adet
sigma noktasi, UKF kestirimi ve insansiz sualti
aracinin matematiksel modelinden alinan gergek deger
olmak {iizeri her bir 6rnekleme araligi icin 5 farkl
veriden olusmaktadir.

Gergek Deger
UKF 'l
Kestirimi
iI]SEI]SI.Z
Sualty FTN
(+ UKF VM ——
_—'srm; Mo . w
S I Kestirim
L Sigma
O Noktalan
I.lGiir[ilt[i |

*,

vq_F-'/.
Sekil 5. SVM/UKEF blok semasi

Sekil 6’da gosterildigi gibi EKF kestirimlerini
iyilestirmek i¢in ise SVM algoritmasinin egitimi, EKF
kestiriminden elde edilen veriler ile yapilmistir. SVM
egitiminde kullanilan veri seti, EKF kestirimi ve
insansiz sualti aracinin matematiksel modelinden
alinan gercek deger olmak iizeri her bir 6rnekleme
aralig1 i¢in 2 farkli veriden olugmaktadir.

Gergek Deger
insansiz l
Sualti EKF
Arag ° Kestirimi ] _I}(e stirim
Modeli

Sekil 6. SVM/EKF blok semasi
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IV. SIMULASYON SONUCLARI

Bu calismada kullanilan insansiz sualtt aracinin sag ve
sol fiticilerine esit kuvvet uygulayarak ileri yon
hareketi analizi, sag ve sol iticilere farkli kuvvet
uygulayarak ise sapma agisi (yaw) analiz edilmistir.
Buna ek olarak, insansiz sualti1 aracinin belirtilen kare
bir yolu takip etmesi saglanmistir ve bu kare yol takip
hareketi icin, olusturulan filtrelerin basarimlari
karsilastirilmistir.

Bu c¢alismada insansiz sualti aracimin  farkli
giriiltiilerdeki  konum ve  yOnelim  hareketi
incelenmistir. Sekil 7 ve Sekil 9°da farkli giiriiltiilerde
aracin ileri yon hareketi i¢in, matematiksel model
cevabindan elde edilen x eksenindeki gercek konum
bilgisi ile EKF (sar1 ¢izgi) ve UKF (mavi ¢izgi) ile
SVM (kirmiz1 ve yesil ¢izgi) algoritmalardan elde
edilen konum kestirimi gosterilmistir. Sekil 8 ve Sekil
10°da x konum kestirimindeki elde edilen mutlak hata
grafikleri UKF (mavi c¢izgi), EKF (sar1 ¢izgi),
SVM/UKF (kirmizi ¢izgi) ve SVM/EKF (yesil ¢izgi)
icin verilmistir. Mutlak hata kestirilen veri ile aracin
model cevabindan elde edilen gergek veri arasindaki
fark olarak tanimlanmistir. Sekil 8 ve 10° da
goriildiigii gibi az giiriiltilii ve ¢ok giiriiltilii durumda
en disik hata SVM/UKF algoritmasi ile elde
edilmistir.

Sekil 11 ve Sekil 13°de farkli giiriiltiilerde aracin
sapma yon hareketi igin, matematiksel model
cevabindan elde edilen sapma agis1 (siyah c¢izgi) ile
EKF (sar1 ¢izgi) ve UKF (mavi ¢izgi) ile SVM
algoritmalardan (kirmizi, yesil ¢izgi) elde edilen
sapma agist kestirimleri sunulmustur. Sekil 12 ve
Sekil 14’te sapma acis1 kestiriminde elde edilen
mutlak hata grafigi verilmistir. Sapma yo&nelim
hareketi i¢in, az giiriiltiili ve ¢ok giiriiltiilii durumlarda
SVM/UKEF algoritmanin en diisiikk hataya sahip oldugu
Sekil 12 ve 14 ‘te goriilmektedir.

—Gergek Konum
—UKF

EKF
_SVMUKF

x konum (m)

EKF

30 45

0 5

10 15 20 25

zaman (s)
Sekil 7. Zamana bagl ger¢ek x konumu ve
kestirimleri (az gliriiltiili durum)

35 50
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14

12

10

hata (m)

o N & O @

zaman (sn)
Sekil 8. x konum kestirimi i¢in mutlak hata (az
glriltali durum)

—Gergek Konum
—UKF
EKF
80
—SVMyr

60

100

m)

x konum (

40

30

0 10 20 40 50
zaman (s)
Sekil 9. Zamana bagl gergek x konumu ve
kestirimleri  (gok giiriiltiilii durum)
40 -
——UKF iis
EKF A
30 |——SVYMyr i MA.‘-'\A"A‘/':“
SVM MW
. e AT
EZO ',Y“I’V:‘ v
e § LYY J
VR
BLAh LT
10 :'fl v
0 10 20 30 40 50
zaman (sn)
Sekil 10. x konum kestirimi i¢in mutlak hata (cok

giiriiltiili durum)

S
o

=3 %ﬁg y
& Y ms =@ @5 = 2 @ w
% 20
s ’ [—Gergek K
—Gergek Konum
g 10 I—UKF
o EKF
@ 0 i_svmu,(F
SVM
-10 | EKF
0 10 20 30 40 50

zaman (s)
Sekil 11. Zamana bagli sapma ag1s1 ve kestirimleri

(az giiriiltiili durum)

hata (rad)

zaman (sn)

Sekil 12. Sapma ag1s1 kestirimi i¢in mutlak hata (az
gurtiltilii durum)
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80— ———
—Gergek Konum
—UKF AA
601 exr A WYY
—SVM, MW
UKF NAA~
40| __svm A rAS

sapma agisi (rad)

-20 : :
10 20 30 40 50
zaman (s)
Sekil 13. Zamana bagh gercek sapma agist ve
kestirimleri
(cok giiriltiilii durum)
40
——UKF |
EKF ,;}‘:f\
30 |—SVM ¢ it Vit
g (el g MO
7:520 n ‘..\"v':' v
T A MY J
= Madan ¥ Y
1ot W1
AoV
o't - s Mo
(¢] 10 20 30 40 50

zaman (sn)
Sekil 14. Sapma agis1 kestirimi igin mutlak hata (gok
giiriiltiili durum)

Az giriltili ve g¢ok giiriiltilii ortamlarda her bir
algoritmanin mutlak hatasi analiz edilmistir. Mutlak
hata her bir algoritma tarafindan kestirilen veri ile
aractn model cevabindan {retilen gergek veri
arasindaki farktir. Tablo 1 de, az giriltilii ve ¢ok
giiriiltiili  durumlarda EKF, UKF, SVM/UKF ve
SVM/EKF algoritmalari ile aracin kestirilen x konumu
ve gergek x konumu arasindaki mutlak hata
verilmistir. Buna ek olarak, EKF, UKF, SVM/UKF ve
SVM/EKF algoritmalar1 ile aracin kestirilen sapma
acist ve gergek sapma agisi arasindaki fark (mutlak
hata) verilmistir. Tablo 1’dende goriildiigii gibi hem
az glriltili hem de ¢ok giiriiltiili durumda en dogru
sonu¢ SVM algoritmasinin UKF ye entegre edildigi
durumdur.

Tablo 1. Filtre kestirimler i¢in mutlak hata degerleri

MUTLAK HATA
ALGORITMA
x-Konum | y-Konum Sapma
Agist
SVMukr 1,529 m 2,0977 m 0,1254 rad
SVMekr 2,6819 m 2,3262m 0,1509 rad
Bu g¢alismada SVM ile iyilestirilmis filtrelerin

bagarimlar1 x ve y eksenlerinde 75m X 75m olarak
verilen kare yol hareketi igin karsilagtirilmistir. Aracin
verilen kare yolu takip edebilmesi kontrolciiler ile
uygun girdi bilgileri iretilerek saglanmistir. Verilen
kare yol i¢in iyilestirilmis filtre kestirimleri Sekil 15°te
verilmigtir. Sekil 16 ve 17°de sirasiyla x eksninde
alinan yol ile y ekseninde alinan yola ait mutlak
hatalar verilmistir. Sapma agist i¢in iyilestirilmis filtre
kestirimleri Sekil 18 wverilmistir. Sapma acisina ait
mutlak hatalar SVM/UKF ve SVM/EKF igin Sekil
19°da verilmistir.
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Tablo 2 de aracin takip ettigi kare bir yola ait
SVM/UKF ve SVM/EKF algoritmalarma kestirilen
konum (x, y) ve sapma agisina ait mutlak hatalar
verilmigtir. Mutlak hata kestirilen veri ile aracin model
cevabindan elde edilen gercek veri arasindaki farktir.
Tablo 2’den de gorildiigi gibi SVM/UKF’nin
dogrulugu SVM/EKF’ye gore daha biiyiiktiir.

Tablo 2. Kare yol kestirimi i¢in mutlak hata degerleri

. MUTLAK HATA
ALGORITMA konum [ konum | sapma
(x) v) aisi
SVMukr 1,529 m 2,0977 m | 0,1254 rad
SVMEkr 2,6819m | 2,3262m | 0,1509
V. SONUC

Matematiksel modeli elde edilen insansiz sualti
aracinin ger¢ek konum ve yonelim bilgilerine giiriiltii
eklenerek navigasyon sensor verisi iiretilmistir. Bu
sensor verilerinden konum ve sapma agis1 kestirimi
icin UKF, EKF algoritmalar1 uygulanmistir.
Sonuglardan UKF’nin kestirim performansi daha iyi
oldugu gorillmektedir. Cok giiriiltiilii ortamlardaki
UKF ve EKF kestirimlerini iyilestirmek igin farkli
makine &grenmesi algoritmalari test edilmistir. Test
edilen algoritmalardan en iyi sonucu veren SVM
algoritmas1 UKF ve EKF kestirimlerine uygulanmustir.
Iyilestirilmis filtre kestirimlerinden basarimi en
yiksek olan SVMuke (SVM algoritmasi ile
tyilestirilmis UKF) algoritmast oldugu
gbzlemlenmistir. Bunun nedeni, SVM algoritmasinin
veri setini olusturmak i¢in veri g¢esitliligi UKF
algoritmasinda mevcuttur. SVM veri setini UKF
algoritmasi ile olustururken UKF kestirimi ve sigma
noktalar1 kullanilmistir. Ancak SVM veri setini EKF
ile olustururken sadece EKF filtre kestirimi
kullanilabilir. Bu nedenle ¢ok giiriiltiilii ortamlarda
bile SVMukr algoritmasi gergege yakin konum ve
yonelim kestirimi yapabilmektedir. Tyilestirilmis filtre
basarimlarin1 daha iyi karsilastirmak i¢in insansiz
Sualti aracimin verilen kare bir yolu takip etmesi
saglanmigtir. Verilen bu kare yolda da SVMukr
algoritmasinin ~ gergege  daha  yakin  oldugu
goriilmektedir. Tim c¢alisma MATLAB/Simulink
ortaminda gergeklestirilmistir.

Gelecek calismada, sualti araci ile denizde gergek
navigasyon deneyleri yapilarak alinan 6lgiimlere bu
calismadaki algoritmalar uygulanarak
karsilagtirtlacaktir.

TESEKKUR

Bu calisma 119E037 nolu TUBITAK 1001 projesi
dahilinde desteklenmistir.

Bu yaymin bir kismi, genisletilmemis kismi ASYU
2020 konferansinda s6zlii olarak sunulmustur.
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Abstract

High-quality sound processing requires hardware acceleration in order to reduce the processing latency of the applied sound
effects. Computational latency of producing enhanced sound from the audio input is an important delay component and
affects the performance especially in artists’ live performance or high-quality sound generation. Artists want to apply a sound
effect in real-time on their music and latency is the main problem when these systems running in real-time. CPU-based
systems present flexibility, but introduce a high amount of latency while processing, which in fact affects the artist
negatively. In this study, to get the flexibility through software and the acceleration via hardware specialization, we present a
system-on-chip (SoC) solution with HW/SW co-design methodology for some sound-effects. We reduce the latency and
increase the frequency by applying pipelining through MATLAB. The system is implemented and tested on a programmable
SoC platform, ZedBoard, which contains ZC7020 Zyng chip with a dual-core ARM-Cortex-A9 processor and a
reconfigurable FPGA part. The ARM processor enables the management of sound-effect hardware accelerator running on
FPGA and provides communication with user. A sound effect is designed with block models provided by MATLAB &
Simulink at high-level. MATLAB HDL Coder then converts these blocks into RTL-level hardware designs. The followed
design methodology provided by MATLAB & Simulink enables high-level block design that can be embedded into FPGA at
RTL-level to benefit from the speed provided by high-speed hardware registers and to have an AXI interconnect interfacing
with software in order to utilize the software flexibility. The study shows that latency is reduced significantly.

Keywords: hardware accelerator; system-on-chip; pipelining; sound effect.

Oz

Yiiksek kaliteli ses isleme, ses {izerinde uygulanan efektin sebep oldugu isleme gecikmesini diisiirmek i¢in donanim
hizlandirmas1 gerektirir. Ses girisinden gelismis ses olusurken hesaplanan gecikme, Snemli bir gecikme bilesenidir ve
ozellikle sanat¢ilarin canli performansinda veya yiiksek kaliteli ses iiretiminde performansi etkiler. Sanatgilar, miiziklerine
gercek zamanli bir ses efekti eklemek ister ve bu efektler gergek zamanl sistemlerde kullanildiginda gecikme ana problem
haline gelir. CPU tabanli sistemler esneklik sunar, ama isleme esnasinda olusan biiyliik miktardaki gecikme sanatgilart
olumsuz olarak etkiler. Bu ¢alismada, esnekligin yazilimla ve hizlandirmanin donanim 6zellestirmesi ile elde edildigi, bazi
ses efektleri i¢in yazilim/donanim ortak tasarim yontemi ile bir sistem {izerinde ¢ip (SoC) ¢6ziimii sunuyoruz. MATLAB
izerinden ardigik diizen uygulayarak gecikmeyi azaltiyor ve frekansi artiriyoruz. Sistem, ¢ift ¢ekirdekli ARM Cortex A9
islemcisi ve yeniden yapilandirilabilir FPGA’e sahip ZC7020 Zynq ¢ipi barindiran programlanabilir bir SoC platformu olan
ZedBoard’da ¢alistirilmus ve test edilmistir. ARM islemcisi, FPGA {izerinde ¢alistirilan ses efekti donanim hizlandiricisinin
yonetilmesine ve kullanici ile haberlesilmesine olanak saglar. Bir ses efekti MATLAB & Simulink tarafindan saglanan
yiiksek seviyede blok modeller ile tasarlanmistir. MATLAB HDL Coder, bu bloklari RTL seviyesinde donanim tasarimlarina
dontstiirir. MATLAB & Simulink tarafindan saglanan bu tasarim yontemi, yiiksek hizli donanim yazmaglarinin sagladig:
hizdan yararlanmak i¢cin FPGA’ya RTL seviyesinde gomiilebilen yiiksek seviyeli blok tasarimi yapilmasina ve yazilim
esnekliginden yararlanmak i¢in AXI ara baglantisi ile arayiiz olusturulmasina olanak verir. Bu ¢alisma gecikmenin 6nemli bir
Olciide diigiiriildiiglini gosterir.

Anahtar Kelimeler: donanim hizlandiricisi; ¢ip lizerinde sistem; ardigik diizen; ses efekti.

I. INTRODUCTION

Digital signal processing (DSP) is a key technology in many signal processing applications such as speech and
image compression, audio filtering, classification and coding where processing operations are performed in
digital domain. Many real-life examples which are possible with DSP technology have already been in our daily
life such as video streaming, computer applications, audio effects etc. In real life, signals are in continuous form
such as a sound signal that is heard. In order to process a signal in a conventional computer, continuous signal
must be converted to digital format that computer can understand and perform the processing. First, real-world
signals such as temperature, pressure, audio, or video are transformed into digital domain, then signal processing
algorithms run on digitized signal samples and manipulate the digital signal data to get the desired transform.

Corresponding Author: Yunus Emre ESEN, Tel: +90 554 390 91 97, e-posta: yunus_emre_esen@eskisehir.edu.tr
Submitted: 15.03.2021, Revised: 20.11.2021, Accepted: 20.11.202|



mailto:yunus_emre_esen@eskisehir.edu.tr
https://orcid.org/0000-0001-8319-5605
https://orcid.org/0000-0003-3005-1813

Low-Latency Audio HW Design

Int. J. Adv. Eng. Pure Sci. 2021, ASYU 2020 Special Issue: e78-e87

Finally, the digitized data needs to be transformed
back to real-world continuous signal again [1]. The
most important problem here is relatively long
processing delays. There are many delay components
in a processor-based system. Some applications can
tolerate long delays; however, some delay-intolerant
applications require a special attention in order to
reduce the overall delay introduced by computation or
communication.  Hence, specialized hardware
architecture with DSP-enabled components that is
tailored to the signal processing algorithm is a
powerful solution.

The demand of people on the low-latency applications
is increasing gradually in every year. Especially in last
30 years, with evolution of technology,
microprocessors and specialized hardware are used
and developed with newer techniques in order to
obtain better throughputs and better execution times.
Some of the solutions are being developed with high-
level software programming language for CPU-based
solutions, which gives more design productivity and
development opportunities, but incurs a cost of
processing time for application being developed [2].
Application-specific hardware design provides very
low latency for the selected application and gives
better processing times with very high-throughput
values (Ahmed Elhossini, Shawki Areibi, Robert
Dony, 2006), but this costs the designer to lose design
flexibility that comes from higher level programming
languages. This article presents a case study to use the
advantages of the two mentioned design flows in a
system-on-chip (SoC) design with a HW/SW codesign
methodology: (1) designing a DSP block with a high-
level programming tool in MATLAB & Simulink, (2)
converting this application-specific design to a
specialized hardware with MATLAB HDL Coder, (3)
managing and controlling the generated this special
hardware design from a software application running
on ARM-based processor and (4) demonstrating how
pipelining can be implemented to DSP designs to
achieve higher frequency and how much its effect on
latency times compared to our previous solution
LowLAG [4].

Many works have been carried out in the past years
for sound effect applications. Some of these have been
carried out only on the software platform [5] and some
have only been carried out on the hardware platform
[6]. On the DSP side, main concentration of this
article is to cover to audio applications, especially in
real-time sound effects. Sound effects are latency-
intolerant application for real-time applications. For
instance, a person speaking to a microphone and
listening the voice with headphones can easily notice a
latency if the latency is greater than 5 milliseconds
[7]. Software applications offer latency values on
these boundaries. Designing complex software
applications with high CPU loads or running an
application that requires high performance on the CPU

79

can reduce the performance of the software. For such
cases, software solution does not provide enough
performance. High performance or high energy
efficiency in computing can be achieved with compute
and communication specialization for a specific task.
Reconfigurable computing platforms allow us to tailor
our design to perform better in terms of performance
and area. In hardware, arithmetic and memory access
of an application can be defined in spatially if the
application has some parallelism. Spatial execution
defined in hardware brings more performance- or
energy-efficiency compared to serial execution model
compiled into CPU. Because software applications are
being developed with a high level language (such as
C/C++), and even if the computation is described in
one line of code that makes one useful operation at
high-level, it may correspond to many lines of
assembly language code. Among the instructions
compiled from one-line of code, there are many
instructions required to feed the data to the execution
unit and it takes several cycles. However, the same
operation can be describped more efficiently in
hardware. This gives the main advantage of low
latency introduced by specialized hardware designs
compared to software designs. As the software part of
the SoC design handles the low load required
processes such as address definitions, providing
parameter inputs, controlling the hardware units etc.,
while hardware handles high load required processes.
This HW/SW co-design  methodology  brings
advantages of both software and hardware together.
There are several studies on sound effects applications
that are implemented on system on chip platform such
as [8] [9] [10].

In this work, we developed our first work, LowLAG
[4], while following the same methodology. There are
three main contributions compared to first design,
which are: obtaining better latency values with
pipelined  design (1), controlling  hardware
specification from software side (2), and designing
new sound effects on Simulink that are based on a
filter created via FDA Filter Designer Tool.

Il. HARDWARE/SOFTWARE CO-

DESIGN METHODOLOGY FOR
LOW-LATENCY AUDIO
PROCESSING

Low-Latency Sound Effect Design with
Specialized Hardware

One of the competition points among Today’s Tech
companies is decreasing the latency and producing
real-time products. Music is one of the important area
since there are many real-time products available
today. All techniques for low-latency and high-
performance are utilized in the design stage
(producer’s side) in order for a person who listens to
the music to get the best result. The artists, musicians
and producer want to hear whatever they have done

2.1.
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immediately. Because music is all about harmony, and
even a single millisecond delay can disturb the whole
harmony and cause decreasing the creativity. This is
another motivation point that highlights the need for
acceleration on sound effects in terms of low-latency.

Software solutions have limited processing capability,
which make the specialized hardware design
inevitable in low-latency targets. But, designing a
specialized hardware is difficult in terms of design
cost, long development cycles, and huge verification
efforts. We propose a sound effect design with high
level system blocks on Simulink, test and simulate on
a personal computer, convert the MATLAB &
Simulink design to a hardware design in VHDL
language generated via MATLAB HDL Coder,
integrate the design to a SoC architecture containing
ARM processor and implement the whole SoC in
ZedBoard programmable SoC platform. Generated
RTL-level specialized hardware design can be
integrated into a SoC architecture as an IP (Intelligent
Property) core, which can be explained briefly as a
reusable part of hardware system in an FPGA (Field-
Programmable Gate Array) based SoC system [11].

The desired solution for low-latency audio processing
in our design requires processing the audio sample by
sample which is synchronized with system clock.
Generally, 44.1 KHz is used as a sample rate for most
of the audio files, and we designed the system for this
sample rate. In ideal conditions, an audio file that has
two channels (right and left) have 88200 sample for
one second. Our methodology brings the necessity to
run at least 88.2 MHz frequency for system core clock
and supporting this frequency within the IP core.
Pipelining in the IP core design provides to reach

especially this  frequency requirements rather
complicated effect designs.
Simulink HDL Custom
Model Coder ’ P

Figure 1. Simulink model to custom IP core

There are two different pipelining methods provided
by HDL Coder that are implemented in this work.
First method is adding new delay blocks to design
stage of the Simulink model and using these blocks as
registers. There is a special parameter to determine
how many cycles are going to be waited at registers
with this method. The second method is adaptive
pipelining. This pipelining method is controlled from
HDL Coder. There is a requirement that specifies the
target platform for using adaptive pipelining. HDL
Coder insert registers to block design if adaptive
pipelining is enabled.

2.2. Hardware Design: Creating Custom IP with
HDL Coder

The sound effect design is described in a Simulink

model; whose used blocks must be supported by HDL
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Coder [12]. In this work, as a sound effect, a filter
design is used additional to previous work. A
distortion sound effect with no parameters was
designed for previous work. In this work, this
distortion effect is updated with pipelining registers
and input parameters. The filter design, which is new
sound effect, is made on FDA Filter Designer Tool,
and this design converted to a Simulink block. The
block that is generated uses basic elements such
register, gain, addition and subtraction block, which is
supported by HDL Coder.

When Simulink block design of sound effect is
completed, custom IP block can be generated with that
block using HDL Coder. Vivado 2020.2 provides the
synthesis tool to HDL Coder for converting the block
to IP core design in VHDL. The IP core runs on an
FPGA inside of SoC design and uses AXI4-Lite
interface in order to communicate with whole system.

2.3. Software Design: Hardware Management and
User Interface

The designed custom IP core is controlled over a
software application runs on an ARM processor. The
application handles the basic processes. It makes the
address mapping with BSP (Board Support Package)
of the board that is used, routing the audio data
between IP cores etc. In order to use custom IP core,
driver of the custom IP has to be added to software
and associated with application for accessing the IP
core. The driver includes the address of required
addresses.

Other duty of the software is to provide
communication between system and user. The system
and user communicate over UART (Universal
asynchronous receiver-transmitter) at 115200 baud
rates. The interface is managing from a basic console,
but it can be improving for advance applications.

2.4. Design Environments

Sound effect is designed on Model Composer and
System Generator 2020.2 provided by Xilinx, based
on MATLAB & Simulink version 2020b. Model
Composer provides the full compatibility for Xilinx
boards. Some of the steps for introducing the board,
synthesis settings are already defined with Model
Composer. It gives setting up the system easier than
normal MATLAB environment.

Created custom IP core is implemented to system on
Vivado 2020.2. This Vivado version provides new
software platform rather than previous work. This new
software environment name is Vitis and is used 2020.2
version. Vitis comes up with some change compared
to SDK, which was old software environment for
Vivado. The application and platform are separated on
Vitis, which makes the target platforms configurable.
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I11. METHODOLOGY AND

IMPELEMENTATION
The main idea behind this work has already
summarized in Section 2. In this section, all details
and project implementation are covered. The path to
the solution is described in subsections below.

3.1. Necessity of HW/SW Co-design Methodology
Software based DSP solutions for audio processing
may be not enough to handle when desired processing
time is real-time. For example, complex sound effects
generate more latency while monitoring the input
audio to an output. Hardware based solutions are
solved this latency problem. But it is hard to
implement and results in the loss of functionality
advantage of software solutions. When HW/SW co-
design methodology is used, the latency results will be
so much better than software, and hardware still can
be manipulated from the software. Therefore HW/SW
co-design methodology offers a solution where is used
advantages of both sides.

3.2.  System-on-Chip Design Architecture with
Sound Effects on ZedBoard

In this work, an SoC design is implemented on
ZedBoard, which is provided by Xilinx. ZedBoard
includes a Zyng-based programmable SoC platform.
This platform works within an ARM processor core.
The ZedBoard that we used contains ZC7020 chip.

SoC platform can be explained in two parts, PL
(Programmable Logic) that was mentioned as
hardware and PS (Processing System) that was
mentioned as software. PL side is powered within an
FPGA and PS side is run on an ARM processor. PL
consists of PS, which can be shown in

Figure 2. The IP cores are the changeable components
of the PL which means that IP cores can be used in
different designs again.

—

]
E
E _ Preset Input
. = .

Audio g > 2
w Codec ~  Sound Effect
[=]
E E = 1P Block
: B3
=

De— e

Figure 2. Overview of SoC Architecture

3.3. Sound Effect Design on MATLAB & Simulink
Two different sound effect designs are made on
Simulink for this work. First design is related with
previous work, which is distortion effect. Addition to
previous design, parameter inputs for managing effect

from software and pipelining for decreasing latency
more were added. Seconds design is about a lowpass
filter. Many more filter designs can be implemented
like the way is going to explained below.

3.3.1. Distortion Effect Design

Distortion effect distorts the audio signal. It applies a
gain to incoming audio signal and saturates that signal
in order to keep signal in valid area with a saturation
block [13]. In this version, there are 2 parameters for
managing distortion effect. First parameter is drive,
which provides the adjusting level of distortion level,
and second parameter is mix, which provides how
much percentage of clean and distorted audio is going
to mixed. The design of distortion effect can be shown
Figure 3. Components are described in Table 1.

Table 1. Distortion effect block explanations

Block Explanation

Audio signal incoming from MATLAB

audio_in
- workspace

Input of drive parameter (O minimum, 1

ConstantDrive maximum), that sets intensity of the effect

Input of mix parameter (0 minimum, 1
maximum), that sets rate of mixing with
distorted and clean audio

ConstantMix

distortion Distortion sound effect block

subsy

convert & Converting blocks between fixed point and
double double data types.

output.wav Saves the audio to a multimedia file

8l

As shown in Figure 3, distortion sound effect takes
three input parameters and provides an output to
obtain effected audio. Audio input is obtained from
MATLAB workspace and output audio is saved to a
wav file. The incoming data values and saved data
values are in double data type. Distortion block
performs the computation in fixed point data type with
16 bits length with 14-bit fraction length, which is
proposed in [14]. When looking into the subsystem of
distortion, there can be seen pipelining methodology is
implemented. This methodology uses registers for
accelerating the hardware. Delay blocks are used as
register. They keep the corresponded data for one
clock cycle of the system. It provides to store data in
short distances between blocks where they have
computation processes. When the pipelined design is
implemented, there is no need to wait for completing
the process for one sample, it can take more cycles in
a one subsystem in sequential line. Implementing
pipelined design increases the latency in theorical, but
it improves the throughput, processing power and also
system clock can be run at higher frequencies, which
gives reducing latency values compared to the design
without pipelining. Pipelined design of the distortion
block is shown in Figure 4. There are several blocks
and they are used mainly for multiplication, addition,
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saturation, delay and supplying a constant to another
block. The delay blocks perform a wait operation for
one clock cycle. These delay blocks must be added in
right places in the design in order to making processes
in parallel. Additional registers can be added for
blocks with heavy processing load. z* block is a delay
component and it represents a pipeline register with
reconfigurable clock-cycle.

Registers are implemented as with these parameters:
input pipeline is 1, output pipeline is 1. These
parameters are provided from HDL Coder and, all

used blocks are supported from HDL Coder toolbox in
Simulink library. All multiplication, subtraction and
addition processes are done sample based. In Figure 4,
there can be imagined 5 register stages. Each register
transmits the data on rising edge of a clock cycle of
system to another register stage. Inside of the
subsystem signals are used in signed fixed point data
type with 16 bit data length and 14 bit fraction length
suggested as in [14]. Besides, adaptive pipelining is
also used in this block design.

sfix16_En14

convert

double
1

ConstantDrive

. double

ConstantMix

in_audio

sfix16_En1

convert in_drive

sfix16_En1

convert in_mix

double

sfix16_En14
>

out_audio double | Audio output.wav

distortion subsy

Figure 3. Simulink model of distortion effect
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Figure 4. Subsystem of distortion effect in detail

3.3.2. Lowpass Filter Design

A lowpass filter design is created in order to show
how Simulink gives ease of design for hardware
implementations. This lowpass filter passes lower
frequencies than 3 KHz and stops higher frequencies
than 4 KHz where can be seen in Figure 5 as
magnitude response graph. Filter Designer tool (as
known as FDA Tool) is used for creating filter block.
Filter designer can be used by entering filterDesigner
to MATLAB command window. The tool will be
opened after this process. The tool provides some
parameters to select and it makes easier to design a
filter. In this work, an equiripple FIR filter is used.
Equripple filters are suited for specific tolerance for
passing and stopping for some frequencies [15]. The
order of design may be reduced with other design
methods. It may reduce the latency more because
reducing order means that less blocks are going to
used. Since the methodology is emphasized here, the
most efficient design has not been studied. The filter
design in the Filter Designer is shown on Figure 5.
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When filter design is finished, the design can be
converted to a Simulink model from File > Export the
Simulink Model selection. Input processing is selected
as sample based and all optimization selections are
checked before realized model. The block that is
generated is added to another Simulink model. This
block design is generated automatically, which is
shown in Figure 7. In this design, there are 112 delay
blocks which is corresponded to design order in the
Filter Designer and they are used as register as well
with 1 input and 1 output pipeline parameters. The
gain blocks in the design enables to making element
wise multiplication with a constant [16] defined from
Filter Designer. The generated subsystem block is also
shown as in Figure 6. The blocks that are shown in
figure are described in Table 1 before, except
filter_lowpass block. This block is used as lowpass
filter sound effect and created from Filter Designer
Tool as mentioned above.
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Figure 5. Filter design in the Filter Designer tool
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Figure 6. Filter block in the Simulink
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The basic blocks in the design are supported from
HDL Coder. Gain block parameter K has different
values which are defined from Filter Designer tool.
Lowpass filter block is selected as use adaptive
pipelining from HDL Coder properties. Also, all delay
blocks are used as register in order to implement
pipelining for better execution times.

3.4. Creating Custom IP Cores via HDL Coder

After design of sound effect has completed, the sound
effect block in the Simulink is converted to IP core via
HDL Coder. Before converting the filter block to IP
core, model and subsystem compatibility is checked
with HDL Coder. These steps show if there is any
error or warning for better design compatibility. Some
of the warnings that is taken in that stage was about
reset type of clock settings, changing block names etc.
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These checking tools gives facility of seeing any
mistake before generating IP core.

HDL Workflow Advisor is a tool that is used for
creating custom IP core provided by HDL Coder. This
tool provides to selecting target platform, preparing
the model for HDL code generation and generating IP
core. Since Simulink is opened from Model Composer
and System Generator, the board that is going to used
is already set up to HDL Coder. It provides pass these
processes faster than normal Simulink environment.
The settings that are used for ZedBoard are described

in Table 2. IP core is generated as used these
parameters.
Table 2. HDL Workflow Adviser Parameters
Parameter Input
Target workflow IP Core Generation
Target platform Generic Xilinx Plaform
Synthesis tool Xilinx Vivado
Tool version 2020.2
Family Zynq
Device xc7z020
Package clg484
Speed -1
Processor/FPGA Coprocessing - blocking
synchronization
Target platform | AXI4-Lite
interfaces
Language VHDL
Adaptive pipelining | Checked
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3.5. Adding Generated IP Core to a Hardware
Design in Vivado

The hardware design is synthesized, implemented and
routed using Vivado design suite (Vivado v2020.2).
First, a block design is created, and this design uses
ZYNQ7 Processing System IP core to instantiate
ARM processor in the system. An audio codec IP core
is used from Zynq Book Tutorials [11] to obtain audio
signals from microphone inputs and giving back to the
headphone output. All IP cores communicates with
each other over AXI interconnect.

Sound effect IP blocks must be added first to the
repository. For this purpose, new IP repository is
added where is located to generated IP core location in
the IP Catalog, it adds IP’s automatically from the
repository. After adding process is done, IP’s can be
added to the block design. IP block connections are
done automatically thanks to the Vivado. After
synthesis, placing and route operations, a bitstream
file is generated to program FPGA. The bitstream file
must be exported to use this hardware design in
composing software. Final block design of the PL part
of the SoC architecture is shown in Figure 8.
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Figure 8. Block design of SoC architecture

3.6. Composing the Software on Vitis

Vitis, which is a recent and unified software
development environment provided by Xilinx, is used
for software part of the design. New application
project and platform project are created first. Platform
project is used to define the hardware specification as
a platform. It defines hardware specifications such as
drivers for hardware design etc. It is used bitstream of
hardware, which is generated on Vivado, and it can be
updated when hardware design is changed. On the
other side, application project is the part of using
hardware IP’s and using algorithms in order to realize
what is desired from software side. The application
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project must be created with this platform project
instance. IP core drivers must be added to the
application project for address definitions of
corresponded IP cores.

The application project provides an UART connection
in order to communicating with user. According to
given input parameters to UART, application
transmits the audio signal between the corresponding
addresses of sound effect IP core and input & output
registers of audio codec IP core. These addresses are
determined in HDL Coder IP core generation step and
defined in [P core drivers which are created
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automatically by HDL Coder. Also, input parameters
are managed in here, which was mentioned before
changing the behaviour of sound effect.

3.7. Internal Structure of Lowpass Filter Sound
Effect IP Core

In the lowpass filter IP core there are 4 different

modules. These modules are described in this

subsection. Figure 9 illustrates the internal structure of

lowpass filter IP core.

— ip_src —_ - —

ip_dut ip_cop

—Input Output f—

ip_addr_decoder

ip_axi_lite_modul

ip_reset_sync ip_axi_lite

Lowpass_ip

Figure 9. lllustration of Lowpass Filter IP Core in
Detail

3.7.1. ip_dut

This submodule is used for processing the audio
signal. It has one more component sub-module named
ip_src which makes the processing operations and
pipelining management. The input and output are
fixed point data which was defined in Simulink
design. In addition to these, reset, clock and enable
signals goes as input to this block.

3.7.2.ip_reset_sync

This submodule manages the reset state of IP. When a
reset signal is emitted to this IP core, it resets states
for processing and pipelining processes.

Previous Time
1 |

3.7.3.ip_cop

This submodule is used as controller of processes. It
manages the states of controller such as strobe, enable
and ready signals. This module generates a set of
signals to control (starting, enabling for write
operation, etc.) the other hardware components in the
design and also checks the ready signals to determine
whether they finished the execution.

3.7.4.ip_axi_lite

This submodule manages the communication of
hardware IP core with other IP’s in the system through
AXIl4-Lite interface. It handles the necessary signals
with cooperating other submodules that are mentioned
above. It has two other submodules inside of itself as
component. Input and output signals transfer from this
submodule.

IV. EXPERIMENTAL RESULTS

4.1. Latency for Simulink Solutions

Everything described in the methodology section has
been carried out on Simulink and ZedBoard. The
latency results for Simulink models could not be
obtained. Because the delay blocks that are used for
pipelining are caused delaying in audio, which makes
the simulation results meaningless. But the driver
latency is already known from previous work. The
latency result can be taken minimum value as 2.447
milliseconds without applying an effect and 2.8
milliseconds with distortion IP block from previous
work with ASIO4ALL v2 driver, which can give an
idea for comparison the results obtained from
ZedBoard. These results were evaluated with a
computer which has Intel i7 7700HQ processor,
Realtek High Definition Audio driver version
6.0.1.8142, and audio codec ALC269 at 44.1 kHz.

4.2. Latency Calculation for ZedBoard

The latency values are calculated with a TTC timer
provided by Zynq device on the ZedBoard. When a
sample is processed, it is obtained the time value from
physical timer counter register and stored previous
value in different variable. The latency calculation is
shown in Figure 10 and described below.

Previous Time
1 |

Processing
Sample 1

Processing
Sample 2

Processing
Sample 3

\ICurrent Time

Current Time

Figure 10. Calculating latency and representation of times
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The algorithm of obtaining latency is described with a
basic pseudo code below.

previous_ time current time;

current time GetTime () ;

elapsed _time
previous time;

current time

If relation between the Figure 10 and code above is
examined, previous time is the current time in the
previous processed sample. Previous time is stored in
another variable and elapsed time is calculated as
difference of previous and current time. This method
provides to obtain a latency value with time elapsed
outside the IP core.

4.3. Latency Results for ZedBoard Implementation
Different implementations are tested on ZedBoard.
Distortion sound effect and lowpass filter sound effect
are implemented together and one by one on
hardware. The test specifications and results are
described in Table 3. The average values are obtained
from 10 test records.

Table 3. Test specifications and results implemented

on ZedBoard

Latency Average | Average
Sound from Clock Clock Latency
Effect(s) Pipelining | Frequency | Cycle (nano-

(cycle) Spent seconds)
Distortion
N - 100 MHz | 710 1065
Lowpass
Filter
Distortion | 12 150 MHz 588 882
Lowpass | g 100 MHz | 714 1071
Filter

Clock frequency shows the frequency that can be
reached at maximum value for the designed sound
effect IP block. Results show while increasing clock
frequency, latency is decreasing. The way of
increasing the clock frequency is using pipelined
register designs. But if these pipelined registers are
increased more than enough, that would be cost of
more latency and this puts the results at a disadvantage
instead of advantage. Different sound effects have
almost same latency values at the same clock
frequency.

Unlike similar studies, in this study specific latency
values are obtained and compared by using MATLAB
& Simulink, which makes much easier to design
development and saves time, for IP core design with
pipelining technique, including previous study [4].
Significant improvement in latency has been
demonstrated. Using pipelining on complex Simulink
designs make it synthesizable to an IP Core that is run
at desired clock frequencies. This gives the
opportunity of processing an audio in a specific time.
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As a result, designs with pipelined registers reduce the
latency. The best latency values are under the 1
microsecond (882 nanoseconds). There is 12.75%
decreasing in latency value for distortion block with
pipelined design compared to previous work. Much
better Simulink designs can be made that it is opened
to development for less latency values. This study also
revealed how easy it is and showed have good
performance values for designing DSP system by
using MATLAB & Simulink.

V. CONCLUSION

This study shows the advantages of HW/SW co-
design methodology with a system-on-chip design on
audio processing. Very small latency values can be
obtained with using specialized hardware while
controlling it over a software application for DSP
systems without losing any functionality of software.
Development time and design  productivity
significantly improved by making block-based designs
in MATLAB & Simulink. High-level DSP systems
can be implemented easily with this methodology. For
sound-effect applications, the followed methodology
can be a viable solution on real time applications. In
this context, neural network-based audio synthesis
algorithms can also be accelerated as a future work to
provide real-time performance via similar design
methodology with MATLAB or other high-level
synthesis tools.
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Abstract

The use of video broadcasting platforms is increasing day by day. The competition for developing platforms for the
broadcasting and sharing of movies and TV series is increasing. The purpose of reproducing these platforms is to increase the
quality and to trace them on a single platform. Film and TV series platforms use artificial intelligence algorithms for these
shares. The aim of this study is to create more attractive cover photos for users by finding suitable frames from a movie or TV
series. First, the frames that were transformed into covers/small pictures on the platform were obtained. Unnecessary frames
which consist of closed eyes, blurry frames, or faceless images have been removed. Also, deep learning is used to label images
with objects and emotions based on the identity of the face. The thumbnails with the most repeating faces were selected by
developing a face recognition model at each step. The experimental results showed that the emotion model was successful.
Key words: Thumbnail, Emotion Detection, Video Streaming Platforms, Convolutional Neural Network.

Oz

Video yayin platformlarinin kullanimi her gegen giin artmaktadir. Filmlerin ve dizilerin yaymlanmas: ve paylasilmasi igin
platformlar gelistirme rekabeti artiyor. Bu platformlarin ¢ogaltilmasindaki amag, kaliteyi arttirmak ve tek bir platform iizerinde
takip etmektir. Film ve dizi platformlar1 bu paylasimlar icin yapay zeka algoritmalar1 kullanir. Bu ¢alismanin amaci, bir film
veya diziden uygun kareler bularak kullanicilar i¢in daha cekici kapak fotograflari olusturmaktir. Oncelikle platform iizerinde
kapak / kii¢lik resim haline getirilen ¢erceveler elde edildi. Kapali gozler, bulanik ¢ergeveler veya yiizsiiz goriintiilerden olusan
gereksiz gergeveler kaldirildi. Ayrica derin 6grenme, goriintiileri yliziin kimligine gore nesneler ve duygularla etiketlemek i¢in
kullanilir. En ¢ok tekrar eden yiizlere sahip kiigiik resimler, her adimda bir yiiz tanima modeli gelistirilerek segildi. Deneysel
sonuglar duygu modelinin basarili oldugunu gosterdi.

Anahtar Kelimeler: Kiigiik resim, Duygu Algilama, Video Akis Platformlari, Evrisimsel Sinir Agt.

I. INTRODUCTION

Developments in technology enable internet content to be accessed as video content on mobile phones anytime
and anywhere. For this reason, there is a huge increase in watching video content. YouTube [1] has more than two
billion users and a billion hours of video is consumed every day. For this reason, more and more videos are
produced every day. Due to the circumstances mentioned, it is very important to choose the title and thumbnail of
the video (the thumbnail is a compressed preview of the original version used as a placeholder). The number of
online TV series, movies and shows watching platforms is increasing. According to the last quarter report of 2020,
Netflix, one of the media services provider, has approximately 204 million paid subscriptions [2], 150 million
globally in Amazon Prime [3] and the number of ad-free subscribers in Hulu is 36 million [4] according to 2020
data. has been. Online watching platforms have emerged as competitors over time by aiming for users to spend
more time in their application. It is aimed to increase the number of content on the platform and to present the
existing content to users better and more attractive.

In the study, it is aimed to produce and label the pictures of the movie in a way that fits the cover art. Thus, it is
expected that more original cover photos will be created with labels that may attract users' attention. Users' interests
can be famous people, happy or exciting moments. After finding faces on the scene, a convolutional neural
network-based algorithm has been developed to discover their identities, emotions, and other objects. In addition,
closed eyes on the frame are detected and eliminated, and various parameters of the frame that can provide
information are calculated. Based on the information obtained, the frame is tagged to select the most suitable
thumbnails for users.
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There are many studies on the selection of cover images
which proceed by clustering the frames and choosing
the most suitable one [5-9]. It is aimed to measure the
pictures with parameters such as blur, clarity, colors,
scene, compaosition and the presence of objects in the
studies carried out for aesthetically scoring [10-12].

The source of inspiration for another study on the
subject is Netflix's AVA system. Netflix also uses its
own system and evaluates the AVA system. AVA is a
collection of tools and algorithms designed to extract
high quality images from videos on Netflix. There are
three basic steps in the evaluation phase. Visual
metadata such as contrast, color, brightness and motion
blur are collected in the first step. Contextual metadata
includes elements such as face detection, motion
prediction, camera shot identification and object
detection in the frame. Finally, photography,
cinematography and visual aesthetic design processes
are discussed in composition Metadata. Afterwards,
sorting by image, face recognition, calculation of
different camera angles for visual diversity and filters
for maturity are made [13].

An algorithm consisting of five main steps including
down-sampling, filtering, feature extraction, sorting
and optimization has been developed [14]. In the down-
sampling process, there are four steps: removing the
first and last ten percent of the promotional video,
sampling one frame per second, eliminating similar
frames, and sorting the shots by length. In the filtering
step, it performs the calculation of saturation,
brightness, sharpness and contrast. It also includes
removing subtitles embedded in the frame, finding
characters, and adjusting the threshold.

Yu and colleagues expanded the video to include the
title, description, and audio to define the content. The
information obtained was used in selection models. It
samples the developed model squares equally over
time. Returns the highest aesthetic scores in the subset
with a double column convolutional neural network to
avoid the computational burden of rendering all frames.
Frame properties extracted from VGG16, text
properties from ELECTRA and sound properties of
TRILL are obtained by the developed model [15].

Huang and friends discussed the task of highlighting
the video and thumbnail selection from a different
perspective. thumbnails and video clips were selected
using the bulleted display, a new feature appearing on

Down Sampling

online video streaming sites popular in East Asia. The
proposed method was compared with a KKStream
which is East Asia's popular streaming service
provider. Experimental results show that most
participants are satisfied with the thumbnails and video
clips chosen in their own way. Therefore, the cover
screen can be a valuable resource for understanding the
video [16].

In another study, automatic thumbnail selection was
performed for movies and TV shows. Thumbnail
selections are automated using the classifier. The
performance of different convolutional neural networks
(CNNs), namely VGG-19, Inception-v3 and ResNet-
50, has been compared. Hybrid approach is designed
which performs best in thumbnail selection. In the
hybrid model, CNN feature extraction was used in
genetic programming classification. ResNet-50 CNN
performed better than other CNN models [17].

The face recognition model was developed by
preserving the method in our previous study [23]. In
addition, by selecting thumbnails with more repetitive
faces, the thumbnail pool is narrowed, and it is aimed
to select thumbnails that are more eye-catching and out
of context.

Section 2 contains literature information about the
study. In Section 3, the steps of the developed
methodology are explained and the flow chart of the
algorithm is given. In section 4, the results obtained are
given and interpreted. Conclusion part is given as
finally.

Il. MATERIAL AND METHOD

Figure 1 shows the flowchart of the developed model.
After taking the frames from the video, there are two
stages: selecting the appropriate frames and using the
convolutional neural network. Eye aspect ratio is made
after detecting the faces in the frame in the down
sampling part. The scope of this stage is to eliminate
the unnecessary images via face detection to add less
pictures to the model. This step is completed with
parameter calculations. In order to find faces and
objects related to the emotion and character, the
convolutional neural network was used as the following
stage. In addition, face recognition was performed and
the thumbnail of the most repetitive faces was selected.
Thus, it was aimed to reduce the number of results as
well as identify the characters in the movie.

Convolutional Neural Network

Clustered |-\ Face EAR Parameters | [ Emotion Objects Face ID SEIBC.UOD =Y .
. : . ) : . . Main [/ Thumbnail
images Detection Calculation Calculation | V| | Detection Detection Detection Characters

Figure 1. The schematic diagram of proposed method
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2.1. Down Sampling

In a movie, the elimination process for unnecessary
frames is important. When a two-hour film is analyzed,
there are approximately two hundred thousand frames.
The use of all these frames together with artificial
neural networks is quite costly. In order to eliminate
this memory problem, only the frames which have face
images were selected using the Haar Cascade.

Comparing the Haar Cascade and Directed Gradients
(HOG) in the face detection process, the detection time
was measured as 16-50 ms in the haar cascade method
and 340-410 ms in the other one. For this reason, Haar
Cascade was used in the study for faster and more
precise face detection. Histograms of Directed

Gradients (HOG) were selected for eye opening
detection. Faceless images were eliminated at this
stage, and the variance of the Laplacian Filter [18] was
used to eliminate blurry frames. The threshold value
which may not be suitable for every movie or frame, so
it has to be chosen different. For each frame a different
threshold value should be calculated.

Figure 2 shows eye aspect ratio samples for several eye
images. Face recognition is performed with HOG in the
frame of the faces and the eye opening is determined.
HOG is used because it allows you to define 68
different points with 6 points for each eye found. Thus,
Eye Aspect Ratio (EAR) can be calculated as seen in
Figure 2 with 6 points corresponding to one eye [19].

EYE

@ @

EAR 0.40 0.39 0.34

0.33

0.31 0.29 0.21 0.12

Figure 2. Eye Aspect Ratio samples for several eye images

The 6 dots represented by red dots are pl (far left), p2
(top left), p3 (top right), p4 (far right), p5 (bottom
right), and p6 (bottom-left) respectively. Eye Aspect
Ratio is calculated as in equation 1 and eyes are
assumed to be closed according to the threshold value.

EAR = llp2=psll+Ilp3—Psll (1)

2llp1—pall
Many more parameters can be calculated in the
framework that can inform us. These are brightness,
dominant color and mist. The Laplacian filter was used
to calculate the blur parameter, which is used to find the
clearest in similar frames and eliminate the blurry ones.
For the brightness value, RGB (Red, Green, Blue)
values are converted to HSV (Hue, Saturation, Value /
Brightness) format and calculated by taking the average
of the value of each square. The K-means algorithm has
been used to calculate the dominant color [20]. In K-
means, a single cluster is created by choosing k as 1 and
the center point is determined as the dominant color.
With this value, it is aimed to prevent overlapping of
similar colors with the film logo and to calculate the
dominant color of the logo.

2.2. Convolutional Neural Network

Convolutional Neural networks require a large set of N-
tagged images {x, y} specifying the discrete variable
representing the real class as y, as opposed to the input
X. It uses a loss function to compare the output of the
model with the actual class value (y). It trains the
weight matrices in the fully connected layers and
parameters of the network by spreading the loss
derivative backward according to the parameters in the
network using filters in the convolutional layers and
updating the parameters by stochastic gradient descent
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[21]. Convolutional Neural Networks consist of
neurons with learnable weights and biases. It is also
used effectively in situations such as image recognition,
classification and object detection. Using convolutional
neural networks, it is ensured that the emotions of the
faces in the frame are detected and the objects are
identified and associated.

In the study, it was aimed to detect emotions by using
the Fer2013 [22] data set in order to determine the
emotions on the face. 7 different emotions, including
neutral, sadness, surprise, happiness, fear, anger and
disgust, are tagged in the data set. The process of
perceiving emotions is an important stage in terms of
framing and grouping. It is also important that other
objects can be detected in the frame. The presence of
the pet can be considered as friendship. Finding a
weapon or a sword in the frame can be seen as an
action. Having a ball in the frame can determine that it
is related to sports. Rather than providing information
about the entire movie, this information is more
important to the user's interest. For example, if
someone interested in extreme sports sees a picture of
nature on the cover art of the movie, it may increase the
probability of choosing that movie.

Fig.3 shows the emotion model architecture which has
improved according to our previous study [23]. The
new emotion model is based on another study [24] but
it’s optimizer from ADAM to SGD (Stochastic gradient
descent) replaced. Residual network is used with
224x224x3 shaped input. After flatting RESNET
output layer, Dense and Dropout with ReLU activation
function is applied to model [25]. Output shape is
decreased with Dense with Softmax activation function
to 7 since there are 7 type of emotion.
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Figure 3. Architecture of Emotion Detection Network

YOLOvV3 (You Only Look Once) [26] and Google
Openlmages dataset [27] were used for object
detection. The Open Images dataset includes about nine
million images. It contains complex scenes like object
bounding boxes, localized narratives, object
segmentations, and more. YOLO algorithm based on
prediction grids and anchors. In this study non-maximal
suppression approach used to predicted and eliminated
duplicates with 13x13 grids and 5 anchors. Although
the YOLOV3 algorithm produced fast and accurate
results, the Openlmages dataset achieved lower
performance than expected. 600 classes in the data set
were grouped and reduced.

It is important to identify who owns the faces in the
frame to increase the likelihood of the user choosing
movies featuring their favorite actor or actresses. Due
to this aim, lib's pre-trained face detector [28] is used.
In addition to the our previous study [23], a new feature
has been added to face recognition. Every face in the
frames is added to the face recognition pattern. After
the process was finished, the frames with the most
repeating faces were selected. As a result, logos are
placed on the frames that do not coincide with the face
parts. Since this step can also be performed better under
human control, it is produced with and without logo.

1. RESULTS

Emotion detection model’s accuracy has improved on
training from 0.91 to 0.997 and on validation from 0.67
to 0.692. Figure 4 shows train loss and accuracy of the
model.

model accuracy/loss

| — accuracy
loss

7

I

T T T v T T
0 10 20 30 40 50
epoch

Figure 4. Train Loss and Accuracy Values of Model
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Fig.5 and Fig.6 show the loss graph of 17 and 19 classes
model loss graph respectively. It can be seen that the 17
classes model more accurate than 19 one. 17 classes
model’s mAP (mean Average Precision) is 34.28%.
Training session was stopped because of 19 grouped
classes the model did not reach the expected values.
The resulting frames are manually examined so
meaningless pictures, incorrectly grouped or tagged are
eliminated. Thus, 200,000 frames in the film are
reduced to 100 frames In addition, the selection of
similar pictures and labels is made at different times
and shown to the user.

10200 13600 17000 20400 23800 27200 30600 E%)
iteration = 3900

Figure 5. 17 classes YOLO model

Loss Graph

26600
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rrent avg loss
save : chart.png

Figure 6. 19 grouped classes YOLO model Loss
Graph

7600 11400 15200 19000 22800 30400 34200 38
= 32088 iteration = 32000

cu
Pre: Iteration number in cfg max_batches=38000

Figure. 7 shows sample image output results which
suggests a frame with face and the logo of the film is
placed dynamically according to faces.
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V. CONCULUSION

The aim of this study is to create cover photos of a
movie or TV series using image processing and
convolutional neural networks. A successful emotion
model was used in this study. In addition, in order to
reduce the results, a face recognition model was
developed at each step and thumbnails with the most
repeating faces were selected. With the developed
method, dynamic results were obtained for users on
online watch platforms. Selected frames were labeled
and features that might attract the attention of the user
were determined. In subsequent studies, obtaining
detailed information about faces, determining the
movement at the scene (running, walking, swimming),
thus interpreting the photographic composition in the
frame. It is aimed to create a different data set to
improve the performance of the models. Thus, more
accurate results can be obtained by working with
different data sets.
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