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Abstract  

 

Tracking the ball location is essential for automated game analysis in complex ball-centered team sports such as football. 

However, it has always been a challenge for image processing-based techniques because the players and other factors often 

occlude the view of the ball. This study proposes an automated machine learning-based method for predicting the ball location 

from players' behavior on the pitch. The model has been built by processing spatial information of players acquired from optical 

tracking data. Optical tracking data include samples from 300 matches of the 2017-2018 season of the Turkish Football 

Federation's Super League. We use neural networks to predict the ball location in 2D axes. The average coefficient of 

determination of the ball tracking model on the test set both for the x-axis and the y-axis is accordingly 79% and 92%, where the 

mean absolute error is 7.56 meters for the x-axis and 5.01 meters for the y-axis. 

 

Keywords: Deep Neural Networks, Sports Analytics, Ball Tracking, Data Mining 

 

 

1. INTRODUCTION 

The rapid advancements in vision-based tracking and 

statistical tools have transformed many fields. These 

developments also break their way in sports analytics 

through many applications which offer new ways of in-detail 

analysis and observation to assess different aspects of both 

games and athletes' performance [1], [2]. As a result, sports 

analytics now has great importance for managers, athletes, 

sports experts, and even broadcasters since it enriches our 

knowledge about sports and leads to a more advanced and 

rich watching experience. 

With its wide popularity and high revenue share, football 

benefits from all these developments the most. An extensive 

amount of research has already been done in football, from 

statistical properties of the game to game flow motifs   [3]–

[8]. Some studies focus on recognizing football events from 

the spatiotemporal soccer data. Khaustov and Mozgovoy [9] 

propose a rule-based system for identifying successful and 

unsuccessful passes and shots. Özdemir and Alemdar [10] 

develop a random forest classifier to identify corner kicks, 

free kicks, goals, and penalties. As in most team sports, 

understanding the strategies in football is a challenging task. 

It requires all kinds of relevant information, such as the 
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individual behavior of the players, their collective behavior 

as a team, and accurate ball location. In addition to sports 

analytics, new applications such as creating real-time game 

highlights for the audience experience are another emerging 

market that relies on accurate ball tracking. However, unlike 

some sports such as tennis, computer vision-based methods 

for frame-to-frame ball detection still remain beyond the 

state-of-the-art solutions for complex ball-centric sports 

since the ball is occluded most of the time. In football, 

detecting the ball's location is an even more challenging task 

mainly because of the nature of the game. Although there are 

several initiatives to equip the ball with a tracking chip, no 

such solution has been accepted by the governing 

organizations yet. One of the main challenges for ball 

tracking is that the size of the ball is relatively small 

compared to the vast field that needs to be monitored. 

Moreover, the players' interaction with the ball occurs in an 

unexpected way, and most importantly, the view is often 

occluded as the ball is lost behind the players.  

To track the ball location in centimeter-level accuracy, a 

large number of very expensive cameras are needed. For 

example, the goal-line technology used to determine whether 

the ball has passed the goal line requires 14 cameras to detect 
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the goals, and that cannot track the ball in the field all the 

time.   

Our study aims to provide a tool that can be used alongside 

current techniques to simplify and ensure more accurate ball-

tracking. Our proposed approach uses players' formation 

during the game to estimate ball position. This formation-

based approach focuses on analyzing within and between 

segment groups rather than the individual player activities. 

The main hypothesis we pursue is to deduce the key 

behaviors of ball movement in the dynamic game flow from 

spatial attributes such as players' speed and their positional 

distribution. This method has been motivated by our 

observations and experiments in deep learning-based 

approaches and our intuitive reasoning. Our model is 

designed to predict the ball's location on the 2D plane. 

Therefore, when the ball is flying, we aim to provide its 

projection on the 2D plane since this will give more valuable 

insights to the football professionals. 

The rest of this paper is organized as follows. In the next 

section, we cite several related studies in the literature. In 

Section 3, we present our method to predict ball location 

from optical tracking data. In Section 4, we provide our 

experimental results on our real-world soccer optical 

tracking data set. Finally, we conclude with Section 5. 

2. RELATED WORK 

Given the importance of the location tracking of the ball in 

sports, there are several related studies in the literature. 

Kamble et al. provides a literature survey on the topic and 

identifies the need for multiple cameras as a challenge in ball 

tracking in football [11]. According to current regulations, it 

is impossible to equip the ball with wireless sensor devices; 

therefore, all of the existing studies that consider official 

football match data use computer vision-based approaches. 

There are two main methodological tracks: i) using broadcast 

videos and ii) having a fixed camera setup in the stadium. 

More recently, the use of drones [12] has also been 

suggested, yet it is not as common. Several studies focus on 

the detection of the ball only, whereas others also propose a 

trajectory for the ball.   

Cardenas and Zuniga propose a two-stage algorithm [13]. In 

the first stage, they first extract a set of candidate objects 

from the segmented image. Then they filter objects that do 

not look like a ball using several features. In the second 

stage, each ball candidate's features obtained in the previous 

stage are combined with the dynamics model to form a 

trajectory. Then all the possible trajectories are ranked. 

Lhoest [14] proposes a similar two-stage approach starting 

with a ball detector followed by tracking. A deep 

convolutional neural network for image segmentation is used 

for detection, and a Kalman filter-based approach is used for 

tracking. In [15], an extended Kalman filter is used after the 

ball detection stage. Naidoo and Tapamo [16] propose 

another similar two-stage approach that contains soccer ball 

detection based on coarse analysis and filtering. Ren et al. 

use an 8-camera system to track the ball's location, and they 

provide results on a relatively small dataset that consists of a 

couple of minutes long video footage [17]. When they use a 

buffer size of 50 frames, the detection rate is 68.5% only. A 

deep-learning-based system is also proposed in [18] and [19] 

for CCTV footage videos. Leo et al. [20] present a multi-step 

algorithm to detect the ball in image sequences acquired 

from fixed cameras. Candidate ball regions are selected by 

probabilistic analysis of locally affine invariant regions 

around distinctive points. 

Durus works on the broadcast videos to track the ball to make 

tactical analyses [21]. He proposes to detect the ball first and 

then employs a particle filtering-based approach to track the 

ball and recover the ball's trajectory. This method requires 

the ball to be present and visible in the scene in all frames. 

Komorowski et al. use a deep neural network-based detector 

for the ball and players detection in high-resolution 

broadcast recordings [22]. The model produces a ball 

confidence map together with the position of the detected 

ball. To improve the discriminability of the ball, the feature 

pyramid network design pattern is used. In that way, lower-

level features with a higher spatial resolution are combined 

with higher-level features with a bigger receptive field. In 

[23], a ball detection algorithm is presented. Ball candidates 

are first extracted using features based on the shape, color, 

and size. For selecting the best candidate, they use object 

area, centroid, bounding box, and minor and major axes 

features with a rule-based algorithm to eliminate the non-ball 

objects. Niu et al.  [24] present an approach for discovering 

the ball states rather than its actual trajectory to automatically 

find the attacking patterns by the teams using broadcast 

videos.   

In this study, we propose a machine learning-based approach 

to relieve the need for the increased number of cameras just 

for the ball tracking and use the players' and referee's 

behavior instead to determine the actual location of the ball 

in football. In our approach, even though the system cannot 

recognize the ball object, we are able to predict its location 

since we use the players' and referee's behavior. We train and 

evaluate our results on a dataset that contains data from a 

complete season. To the best of our knowledge, this study is 

unique in its attempt to locate the ball by using the players' 

and the main referee locations. 

3. MATERIALS AND METHODS 

The state-of-art real-time two-camera player tracking system 

SentioScope, developed by Sentio, collects data from 

Turkish Super League (TSL) matches [25]. Using this data, 

we created a dataset for each game to analyze. For each 

second, position data of players of both teams and the ball in 

a rectangular coordinate system are saved in this dataset 𝒟.  

We identify the home team as ℋ and away team as 𝒜. The 

ball is labeled as ℬ, and the main referee is denoted as ℛ. 

The dataset for a match 𝑀 is constructed as follows: 

𝒟𝑀 = {𝑐𝑖
𝑡 = (𝑥𝑖

𝑡 , 𝑦𝑖
𝑡) | ∀𝑖 ∈ ℋ ∪ 𝒜 ∪ ℬ ∪ ℛ,

𝑡 = 1,2, . . 𝑇𝑀} 
(1) 

where 𝑐𝑖
𝑡 is the coordinates of the ith object (player, referee, 

or ball) at timestep 𝑡, 𝑥𝑖
𝑡 is the x-axis coordinate and 𝑦𝑖

𝑡 is the 
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y-axis coordinate. 𝑇𝑀 is the maximum number of seconds in 

the match 𝑀. 

The dataset contains data for 300 matches of the Turkish 

Football Federation Super League 2017-2018 season. It 

encloses the speed and location information of players and 

the main referee. As the raw data is collected using optical 

tracking cameras, it suffers from previously mentioned flaws 

to precisely track the ball [26].  

 
Figure 1. Optical tracking software's coordinate system 

In the dataset, spatial information of the ball is implicitly 

available during the frames when some player owns the ball. 

When the ball is not in play due to the game's pauses, we are 

also not interested in ball location since it does not have a 

value. Therefore, we are particularly interested in moments 

where the ball is in possession of a player. Those are the 

moments the ball is occluded the most, making computer 

vision-based ball tracking challenging.  

In the following sections, we introduce the formulation of 

our approach, which can also be applied to other team sports 

which possess the notion of ball possession, such as 

handball, basketball, and American football. We first 

propose a segment-based representation method that handles 

the ordering problem of the features. After that, we describe 

our feature extraction methodology. Finally, we present our 

neural network model to predict the ball location. 

3.1. Segment-based Representation 

There are 11 players for each team in a typical football 

match, adjusting their positions according to the ball 

location. Therefore, their collective behavior gives a good 

indication of the ball's location. For each player on the pitch, 

the feature set could be represented in a vector. Thus, the 

collection of individual player attributes forms a matrix that 

can be used in a machine learning task. However, the number 

of players can change due to certain events in the game, such 

as red cards or injuries. Also, due to the substitutions of 

players, the identities of the players may change. Moreover, 

in each game, there are different teams and different players 

playing in different formations. For all these reasons, it is 

impossible to find a correct ordering for the individual 

players to be represented in the feature matrix.  

In order to address these problems and players' positional 

interchanges and capture the flow of players' movement, we 

suggest a data representation method using a role-based 

approach. The main idea of the proposed method is to divide 

the pitch into segments and assign players to these segments. 

This method enables us to set a common data representation 

regardless of the team and player identities; thus, we can use 

the same representation for all the matches.  

We separate the football pitch into different segments on 

each axis and assign each player to the corresponding 

segment on each axis by assessing their movements for the 

most recent minutes. After grouping players, we use players' 

coordinates, and speed attributes to extract features, such as 

average characteristics and attributes of outlier players in the 

groups with faster speed or slowest speed, for example. 

 
Figure 2. Visualization of scaling of average positions 

To find out the players' segments, simple averaging of their 

movements alone is not enough. Football has its own well-

established play-book, such as the tendency of teams to keep 

their formation structure when the opposition team owns the 

ball. To this end, when segment assignment is carried out, 

the average positions of a team are calculated over time steps 

when the rival team has the ball. The average positions are 

calculated over fixed-width overlapping sliding windows of 

15 minutes with a step size of one minute. Due to the 

averaging, the positions tend to be grouped towards the 

middle of the field, as depicted in Figure 2 with blue dots. 

We observe that although the average distribution of the 

players may show some pattern of formation,  it lies around 

the middle of the field in a squeezed form. In order to 

represent the average distribution of player formation across 

the whole pitch, we scale the positions according to the full 

field size. For each player i, the scaled coordinate 𝑐i
′ is 

calculated as follows: 

ci
′ = δ2 −

[(δ2 − σ) − (δ1 + σ)](α − c𝑖)

α − β
 

(2) 

where 𝑐𝑖 is the actual coordinate of player i for a given axis 

for a given time step, 𝛿1 and 𝛿2 are the boundaries of the 

segment, α is the coordinate of the player that has the 

maximum value, β is the coordinate of the player that has the 

minimum value and 𝜎 is the variance of the player 

coordinates. In this way, for each time step, players' average 

positions on each axis are scaled to the range [𝛿1 + 𝜎, 𝛿2 −
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𝜎] based on the dispersion of the players' coordinate 

distribution.  In this way, we obtain the new scaled positions 

as shown in orange dots in Figure 2. 

Updating average positions in overlapping windows and 

grouping players at each minute based on their scaled 

averages allow us to capture the trends in players' 

movements even when a player migrates to different 

positions during the game or when two players swap their 

positions. In order to ensure the best representative groups, 

we partition the field into smaller segments making the area 

for each segment large enough to host at least one player at 

each frame. If there are too many segments, most of them 

will be empty most of the time since players usually stay 

towards the center and go to some of these segments for a 

short amount of time, especially the ones at the corners. Their 

short presence there does not change their overall average 

position much. For this reason, empirically, we divided the 

pitch into three different sections on each axis. Segment 

division on each axis separately helps deduce positional 

information about players' placement jointly on both axes 

and mitigate the sparsity of the feature vector introduced by 

empty segments. The boundaries of these segments are 

provided in Table 1 and Table 2 for the x and y axes, 

respectively.  

Table 1. Segment groups along the x-axis and their 

boundaries 

Segments Boundaries (m) 

Vertical Back (VB) 0, 34 

Vertical Middle (VM) 34, 71 

Vertical Front (VF) 71, 105 

 

Table 2. Segment groups along the y-axis and their 

boundaries 

Segments Boundaries (m) 

Horizontal Top (HT) 0, 22 

Horizontal Middle (HM) 22, 46 

Horizontal Bottom (HB) 46, 68 

We use these segments to assign a role to each player using 

their scaled average coordinates. Results of the proposed role 

assignment method reflect the players' positional distribution 

properly. Having a fixed segment representation also allows 

us to order the features using the segments. This approach 

also makes it possible to represent players' data dynamically 

in a fixed order as they simultaneously change their roles 

during a match. The order of feature representation can 

simply be initialized in the form of a set of segments as 𝒮 = 

{HT, HM, HB, VB, VM, VF}. Instead of features calculated 

individually for each player in that setting, we have features 

extracted for set the of players in each segment group.   

 

 

3.2. Feature Extraction 

In our feature set, we consider many aspects of the football 

game to obtain the best set of features that can be used to 

predict the ball location. To begin with, the direction of the 

game flow depends on the movement of the player who 

possesses the ball, whose position, in turn, depends on the 

positional distribution of the other players and their spatial 

values, such as location, speed, and direction. In order to 

build a feature set that can help to map from feature space to 

the game flow at any given moment, we should consider all 

these spatial features. To capture the relevant connection 

among all the role groups and team groups (i.e., home team 

and away team), we calculate features using the groups. 

Furthermore, we also perform the feature extraction on the 

combined set of both teams to find the possible interactions 

among teams. We define our features on different sets: ℋ 

and 𝒜 are the set of the home team and away team's players 

except for the goalkeepers, respectively. {𝒮𝒾 ∩ ℋ}𝑖
|𝒮|

 and 

{𝒮𝒾 ∩ 𝒜}𝑖
|𝒮|

 represent the set of players for each segment 

group in each team, and the set ℋ ∪ 𝒜 contains all the 

players except for the goalkeepers. We represent goalkeepers 

and the main referee separately. For achieving the unity of 

expression, we define them as sets that contain a single 

element. We denote the goalkeepers for home and away 

teams as 𝒢ℋ and 𝒢𝒜 , respectively. We denote the referee set 

as ℛ. 

The speed is also one of the crucial components that provide 

insight into the ball's location. Teams can develop 

counterattacks or play with slow tactical passes just before 

an attack, or when a player dribbles the ball, he runs or 

sprints to pass his rival. All of these behavior patterns can be 

used to predict the location of the ball. In order to incorporate 

this into our prediction model, we categorize players into 

distinct speed groups. Empirically, we devised two groups. 

These groups are identified as Low Intensity (the speed is less 

than or equal to 3.5 m/s) and High Intensity (the speed is 

greater than 3.5 m/s). We observed that these speed groups 

show different characteristics in their relation to the ball's 

coordinates. For example, the distance of the Low Intensity 

(LI) group to the ball is usually more than that of the High 

Intensity (HI) group.  

The movement direction is another essential component of 

motion when it comes to finding the ball's location. Thus, for 

each time step, we calculate the direction of the average 

movement for a group of players 𝑑𝑖𝑟(𝐺) as follows: 

𝑑𝑖𝑟(𝐺) = 𝑠𝑖𝑔𝑛 (∑ 𝑐𝑖
𝑡

𝑖

− 𝑐𝑖
𝑡−1) , ∀𝑖 ∈ 𝐺 (3) 

Ball control is an essential element in the football rulebook. 

Hence, to gain more control of the ball, players approach 

each other, eventually approaching the ball. The distribution 

of players gets denser as the game gets close to one of the 

goal lines. Capturing the form of players' positional 

distribution is an essential auxiliary element for defining ball 

location. Thus, the average position of each player group is 

calculated on each axis separately for each player group.  
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𝑎𝑣𝑔(𝑐𝑝) =
1

𝑁
∑(𝑐𝑝)

𝑁

𝑝=1

, ∀𝑝 ∈ 𝐺 (4) 

However, the average position is not helpful when some 

players in that group are groped closely, and the remaining 

players are relatively remote. For this reason, we also use the 

variance of the player coordinates 

𝑣𝑎𝑟(𝑐𝑝) =
1

N
∑ (𝑐𝑖 − 𝑎𝑣𝑔(𝑐𝑝))

2
N

i=1

, ∀𝑝 ∈ 𝐺 (5) 

for different groups for players such as home team players, 

ℋ, away team players, 𝒜, all players, ℋ ∪ 𝒜 and player 

groups found with a density-based clustering (DBSCAN) 

approach [27]. We apply DBSCAN to have a more robust 

distribution representation by finding clustered groups of 

players. The algorithm starts from an arbitrary point in the 

group 𝐺 and finds the cluster of neighborhood points where 

at least Nmin of them are directly density-reachable from this 

arbitrary point with respect to ϵ such that  

|{p ∈ G: d (xpi
, xpj

) ≤ ϵ}| ≥ Nmin (6) 

where 𝐝(. ) is a distance function. Density-based clustering 

allows us to find the player clusters where players are closer 

to each other. The center of this cluster is often close to the 

location of the ball. In our approach, we used 𝛜 = 𝟏𝟓𝐦 and  

𝐍𝐦𝐢𝐧 = 𝟕 for the set 𝓗 ∪ 𝓐, and 𝛜 = 𝟏𝟓𝐦 and 𝐍𝐦𝐢𝐧 = 𝟒 

for the  𝓗 or 𝓐 since their group size is smaller than the 

union set. In addition to DBSCAN features, we also extract 

features for specific target groups. For example, the referee's 

coordinates and speed were extracted by considering the fact 

that referee movements can be determinant since the referee 

often stands next to positions to resolve any dispute on the 

pitch. A compact representation of all the features we have 

extracted is provided in Table 3. In total, we use 251 different 

features per time step. 

Table 3. List of features. 𝐺 is the player set, 𝐺+ is the set of players with HI speed, 𝐺− is the set of players with LI speed, 𝐺∗ 

represents the cluster set of players that is found by DBSCAN. 𝑣𝑝 is the speed and 𝑐𝑝 is the coordinate of player p. 

𝐺 =  ℋ 𝑜𝑟 𝒜 𝐺 =  {𝒮𝒾 ∩ ℋ}𝑖
|𝒮|

 𝑜𝑟{𝒮𝒾 ∩ 𝒜}𝑖
|𝒮|

 𝐺 = ℋ ∪ 𝒜 𝐺 =  𝒢ℋ  𝑜𝑟  𝒢𝒜  𝐺 = ℛ 

𝑎𝑣𝑔(𝑐𝑝) ∀𝑝 ∈ 𝐺 𝑎𝑣𝑔(𝑐𝑝) ∀𝑝 ∈ 𝐺 𝑎𝑣𝑔(𝑐𝑝) ∀𝑝 ∈ 𝐺 𝑐𝑝, ∀𝑝 ∈ 𝐺 𝑐𝑝, ∀𝑝 ∈ 𝐺 

𝑎𝑣𝑔(𝑣𝑝) ∀𝑝 ∈ 𝐺 𝑎𝑣𝑔(𝑣𝑝) ∀𝑝 ∈ 𝐺 𝑎𝑣𝑔(𝑣𝑝) ∀𝑝 ∈ 𝐺 𝑣𝑝, ∀𝑝 ∈ 𝐺 𝑣𝑝, ∀𝑝 ∈ 𝐺 

𝑑𝑖𝑟(𝐺) dir(𝐺) 𝑣𝑎𝑟(𝑐𝑝) ∀𝑝 ∈ 𝐺 dir(𝐺) dir(𝐺) 

𝑣𝑎𝑟(𝑐𝑝) ∀𝑝 ∈ 𝐺 𝑣𝑎𝑟(𝑐𝑝) ∀𝑝 ∈ 𝐺 𝑎𝑣𝑔(𝑣𝑝) ∀𝑝 ∈ 𝐺∗ d (𝑐𝑝,  𝑎𝑣𝑔(𝑐𝑖)),  d (𝑐𝑝,  𝑎𝑣𝑔(𝑐𝑖)), 

𝑎𝑣𝑔(𝑐𝑝) ∀𝑝 ∈ 𝐺+ 𝑎𝑣𝑔(𝑐𝑝) ∀𝑝 ∈ 𝐺+ 𝑣𝑎𝑟(𝑐𝑝) ∀𝑝 ∈ 𝐺∗ ∀𝑝 ∈ 𝒢ℋ, ∀𝑖 ∈ ℋ ∀𝑝 ∈ ℛ, ∀𝑖 ∈ ℋ ∪ 𝒜 

𝑎𝑣𝑔(𝑣𝑝) ∀𝑝 ∈ 𝐺+ 𝑎𝑣𝑔(𝑣𝑝) ∀𝑝 ∈ 𝐺+  d (𝑐𝑝,  𝑎𝑣𝑔(𝑐𝑖)), d (𝑐𝑝,  𝑎𝑣𝑔(𝑐𝑖)), 

𝑎𝑣𝑔(𝑐𝑝) ∀𝑝 ∈ 𝐺− 𝑎𝑣𝑔(𝑐𝑝) ∀𝑝 ∈ 𝐺−  ∀𝑝 ∈ 𝒢𝒜 , ∀𝑖 ∈ 𝒜 ∀𝑝 ∈ ℛ, ∀𝑖 ∈ 𝐺∗ 

𝑎𝑣𝑔(𝑣𝑝) ∀𝑝 ∈ 𝐺− 𝑎𝑣𝑔(𝑣𝑝) ∀𝑝 ∈ 𝐺−    

𝑎𝑣𝑔(𝑐𝑝) ∀𝑝 ∈ 𝐺∗     

𝑎𝑣𝑔(𝑣𝑝) ∀𝑝 ∈ 𝐺∗     

𝑣𝑎𝑟(𝑐𝑝) ∀𝑝 ∈ 𝐺∗     

𝑚𝑖𝑛(𝑐𝑝) ∀𝑝 ∈ 𝐺     

𝑚𝑖𝑛(𝑣𝑝) ∀𝑝 ∈ 𝐺     

𝑚𝑎𝑥(𝑐𝑝) ∀𝑝 ∈ 𝐺     

𝑚𝑎𝑥(𝑣𝑝) ∀𝑝 ∈ 𝐺     

𝑐𝑖 , 𝑖 = 𝑎𝑟𝑔min
𝑝∈𝐺

(𝑣𝑝)     

𝑐𝑖 , 𝑖 = 𝑎𝑟𝑔max
𝑝∈𝐺

(𝑣𝑝)     

𝑣𝑖 , 𝑖 = 𝑎𝑟𝑔min
𝑝∈𝐺

(𝑐𝑝)     

𝑣𝑖 , 𝑖 = 𝑎𝑟𝑔max
𝑝∈𝐺

(𝑐𝑝)     

4. PERFORMANCE EVALUATION 

We use two separate artificial neural network regression 

models for predicting ball location along the x-axis and y-

axis. In our experimental setup, we use training, validation, 

and test sets containing data from 243 (81%), 27 (9%), and 

30 (10%) matches respectively. We randomly select the 

matches using their unique identifiers from the whole dataset 

that contains 300 matches. The matches in the training set 

were used in the training stage of the neural network models. 

We used 27 matches as a validation set to perform the 

hyperparameter optimization. After the hyperparameter 

tuning is finished. We tested the performance of the final 

tuned model on the test set. The match data in the test set 

were used only at that stage. 

The models have been trained with dropout [28]. Moreover, 

an early-stopping technique has been implemented to avoid 

overfitting [29]. In our setting, we use L2 loss as the main 

loss function. Furthermore, mean absolute error (MAE), root 

mean squared error (RMSE), and the coefficient of 
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determination R2 evaluation metrics are used as well in order 

to carry out fair performance evaluation.  

𝑀𝐴𝐸 =
1

𝑁
∑|𝑦𝑖 − 𝑓𝑖|

𝑖

 
(7) 

𝑅𝑀𝑆𝐸 = √
1

N
∑||yi − fi||

2

i

 
(8) 

R2 = 1 −
∑ (fi − y)2

i

∑ (yi − y)2
i

 
(9) 

To avoid saturation of activation function, we normalized the 

target variables using min-max normalization. However, we 

scaled back the predicted outputs to the normal scale when 

we did the performance measurement. That method helped 

our training network to converge to a better local optimum.  

The final proposed model is built on a deep neural network 

through a series of experiments. We optimized the depth of 

our neural network, the number of hidden nodes, the 

activation function, the optimization algorithm, and the 

learning rate of the optimization algorithm. All of the hyper-

parameter optimizations are performed using the validation 

set. As a result, we use the rectified linear unit activation [30] 

as our nonlinear activation function with a gradient-based 

stochastic optimization algorithm with Adam optimizer [31] 

with a batch size of 65 and a learning rate of 0.01. The depths 

of the neural networks are 7 for the x-axis prediction model 

and 5 for the y-axis prediction model. The number of hidden 

nodes is 251 for both models. 

According to our experimental evaluation, the result of the 

coefficient of determination on the train set of the x-axis and 

y-axis are 85% and 94%, respectively. The performance on 

the test set is 79% and 92% for the x-axis and y-axis, 

respectively. Our results indicate that the method performs 

well in its generalization ability. The mean absolute error of 

each model on the test set was calculated to gain more insight 

regarding the ball's location on the pitch. On the test, the 

error is slightly above 7.56 meters on the x-axis while it is 

5.01 meters on the y-axis. The mean squared error yields 

marginally higher results than the mean absolute error. The 

most significant errors occur in cases when the ball 

transaction happens unexpectedly and when the ball changes 

its position from one player to another over a long distance, 

which often occurs during the long passes and shots on goal.  

Table 4. Regression results on the x-axis 

Dataset MAE RMSE R2 

Train 6.47 9.90 84.64 

Validation 7.39 11.23 80.11 

Test 7.56 11.46 79.41 

 

Table 5. Regression results on the y-axis 

Dataset MAE RMSE R2 

Train 4.12 6.23 93.56 

Validation 4.83 6.96 92.74 

Test 5.01 7.19 92.16 

Overall, we can see that our approach performs particularly 

better on the y-axis. This is because the width of the pitch is 

almost half of its length and also, the teams are not spread 

over the y-axis as they try to cover distance mostly on the x-

axis in order to reach the opposition goal. The full evaluation 

results for the x-axis and y-axis are provided in Table 4 and 

Table 5, respectively.  

 
Figure 3. Heatmap of the predicted coordinates 𝑐𝑖

′ = (𝑥𝑖
′, 𝑦𝑖

′) 

when the Euclidean distance between the actual 𝑐𝑖 = (𝑥𝑖 , 𝑦𝑖) 

and the predicted coordinate is bigger than the Euclidean 

distance between the mean absolute error of test set on both 

axes.  

We also visualize our model performance using a spatial 

representation with heatmaps. In Figure 3, we present the 

heatmap for the density of the predicted coordinates, 

𝑐𝑖
′ = (𝑥𝑖

′, 𝑦𝑖
′), when the Euclidean distance between the 

actual coordinate, 𝑐𝑖 = (𝑥𝑖 , 𝑦𝑖), and the predicted coordinate 

is bigger than the Euclidean distance between the mean 

absolute error of test set on both axes, i.e., 

√(𝑥𝑖 − 𝑥𝑖
′)2 + (𝑦𝑖 − 𝑦𝑖

′)2 > √𝑥𝑀𝐴𝐸
2 + 𝑦𝑀𝐴𝐸

2  . This gives 

us an impression about which parts of the pitch the “faulty 

predictions” occur the most. Since the ball is at the center 

region on average, the errors also happen at that region.  

In Figure 4, we provide the heatmap of the density 

distribution of all the errors using the Euclidean distance 

between the prediction and the actual coordinate. This 

heatmap visualizes the magnitude of errors the model makes. 

We observe that regions closer to the goals, corners, wings 

are the places where the model makes the largest prediction 

error. The results represented here are consistent with our 

observations that the model initially struggles to adapt when 

the goalkeeper starts the game with a long shot, a corner kick 

is taken, or when there is an unexpected change of attack 

from one wing to another. 

Overall, with these two heatmaps, we provide insights about 

both the number of errors and the magnitude of errors across 

the pitch. Additionally, we provide an animated image of our 

method's performance on real-world match data together 

with our codebase used for obtaining the results presented in 

this study at https://github.com/anaramirli/predict-soccer-

ball-location. 

Anar Amirli, Hande Alemdar
Prediction of the Ball Location on the 2D Plane in Football Using Optical Tracking Data

Academic Platform Journal of Engineering and Smart Systems 10(1), 1-8, 2022 6

https://github.com/anaramirli/predict-soccer-ball-location
https://github.com/anaramirli/predict-soccer-ball-location


 

 

 
Figure 4. Heatmap of the density distribution of all the errors 

based on the Euclidean distance between the prediction and 

the actual coordinate. 

5. CONCLUSIONS 

We presented our approach to tack the ball location in 

football, especially when it is occluded. We showed that the 

ball's coordinates could be estimated from optical tracking 

data by using machine learning models. In addition to the 

results obtained by using neural networks, we also present 

novel ways of extracting features that are the most significant 

for predicting the ball's location. 

The ability of our model's predictions on the y-axis is around 

5 meters. The results for the x-axis (~7.5 m) are not as good 

as that of the y-axis model. The model for x-axis struggles, 

especially when a goalkeeper starts the game or a player 

takes a free kick. The model prediction focuses on the player 

groups on the x-axis rather than a player who is with the ball. 

During the typical long passing when the ball rapidly 

changes location halfway through the other side, we 

observed that the regression models could not identify these 

changes for the first few frames. However, the achieved 

prediction rate is good enough to apply it to the existing 

system as an additional tool and increase their performance. 

For our future study, we will explore the ways of improving 

the performance of the models by employing some auxiliary 

models such as the detection of the ball from the detection of 

the game events such as free kick, corner, penalty. The 

regression models we use for prediction ball location can be 

combined with the detected event's field lines and thus 

generalize performance more precisely. Moreover, the 

accuracy of the model can be improved with more detailed 

features. It is also important to mention that in further 

studies, we can utilize Adversarial Generative Networks 

(GAN) [32] to eliminate the shortcoming of input space 

representation of individual player attributes that we face in 

traditional neural networks. Our feature work will also focus 

on pixel-wise detection of the ball location using conditional 

Pixel2Pixel GAN [33] architecture by incorporating 

individual features of players together with that of group-

based features that we proposed in this study. 
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Abstract  

 

Nowadays, the scope of machine learning and deep learning studies is increasing day by day. Handwriting recognition is one of 

the examples in daily life for this field of work. Data storage in digital media is a method that almost everyone is using nowadays. 

At the same time, it has become a necessity for people to store their notes in digital media and even take notes directly in the 

digital environment. As a solution to this need, applications have been developed that can recognize numbers, characters, and 

even text from handwriting using machine learning and deep learning algorithms. Moreover, these applications can recognize 

numbers, characters, and text from handwriting and convert them into visual characters. This project, investigated the 

performance comparison of machine learning algorithms commonly used in handwriting recognition applications and which of 

them are more efficient. As a result of the study, the accuracy was 98.66% with artificial neural network, 99.45% with 

convolutional neural network, 97.05% with K-NN, 83.57% with Naive Bayes, 97.71% with support vector machine and 88.34% 

with decision tree. This study also developed a handwriting recognition system for numbers similar to these mentioned 

applications. A desktop application interface was developed for end users to show the instant performance of some of these 

algorithms and allow them to experience the handwriting recognition system. 

 

Keywords: Machine Learning, Handwriting Recognition, Deep Learning, MNIST 

1. INTRODUCTION  

 

Today, the applications of artificial intelligence and data 

science are advancing very rapidly and are now used in 

almost all fields. Most of these applications include machine 

learning and deep learning. One of the application areas is 

handwriting recognition as an evolving field. Handwriting 

recognition enables communication between machines and 

humans and is a field that aims to facilitate this 

communication. A lot of information is now stored in digital 

media. In daily life, almost everyone has started storing their 

data and notes in digital media and using electronic diaries. 

They tend to take notes in the digital environment using the 

keyboard, touch screen, and smart pens of smartphones and 

tablets that they always have with them. Handwriting 

recognition systems are needed more and more every day for 

the following reasons: For data to be stored in digital media 

with recognition once handwritten, for data previously 

written to be transferred to digital media as optical 

characters. With handwriting recognition systems beginning 

to evolve out of this need, today's technology has moved 

away from keyboards to touch systems, and writing in the 

digital environment has begun to be done with handwriting 

instead of the small keyboards of touch screens. In addition, 

handwritten text documents, lettering on signs, etc. have 

begun to be transferred to digital in sectoral areas. 

Handwriting recognition systems are constantly evolving 

and being integrated into intelligent systems. Many 
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electronic tablets and digital agendas are now offered to 

users with handwriting recognition system software and 

smart pens. At the same time, in addition to everyday use, 

these systems are also being used in areas such as education, 

health, and security, which are evolving every day. In banks, 

handwriting recognition systems are used in areas such as 

reading check amounts and forms, and reading and sorting 

incoming mail addresses [1]. In addition, studies are being 

conducted daily for the systems to be used by children in 

smart boards and tablets, mainly to be used in education and 

to support teaching. 

 

Handwriting recognition is the computer recognition of 

handwritten letters, numbers and characters. This process, 

which is very simple for a human, is difficult for computers. 

In other words, making sense of lines, symbols, and their 

combined shapes at the word level is difficult for computers. 

Handwriting features such as the presence of characters that 

are different in many languages, the fact that each person has 

different handwriting, and the presence of combined 

handwriting make it difficult for computer systems to 

recognize handwriting. This topic is not yet fully developed 

and it is an area of limited efficiency [2]. When this 

technology is developed, which is mainly used in tablet 

computers and for which there are already examples, it will 

be possible to store and organize any handwritten 

information in a digital environment without using a 

keyboard. Handwriting recognition technologies can be 
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studied in two different groups. One is interactive (online) 

and the other non-interactive (offline) systems. Interactive 

systems are systems that recognize and classify by following 

the movements of the writing tool as it writes the 

handwriting. They are usually used in devices with a touch 

surface such as tablets, phones, smartboards, etc. Every 

movement during writing is controlled by the device. This is 

an important factor in increasing the accuracy rate. The 

disadvantage of these systems is that they have to give 

instant results and they have to be fast running systems as 

they have to keep up with the writing speed [2]. Non-

interactive systems are an attempt to recognize the 

information previously written on paper by digitizing it using 

methods such as photography and scanning. These systems 

are not expected to produce instantaneous output, so there 

are ways to work more slowly. However, since handwriting 

may not be very smooth, especially in old handwritten 

documents, the accuracy rates in the recognition process are 

low. To increase this rate, extensive pre-processing on the 

photo is required first. However, as a first step, the text 

should be divided into sections. Lines, sentences, words and 

characters should be divided according to their size, then 

preprocessing steps should be applied to each divided part 

before classification [1]. The advantage of this method is that 

it can be used for all kinds of documents that have existed 

for years and should be transferred to electronic media. 

 

In this study, detailed information about the different 

machine learning and deep learning algorithms used in the 

field of handwriting recognition was given and experiments 

were conducted to measure their performance in this field, 

discover the most efficient parameters and compare the 

success rates on the MNIST dataset. The results obtained at 

the end of the experiments were compared with the results of 

similar studies in this field. In addition, using some of these 

algorithms, a system for recognizing digits from non-

interactive handwriting, similar to handwriting recognition 

applications, was developed and an example usage method 

suitable for everyday use was demonstrated. A desktop 

application was developed for the end users of the 

application. In the second part of this study, similar studies 

on the topic in the literature are explained. In the third 

section, the dataset used, the development environment, the 

method and the evaluation criteria are explained in detail. In 

the fourth section, the details of the research conducted are 

explained. Detailed information is given about the design of 

each model created and the algorithm used in the model. In 

the fifth section, the interface application created is 

explained. In the sixth chapter, the results obtained at the end 

of the experiments are explained and the comparison of the 

success rates of the models in this study with similar studies 

are included. In the seventh chapter, the findings and 

evaluations obtained from the study are included in this 

direction. 

 

2. RELATED STUDIES 

 

In the work of Mohd Razif Shamsuddin and his colleagues 

who analyzed machine learning models for the MNIST 

dataset; They obtained 2 different versions of the MNIST 

dataset, grayscale and binary (black and white), with data 

preprocessing. They also performed the model training with 

these 2 different datasets. In the grayscale dataset; The 

accuracy rate was 99.4% with the CNN model, 94% with the 

random forest model, and 94% in the Extremely Randomized 

Trees model. In the binary data set; The accuracy rate was 

90.1% with the CNN model, 91% with the Random Forest 

model, and 92% with the Extremely Randomized Trees 

model. As a result of these experiments, they showed the 

effect and importance of proper selection of data 

preprocessing step and methods in machine learning on 

success rate [3]. Abien Fred M. Agarap created an 

architecture for machine learning by combining 

convolutional neural networks and support vector machines 

for image classification problems. In addition to the model 

where he used the ReLu function as the activation function 

in the CNN structure and then added a support vector 

machine, he created another model where the same CNN 

structure determined the activation function of the output 

layer as a softmax function. 2 models named "CNN-

Softmax" and "CNN-SVM"; trained with MNIST and 

Fashion-MNIST datasets and compared the results. In the 

study, 60000 training data and 10000 test data from both 

datasets were used. With the structure of "CNN-Softmax", 

99.23% success rate in MNIST dataset and 91.86% success 

rate in FashionMNIST dataset; With the structure of "CNN-

SVM", it achieved 99.04% success rate in MNIST dataset 

and 90.72% in Fashion-MNIST dataset [4]. 

 

Mine Altınay Günler Pirim argued that the output weights in 

the hidden layers in the structure of neural network used in 

handwriting recognition can be used to extract the feature 

vectors of the image. For this purpose, it used MNIST and 

USPS datasets in its experiments with MATLAB; using the 

artificial neural network, the support vector machine and the 

Euclidean distance classifier algorithm as the classifier, the 

success rates were measured. Using the structure developed 

in the study, it achieved success rates of 99.64% in the 

support vector machine model with the MNIST dataset, 

98.01% in the Euclidean distance classifier model, and 

98.56% in the artificial neural network model. With the 

USPS dataset, it achieved 97.47% success rates in the 

support vector machine model, 94.52% in the Euclidean 

distance classifier model, and 94.18% in the artificial neural 

network model [5]. Aoudou Salouhou, tested and compared 

deep learning algorithms for image classification and 

handwriting recognition using Fashion-MNIST, MNIST, 

CIFAR-10 and Arabic datasets in his study. To classify 

Arabic characters, the Arabic dataset created by Ahmed and 

his friends was used [6]. He used Deep Neural Network, 

Convolutional Neural Network and recursive neural network 

structures from Deep Learning algorithms. In his 

experiments with the MNIST dataset, the deep neural 

network model provided 99.53% accuracy rate, the 

convolutional neural network model provided 99.88% 

accuracy rate, and the iterative neural network model 

provided 99.05% accuracy rate. In his experiments with the 

Arabic dataset; The deep neural network model provided 

96.48% accuracy, the convolutional network model provided 

99.00% and the recursive neural network model provided 

96.94% accuracy [7].  

 

In her studies on handwriting recognition with machine 

learning algorithms, Rabia Karakaya conducted tests with 

support vector machine, decision tree, random forest, 

artificial neural network, K-nearest neighbor algorithm and 
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K-mean algorithm using MNIST dataset. She conducted her 

work using Scikit Learn library and tools. In the test results 

of the models trained with MNIST dataset using all 60000 

data, she achieved 90% accuracy rate by using polynomial 

kernel function in support vector machine model. It also 

achieved 87% accuracy in the decision tree model, 97% in 

the random forest model, and 97% in the artificial neural 

network model. In the K-Nearest Neighbor algorithm model, 

it achieved 96% accuracy in 865.932 seconds of test time and 

98% accuracy in the K-Mean algorithm model [8]. In their 

work, Shubham Sanjay Mor and his colleagues developed a 

system and an Android application to recognize handwritten 

characters and numbers using the EMNIST dataset and the 

CNN structure. At the end of the experiments they conducted 

in the CNN model they created, they used the "Adamax" 

function as an optimization parameter with which they 

achieved the highest performance. The model they created 

recognizes 62 handwritten characters and has an accuracy 

rate of 87.1% [9]. 

 

3. MATERIAL AND METHOD 

 

3.1. MNIST Dataset 

 

The dataset used for training and testing this system is the 

MNIST (Modified National Institute of Standards and 

Technology) dataset. It is a dataset created to process and 

make sense of the image. It consists of images of handwritten 

numbers, each of which is 28x28 pixels in size. It contains 

60,000 training (train) and 10,000 verification (test) images 

as classification [10]. It is a commonly preferred dataset in 

studies in similar domains. 

 

3.2. Libraries 

 

The software libraries used in this study are TensorFlow, 

Scikit Learn, Keras and Numpy libraries. 

In the following sections of this study, some mathematical 

values are used to make comparisons in performance 

evaluations and analysis. These mathematical values defined 

in the mentioned libraries and their definitions are as follows: 

 

Confusion Matrix: Confusion Matrix or error matrix is a 

performance measurement method for machine learning 

classification algorithms. It gives information about the 

accuracy of the predictions. It is a table that contains 4 

combinations of predictions and actual values [11]. With the 

help of this matrix, we can calculate values like precision, 

recall, support, accuracy, specificity, and F1 score. 

 

Accuracy: It is a value that indicates the accuracy rate. It is 

the ratio of predictions classified as correct to all predictions.  

 

 
 

Precision: It is the value that indicates how much of the 

positively predicted data was predicted correctly. The higher 

this ratio is, the more accurate the predictions were [12].  

It is calculated as; 

 

TP/(TP +  FP)    (1) 

 

Recall: It is the ability of the classifier to find all positive 

samples. It is a metric that shows how much of the data that 

should be positively predicted is positively predicted [12].  

It is calculated as; 

 

TP/(TP + FN)    (2) 

 

F1 Score: The F1 score can be interpreted as a weighted 

harmonic average of the Precision and Recall scores. It is a 

measure of the level of performance exhibited by the model. 

It is often used to compare models. 

 

3.3. Data Processing 

 

Data sets are processed through multiple phases, as with any 

MA study courses. Data pre processing, cutting, feature 

extraction and classification are the key procedures 

employed in the image classification and handwriting 

recognition applications.  

 

Preprocessing data: Data preparation is performed ready 

for analysis and subsequent phase; such operations as 

correction, conversion, cleaning, decrease of size, 

standardization and noise reduction. In handwriting 

recognition data the data preparation processes required 

might be stated in the following way: 

 

Thresholding: This is the way the image is converted into a 

binary picture, namely a black and white one. The basic 

objective is to highlight the image and identify the item with 

this technique. Pixels are calculated as black or White 

according to the supplied threshold value, depending on the 

type of threshold approach used [13].  

 

Noise reduction: Refers to processes carried out to further 

clear the picture. The highlights can be sharpened in texts by 

a technique that is needed. It aims to produce a clear picture 

through this approach. Methods such as a medium filter, 

median filter, Gaussian smoothing filter and masking 

approach can minimize noise. 

 

Figure 1. Confusion Matrix 
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Normalization: Slope correction is an additional name for 

standardization, one of the image processing procedures. 

This procedure corrects the curvature of the text in 

handwritten text photographs and eliminates the skew. 

Histograms are used to identify and correct curvature and 

path, as with many other image processing procedures. In the 

early parts of the normalization operations, Bosinosvic and 

Srihari Method (BSM) is commonly used [14]. The angle 

between the horizontal axis in the text correction and the 

horizontal axis of the written text is known as the slope, and 

the angle between the vertical axis in the text correction and 

the vertical axis of the written text is known as the slant. 

Normalization is another term for handwriting correction 

using slant and slope [15]. 

 

Feature extraction: Each distinguishing feature in the 

photos may be designated as an attribute. Attribute 

information is composed of numerical data derived from the 

separation of features from the picture [16]. Approaches like 

histograms, projection-based methods, Fourier and Wavelet 

transforms, or defining letters as a set of basic shapes like 

curves and lines are utilized at this step [2]. The information 

collected from this stage has a direct impact on the 

recognition stage, and the qualities of this information have 

a direct impact on the recognition stage's efficiency. 

 

Classification: During the classification phase, the attributes 

of the data in the picture are compared to the classes in the 

database to determine which class the picture belongs to. 

Many various approaches are utilized at this step, including 

template matching, neural networks, classification 

algorithms, statistical learning, and structural learning. The 

data sets employed are critical for this stage's high 

performance and accuracy, and they should be prepared to 

contain as many samples and kinds as feasible. 

 

3.4. The Proposed Model 

 

The implementation steps in the project are as follows: 

1) The project contains necessary libraries such as 

Tensorflow, Keras, Scikit Learn, and Numpy.  

2) The project includes the MNIST dataset from the 

Tensorflow-Keras library.  

3) The dataset was labeled and split into training and 

test data.  

4) The data was subjected to preprocessing processes.  

5) Following the preparation processes, the data was 

normalized and characteristics were retrieved.  

6) Algorithms to be utilized with libraries have been 

defined.  

7) For each method, the parameters to be utilized 

during training were determined in the most 

appropriate method for the dataset. It was intended 

to get the best possible results. 

8) The dataset was trained using the "Fit" function, 

and model training was completed. Scikit Learn 

library was widely utilized during learning in K-

NN, SVM, Decision Tree, and Naive Bayes 

algorithms, while Tensorflow and Keras libraries 

were employed in neural networks.  

9) The model was evaluated using the "Predict" 

function on a portion of the dataset that had been 

put aside for testing. 

10) Finally, to assess the performance of the trained and 

tested model, the classification report and confusion 

matrix were generated and shown as a report using 

the "classification report" and "confusion matrix" 

functions of the Scikit Learn library's "metrics" 

module. Precision, recall, f1 score, support, and 

accuracy scores generated from the confusion 

matrix findings are shown in tabular form in the 

classification report. This table contains enough 

information to allow you to examine and evaluate 

the performance results. 

 

 
Figure 2. The Implementation Steps 

 

4. RESEARCH AND PERFORMANCE RESULTS 

 

The tests carried out, the models constructed using the 

methods utilized, the hyper-parameter modifications, and the 

performance results are all detailed in depth in this section. 

All 70000 bits of data from the data set were used, with 

60000 reserved for training and 10000 designated for testing, 

and the ratios of these portions were kept consistent 

throughout all models. 

 

Artificial Neural Network – ANN  

 

Deep learning is based on neural networks, which were 

formed by modeling the neuron structure of humans and 

adapting this neuron structure to machines. The human 

neuron structure was used to generate features such as brain 

The project contains libraries such as Tensorflow, 
Keras, Scikit Learn, and Numpy.

The project includes the MNIST dataset.

The dataset was labeled and split into training and test 
data. 

The data was subjected to preprocessing processes.

The data was normalized and characteristics were 
retrieved. 

Algorithms to be utilized with libraries have been 
defined. 

The parameters to be utilized during training were 
determined in the most appropriate method for the 

dataset.

The data set was trained using the "Fit" function, and 
model training was completed. 

The model was evaluated using the "Predict" function 
on a portion of the dataset that had been put aside for 

testing.

Finally, to assess the performance of the trained and 
tested model.
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structure, learning, and information use. To detect real-world 

relationships, artificial neural networks have been built. 

They can also conduct classification, pattern recognition, 

grouping, and estimate. They may process many inputs and 

generate results [17]. The network structure is formed by the 

combination of artificial neural network cells within the 

framework of particular rules. Layers are generated when 

these brain networks, or neurons, join together. Receiving 

inputs and sending outputs are handled by cells and layers. 

As a result, they are linked to the outside world [18]. This 

structure's layers are divided into three sections: the input 

layer, the concealed layer, and the output layer. 

 

 "Multiple-layer perceptron neural network (MLPNN)" 

refers to artificial neural networks that have one or more 

hidden layers in addition to the input and output layers. 

MLPNN structures are artificial neural network structures 

that are employed and represented in many artificial neural 

network research nowadays [19]. The study's artificial neural 

network is a three-layer fully linked network. In order to 

build the neural network, the "Sequential" model from the 

Keras library's "model" module was used. According to the 

“Sequential” paradigm, a neural network will be formed. 

 

The "Dense" class was then added to the "layers" module to 

generate neural network layers. The number of neurons in 

the layers was calculated using these modules, and the neural 

network was built. Neurons in the neural network's hidden 

layers have activation functions [19] A neuron's activity is 

determined by activation functions. As a result, they are 

extremely important in neural networks. Different functions 

are selected based on where they will be utilized and how 

they will effect performance. The most preferred and 

recommended activation functions in neural network layers 

are “relu”, “sigmoid” and “softmax” functions. In the neural 

networks in this study, while the "relu" activation function is 

used in the input layers, the "softmax" function, which is the 

most preferred in multiple classification problems, is used in 

the output layers. The “Softmax” function generates values 

between [0,1] and these values show the probability that each 

input belongs to a class. After creating the neural network 

structure, it was compiled with the necessary parameters. 

 

Table 1.  Parameters applied to the ANN model in this study 

Parameters 
Values applied in 

this model 

Batch Size 256 

Epochs 40 

Dropout Rate (0.5,0.2) 

Learning Rate 0.001 

Activation Function  Relu 

Activation Function (output 

layer) 
Softmax 

Loss Function 
Categorical cross 

entropy 

Metric Accuracy 

 

 
 

For optimization, tests were carried out with 3 different 

parameters. These are the “Adam”, “Adadelta” and 

“RMSprop” parameters. Finally, the model was trained and 

tested. The results obtained after 40 epochs are as follows: 

 

Table 2. Comparison of success rates of optimization 

parameters 

 

Convolutional Neural Network – CNN 

 

Convolutional neural networks are the form in which 

artificial neural networks were developed for image data 

training to be performed using convolution. It is a neural 

network with a convolutional mathematical operation in 

some of the layers. In these neural networks, a convolution 

structure is created by convolution, pooling and smoothing 

steps just before the ANN structure [20].  

 

The neural network structure has been started with the 

"Sequential" model, as described in the previous title. 

“Convolution2D” function was used for convolution in the 

convolution layer and “Maxpooling2D” function was used in 

the pooling layer. These two layers can be added as many 

times as desired. Finally, the "Flatten" function has been 

used for flattening. Activation functions are used in 

convolution layers as in neural network structures. In this 

study, the “relu” function was preferred in neurons of all 

convolution layers. After the flattening layer, the 

convolution structure was connected to the ANN structure. 

 

"Batch_size" and "epochs" values given as parameters to the 

"compile" function in neural networks indicate how long the 

training will take. The “epochs” value represents the number 

of rounds of the training, which determines how many times 

the data will be shown to the network. The “batch_size” 

value is a measure of how much data will be received in each 

epoch. By changing these values, it is possible to improve 

the test results and increase the accuracy rate. 

 

In the convolutional neural network model designed in this 

study, the hyper-parameters were determined as follows: 

 

Optimization 

Parameters 
Accuracy Rate 

Adadelta %85.39 

Adam %98.66 

Rmsprop %98.50 

Figure 2. Architecture of the designed ANN model 
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Table 3. The parameters applied to the CNN model in this 

study 

Parameters 
Values applied in this 

model 

Batch Size 128 

Epochs 30 

Dropout Rate (0.25,0.5) 

Learning Rate 0.001 

Activation Function  Relu 

Activation Function (output 

layer) 
Softmax 

Loss Function Categorical cross entropy 

Metric Accuracy 

 

Optimization parameters given in the compilation section of 

the created CNN structure also affect the accuracy rate. In 

this study, 2 different trainings were made using the "adam" 

and "adadelta" functions and the test results were obtained. 

All variables except the “optimizer” parameter were kept 

constant. The architecture of the proposed model is shown in 

the report obtained with the "summary" function below. 

 

Table 4. Comparison of accuracy rates of tested parameters 

Optimization 

Parameters 
Accuracy Loss 

Adam 0.994 0.304 

Adadelta 0.864 0.548 

 

 
 

Naive Bayes Algorithm 

 

Naive Bayes classification algorithm is an algorithm based 

on Bayes' theorem, that is, probability and using probability 

calculation. This algorithm works by calculating the 

probability of belonging to each class for each new data and 

classifying it according to the highest probability value [21]. 

Very efficient results can be achieved even with low 

computation time. It can work well on unbalanced datasets. 

Bayes' theorem equation is given below. 

 

𝑃(𝐴/𝐵) = (𝑃(𝐵/𝐴) × 𝑃(𝐴))/𝑃(𝐵)         (3) 

 

The "naive_bayes" module in the Scikit Learn library has 

been added for the Naive Bayes algorithm. There are 3 most 

important submodules that can be used for the Naive Bayes 

algorithm in the Scikit Learn library. These are: 

“GaussianNB”, “MultinomialNB”, “BernoulliNB”. These 

modules are methods that can be used in different data sets 

and they work by using Gaussian, Multinomial, Bernoulli 

distribution methods. The ones that can be used in the 

MNIST dataset in this study are the "GaussianNB" and 

"MultinomialNB" methods. As a result of the tests, a higher 

accuracy rate was obtained with the “MultinomialNB” 

method. Finally, the training and testing process was carried 

out, the test results are as follows: 

 

Table 5.  Accuracy rate of Naive Bayes model 

Model Accuracy 

Naive Bayes 

(MultinomialNB) 
0.835 

 

Decision Trees 

 

Decision trees are algorithms that are frequently used in 

classification problems, which divide a data set into smaller 

classes by putting certain decision rules and querying within 

the framework of these rules. It consists of three basic parts 

called node, branch and leaf. Each variable is defined as a 

node. They are easily understandable structures. It can be 

used for processing both categorical and numerical data. The 

most important disadvantage of decision trees is that the tree 

structure cannot be read and followed if very complex trees 

are produced. In addition to these, there is a possibility of 

over-fitting [22]. Important points in decision trees; how the 

division will take place, how the branching will take place, 

that is, how the tree structure will be created and according 

to which algorithm. There are many decision tree algorithms, 

but in order to achieve high accuracy, the most suitable 

algorithm for the data set and the problem should be selected 

[23].  

 

In order to use decision trees, the "tree" module of the Scikit 

Learn library has been added to the project. For 

classification, the “DecisionTreeClassifier” submodule is 

included from this module. When creating a model with the 

"DecisionTreeClassifier" class, the "criterion" parameter 

must be specified. With this parameter, the tree forming 

criterion and the function that will create the division 

criterion of the data are determined. In this study, the 

“criterion” parameter was chosen as “Gini”. 

 

Table 6. Parameters applied to the Decision Tree model in 

this study 

Parametres 
Values applied in this 

model 

Criterion gini 

Splitter best 

Figure 4. Architecture of the designed convolutional 

neural network model 
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Class Weight balanced 

Maximum Depth 15 

Minimum Samples Split 2 

Minimum Samples Leaf 1 

Minimum Weight Fraction 

Leaf 
0.0 

Minimum Impurity 

Decrease 
0.0 

 

Finally, the training and testing process was carried out, the 

test results are as in Table 7: 

 

Table 7. Accuracy rate of Decision Tree model 

Model Accuracy 

Decision Tree 0.8834 

 

Support Vector Machine – SVM 

 

Support vector machines that can perform well on both linear 

and non-linear data are easy-to-implement algorithms. High 

success results can be obtained with support vector machines 

in many data sets [24]. 

 

Support vector machines are a method that creates support 

vectors based on existing class data and classifies new data 

accordingly. Support vector machines farthest removed from 

any two points dealt with in the dataset will allow to decide 

between the two classes is work to create a border [25]. 

Support Vector Machines are divided into two according to 

the linear separability and non-separability of the data set.  

One of the most important points in support vector machines 

is kernel functions. The appropriate kernel function should 

be selected according to whether the data set can be separated 

linearly or not [26]. These kernel functions greatly affect 

success. The most commonly used kernel functions are 

"linear", "rbf", "poly" and "sigmoid". While the “linear” 

kernel function is used for linearly separable data sets, “rbf” 

is used for non-linearly separable data sets. 

 

The "SVC" (Support Vector Classification) module under 

the "svm" module from the Scikit Learn library for the 

support vector machine was included in the study. “poly”, 

“rbf” and “linear” kernel functions were tested with the 

MNIST dataset. As a result of the test, in this study, the 

"poly" kernel function was preferred in accordance with the 

MNIST data set. 

 

The results after the training and testing processes are as in 

Table 8: 

 

Table 8. Comparison of the accuracy rates of the parameters 

applied to the SVM model and the kernel functions tested 

 

Kernel 

Function 

Gamma 

value 
C value 

Accuracy 

Rate 

poly scale 1 %97.71 

linear scale 1 %94.04 

rbf scale 1 %97.92 

 

K-Nearest Neighbor Algorithm – K-NN 

 

K-NN is a supervised learning algorithm that provides 

learning by looking at the nearest neighbor data around the 

evaluated data. It is frequently preferred because it can be 

used in very wide areas, can provide high success results, and 

is easy to understand. 

 

The two most important parameters affecting the success rate 

of the algorithm are the number of neighbors (k) and the 

distance criterion, which is the value of the distance to the 

neighbors [27]. The data is classified by looking at the 

nearest neighbors as many as the k value determined in the 

algorithm. The data selected as the nearest neighbor is 

selected according to the parameter determined as the 

distance criterion. The most common distance criterion; 

Minkowski, Euclidean and Manhattan distances are used 

[28]. 

 

The K-nearest neighbor algorithm is a powerful algorithm 

because it is simple and resistant to noisy training data. The 

disadvantage of this algorithm is that it needs very large 

memory space in large data set, as it stores all data and 

accounts. 

 

Table 9. Variation of accuracy rate according to the 

parameters applied to the K-NN model and the k value 

Number of 

neighbors (k) 

Distance 

criterion 

Accuracy  

rate 

1 minkowski %96.91 

2 minkowski %96.27 

3 minkowski %97.05 

4 minkowski %96.82 

 

In this study, the k value, which represents the number of 

neighbors, was determined as 3 with the "n_neighbors" 

parameter. The “metric” parameter, which is the distance 

criterion, was determined as “minkowski”, that is, the 

Minkowski distance was used. 

 

The results after training and testing are as follows: 

 

Table 10. Accuracy rate of K-NN model 

Model 
Number of 

neighbors (k) 

Distance 

criterion 
Accuracy 

K-NN 3 minkowski 0.9705 

 

5. USER INTERFACE APPLICATION 

 

In this project, an interface application was created for the 

end user by using the "PyQt5" library created for the 

graphical user interface of the Python programming 

language. The application has been developed with the aim 

of taking a handwritten number using the mouse as input data 

and classifying this data through previously trained and 

recorded models. 

 

In the "Modeller" tab of the application, the parameter values 

of the trained algorithms used in the training are listed and 

presented to the user's information. Users click on the Draw  
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button, write a number in the drawing area window opened 

with the mouse and save the entry with the "Kaydet (Save)" 

button. If it is written incorrectly and it is desired to repeat 

the drawing process, the drawing screen is returned to its 

original state by clicking the "Temizle (Clear)" button.  

 

 

 
 

 

 
 

Then, with the "Çizimi Görüntüle (View Drawing)" button 

on the main screen, the input data is displayed in the main 

window. In the next step, users enter the "Yazılan Sayı 

(Actual Number):" information in the relevant place. 

 

The users, among the algorithms previously described in this 

study; details of models trained using Convolutional Neural 

Network, Multiple-layer perceptron neural network, Naive 

Bayes, Support Vector Machine, K-Nearest Neighbors and 

Decision Tree algorithms can be accessed in the "Modeller" 

tab. Then, on the main screen, they select the model they 

want to be used in the classification process. The 

classification process is started with the “Tahmin Yap 

(Predict)” button. After the classification process is finished, 

“Sınıflandırma tamamlandı (Classification is complete).” 

information message is received. 

 

Then, in the “Çıkış (Output)” pane, a representative data 

from the MNIST dataset is displayed as the classification 

result in the appropriate label. In the “Tahmin Edilen Sayı 

(Predicted Number):” section, the label of the classification 

result is shown. In the lower part, the results table and 

prediction rates are shown. 

 

6. EXPERIMENT RESULTS 

 

The results obtained from the test results are shown in Table 

11. According to the results of the experiment performed 

with the MNIST data set in handwriting recognition 

processes, an accuracy rate of over 80% was obtained in all 

models. The highest accuracy rate is 99.45% and this rate 

was obtained with the CNN-Adam model. After the 

convolutional neural network models, the ANN-Adam 

model provided the highest accuracy rate with 98.66%. In 

addition, in the same data set, with the number of 3 

neighbors, the K-NN model provided 97.05% accuracy and 

the SVM-poly model 97.71% accuracy. High success has 

been achieved in these models as well. 

 

Table 11. Accuracy rate comparison of models 

Model Accuracy Rate 

ANN-RMSprop %98.50 

ANN-Adam %98.66 

CNN-Adadelta %86.44 

CNN-Adam %99.45 

K-NN %97.05 

Naive Bayes %83.57 

SVM-poly %97.71 

Decision Tree %88.34 

 

Figure 5. Interface implementation classification process result 

Figure 6. Interface application drawing window 
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Neural networks, which have not been studied much due to 

hardware deficiencies until recently, often show higher 

success than other classification algorithms with today's 

hardware. 

 

Algorithm and method selection in handwriting recognition 

systems depends on many factors such as hardware, working 

environment, interactive or non-interactive systems. 

However, considering the developing technology and 

hardware, the use of neural networks in this field will provide 

high efficiency and accuracy. 

 

In other classification algorithms, success rates can be 

increased by using different hyper-parameters and applying 

detailed data preprocessing. These algorithms are 

frequently preferred in handwriting recognition, show high 

success and are already used in many software in this field. 

 

Comparison of the accuracy rates of the models created in 

similar studies in the literature with the accuracy rates of 

the models created in this study are given in Tables 12, 13, 

14, 15. 

 
Table 12. Comparison of the K-NN model with similar 

studies 

Reference 

(Year) 
Dataset Accuracy Rate 

M. A. G. Pirim 

(2017) 
MNIST %98.01 

M. A. G. Pirim 

(2017) 
USPS %94.52 

R. Karakaya 

(2020) 
MNIST %96 

This Study MNIST %97.05 

 

Table 13. Comparison of ANN-Adam model with similar 

studies 

Reference 

(Year) 
Dataset Accuracy Rate 

M. A. G. Pirim 

(2017) 
MNIST %98.56 

M. A. G. Pirim 

(2017) 
USPS %94.18 

A. Salouhou 

(2019) – Derin 

Sinir Ağı 

MNIST %99.53 

A. Salouhou 

(2019) – 

Yinelemeli 

Sinir Ağı 

MNIST %99.05 

R. Karakaya 

(2020) 
MNIST %97 

This Study MNIST %98.66 

 

Table 14. Comparison of the CNN-Adam model with similar 

studies 

Reference 

(Year) 
Dataset Accuracy Rate 

M. R. 

Shamsuddin ve 

ark. (2019) 

MNIST %99.4 

M. R. 

Shamsuddin ve 

ark. (2019) 

MNIST (binary) %90.1 

A. Salouhou 

(2019) 
MNIST %99.88 

A. F. M. 

Agarap (2017) 

- CNN-

Softmax 

MNIST %99.23 

S. S. Mor ve 

ark. (2019) 
EMNIST %87.1 

This Study MNIST %99.45 

 

Table 15 Comparison of the SVM-poly model with similar 

studies 

Reference 

(Year) 
Dataset Accuracy Rate 

M. A. G. Pirim 

(2017) 
MNIST %99.64 

M. A. G. Pirim 

(2017) 
USPS %97.47 

R. Karakaya 

(2020) 
MNIST %90 

A. F. M. 

Agarap (2017) 

- CNN-SVM 

 

MNIST %99.04 

This Study MNIST %97.71 

 

In addition to these experiments, an end-user desktop 

interface application has been developed for the handwriting 

recognition system. The application was developed using the 

Python programming language and its interface library, the 

PyQt5 library. The application is designed to make 

handwritten digit prediction with all algorithms used in the 

experiments according to selection. 

 

7.  CONCLUSION AND EVALUATION 

 

In this study, the achievements and performances of machine 

learning algorithms in handwriting recognition processes 

were examined. An interface has been developed for test 

studies by sampling recognition models with different 

algorithms. These algorithms were selected as ANN, CNN, 

K-NN, Naive Bayes algorithm, SVM and decision trees, all 

of them were discussed in detail and experiments were 

carried out on the MNIST dataset for each of them. During 

these experiments, Python programming language and 

accordingly; Keras and Tensorflow libraries for MNIST 

dataset, CNN and ANN structures; Scikit Learn library was 

used for test result reports of K-NN, Naive Bayes algorithm, 

SVM, decision trees and models. The result reports and 

accuracy value obtained using the Scikit Learn library 
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metrics were used to compare the success rates of the 

algorithms. 

 

In the study, a total of 6 different algorithms were used. ANN 

and CNN models were the most successful when the models 

were compared in terms of accuracy. A success rate of 

98.66% was achieved with the ANN-Adam model and 

99.45% with the CNN-Adam model. Experimental results 

have shown that; Neural networks are more successful than 

other algorithms studied. However, neural network 

architecture and selected activation functions significantly 

affect the performance. In traditional classification 

algorithms, it is observed that the K-NN and SVM models 

can achieve a success rate of over 97%. 

 

As a result almost all classification algorithms were 

examined with the MNIST data set, unlike similar studies in 

the literature. Experiments were carried out with many 

different parameters in all of them, and it was aimed to create 

the most efficient combination. 
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Abstract  

 

In this study, the effect of evaporator pinch point temperature difference (∆TPP,e) value in Organic Rankine Cycle (ORC) on 

system performance was determined. Under different applications of ORC, optimum ∆TPP,e value has been determined in ORC 

systems designed with different heat source temperatures. By changing the ∆TPP,e value, the heat input provided to the system, 

the mass flow of organic fluid, the evaporation pressure and the enthalpy drop in the turbine are affected. In thermodynamic 

optimization, the objective function is determined as turbine power maximization. Genetic algorithm optimization technique is 

used. Within the scope of low and high temperature ORC applications, the optimum ∆TPP,e value of different organic fluids under 

10 different heat source temperatures (Low, 90-130 °C; High, 250-290 °C) has been determined. Low temperature organic fluids 

have been selected from dry, isentropic, wet and new-generation categories. High temperature organic fluids have been selected 

from the alkane, aromatic hydrocarbon, and siloxane categories. The effect of ∆TPP,e on fluids of different categories was 

determined for low and high temperature ORCs. It has been determined that taking the ∆TPP,e value constant regardless of the 

heat source temperature and organic fluid causes performance loss in ORC. 

 

Keywords: Genetic Algorithm, Low-High Organic Fluids Optimum, Pinch Point, Organic Rankine Cycle, Thermodynamic 

Optimization 

 

 

1. INTRODUCTION 

 

The Organic Rankine Cycle (ORC) works like the Rankine 

cycle as its working principle, the difference is that an 

organic fluid other than water is used. The fluid used in ORC 

has a lower boiling point and a higher vapor pressure than 

water and can therefore be used in low temperature heat 

sources to generate electricity. The organic fluid is selected 

to best match the heat source according to its different 

thermodynamic properties, resulting in higher efficiency of 

both the process and the expander. 

 

In this study, the performance of organic fluids was 

determined depending on the heat source temperature under 

low and high temperature applications of ORC. The 

optimum evaporator pinch point temperature difference 

(∆TPP,e) was determined for each heat source temperature. 

∆TPP,e; It is defined as the difference between the evaporator 

pinch point temperature (TP,e) and the evaporation 

temperature of the organic fluid. It has been observed that 

this value (∆TPP,e), which was taken as a constant in most of 

 
* Corresponding Author 

the previous studies, seriously affects the ORC performance. 

Important studies on this subject are summarized. 

 

Wu et al. [1] conducted a study on the determination of 

∆TPP,e and ∆TPP,c in ORC designed using mixing fluids. They 

considered exergo - economic performance, which is the 

ratio of annual total cost to net power, as an evaluation 

criterion. They stated that the increase of ∆TPP,e rapidly 

increased exergo economic performance, but reached the 

best performance at optimum ∆TPP,e value. They concluded 

that the optimum ∆TPP,e for mixing fluids should be between 

3-6 °C.  

 

Yu et al. [2] developed a method that can instantly determine 

the organic fluid and working conditions in ORC depending 

on the ∆TPP,e. They defined the ∆TPP,e formed in the preheater 

and the ∆TPP,e formed in the evaporator for this aim. They 

determined that the maximum power is reached when there 

is a suitable difference between the heat source inlet 

temperature and the critical temperature of the fluid, and the 

fluid evaporates near the critical region.  
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Liu et al. [3] performed a performance analysis for 

geothermal different heat source temperatures in the ORC 

system they designed using R245fa. The effect of ∆TPP,e on 

system performance has been determined. Net power, 

turbine size parameter, volume flow rate and total thermal 

conductivity were calculated. It has been determined that 

∆TPP,e is inversely proportional to total thermal conductivity 

and net power. It has been stated that the optimum ∆TPP,e is 

associated with the heat source inlet temperature, and low 

∆TPP,e provides high net power. As a result of the change of 

heat source inlet temperature between 80-180 °C, it has been 

determined that ∆TPP,e increased from 2 °C to 21 °C. 

 

Kaşka et al. [4] conducted a study on the energy and exergy 

analysis of the Organic Rankine-Brayton combined cycle. 

They found that it is important to determine the optimum 

∆TPP,e temperature in heat exchangers where heat source and 

work fluid heat transfer occurs in ORC design. They stated 

that while the heat transfer to the evaporator increases 

linearly with the increase of the ∆TPP,e value, the thermal 

efficiency of the ORC decreases, but depending on the ∆TPP,e 

value, the net power produced by the ORC is the optimum 

point.   

 

Sun et al. [5] examined the effect of ∆TPP,e on 

thermodynamic performance within the scope of geothermal 

ORC applications. They stated that ∆TPP,e is an important 

parameter for thermodynamic and economic performance. 

They have determined that low ∆TPP,e will provide more 

turbine net power but have a negative effect on the economy 

as it will increase the heat transfer area. For heat source 

applications higher than 130 °C, it has been determined that 

ORC produces 1.7-2.6% more power with every 1 °C 

decrease in ∆TPP,e. 

 

Bademlioğlu et al. [6] studied the effect of ∆TPP,e on exergy 

performance in ORC. The effect of changing ∆TPP,e between 

5-20 °C on systems prepared using different organic fluids 

has been determined. They stated that depending on the 

∆TPP,e and the organic fluid, the irreversibility in the 

evaporator can be reduced by 62.32%. 

 

Wang et al. [7] have worked on ∆TPP,e optimization using the 

Analytical Hierarchy Process (AHP) - Entropy method in 

ORC systems. As a result of the study, they stated that they 

reached the maximum power output with R141b and the 

maximum thermal efficiency and exergy efficiency values 

with R11.  

 

Sarkar [8] worked on ∆TPP,e design and optimization for 

maximum heat recovery in ORC. He developed a method 

that can determine ∆TPP,e and ∆TPP,c instantaneously. Best 

results have been achieved in ammonia fluid in terms of low 

mass flow requirement, high exergy efficiency and low 

turbine size at optimum points. In terms of high-power 

output and heat recovery efficiency, it performed better in 

isopentane fluid. 

 

Jankowski et al. [9] determined the optimum ∆TPP,e value in 

ORC systems using the multi-objective approach technique. 

They worked on two objective functions: economy and 

environment. At the end of their studies, they reached the 

optimum ∆TPP,e between 7-10 °C by using R245fa fluid.  

Imran et al. [10] conducted an optimization study by aiming 

thermal efficiency maximization and unit investment cost 

minimization with NSGA-II method. Evaporation pressure, 

superheating temperature and ∆TPP,e - ∆TPP,c values were 

chosen as design parameters. 

 

In the section below, the differences of the number of 

objective functions in optimization with GA are examined. 

In some studies, the objective function was determined 

through a single parameter in GA optimization. The 

objective functions; Bian et al. [11] determined the heat 

transfer area as the ratio of the total net power output, and 

Long et al. [12] decided the total exergy efficiency. Gutierrez 

et al. [13] accepted gross annual profit as an objective 

function, Han et al. [14] as a total irreversibility loss, 

Pierobon et al. [15] as a thermal efficiency, Agromayor et al. 

[16] as a second law efficiency. Finally, Andreasen et al. 

[17], Fiaschi et al. [18] and Kai et al. [19] used the net power 

as the objective function and studied both the optimum fluid 

selection and the thermodynamic optimization of the system 

with GA. 

 

In this study, thermodynamic optimization has been made in 

order to find the optimum ∆TPP,e point for ORC designed 

using different fluids. As can be seen from the literature 

studies, it is stated that the maximum turbine power is not 

obtained due to the absorption of heat in the evaporator at the 

point where the thermal efficiency reaches its maximum. It 

has been determined that while the thermal efficiency 

decreases with the increase of ∆TPP,e value, the turbine power 

is not in the same trend. It was observed that the turbine 

power of the system started to decrease after a certain ∆TPP,e 

value. With the change of ∆TPP,e, the heat input required to 

be provided to the system increased, however, the mass flow 

rate of the organic fluid increased. But at the same time, with 

the change of ∆TPP,e, the evaporation pressure decreased and 

the enthalpy difference in the turbine decreased. It has been 

determined that the turbine power of the system starts to 

decrease at the point where the decrease in the enthalpy 

difference is more than the increase in ORC mass flow rate.    

 

Therefore, it was observed that the optimum ∆TPP,e point 

depends on the organic fluid and the heat source temperature. 

In the studies, it was determined that taking a constant ∆TPP,e 

value caused a certain amount of error in the analysis results. 

In this study, the optimum ∆TPP,e point of organic fluids in 

different categories at different heat source temperatures 

under various ORC applications was determined. These 

applications; geothermal, low temperature solar, waste heat 

and biomass-high temperature solar. Organic fluids have 

been selected for low temperature ORC from dry, isentropic, 

wet and new-generation organic fluids. In high temperature 

ORC, fluids have been chosen from among alkanes, aromatic 

hydrocarbons and siloxanes. 

  

For low temperature ORC; 

• Geothermal Energy Applications (Th,i = 90, 100, 

110 °C) 

• Low Temperature Solar Energy Applications (Th,i = 

120, 130 °C) 

 

For high temperature ORC; 

• Waste Heat Applications (Th,i = 250, 260, 270 °C) 
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• Biomass and High Temperature Solar Energy 

Applications (Th,i = 280, 290 °C) 

 

Li [20], in his review study, examined the organic fluid 

performance under different application areas (geothermal, 

low temperature solar, waste heat and biomass-high 

temperature solar) of ORC according to the heat source 

temperatures.  

 

By using the temperature values determined for these 

applications, the effect of optimum pinch point temperature 

on turbine power maximization on different fluids has been 

determined.  

 

In previous studies, it was observed that the ∆TPP,e value was 

taken as constant. However, the optimum ∆TPP,e value 

changes depending on the heat source temperature and the 

organic fluid. Based on these two factors, it is aimed to make 

an optimization study by determining the turbine power 

maximization purpose under the optimum ∆TPP,e. By 

determining the optimum ∆TPP,e points for different 

applications of ORC, it is aimed to reach higher system 

performances in thermodynamic analysis, modeling and 

optimization studies conducted by the researchers. 

  

2. MATERIALS AND METHODS 

 

2.1. Thermodynamic Analysis  

 

Engineering Equation Solver (EES) was used for 

thermodynamic analysis and optimization of ORC. Energy 

and mass equations for ∆TPP,e is introduced to EES, boundary 

conditions are entered for optimization using EES and 

genetic algorithm interface. 

 

Table 1 and Table 2 summarizes the thermophysical and 

safety-environmental properties of fluids for low and high 

temperature ORC fluids respectively. The thermophysical 

properties of the fluid are taken from the “ASHRAE 

Standard 34” table. [21]. 

 

General definitions and equations (1-4) for the system are 

given below. 

 

Mass balance (Total Mass Input = Total Mass Output); 

 
∑ �̇�𝑖𝑛𝑝𝑢𝑡 = ∑ �̇�𝑜𝑢𝑡                                             (1) 

 

Energy balance (Total Energy Input = Total Energy 

Output); 

 
∑ 𝐸𝑖𝑛𝑝𝑢𝑡 = ∑ 𝐸𝑜𝑢𝑡                                   (2) 

 

�̇� − �̇� = �̇� ∗ (ℎ𝑖𝑛 − ℎ𝑜𝑢𝑡)                                 (3) 

 

Exergy balance (Total Exergy input = Final Exergy + Exergy 

Consumption + Exergy Destruction); 

 

�̇�𝑥𝑖𝑛 = �̇�𝑥𝑓 + �̇�𝑥𝑐 + �̇�𝑥𝑑                                             (4) 

 

 

Table 1. Thermophysical and safety-environmental properties of fluids for low-temperature ORC. 

Fluids R601 R601a R141b R123 R152a R134a R1234yf R1234ze 

Type Dry Isentropic Wet New-Generations 

Molecular mass (g/mol) 72.15 72.15 116.95 152.93 66.05 102 114.04 114.04 

Normal Boiling Points (oC) 36.1 27,8 32 27,8 -24 -26.1 -29.3 -18.8 

Critical Temperature (oC) 196.6 187.2 204.4 183.7 113.3 101.1 94.85 109.52 

Critical Pressure (MPa) 3.37 3.38 4.21 3.66 4.52 4.06 3.38 3.63 

ASHRAE 34 safety group  A3 A3 n.a B1 A2 A1 *A2L *A2L 

ODP 0 0 0.12 0 0 0 0 0 

GWP  20 20 725 77 124 1430 4 6 

 

Table 2. Thermophysical and safety-environmental properties of fluids for high-temperature ORC. 

Fluids n-octane cyclohexane benzene toluene MM D4 

Type Alkanes Aromatic Hydrocarbons Siloxanes 

Molecular mass (g/mol) 114.23 84.161 78.108 92.138 162.4 296.6 

Normal Boiling Points (oC) 125 80 80 110 100.4 175 

Critical Temperature (oC) 296 280 289 319 245 312 

Critical Pressure (MPa) 2.49 4.075 4.89 4.12 1.91 1.33 

ASHRAE 34 safety group  n.a A3 B2 A3 n.a n.a 

ODP n.a 0 0 0 n.a n.a 

GWP  n.a low low 2.7 n.a n.a 

*A2L; low toxicity and mildly flammable 

Ata et al.
Determination of Optimum Pinch Point Temperature Difference Depending on Heat Source Temperature and Organic Fluid with Genetic Algorithm

Academic Platform Journal of Engineering and Smart Systems 10(1), 19-29, 2022 21



 

 

In the energy analysis of the components in the system, the 

equations used for pump work (5), evaporator heat input (6), 

turbine work (7), the amount of heat discharged from the 

condenser (8) are given below (Isentropic efficiencies of 

turbine and pump, ƞt and ƞp, respectively). 

 

𝑊𝑝 = (ℎ2 − ℎ1) = (ℎ2𝑠 − ℎ1)/𝜂𝑝                                   (5) 

 

𝑄𝑒 = (ℎ3 − ℎ2)                                                   (6) 

 

𝑊𝑡 = (ℎ3 − ℎ4) = (ℎ3 − ℎ4𝑠)𝜂𝑡                                (7) 

 

𝑄𝑐 = (ℎ4 − ℎ1)                                        (8) 

The equations used for net work (9) and thermal efficiency 

(10) in the system are given below. 

 

𝑊𝑛𝑒𝑡 = 𝑊𝑡 − 𝑊𝑝                                            (9) 

 

𝜂𝑡ℎ = 𝑊𝑛𝑒𝑡/𝑄𝑒                                             (10) 

 

The irreversibility equations used for the pump (11), 

evaporator (12), turbine (13) and condenser (14) in the 

exergy analysis of the components in the system are given 

below. The average temperatures of the heat source and 

cooling water are given in Equation 15-16. 

 

𝑖𝑝 = 𝑇0(𝑠2 − 𝑠1)                                          (11) 

 

𝑖𝑒 = 𝑇0[(𝑠3 − 𝑠2) −  (ℎ3 − ℎ2)/𝑇ℎ]               (12) 

 

𝑖𝑡 = 𝑇0(𝑠4 − 𝑠3)                                         (13) 

 

𝑖𝑐 = 𝑇0[(𝑠1 − 𝑠4) + (ℎ4 − ℎ1)/𝑇𝑐]                   (14) 

 

𝑇ℎ = (𝑇ℎ,𝑖 − 𝑇ℎ,𝑜)/𝐿𝑛 (𝑇ℎ,𝑖 − 𝑇ℎ,𝑜)                                 (15) 

 

𝑇𝑐 = (𝑇𝑐,𝑖 − 𝑇𝑐,𝑜)/𝐿𝑛 (𝑇𝑐,𝑖 − 𝑇𝑐,𝑜)                                   (16) 

 

The equations used for total irreversibility (17), consumed 

exergy (18) and exergy efficiency (19) in the system are 

given below. 

 

𝑖𝑇𝑜𝑡𝑎𝑙 = 𝑖𝑝 + 𝑖𝑒 + 𝑖𝑡 + 𝑖𝑐                   (17) 

 

𝑒𝑐𝑜𝑛𝑠𝑢𝑚𝑒𝑑 = [1 − 𝑇0/𝑇ℎ]𝑄𝑒 + 𝑊𝑝                                 (18) 

 

𝜂𝐼𝐼 = 1 − 𝑖𝑇𝑜𝑡𝑎𝑙/𝑒𝑐𝑜𝑛𝑠𝑢𝑚𝑒𝑑                         (19) 

 

The working principle of ORC and the demonstration of 

∆TPP,e is given in Figure 1. The evaporator and condenser 

energy balance relations (Eq.20-26) are given below. The 

explanations of the symbols in these equations are given 

below. 

 

• Tp,e: Evaporator pinch point temperature 

• T3,f: Evaporation temperature 

• ∆TPP,e: Evaporator pinch point temperature 

difference 

• Tp,c: Condenser pinch point temperature;  

• T1,g: Condensation temperature 

• ∆TPP,c: Condenser pinch point temperature 

difference 

 

 
Figure 1. ORC Working Principle and Demonstration of evaporator pinch point temperature difference (∆TPP,e) [22] 

 

Evaporator energy balance 

 

ṁ𝑂𝑅𝐶 ∗ (ℎ3 − ℎ2) = ṁℎ ∗ 𝐶𝑝 ∗ (𝑇ℎ,𝑖 − 𝑇ℎ,𝑜)                  (20) 

 

ṁ𝑂𝑅𝐶 ∗ (ℎ3 − ℎ3,𝑓) = ṁℎ ∗ 𝐶𝑝 ∗ (𝑇ℎ,𝑖 − 𝑇𝑝,𝑒)      (21) 

 

∆𝑇𝑝𝑝,𝑒 = (𝑇𝑝,𝑒 − 𝑇3,𝑓)           (22) 

 

Evaporator effectiveness (ε) 

 

𝜀 =  
𝑄

𝑄𝑚𝑎𝑥
=

ṁℎ∗Cp∗(𝑇ℎ,𝑖−𝑇ℎ,𝑜)

ṁℎ∗Cp∗(𝑇ℎ,𝑖−𝑇2)
 =  

(𝑇ℎ,𝑖−𝑇ℎ,𝑜)

(𝑇ℎ,𝑖−𝑇2)
       (23) 

 

Condenser energy balance 

 

ṁ𝑂𝑅𝐶 ∗ (ℎ4𝑎 − ℎ1) = ṁ𝑐 ∗ 𝐶𝑝 ∗ (𝑇𝑐,𝑜 − 𝑇𝑐,𝑖)     (24) 

 

ṁ𝑂𝑅𝐶 ∗ (ℎ1,𝑔 − ℎ1) = ṁ𝑐 ∗ 𝐶𝑝 ∗ (𝑇𝑝,𝑐 − 𝑇𝑐,𝑖)      (25) 
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∆𝑇𝑝𝑝,𝑐 = (𝑇1,𝑔 − 𝑇𝑝,𝑐)          (26) 

 

For the thermodynamic analysis of ORC, the following 

assumptions are employed. 

 

• All processes are under steady state.  

• Pressure losses in the evaporator and condenser are 

neglected. Losses in pipelines are neglected. 

• In the analysis, all equipment is considered 

adiabatic and it is assumed that there is no heat 

transfer between its surfaces and the environment. 

• Potential and kinetic energy changes have been 

neglected. 

• Low-temperature ORC heat source temperatures: 

90, 100, 110, 120 and 130 °C 

• High-temperature ORC heat source temperatures: 

250, 260, 270, 280 and 290 °C 

• Heat source mass flow rate is 0.27 kg/s. 

• Isentropic efficiency of the turbine and the pump 

are 75%. 

• Evaporator effectiveness is 75% 

• Cooling water inlet temperature (Tc,i) 27 °C. 

• Dead point pressure and temperature, respectively, 

P0: 100 kPa and T0:25 °C 

 

2.2. Thermodynamic Optimization with GA 

 

In this study, the effect of ∆TPP,e on ORC was determined by 

Genetic Algorithm (GA). Tournament selection method was 

used for the optimization of the simple ORC with the genetic 

algorithm. Control parameters for optimization are shown in 

below. Flow diagram of GA's working principle is shown in 

Figure 2. 

 

Control parameters of GA for the optimization: 

• Population size is 65. 

• Maximum generations are 256. 

• Crossover probability is 0.7. 

• Mutation probability is 0.175. 

• Selection process is “Tournament”. 

 

 
Figure 2. Flow chart of the genetic algorithms. 

Thermodynamic optimization is performed using genetic 

algorithm. The lowest turbine power in the system is 1 kW; 

the highest turbine power has been set as 10 kW and 50 kW 

for low and high temperature ORC respectively. The primary 

working conditions are selected as decision variables which 

include evaporating pressure (Peva), ∆TPP,e, ∆TPP,c and 

superheating temperature (Tsup). Since organic fluids in 

different fluid categories are used in the design, the limit 

values for evaporation pressure have been determined at 

different ranges. In this way, better results were obtained in 

optimization. Table 3 summarizes the logical bounds for four 

decision variables for low-high temperature ORC 

respectively. 

Based on the energy balance and the definition of evaporator 

and condenser pinch point temperature difference, other 

following constraints are considered in the optimization. 

Thermodynamic optimization was applied separately for 3 

different heat source temperatures. Therefore, the limitations 

that should be related to the heat source temperature are also 

specified.  

 

• 1 kW < WT < 10 kW (for low-temperature ORC) 

• 1 kW < WT < 50 kW (for high-temperature ORC) 

• Teva + ∆TPP,e < Th,i  

• Teva + ∆TPP,e < Tcritical  

• Teva + Tsup < Th,i  

• Tc,i + ∆TPP,c < Tcon 

• Teva,min : 70 oC  

 

By changing the ∆TPP,e value, the heat input provided to the 

system, the mass flow of organic fluid, the evaporation 

pressure and the enthalpy drop in the turbine are affected. 

Four important parameters are affected by the change of 

∆TPP,e value in ORC system. These are; the heat input 

provided to the system, the mass flow of organic fluid, the 

evaporation pressure and the enthalpy drop in the turbine. It 

has been determined that the turbine power of the system 

starts to decrease at the point where the decrease in the 

enthalpy difference is more than the increase in ORC mass 

flow rate. Therefore, the objective function in this study was 

determined as turbine power maximization. 

 

Objective Function; 

 

• f(x): max (WT); Turbine power maximization 

 

where x = {Peva, ∆TPP,e, ∆TPP,c, Tsup} subjected to lower 

bound < x < upper bound. 

 

3. MODEL VALIDATION 

 

In order to determine the accuracy of the data obtained using 

GA, two studies investigated within the scope of literature 

research were used. The net power values determined by 

using three different organic fluids under the same design 

parameters were compared for two different studies in Table 

4. When Table 4 is examined, it is seen that the 

thermodynamic model prepared can be used successfully 
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Table 3. Logical bounds for four decision variables for low and high temperature ORC. 

Low-temperature ORC 

Organic Fluids Evaporating Pressure (Peva) (kPa) ∆TPP,e (oC) ∆TPP,c (oC) Tsup (oC) 

R601 260< Peva <410 

1<∆TPP,e<15 1<∆TPP,c<10 0<Tsup<20 

R601a 330< Peva <510 

R141b 300< Peva <470 

R123 350< Peva <550 

R152a 1840< Peva <4250 

R134a 2100< Peva <3900 

R1234yf 2000< Peva <3300 

R1234ze 1600< Peva <3410 

High-temperature ORC 

Organic Fluids Evaporating Pressure (Peva) (kPa) ∆TPP,e (oC) ∆TPP,c (oC) Tsup (oC) 

n-octane 200< Peva <400 

1<∆TPP,e<40 1<∆TPP,c<10 0<Tsup<20 

cyclohexane 590< Peva <1150 

benzene 550< Peva <1100 

toluene 270< Peva <480 

D4 50< Peva <130 

MM 460< Peva <1270 

Table 4. Comparison of important optimization results with literature under same design parameters (GA). 

Design 

Parameters 

Heat Source Temperature: 150 oC; 

Heat Sink Temperature: 20 oC; 

∆TPP,e+∆TPP,c = 20 oC 

Turbine and pump isentropic efficiency: 85% and 80% 

Evaporation Temperature: 80 oC 

∆TPP,e = 8 oC 

Turbine and pump isentropic 

efficiency: 80% and 70% 

Organic Fluids R113 R11 R245fa 

Performance 

Parameters 
Present Study Literature [9] Present Study Literature [9] Present Study Literature [11] 

Net Power (kW) 73.12 73.91 70.24 70.93 50.2 51.0 

4. RESULT AND DISCUSSION  

 

Figures 3 and 4 show the effect of ∆TPP,e change on turbine 

power in geothermal and low temperature solar energy 

applications of ORC, respectively. When GA optimization 

results are evaluated for low-temperature ORC;  

 

• It has been determined that the turbine power 

decreases at the point where the enthalpy difference 

decrease is more than the mass flow increase at the 

other heat source temperatures except 90 oC. Net 

power increased as ∆TPP,e increased, since mass 

flow rate increase was greater than enthalpy 

difference decreases at 90 oC. 

• It was observed that the allowable ∆TPP,e value 

according to the minimum evaporator temperature 

under 90 oC heat source temperature is 5 oC 

maximum.  

• In low-temperature applications of ORC, the 

highest turbine power has been reached in the 

system with R1234yf. Also, ORC systems with 

R1234ze at 90 °C and R134a at 100 and 110 °C 

performed better. 

• While ∆TPP,e’s effect on turbine power tends to be 

similar in dry and isentropic fluids, it is very 

different in wet and new-generation fluids. 

• It is seen that the turbine power starts to decrease 

after a certain ∆TPP,e value at all heat source 

temperatures except 90 °C heat source temperature. 

• Especially in low temperature solar energy 

applications, for wet fluid and new-generation 

organic fluids, the effect of ∆TPP,e on turbine power 

is different than other fluids.  

• In dry and isentropic fluids, low turbine power was 

obtained at low ∆TPP,e values. As ∆TPP,e increased, 

the turbine power value increased and decreased 

after a certain value due to the ORC mass flow rate 

and enthalpy drop in turbine.   

• However, in wet fluid and new-generation organic 

fluids, a high turbine power value was achieved at 

the minimum ∆TPP,e value allowed by the 

optimization limit values and it was observed that 

the turbine power remained at the same rate or 

started to decrease directly as ∆TPP,e increased. 

• Due to the low critical temperature of wet and new-

generation fluids, the minimum ∆TPP,e point 

increased as the heat source temperature increased. 
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Figure 3. Effect of ∆TPP,e change on turbine power for 90, 100 and 110 °C heat source temperatures in ORC's geothermal 

applications. 

 

 
Figure 4. Effect of ∆TPP,e change on turbine power for 120 and 130 °C heat source temperatures in ORC's low temperature solar 

applications. 
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The optimum ∆TPP,e points where the maximum turbine 

power is obtained under 5 different heat source temperatures 

of 8 different fluids are summarized in Table 5. It is 

noteworthy that the ∆TPP,e value is the same in all fluids at 

90 °C heat source temperature. In addition, it has been 

determined that dry and isentropic fluids have the same 

∆TPP,e value at other temperatures. 

 

 

Table 5. Determination of optimum ∆TPP,e value for different fluids under different heat source temperatures for low 

temperature ORC applications. 

Th,i Optimum ∆TPP,e (oC) 

 R601a R601 R141b R123 R152a R134a R1234yf R1234ze 

90 oC 5 

100 oC 8.125 7.75 7 6.67 7.38 

110 oC 9.25 8.5 7.375 4.5 8.125 

120 oC 10.33 9 5.5 7.33 3.98 

130 oC 11.5 5 8 10 6 

Figures 5 and 6 show the effect of ∆TPP,e change on turbine 

power in waste heat and biomass-high temperature solar 

energy applications of ORC, respectively. When GA 

optimization results are evaluated for high-temperature 

ORC; 

 

• In high temperature applications of ORC, the 

highest turbine power was achieved in the siloxanes 

group. 

• The highest turbine power has been reached in the 

system with MM. It has been observed that benzene 

and toluene, which are aromatic hydrocarbons, 

perform worse than other fluids. 

• It is seen that the turbine power starts to decrease 

after a certain ∆TPP,e value at all heat source 

temperatures except MM fluid. 

• Since MM has a lower critical temperature 

compared to other fluids, as the heat source 

temperature increased, the minimum ∆TPP,e point 

increased. 

 

The optimum ∆TPP,e points where the maximum turbine 

power is obtained under 5 different heat source temperatures 

of 6 different fluids are summarized in Table 6. It was stated 

that very close ∆TPP,e values were obtained in fluids in the 

same fluid group. It is seen that MM, which has a lower 

critical temperature compared to other fluids, has a lower 

optimum ∆TPP,e value from 280 °C. 

 

In the last part of the study, the loss of performance due to 

constant ∆TPP,e values were investigated. It was seen from 

the literature research that the constant ∆TPP,e value in low 

and high temperature ORC’s was taken as 5 and 20 °C, 

respectively. In systems where the heat source temperature 

is higher than 90 °C, it is seen that taking ∆TPP,e as constant 

5 °C causes performance loss. In low temperature ORC 

systems, it is seen that the performance loss increases as the 

heat source temperature increases. There was less 

performance change in high temperature ORC systems 

compared to low temperature systems. Performance 

comparison of all fluids used in thermodynamic design was 

made under constant and optimum ∆TPP,e. On average, 

38.7% and 5.9% higher turbine power was achieved for low 

and high temperature applications, respectively, in the 

optimum ∆TPP,e condition. An example of performance 

comparison from low and high temperature applications is 

given below. 

 

• At 120 °C, the turbine power under constant ∆TPP,e 

(5 °C) in ORC system with R141b is 2.863 kW, 

while it is 3.871 kW under optimum ∆TPP,e (10.33 

°C). Under optimum ∆TPP,e, 35% performance 

increase was determined.  

• At 270 °C, the turbine power under constant ∆TPP,e 

(20 °C) in ORC system with benzene is 21.47 kW, 

while it is 22.42 kW under optimum ∆TPP,e (27 °C). 

Under optimum ∆TPP,e, 4.42% performance 

increase was determined. 

 

5. CONCLUSIONS 

 

In this study, the effect of optimum ∆TPP,e value on ORC 

performance was determined. Optimum ∆TPP,e values were 

determined under different applications by thermodynamic 

optimization with turbine power maximization.  

 

In low temperature ORC applications, 

 

• The performance of dry, isentropic, wet and new-

generation fluid groups was compared. 

• The highest turbine power has been reached in the 

ORC system with R1234yf. 

• While the effect of ∆TPP,e on turbine power has a 

similar tendency in dry and isentropic fluids, it has 

been different due to the low critical temperature of 

wet and new-generation fluids. 

• It was stated that the optimum ∆TPP,e value for dry 

and isentropic fluids depends on the heat source 

temperature. In wet and new-generation fluids, it 

was determined that the optimum ∆TPP,e value 

depends on both the heat source temperature and 

the organic fluid.  
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• For 90 °C, it is seen that the optimum ∆TPP,e value 

is the same for all fluids. In ORC systems designed 

at heat source temperatures above 90 °C, firstly, 

optimum ∆TPP,e values should be determined. 

 

In high temperature ORC applications, 

 

• The performance of alkanes, aromatic hydrocarbon 

and siloxane fluid groups were compared. 

• The highest turbine power has been reached in the 

ORC system with MM. 

• Since MM has a lower critical temperature than 

others, as the heat source temperature increased, the 

minimum ∆TPP,e value increased. 

• Cyclohexane appears to be the fluid most affected 

by ∆TPP,e exchange. It is stated that it has higher 

turbine power than others at low ∆TPP,e values.  

 

It has been determined that the effect of ∆TPP,e on turbine 

power is greater in low temperature ORC systems. Studies in 

which the ∆TPP,e value was taken as constant regardless of 

the heat source temperature and organic fluid were 

examined. It has been determined that 38.7% and 5.9% more 

turbine power will be achieved, respectively, for low and 

high temperature applications under optimum ∆TPP,e. 

 

Taking constant ∆TPP,e, which has a very important place in 

ORC performance, causes seriously erroneous results in 

studies. Using optimum ∆TPP,e values determined depending 

on the heat source temperature and organic fluid will help 

achieve higher ORC performances. In thermodynamic 

analysis, modeling and simulation studies, it is 

recommended to determine the optimum ∆TPP,e value first. 

 

 

 
Figure 5. Effect of ∆TPP,e change on turbine power for 250, 260 and 270 °C heat source temperatures in ORC's waste heat 

applications. 
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Figure 6. Effect of ∆TPP,e change on turbine power for 280 and 290 °C heat source temperatures in ORC's biomass and high 

temperature solar applications.

 

Table 6. Determination of optimum ∆TPP,e value for different fluids under different heat source temperatures for high temperature 

ORC applications. 

Th,i Optimum ∆TPP,e (oC) 

 n-octane siklohekzan benzen toluen MM D4 

250 oC 23,96 23,96 25,17 25,17 21,67 23,96 

260 oC 25,17 23,96 26,38 26,38 21,56 25,17 

270 oC 25,38 25,38 27 27 21,25 25,38 

280 oC 27 25,38 27 28,63 12,5 27 

290 oC 27 25,42 26,88 28,63 18 27 
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NOMENCLATURE 

∆TPP,e: Evaporator pinch point temperature difference 

 

∆TPP,c: Condenser pinch point temperature difference 

 

Wp: Pump Work 

Wt: Turbine Work 

Wnet: Net Work 

Qe : Evaporator heat load 

Qc : Condenser heat load 

ip: Pump irreversibility 

ie: Evaporator irreversibility 

it: Turbine irreversibility 

ic: Condenser irreversibility 

itotal: Total irreversibility 

Th: Average heat source temperature 

Tc: Average coling water temperature 

Th,i: Heat source inlet temperature 

Th,o: Heat source output temperature 

Tc,i: Cooling water inlet temperature 

Tc,o: Cooling water output temperature 

ƞth : Thermal efficiency 

ƞII : Exergy efficiency 

ƞp : Pump isentropic efficiency 

ƞt : Turbine isentropic efficiency 
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Abstract 

 

Accurate determination of temporal dependencies among gene expression patterns is crucial in the assessment of functions of 

genes. The gene expression series generally show a periodic behavior with nonlinear curved patterns. This paper presents the 

determination of temporally associated budding yeast gene expression series by using compositional correlation method. The 

results show that the method is capable of determining real direct or inverse linear, nonlinear and monotonic relationships 

between all gene pairs. Pearson’s correlation values between some of the gene pairs have shown negative or very weak 

relationships (r ≈ 0) even though they were found to be strongly associated. Inversely, a high positive r value was obtained even 

though the genes are inversely related as determined by the compositional correlation approach. Comparisons with Pearson’s 

correlation, Spearman’s correlation, distance correlation and the simulated annealing genetic algorithm maximal information 

coefficient (SGMIC) have shown that the presented compositional correlation method detects important associations which were 

not found by the compared methods. Supplementary materials containing the code of the used software together with some 

extended figures and tables are available online. 

 

Keywords: Combinatorics, Compositions of n, Compositional correlation, Gene expression association, Saccharomyces 

Cerevisiae 

 

 

 

1. INTRODUCTION  

 

“The most merciful thing in the world, I think, is the inability 

of the human mind to correlate all its contents” wrote H. P. 

Lovecraft at the beginning of his cult story “The Call of 

Cthulhu” [1]. This was long before human mind managed to 

invent supercomputers to try to calculate correlations among 

data sets (huge or small) by using various correlation 

coefficients. Pearson’s Correlation Coefficient (simply 

called correlation or r) [2] - which was introduced when 

Lovecraft was only five years old - might still be the most 

widely used statistical measure for assessing relationships 

between data series.  

 

In its nature, Pearson’s correlation is a measure of linear 

association. Currently it is very hard to find a single issue of 

a scientific journal that does not include the word 

‘correlation’. Pearson’s correlation is also used in the 

analysis of high-throughput data (such as genotype, 

genomic, imaging, and others) [3, 4], although the 

relationships are generally nonlinear. This tendency of using 

Pearson’s correlation for non-linear associations still widely 

exists in literature despite clear warnings about its improper 

use: Correlation is misleading [5]; good correlation does not 

automatically imply good agreement [6]; risk of producing 

spurious correlations when analyzing non-independent 

variables is very large [7, 8]. The unintended and generally 

unnoticed misleading results are caused by the approach 

used in calculation of the correlation itself where the 

averages of the whole series are used for assessing 

relationship. In fact, the average value of a data series is a 

single value which does not reflect the variations within the 

data series. In fact, the variations in data might have great 

importance in the determination of associations with other 

data series. Unfortunately, in association studies, there is still 

an inability in completely correlating the contents of data sets 

caused by inappropriate implementation of the currently 

used approaches or the inappropriate methodology of the 

used approach itself. Gene expression over time is a 

continuous process and can be considered as a continuous 

curve or function [9]. Genome-wide association studies try 

to determine associated gene pairs by comparing the 

expression series of each gene [10, 11]. Most of the studies 

use Pearson’s correlation for attempting to find associations 

among the genes by comparing the expression series but 

Pearson’s correlation is a measure of linear association and 

gene expression series generally show a periodic behavior 

with nonlinear curved patterns. Therefore, it is not surprising 

that the widely used Pearson method is generally reported to 

be less efficient than the compared methods in finding gene 

pairs of multiple relationships. It must be kept in mind that 

the efficiencies of different methods vary with the data 

properties to some degree and a pre-analysis is generally 

advised to identify the best performing method. A 

comprehensive comparison of gene association methods was 

provided by Kumari et al. [12]. 

 

The compositional correlation method used in this study 

takes its name from the term composition in number theory 

and combinatorics. The details of the method are presented 
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in the Materials and Methods section. Compositional 

correlation is based on the foundations of the two-

dimensional correlation method developed by the author for 

assessing the degree and direction of relationships between 

matrices [13, 14]. These methods were developed when it 

was noticed by the author that, in some cases, the Pearson’s 

correlation value decreases even though the estimations 

become closer to the observations in the hydrological 

modelling studies. Instead of considering the averages of the 

compared series, the compositional correlation approach 

considers the averages of all parts of all possible 

compositions of the data series. The comparison plots of 

calculated compositional variance, covariance and 

correlation values generate clouds that allow a 

comprehensive visual inspection of all obtained results on a 

single graph. The variance and covariance clouds also 

provide an opportunity for the comparison of the results with 

the Pearson’s correlation. The purpose of this study is to 

present the implementation of the compositional correlation 

method in the determination of the yeast genes sharing 

similar temporal expression patterns. The aim was to provide 

strong clues for determining the functions of undefined yeast 

genes. The general trends of molecular events are directly 

associated with the timing of global gene expression 

patterns. Therefore, determination of the genes sharing 

similar temporal expression patterns is the first important 

step in the validation of functional implications of the 

inferred expression patterns [15]. 

 

Understanding the temporal relationships between the 

expression profiles of genes is crucial in determining the 

causes, functions and consequences of the biological 

processes like the cell cycle [16]; identifying the roles of 

genes in the stages of developmental processes of organisms 

[17, 18]; determination of genetic relatedness among various 

species [19]; investigating the functions of individual genes 

by exploring genetic interactions [20], and developing drugs 

to cure diseases by identifying genes that act in response to 

a certain disease [21]. Consequently, as the presented results 

also suggest, the compositional correlation method seems to 

be a very appropriate method for finding the associated genes 

by a complete comparison of the expression series, a task 

which is impossible to be made manually because of 

thousands of genes to be compared.   

 

2. MATERIALS AND METHODS 

 

This study presents for the first time in literature, the 

implementation of the compositional correlation method for 

gene expression time series data where the association levels 

of all yeast (saccharomyces cerevisiae) genes are 

determined. The details of the data used in the study are 

provided in the Results section below. The first introduction 

of the compositional correlation method was made in an 

association study between polynomial functions for which 

the Pearson’s correlation failed because of nonlinearity of 

the polynomials [22]. The previous findings have shown that 

the compositional correlation method determines both the 

inversely and directly related portions of the examined 

functions. Therefore, gene expression series become very 

appropriate observations for the compositional correlation 

method because of their nonlinear structure which also 

sometimes show an alternating (sometimes increasing and 

sometimes decreasing) behavior.  

The main idea of the compositional correlation is that the 

association between two series might be better defined by the 

cumulative contribution of their parts but not the averages of 

the whole series especially when the series have varying 

(nonlinear, alternating, periodic etc…) behavior. If A is any 

set of positive integers, a composition of n with parts in A is 

an ordered collection of one or more elements in A whose 

sum is n [23]. The integer n is the number of observations in 

one of the compared series in the correlation case.  

 

In number theory and combinatorics, a partition of a positive 

integer n, also called an integer partition, is an expression 

representing n as a sum of positive integers [24-27]. If order 

matters, which is also the case in the gene expression time 

series, the sum becomes a composition. 

 

Each component of a composition is called a part of the 

composition. For example, the compositions of 3 are [1, 1, 

1], [1, 2], [2, 1] and [3]. Similarly, if a sample data series has 

n (a positive integer) elements, the compositions of the series 

can be determined by dividing the series into parts. Each part 

should have at least two elements (m ≥ 2) for calculating 

compositional correlation. The compositions for 2 ≤ n ≤ 10 

with parts ≥ 2 are shown in Table 1. The number of elements 

in each part are shown in brackets and the total number of 

compositions, tn, is shown in the right column. 

 

The number of possible compositions increases rapidly with 

n. The total numbers of compositions shown in the right 

column of Table 1 is a Fibonacci sequence (tn = Fn-1). The 

Fibonacci numbers are defined by Fn+1 = Fn + Fn-1 where the 

rate Fn+1 / Fn rapidly tends to the golden ratio known as φ = 

(1+√5)⁄2 = 1.618... [28]. This means that there is golden ratio 

between the total number of compositions for two 

consecutive integers when the minimum number of 

observations in each part is equal to 2 (m = 2) [29]. 

 
Table 1. All possible compositions with parts ≥ 2 for 2 ≤ n ≤ 10  

n All possible compositions with parts ≥ 2 tn 

2 [2] 1 

3 [3] 1 

4 [2, 2]; [4] 2 

5 [2, 3]; [3, 2]; [5] 3 

6 [2, 2, 2]; [2, 4]; [3, 3]; [4, 2]; [6] 5 

7 [2, 2, 3]; [2, 3, 2]; [2, 5]; [3, 2, 2]; [3, 4]; [4, 3]; [5, 2]; [7] 8 

8 

[2, 2, 2, 2]; [2, 2, 4]; [2, 3, 3]; [2, 4, 2]; [2, 6]; 

[3, 2, 3]; [3, 3, 2]; [3, 5]; [4, 2, 2]; [4, 4];  

[5, 3]; [6, 2]; [8] 

13 

9 

[2, 2, 2, 3]; [2, 2, 3, 2]; [2, 2, 5]; [2, 3, 2, 2]; 

 [2, 3, 4]; [2, 4, 3]; [2, 5, 2]; [2, 7]; [3, 2, 2, 2];  

[3, 2, 4]; [3, 3, 3]; [3, 4, 2]; [3, 6]; [4, 2, 3];  

[4, 3, 2]; [4, 5]; [5, 2, 2]; [5, 4]; [6, 3]; [7, 2]; [9] 

21 

10 

[2, 2, 2, 2, 2]; [2, 2, 2, 4]; [2, 2, 3, 3]; [2, 2, 4, 2]; [2, 2, 6]; 

[2, 3, 2, 3]; [2, 3, 3, 2]; [2, 3, 5];  

[2, 4, 2, 2]; [2, 4, 4]; [2, 5, 3]; [2, 6, 2]; [2, 8];  

[3, 2, 2, 3]; [3, 2, 3, 2]; [3, 3, 2, 2]; [3, 2, 5];  

[3, 3, 4]; [3, 4, 3]; [3, 5, 2]; [3, 7]; [4, 2, 2, 2];  

[4, 2, 4]; [4, 3, 3]; [4, 4, 2]; [4, 6]; [5, 2, 3];  

[5, 3, 2]; [5, 5]; [6, 2, 2]; [6, 4]; [7, 3]; [8, 2]; [10] 

34 
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2.1. Calculation of Compositional Correlation 

 

The name of the compositional correlation method is based 

on the term composition in number theory and its value is 

calculated by using compositional variance and 

compositional covariance [22]. Compositional variance is a 

cumulative measure of how far the numbers in a time series 

spread from the averages of the part they belong in a 

composition. The compositional variance of a scalar time 

series for any composition with k parts is defined by the 

following equation: 

 

Varc(A) =
∑ ∑ (Ai,j − Ai)

2ni
j=1

k
i=1

n
 (1) 

 

In the above equation: 

A: A scalar vector;  

n: The number of data in A; 

Varc(A): The compositional variance of the vector [A] for 

the current composition;  

k: The number of parts in the current composition for which 

the correlation is being calculated;  

ni: The number of data in part i;  

Ai,j: The jth data in ith part of vector A;  

A𝑖: The arithmetic mean of the ith part of vector A; 

 

Compositional covariance is a measure of how changes in 

the part averages of a time series are associated with changes 

in the part averages of a second time series. This approach 

enables a better consideration of the contribution of local 

associations among the observed series. It is based on the 

idea that any observation might be more related with the 

average of the neighboring values than it is related with the 

average of the whole series. The compositional covariance is 

negative when the relationship between the part averages is 

inverse and it is positive when the relationship is direct. 

Higher compositional covariance indicates a stronger 

association. The compositional covariance between scalar 

matrices A and B is defined by the following equation: 

 

Covc(A, B) =
∑ ∑ (Ai,j − Ai)(Bi,j − Bi)

ni
j=1

k
i=1

n
 (2) 

 

where Bi,j is the jth data in ith part of vector B and Bi is the 

arithmetic mean of the ith part of vector B; 

 

Covariance is a scale dependent dimensioned measure and 

its value increases when a variable is increased in scale. 

Correlation is a scaled and dimensionless version of 

covariance and it takes values between −1 and 1. A 

correlation of ±1 indicates perfect linear association and 0 

indicates no linear relationship. Based on the above 

definitions of compositional variance and covariance, the 

compositional correlation is defined as follows: 

 

rc =
Covc(A, B)

√Varc(A)Varc(B)
 (3) 

 

The following equation can also be used for calculating the 

compositional correlation directly: 

 

rc =
∑ ∑ (Ai,j − Ai) (Bi,j − Bi)

ni
j=1

k
i=1

√[∑ ∑ (Ai,j − Ai)
2ni

j=1
k
i=1 ] [∑ ∑ (Bi,j − Bi)

2ni
j=1

k
i=1 ]

 (4) 

 

3. RESULTS 

 

3.1. Application on gene expression data 

 

The gene expression dataset used in this study consists of the 

results of the cdc15 experiment made by Spellmann et al. 

[30]. The expression data was provided by Reshef et al. [31]. 

Before explaining the implementation process of the 

compositional correlation, an example is presented for 

showing how unreliable the Pearson’s correlation (r) might 

be when comparing time series data (Figure 1). The selected 

gene pair is YJL063C and YKL024C. Both expression series 

have 23 observations (n = 23) and r = -0.12 between the 

whole time series of the genes. The correlation value is 1 for 

the first two pair (1-2) and the correlation gradually 

decreases to -0.12 for the whole data range (observation 1-

23) (r = 1 for the range 1-2; r = 0.91 for the range 1-3; r = 

0.95 for the range 1-4; . . . and r = -0.12 for the range 1-23 as 

shown with the blue line in Figure 1b). The correlation 

between the first five observations is 0.99 and r suddenly 

decreases to 0.22 when the first six observations are 

considered. Value of r continues to have very low values for 

the remaining ranges and does not get positive values for the 

ranges from (1-7) to (1-23). 

 

 
Figure 1. (a) The expression time series of budding yeast 

genes YJL063C and YKL024C, (b) the variation of 

Pearson’s correlation with the selected data range and (c) the 

expression series and the correlations between the parts of 

the BCC of the genes YJL063C and YKL024C. 

 

When the first five observations are ignored (for which r = 

0.99) the r values vary between 1 (for the range 6-7) and 0.48 

(for the range 6-23) (Figure 1b). The figure clearly shows 

that correlation only gets negative values when the first five 

values which nearly have a perfect positive correlation are 

included in the calculation of correlation. The expression 

time series of the sample genes always increase and decrease 

together for all smallest subsections (n = 2) (Figure 1a) 

indicating a very strong quantitative relationship but the 

Pearson’s correlation does not reflect this behavior.  

 

The compositional correlation method calculates 

correlations for all compositions of the compared series and 

the values tend to be higher when the parts of the 

compositions are highly correlated. For example, the above 

gene pair is one of the numerous gene pairs determined to 

have a very low value of Pearson’s correlation while most of 
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the compositional correlations are very high (up to 0.92). For 

this pair, the best correlated composition (BCC) is [5, 4, 5, 4, 

5]. When the 23 observations are divided into five parts 

(which form the BCC) as shown in Figure 1c, r = 0.65 for the 

second part and r ≥ 0.98 for the remaining parts. The high r 

values in all parts point out a strong direct relationship 

between the series as depicted by the time series graph 

(Figure 1a) while the r value for the whole series is 

interestingly a negative number close to zero indicating an 

inverse weak relationship. The high value of the 

compositional correlation for the gene pair indicates the 

apparent direct relationship. The above example shows the 

influence of sample size on the value of correlation.  

 

The compositional correlation approach enables detection of 

this type of relationship by considering the cumulative 

influence of all possible sample compositions for the 

compared series. If there is no composition producing high 

correlations (positive or negative) for the compared parts, 

then the association between the compared series is 

definitely weak. 

 

3.2. Compositional correlations between 4381 gene 

expression series 

 

The compositional correlations between the available 

expression series of all pairs of 4381 budding yeast 

(saccharomyces cerevisiae) genes were calculated. 

Compositional correlations against time were also calculated 

for each gene. The expression time series for each gene 

consists of 23 observations (n = 23) and the number of all 

possible gene pairs is 9.594.390. For each gene pair, all 

possible compositional correlations were calculated by 

considering the minimum number of observations in each 

part of a composition to be at least 4 (a total of 250 

compositional correlations for each pair when m = 4). The 

total number of calculated compositional correlations is over 

2.3 billion. All of the calculated compositional correlations 

were not stored as output because this would significantly 

slow down the file generation process and increase the 

requirement of storage space. Only the highest 

compositional correlation (HCC), r, the lowest 

compositional correlation (LCC), best correlated 

composition (BCC) and the worst correlated composition 

(WCC) values for all possible data series pairs were written 

to the output file. The output file is provided for download 

via the following link for enabling further investigation. The 

file contains clues for determining the relationships and 

functions of the hundreds of yeast genes which are still 

unidentified. 

 

https://www.dropbox.com/s/lqqnmafx9h6g1rr/Composition

al.Correlations.Spellman.m4.rar 

 

Among all the compared gene pairs, the highest 

compositional correlation (0.993) was obtained between the 

genes YDL003W and YDR097C for the composition [7, 4, 

8, 4] (Table S1 in the Supplementary Material provides the 

complete list of the gene pairs with HCC values over 0.9). 

For this gene pair, r = 0.985 and LCC = 0.942 and the small 

difference between HCC and LCC indicates a very strong 

relationship all through the observed period (Figure S1 in the 

Supplementary Material). LCC is higher than 0.9 for 777 

gene pairs while it is over 0.85 for 5202 gene pairs. 

The lowest LCC value (-0.982) was obtained for the pair 

YIL141W and YMR031C for the composition [9, 4, 5, 5] 

(Table S2 provides the complete list of the gene pairs with 

lowest compositional correlation (LCC) values under -0.9). 

For this pair, r = -0.932 and HCC = -0.791 (Figure S2). HCC 

is lower than -0.9 for 146 gene pairs while it is less than -

0.85 for 1355 gene pairs. The HCC values are over 0.9 for 

31185 (0.325%) gene pairs (Table S1) while the Pearson’s 

correlation is over 0.9 for only 2684 (0.0027%) of the gene 

pairs. For example, HCC = 0.93 for the composition [5, 4, 7, 

7] of the gene pair YHR145C and YIL093C while the 

composition [23] is the WCC and gives LCC = 0.00 which 

is the Pearson’s correlation (Figure 2). 

 

This gene pair is one of the 58 gene pairs for which the HCC 

> 0.9 while -0.1 < r < 0.1 (Table S3). Figures 2b - 2e show 

the expressions of the genes for each part of the BCC and 

Figure 2f shows the expression values together with the 

Pearson’s correlations for each part of the BCC. Even though 

the Pearson’s correlation for the whole series is zero, the 

Pearson’s correlations for each part of the BCC are very high 

(between 076 and 0.96; 3/4 of them being over 0.9). This 

shows that the Pearson’s correlation for the gene pair is 

misleading because there seems to be a very strong direct 

relationship between the genes as shown by the time series 

graph and the very high compositional correlation value. 

 

 

 
Figure 2. (a) Expression time series for the genes YHR145C 

and YIL093C; (b) first 5 expression pairs (40 to 80 minutes); 

(c) 4 expression pairs from 90 to 120 minutes; (d) 7 

expression pairs from 130 to 190 minutes and (e) 7 

expression pairs from 200 to 260 minutes and (f) the 

expression series and the correlations between the parts of 

the BCC of the genes YHR145C and YIL093C. 

 

Table S4 presents the 250 compositional correlations 

between the genes YHR145C and YIL093C for m = 4. For 

the same gene pair, the 1278 compositional correlations for 

m = 3 (Table S5) and 17711 (the maximum number of 
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possible compositions) compositional correlations for m = 2 

(Table S6) are calculated separately for investigating the 

variation of compositional correlation for the gene pair. The 

compositions for m = 3 and m = 4 are subsets of the 

compositions for m = 2 and their compositional correlation 

values remain within the compositional correlation range 

obtained for m = 2 (Figures 3a, 3b and 3c). The 

compositional correlation range is the difference between 

HCC and LCC and these values are available for each gene 

pair. 

 

All compositional correlations are higher than r (which is 

0.00) when m = 3 and m = 4. Similarly, when m = 2, 17709 

of the 17711 compositional correlations (99.99%) are higher 

than r. The results for m = 2 and m = 3 show that the obtained 

results for m = 4 provide sufficient information on the 

compositional correlation structure of the investigated gene 

expression series. This indicates that there is a strong direct 

numerical relationship between the expressions all through 

the investigated period and might point out the existence of 

a functional relationship even though the Pearson’s 

correlation is zero. 

 

 
Figure 3. The compositional correlations obtained for the 

gene pair YHR145C and YIL093C when m = 4 (a), m = 3 

(b) and m = 2 (c). The HCC, r, LCC and the number of 

compositional correlations (ncc) are indicated on each figure. 

 

The variance and covariance clouds of the genes YHR145C 

and YIL093C shown in Figure 4 also validate that the 

Pearson’s correlation is far from representing the association 

between the genes. The Pearson’s correlation is a point at the 

far end (the point at the origin) of the tail of the 

compositional covariance cloud shown in the bottom right 

panel. The Pearson’s correlation does not indicate the strong 

direct (positive) relationship between the genes shown by all 

the panels in the figure. 

  

3.3. Inverse relationships 

 

As in all association studies, determination of inverse 

relationships between genes might also be as important as 

determining direct relationships for assessing expression 

balance of proteins [32]. Pearson’s correlation is below -0.9 

for 554 of the investigated gene pairs, while 12373 gene pairs 

have a LCC value below -0.9 indicating that there might be 

much more inversely related yeast gene pairs than the 

Pearson’s correlation points out (Table S2). The genes 

YBR146W and YJR045C are one of the many inversely 

related gene pairs that Pearson’s correlation fails to detect. 

For this pair, HCC = r = 0.00 while LCC = -0.93 for the WCC 

which is [4, 4, 6, 4, 5]. Figure 5 shows the expression time 

series for this pair together with the correlations for each part 

of the WCC. 

 

 
Figure 4. The variance and covariance clouds obtained for 

the gene pair YHR145C and YIL093C when n = 23 and m = 

2. 

 

The negative correlations for each part are very close to -1 

(ranging between -0.88 and -1.00) indicating a strong inverse 

relationship but the combined parts produce a zero Pearson’s 

correlation falsely proposing that the genes have no relation. 

The inverse relationship is also apparent in the time series 

graph but it is practically impossible to generate graphs and 

determine these types of relationships manually when there 

are millions of pairs of genes. The computational procedure 

of the CompCorr software enables determination of these 

relationships by calculating compositional correlations for 

all possible compositions. 

 

Tables S7, S8 and S9 respectively show in ascending order, 

the compositional correlations obtained for the genes 

YBR146W and YJR045C by taking m = 4, m = 3 and m = 2. 
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When m = 3 and m = 4, all compositional correlations are 

lower than r (which is 0.00) and when m = 2, 17709 of the 

17711 compositional correlations (99.99%) are lower than r 

(Figure 6a, 6b and 6c). These results imply that these genes 

might have a strong inverse functional relationship even 

though Pearson’s correlation is zero. 

 

 
Figure 5. (a) Expression time series for the genes 

YBR146W and YJR045C; (b) first 4 expression pairs (40 to 

70 minutes); (c) 4 expression pairs from 80 to 110 minutes; 

(d) 6 expression pairs from 120 to 170 minutes; (e) 4 

expression pairs from 180 to 210 minutes and (f) 5 

expression pairs from 220 to 260 minutes and (g) the 

expression series and the correlations between the parts of 

the WCC of the genes YBR146W and YJR045C. 

 

 
Figure 6. The compositional correlations obtained for the 

gene pair YBR146W and YJR045C when m = 4 (a), m = 3 

(b) and m = 2 (c). The HCC, r, LCC and the number of 

compositional correlations (ncc) are indicated on each figure. 

 

The variance and covariance clouds of the genes YBR146W 

and YJR045C in Figure 7 show that the Pearson’s correlation 

does not correctly point out the association between the 

genes. The Pearson’s correlation is a point at the far end (the 

point at the origin) of the tail of the compositional covariance 

cloud shown in the bottom right panel and it is far from 

representing the strong direct (positive) relationship between 

the genes shown by all the panels in the figure. The strong 

indirect relationship between the gene expression series 

through the whole observation period is also validated by the 

covariance clouds in Figure 7. 

 

 
Figure 7. The variance and covariance clouds obtained for 

the genes YBR146W and YJR045C when n = 23 and m = 2. 

 

The above gene pairs are only two examples among the 

thousands of pairs with probable functional relationships 

determined by the compositional correlation method. Some 

other selected examples with high compositional correlation 

but significantly lower r values are presented in Figure S3. 

Each graph in the figure includes HCC, r and LCC values 

together with the BCC’s and WCC’s. Table S10 shows the 

expression values of the gene pairs and the correlations for 

all parts of the BCC’s for each pair in Figure S3. 

 

3.4. Directly or Inversely Related? 

 

Another feature of compositional correlation is its ability to 

determine the existence of inverse relationships when the 

series have a general direct relationship (or vice versa). An 
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example of this feature is the gene pair YLL024C and 

YLL026W. Figure 8a shows that the genes in this pair both 

have a similarly increasing expression trend and the value of 

Pearson’s correlation (0.86) also validates this behavior, but 

the expression values are always inversely related between 

all observation points (when one is increasing, the other is 

decreasing) only except for the minutes between 180 and 190 

where they both increase and between the minutes 250 and 

260 where they both decrease. This inverse expression 

behavior is determined by looking at the differences between 

the HCC and LCC values. For this pair, the LCC value is -

0.35 indicating that there is an inverse relationship for some 

compositions of the gene expression series.   

 

 
Figure 8. The genes YLL024C and YLL026W have a 

similar expression trend with r=0.86 (a) but their expression 

patterns have inverse relationship (b-f). 

 

Calculation of correlations for the parts of the WCC ([7, 4, 

4, 4, 4]) of the pair also points out the inverse relationship 

between the genes (Figures 8b-8f). The r values of the parts 

of the WCC varies between -0.94 and 0.28 (4/5 being 

negative). In fact, 10585 of the 17711 compositions (59.8%) 

have a negative compositional correlation when m = 2 

(Figure 9). The dispersion of the variance and the covariance 

clouds are very small for these genes. This shows that both 

genes are closely related. The variation of the compositional 

correlation between 0.859 and -0.871 indicates that the genes 

have both a positive and a negative relationship. The 

compositions containing long parts produce positive 

compositional correlations as expected (the genes have an 

overall similar pattern) and the compositions composed of 

shorter parts produce negative compositional correlations 

because the smaller parts are inversely related.  

 

Some other selected examples of gene pairs with apparent 

inverse relationships which cannot be detected by calculating 

r are shown in Figure S4. The expression values of the 

sample pairs and the r values for each part of the BCC for 

each pair are presented in Table S11. The r values of the parts 

(the majority being between -0.95 and -1.00) validate that the 

pairs might have a strong functional inverse relationship 

even though the r values obtained for the whole series vary 

between -0.01 and -0.53. 

 

 
Figure 9. The variance and covariance clouds obtained for 

the genes YLL024C and YLL026W when n = 23 and m = 2. 

 

4. COMPARISONS WITH OTHER CORRELATION 

METHODS 

 

Determination of genes with similar or concordant (and also 

inversely related) expression profiles is crucial in the 

determination of the functions of the genes. If a method fails 

to find some of the harmonious gene pairs, then it will be 

much more difficult to make decisions on the functions of 

the genes as in the case of saccharomyces cerevisiae for 

which there are still hundreds of unidentified genes even 

though its genome was sequenced nearly 25 years ago. In this 

section, the performance of the compositional correlation 

method is compared with four widely used correlation 

methods which are the Pearson’s correlation, Spearman’s 

correlation, distance correlation and SGMIC which was 

proposed as an algorithm for the precise calculation of the 

maximal information coefficient [33]. 

 

Genes generally exhibit varying expression behaviors 

through time. Detecting this behavior by using standard 

correlation approaches is generally not possible because the 

series are considered as a whole and the different behaviors 

in subsections are not detected and considered. For example, 

the expressions of the gene pair YMR296C and YOL032W 

(Figure S5ac) first slightly decrease together between 

minutes 40 and 70. Then they begin to fluctuate together with 

a very similar pattern until minute 170.   
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Finally, after minute 180, YOL032W shows an increasing 

and YMR296C shows a decreasing trend while they still 

have a very similar expression profile. Even though the time 

series graph for this pair shows that there might be a strong 

relationship between these two genes, this behavior was not 

detected by Pearson’s (0.048), Spearman’s (0.082) and 

distance correlations (0.386) which pointed out a weak or no 

relation. The SGMIC value for this gene pair is 0.566 which 

seems to be a better estimate but might easily be ignored 

among the millions of SGMIC values for all the possible 

gene pairs as it also does not point out a significant 

relationship. 

 

The compositional correlation method successfully 

determined the relationship between these two genes with an 

HCC value of 0.943. For another 58 gene pairs, the HCC 

values are higher than 0.9 for which the Pearson’s correlation 

remains between -0.1 and 0.1 (Figure S5). The HCC, 

Pearson’s correlation, LCC, Spearman’s correlation, 

distance correlation and SGMIC values for these 58 gene 

pairs are presented in Table 2. The minimum and maximum 

values for each statistic are indicated in bold. 

 

The obtained compositional correlations are much higher 

than the correlations of the compared methods only except 

for the SGMIC value of the pair YBR082C and YOR262W 

(Figure S5av). The distance correlation value (0.505) for this 

pair is the second highest distance correlation among the 58 

pairs. It is known that the distance correlation is zero if and 

only if the random variables are statistically independent but 

it cannot be claimed that the distance correlation always 

exactly determines the strength of statistical dependence. 

The distance correlations for none of the compared pairs are 

close to zero showing that all of the 58 gene pairs are 

statistically dependent (Figure S5). 

 

The Pearson’s and Spearman’s correlations fail to detect the 

statistical dependence between the genes and they produce 

values close to zero for all the compared pairs in Table 2. 

This result is caused by the fact that both methods generally 

fail to detect the relationship when the trend line for one 

series is increasing while the trend line for the other series is 

decreasing with nearly the same angle even though the series 

have a strong relationship. The presented gene pairs are good 

examples of this deficiency of Pearson’s and Spearman’s 

correlation approaches. 

 

The second-best performance after the compositional 

correlation is shown by the SGMIC method with an average 

SGMIC value of 0.511 but all SGMIC values except for 

0.932 obtained for the pair YBR082C and YOR262W are 

under 0.8 showing that the SGMIC results for these gene 

pairs are not sufficiently maximal to be noticed. 

 

The presented comparative results and the supporting figures 

provide satisfactory proof for the statistical dependence 

between the compared gene pairs. There are many more 

strongly related gene pairs detected by the compositional 

correlation method with very low Pearson’s correlation 

values close to zero. For example, the number of gene pairs 

with a compositional correlation value over 0.8 but Pearson’s 

correlation between -0.2 and 0.2 is 5999. Consequently, the 

results of this study provide the yeast researchers a very 

narrowed down target for defining the functions of the genes, 

a task which seems to be impossible by using conventional 

correlation measures that fail to detect real relationships 

between genes showing alternating but dependent behavior 

through the course of time. 

 

5. COMPARISON OF THE RESULTS WITH 

EXISTING LITERATURE 

 

A genome-wide association analysis on Saccharomyces 

Cerevisiae is required for both identifying new genes and 

exploring the extent to which genetic background influences 

mechanism, because the majority of functional studies on 

Saccharomyces Cerevisiae are carried out in a small number 

of laboratory strains that do not represent the rich diversity 

found in this species [34]. Global gene expression of 

Saccharomyces cerevisiae is also investigated in order to 

identify the correlation between redox potential profiles and 

gene expression patterns and enables locating genes that 

could be modulated by altering culture redox potential 

during VHG ethanol fermentation  [35]. Another potential 

use of the whole-genome sequences is mapping the genetic 

basis of phenotypic variation through genome-wide 

association (GWA) studies, with the benefit that associated 

variants can be studied experimentally with greater ease [36].  

Genome-wide comparative analysis are primarily based on 

genomic sequence information although differences among 

organisms are often attributed to differential gene expression 

[37].  

 

Genes whose expression varies differentially and 

periodically over the cell cycle might be identified by both 

experimental and computational methods. Aside from the 

aforementioned uses of genome-wide gene expression 

analysis, principal-oscillation-pattern (POP) analysis which 

is a multivariate and systematic technique for identifying the 

dynamic characteristics of a system from time-series data, 

can be used to infer oscillation patterns in gene expression 

[38]. The gene YDL003W is reported by many researches as 

one of the cell-cycle genes in Saccharomyces Cerevisiae. 

The results obtained in this paper indicate that there are 31 

genes determined by the compositional correlation method 

to have HCC values with the gene YDL003W which are 

higher than 0.9. These genes are listed in Table 3 together 

with the HCC, r and LCC values. The obtained results show 

that, all genes listed in Table 3 are also reported as cell-cycle 

genes by several studies. A detailed summary on these 

methods were provided by de Lichtenberg et al. [39] and the 

whole lists of the cell-cycle genes reported in these studies is 

provided by Wang et al. [38]. The findings of the 

compositional correlation method as presented in this paper 

show that the compositional correlation method both 

compares well with existing computational methods and 

experiments, and it also determines complementary 

knowledge in addition to information provided by other 

approaches because it also detected cell-cycle genes not 

determined by all compared methods. This comparison 

proves that the compositional correlation method can be used 

reliably not only in the determination of cell-cycle genes but 

also other genome wide association studies, but still, the 

users must be warned against type I errors which should be 
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checked as always before making final decisions on their 

association studies. 

Table 2 Comparisons of correlation methods for gene pairs with compositional correlations over 0.9 while -0.1 < r < 0.1 

Gene 1 Gene 2 HCC Pearson LCC Spearman Dist.Cor. SGMIC 

YCL063W YPL203W 0.926 0.098 0.098 -0.031 0.357 0.546 

YGR244C YKR072C 0.908 0.095 0.095 -0.038 0.363 0.528 

YLR109W YLR441C 0.913 0.094 0.094 -0.028 0.274 0.445 

YDR375C YDR449C 0.906 0.093 0.093 0.026 0.326 0.548 

YLL034C YPL118W 0.908 0.091 0.091 0.029 0.297 0.652 

YMR093W YNL252C 0.905 0.089 0.089 0.126 0.320 0.441 

YPR060C YPR158W 0.904 0.084 0.084 0.124 0.338 0.510 

YKL150W YNL007C 0.941 0.080 -0.028 0.138 0.352 0.667 

YKL122C YLR109W 0.913 0.079 0.079 -0.052 0.301 0.520 

YJR054W YOL052C 0.903 0.079 0.077 0.059 0.295 0.398 

YGR244C YLR075W 0.913 0.078 0.078 0.066 0.357 0.586 

YIL093C YLR197W 0.914 0.078 0.078 0.001 0.419 0.791 

YFR050C YGL189C 0.919 0.078 0.078 0.053 0.350 0.544 

YNL005C YOR095C 0.903 0.076 0.076 0.091 0.302 0.423 

YJL063C YOL097C 0.910 0.073 0.073 0.006 0.353 0.423 

YIL070C YLR344W 0.907 0.072 0.072 -0.036 0.291 0.545 

YLR203C YPL048W 0.916 0.069 0.069 0.072 0.380 0.464 

YGL049C YMR186W 0.905 0.068 0.068 0.048 0.252 0.361 

YGL120C YJL063C 0.901 0.068 0.068 0.015 0.400 0.559 

YJL125C YNL252C 0.936 0.064 0.064 0.019 0.329 0.360 

YDR489W YPR158W 0.903 0.063 0.063 0.065 0.270 0.418 

YLR354C YNL007C 0.912 0.063 0.033 0.133 0.317 0.586 

YEL039C YER027C 0.905 0.058 -0.112 0.192 0.289 0.455 

YGR244C YOR300W 0.902 0.051 0.051 0.062 0.309 0.456 

YGR244C YHR145C 0.936 0.050 0.050 -0.027 0.447 0.735 

YNL135C YOR325W 0.921 0.050 0.050 0.076 0.308 0.490 

YER156C YLR109W 0.920 0.050 0.050 -0.056 0.208 0.316 

YBL066C YDR231C 0.902 0.048 0.048 0.198 0.409 0.464 

YMR296C YOL032W 0.943 0.048 0.048 0.082 0.386 0.566 

YCR056W YOL032W 0.900 0.044 0.044 0.088 0.330 0.453 

YLR203C YPR085C 0.922 0.040 0.040 0.012 0.367 0.321 

YIL093C YLR175W 0.908 0.035 0.035 -0.055 0.386 0.697 

YGL219C YNL007C 0.903 0.031 -0.179 0.132 0.403 0.436 

YBL101W-B YLR069C 0.923 0.028 0.028 0.029 0.366 0.482 

YLL026W YML008C 0.909 0.024 0.024 -0.005 0.288 0.510 

YJL063C YPR062W 0.902 0.023 0.023 -0.146 0.393 0.761 

YDL022W YJL029C 0.919 0.016 0.016 -0.047 0.353 0.667 

YDR231C YLR185W 0.924 0.016 0.016 0.200 0.386 0.588 

YCR056W YPL118W 0.913 0.012 0.012 -0.008 0.290 0.351 

YJL063C YOR300W 0.940 0.007 0.007 -0.052 0.341 0.493 

YHR145C YIL093C 0.929 -0.001 -0.001 -0.135 0.407 0.588 

YLL034C YLR203C 0.900 -0.008 -0.008 -0.029 0.380 0.592 

YJL063C YMR102C 0.912 -0.022 -0.022 -0.037 0.341 0.367 

YBR183W YHR216W 0.911 -0.030 -0.030 0.064 0.508 0.775 

YHL035C YNL007C 0.905 -0.036 -0.177 0.177 0.367 0.586 

YGL221C YNL007C 0.921 -0.040 -0.123 0.113 0.332 0.618 

YER049W YGR048W 0.901 -0.041 -0.041 0.003 0.309 0.463 

YBR082C YOR262W 0.917 -0.044 -0.105 0.044 0.505 0.932 

YLR109W YPR110C 0.925 -0.047 -0.047 -0.115 0.241 0.348 

YCL014W YDL110C 0.901 -0.060 -0.090 -0.204 0.398 0.649 

YGR097W YLL026W 0.904 -0.062 -0.062 -0.002 0.274 0.332 

YLR109W YOR300W 0.911 -0.063 -0.063 -0.087 0.256 0.426 

YGR228W YOR310C 0.904 -0.073 -0.073 -0.110 0.251 0.259 

YLR138W YPL118W 0.917 -0.076 -0.076 -0.116 0.332 0.324 

YGR244C YLR293C 0.924 -0.081 -0.081 -0.144 0.350 0.559 

YDR509W YGR254W 0.908 -0.082 -0.082 -0.187 0.371 0.499 

YKL024C YLR109W 0.907 -0.089 -0.089 -0.176 0.301 0.495 

YPL118W YPR048W 0.906 -0.094 -0.094 -0.127 0.293 0.288 
 Max: 0.943 0.098 0.098 0.200 0.508 0.932 
 Min: 0.900 -0.094 -0.179 -0.204 0.208 0.259 
 Average: 0.913 0.024 0.010 0.009 0.340 0.511 
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Table 3 The genes determined to have HCC values with the 

gene YDL003W higher than 0.9 

 

 
 

6. THE COMPCORR SOFTWARE 

 

The CompCorr software developed in Python for 

implementing the compositional correlation method is freely 

provided together with this manuscript. The software accepts 

an Excel file containing the data series as input and generates 

a text file as output containing the compositional 

correlations. The number of compositional correlations 

calculated for each pair varies according to the length of the 

data series and the minimum number of accepted values in 

each part of the compositions. The compositions were 

determined by using the ruleGen function which generates 

all interpart restricted compositions of n by using restriction 

function sigma [40]. For each composition, the 

compositional correlation is determined by using Equation 4. 

 

7. CONCLUSION 

 

The results obtained in this study have shown that the 

compositional correlation method is very successful in 

determining linear, nonlinear, direct and indirect 

relationships between gene expression series and that the 

method has a great potential of being applied in all areas of 

science. Comparisons with widely used and well-established 

correlation methods also validated the results of the study. 

Taken together, the presented findings could be applied quite 

reliably in studies aimed at determining the functions of 

specific yeast genes for which the functions are still 

undefined. However, the current results were obtained by 

using available expressions of 4381 of the yeast genes which 

are estimated to be around 6000. Therefore, future research 

might include the remaining genes for finding more 

relationships.  

 

In the light of the findings on the gene expression data series, 

it is evident that the method may enable possibilities for 

numerous important discoveries and will contribute to the 

improvement of our understanding of correlation as a new 

way of finding associations. The usefulness and benefit of 

the compositional correlation method lies in the approach 

that the variation of average through the observations is 

considered instead of considering the average of the whole 

series. The author also hopes that the method and the results 

presented in this manuscript will also provide important 

clues and the tools to the biologists trying to find the 

functions for the genes of many other organisms. The 

software code developed for implementing the 

compositional correlation method is freely provided as a 

supplement together with the manuscript. 

 

8. SUPPLEMENTARY MATERIAL 

 

The online Supplementary Material contains all the Figures 

S1 to S5, the Tables S1 to S12 and the Python code of the 

CompCorr software. The software is provided under the 

terms of the GNU Free Documentation License, Version 1.3. 

The Supplementary Material is available for download in the 

following link: 

 

https://www.dropbox.com/s/ai8r590sz2e8aw6/Supplementa

ry.Material.pdf?dl=0  
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Abstract  

 

Especially for the last 20 years many studies have been made in the field of health, chemistry and food with the electronic nose 

which is a very popular research area thanks to development of sensor technology. In these studies, high achievements have been 

obtained in many subjects ranging from disease detection to identification of bacterial species and from determination of food 

quality to aroma separation. In the study, the variation of the freshness of some fruits prepared for eating was examined with an 

electronic nose according to the days. Fruits as chopped melon, peach, banana and uncut strawberries were put on plates 

separately and all of them were stored at the room temperature for 5 days. A low cost electronic nose has been made with the 

MQ branded 11 gas sensors. Fruits were sniffed 15 times for each day at the same time zone. Sensors’ data were transferred to 

the computer via 2 Arduino Uno microcontroller cards and recorded to computer with an interface program made up in the 

LabVIEW environment. Then, features were extracted from the obtained data taken from the sensors, and the extracted features 

were classified by using the k-Nearest Neighbors and Neural Network Classification Algorithms. Best classification accuracies 

were obtained as; 93.28% for melon, 80.80% for peach, 84.80% for banana and 75.78% for strawberry. 

 

Keywords: Electronic nose, fruit freshness, classification 

 

 

 

1. INTRODUCTION  

 

Electronic nose (e-nose) is a device that can recognize odors 

which were introduced previously. An e-nose generally 

consists of the following parts; (a) an odor box that the odor 

which is desired to be recognised, will enter, (b) a sensor 

block which exists in this box, composed of gas sensors that 

they can detect the amounts of gases in the composition of 

the incoming odor, (c) an analog-digital converter unit which 

converts the electrical signals of these electrochemical 

sensors to digital data, (d) a classification algorithm which 

extracts features of the collected data and classifies, and (e) 

a computer where these operations are performed. 

 

Today, many scientists generate e-noses to distinguish and 

recognize odors in health, food and chemical area for 

commercial or academic purposes. There have been many 

successful studies in the field of health. The diseases like 

lung cancer[1, 2] heart diseases[3], respiratory system 

diseases[4, 5], Alzheimer's and Parkinson's diseases[6, 7] 

[5,6] and diabetes[8, 9] were diagnosed with high accuracy 

from the patients’ breath by using an e-nose. Electronic nose 

studies have been carried out in the cosmetic field in order to 

differentiate real and fake perfume[10] as well as to 

determine a special perfume[11]. 

 

In the food and beverage area; numerous studies have been 

done in the evaluation of quality of foods or beverages by 

using an electronic nose.  The quality or aroma of many 

foods such as tomatoes[12], peaches[13] and beverages such 

as fruit juice[14], wine[15] and tea[16] have been determined 

with the e-nose in food industry. Moreover, there are many 

e-nose studies available on the open literature to determine 

the shelf life of milk[17] and freshness of food such as 

fish[18], peach[19], egg[20], etc. 

 

In this study; daily changes of the smell of chopped melon, 

peach, banana and uncut strawberry have been observed with 

electronic nose. An electronic nose consisting of 11 gas 

sensors has been made for this study. The sensor array has 

been placed in an odor (sample) box. Electrical outputs of 

the sensors have been converted to digital data via an analog-

digital converter and the data have been recorded to the 

computer. The smells of fruits were recorded for 5 days. 

Then classification process has been carried out. The output 

of the study can be useful for commercial kitchens, food 

factories and electronic kitchen products. 

 

2. MATERIAL AND METHOD 

 

2.1. Customized Electronic Nose Setup 

 

In the study, primarily the sensor block of the electronic nose 

was generated by using the gas sensors listed in Table1. 

  

Research Paper
Academic Platform Journal of Engineering and Smart Systems (APJESS) 10(1), 42-47, 2022

https://doi.org/10.21541/apjess.1060757
Received: 15-Jun-2021    Accepted: 31-Oct-2021
ISSN: 2822-2385

Attribution (CC BY) license https://creativecommons.org/licenses/by/4.0/ https://dergipark.org.tr/tr/pub/apjess

https://orcid.org/0000-0001-6896-7451


 

 

Table 1. List of Gas Sensors 

Sensor 

No 

Sensor 

Name Target Gas 

1 MQ-2 Methane, Butane, LPG, Smoke 

2 MQ-3 Alcohol, Ethanol, Smoke 

3 MQ-4 Methane, CNG Gas 

4 MQ-5 Natural Gas, LPG 

5 MQ-6 LPG, Butane Gas 

6 MQ-7 Carbon Monoxide 

7 MQ-8 Hydrogen Gas 

8 MQ-9 Carbon Monoxide, Flammable Gasses 

9 MQ-131 Ozone 

10 MQ-135 

Air Quality (CO, Ammonia, Benzene, Alcohol, 

Smoke) 

11 MQ-137 Ammonia 

 

MQ branded gas sensors have been used with their kit in this 

study. The sensor array has been generated by placing these 

sensors to 6x10 cm board as shown in Figure 1. In Figure 2, 

the manufactured electronic nose system is given. The sensor 

array has been placed inside a storage container and the 

cables are pulled out of an airtight hole. The supply voltages 

of the sensor kits have been provided from a power supply 

and the analog outputs of the sensors have been connected to 

the analog inputs of 2 Arduino Uno cards. The sensors 

outputs that are electrical voltages, were converted to digital 

data by Arduino cards and the data have been transferred to 

the computer via USB port. 

 

 

Figure 1. Sensor array 

 

Figure 2. Customized electronic nose system 

 

Sensors’ data have been recorded with a data collection 

software which was prepared in LabVIEW. The presence 

and quantity of the relevant gases in the smell of the fruits 

which placed in the sample box, have been sensed by the 

related sensor and recorded to the computer. And obtained 

data have been classified after features extracted in 

MATLAB software. 

 

2.2. Data Collection and Analysis  

 

In this study; strawberries were washed to be eaten 1 day 

after they were picked and their daily odors were recorded 

with an e-nose, while other fruits were chopped on the first 

day they were bought from the market and their odors from 

chopping to spoiling was studied. The odors of each fruit 

were taken 15 times in a day along 5 days. All records were 

taken between 20.00-23.00 hours under conditions of 22-24 

°C temperature and 60%-70% humidity. A sniffing cycle 

consisted of placing the chopped fruit plate into the 

previously ventilated sample box, closing the lid of the box 

and starting the odor recording software program. The period 

of sniffing cycle was determined as 120 seconds and 10 data 

were taken per second from the sensors. As a result of 1200 

data recorded from each of 11 gas sensors, a data matrix 

which is consisted 11x1200 data were obtained in a sniffing 

cycle. A 3 dimensional matrix having 15x11x1200 

dimensions were obtained daily for each fruit. End of the 5 

days, a total of 300 different odors were recorded, 75 for each 

fruit. 

 

For the classification process, firstly, Kurtosis, Skewness, 

Sum, Average, Hilbert Transformation and Variance of the 

Derivative (VD) methods were applied to 11 sensors' data of 

each fruit's 75 odor records and the features of these data 

were extracted. How these features are calculated[21] is 

given in Table 2. 

 

In the formulas given in Table 2, xi is the ith sample of a trial 

x, x is the mean value of x, x´ is the derivative of x, x´i is the 

ith sample of x´, 'x  is the mean value of x´, L is the length of 

a trial, amean and astd are the mean and standard deviation of 

real part of ˆ( )s t  respectively.   

 

The kNN classification method is an extremely useful 

method that is frequently used in classification problems. In 

kNN classification, unknown specimen is classified 

according to nearest k neighbours. In this method; the metric 

distances of the training trials to the test trial are calculated, 

after that nearest neighbors in k quantity are taken into 

account and the test trial is labeled to be the class of the 

largest number of these training data. Ideal k number was 

determined with random sub-sampling method[21]. 

 

The neural network classification is also a method that is 

frequently used in classification studies. In this method; the 

data in the input layer is processed with the activation 

functions in the neurons in the hidden layer or layers, and the 

results of neurons in hidden layer transferred to the output 

layer. The transitions of the data between the layers are made 

according to certain weights. Finally, the data coming to the 
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output layer with the determined weights are assigned to a 

class as a result of the evaluation made in the output layer. In 

this study, a single layer is used in the hidden layer. 

 

Table 2. Methods of Extracting Features 
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It was used classification accuracy (CA), sensitivity (SE) and 

specificity (SF) metrics for evaluating performance of the 

classifiers. CA is the percentage expression of the ratio of the 

number of correctly classified trials to the total number of 

trials (Eq. 1). SE and SF were also calculated as follows (Eq. 

2 anad Eq. 3): 

 

100
CCT

CA x
TT

=  

 

(1) 

100
TP

SE x
TP FN

=
+

 

 

(2) 

100
TN

SF x
TN FP

=
+

 (3) 

 

CCT, TT, TP, TN, FP, FN are abbreviations of; the number 

of correctly classified trials, the total number of considered 

trials, the number of positive samples correctly classified, the 

number of negative samples correctly classified, the number 

of positive samples incorrectly classified, the number of 

negative samples incorrectly classified, respectively. 

 

Features are extracted from the training data set. By using all 

features, the feature that gives the highest cross validation 

accuracy (CVA) is determined. Then, the remaining features 

are added next to this feature by trying all combinations, and 

the features used for the highest CVA are recorded. This 

process is done as much as the determined number (100 

times for this study) of cross validations with randomly 

selected sub-training and validation sets. In the cross 

validation process given in Figure 3, the most used feature 

and the features which were used more than half of the 

highest usage count, are selected as the effective features of 

the classification.  

 

The classification process was carried out in 5 classes for 5 

different days. Randomly selected 10 of the 15 data which 

was recorded in each day, used as training data and the 

remaining 5 were used as test data. 5 of the 10 training data 

were used as sub-learning set by selecting randomly, and the 

other 5 were used as validation data. Feature selection was 

done as described above. Then, using the determined 

features, 5 data allocated for the test were classified by kNN 

and NN classification algorithms. 

 

Thus, one classification process was completed and 

classification accuracy, sensitivity and specificity were 

recorded. In order to increase the reliability of the 

classification accuracy, the classification process mentioned 

above was performed 100 times for different training-test 

sets. The arithmetic mean of the results of 100 classifications 

was accepted as the classification result. 

 

3. RESULTS 

 

In this study, four fruits’ five days odors have been classified 

by using an electronic nose. Totally 300 odors 75 for each 

fruit have been sniffed, and gas sensors’ data has been 

recorded to computer. All sniffing cycles composed of 2 

minutes records. 1200 values for each of 11 gas sensors have 

been got in a sniffing cycle. At the classification stage; 50 of 

75 data were used as training data (10 of the 15 per day) and 

the other 25 of them were classified to 5 classes with kNN 

and NN classification algorithms. Classification flow 

diagram is given in Figure 3. 

 

The classification results for each fruit are as follows: 

 

For melon; 

 

An average of 93.28% classification accuracy (CA), 85.40% 

sensitivity (SE) and 97.00% specificity (SF) were achieved 

at the end of 100 classification cycles with kNN algorithm. 

By using NN algorithm, 84.53% CA, 66.60% SE and 

97.45% SF were achieved at the end of 100 classification 

cycles. Most effective feature is xmean of Hilbert Transform 

of MQ-4 gas sensor. Error matrix of a randomly selected 
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classification among 100 different classifications is given in 

Table 3. 

 

Extracted Features

Training Set
(50 Data)

Test Set
(25 Data)

Randomly Selection

Sub-Training
(25 Data)

Selected Features

Feature Selection

Cross Validation                     100 times

Data Set
(75 Data)

Feature Extraction

Classification                                                         100 times

5-Classes 
Classification

Performance
Evaluation

Mean (CA, SE, SP)

Randomly Selection

Validation
(25 Data)

 
Figure 3. Classification Flow Diagram 

 

Table 3. Error Matrix 

    Predicted 

    1.Day 2. Day 3. Day 4. Day 5. Day 

A
ct

u
al

 
 

1.      Day  4  0  0  0  0 

2.      Day  0  5  0  0  0 

3.      Day  1  0  5  0  0 

4.      Day  0  0  0  4  0 

5.      Day  0  0  0  1  5 

 

In Figure 4, extracted features graph is given for random one 

cycle of 100 cycles. Symbols in given Figure 4-7 represent 

the days as follow: 

 

+ : 1. Day 

♢ : 2. Day 

 : 3. Day 

 * : 4. Day 

 : 5. Day 

 

 

 
Figure 4. The graph of extracted feature of the chopped 

melon 

For peach; 

 

An average of 80.80% CA, 95.00% SE and 93.75% SF were 

achieved with kNN algorithm and 76.52% CA, 89.00% SE 

and 91.05% SF were achieved by using NN algorithm at the 

end of 100 classification cycles. Most effective feature is 

xmean of Hilbert Transform of MQ-3 gas sensor’s data. Error 

matrix of a randomly selected classification among 100 

different classifications is given in Table 4. In Figure 5, 

extracted feature graph is given for one classification. 

 

Table 4. Error Matrix 

    Predicted 

    1.Day 2. Day 3. Day 4. Day 5. Day 

A
ct

u
al

 
 

1.      Day  5  1  0  0  0 

2.      Day  0  4  0  0  0 

3.      Day  1  0  5  0  0 

4.      Day  0  0  0  2  1 

5.      Day  0  0  0  3  4 

 

 
Figure 5. The graph of extracted feature of the chopped 

peach  

 

For banana; 

 

An average of 84.80% CA, 83.40% SE, 96.80% SF were 

achieved with kNN algorithm, and 75.79% CA, 83.20% SE, 

94.95% SF were achieved with NN algorithm at the end of 

100 classification cycles. Most effective features are xmean 

of Hilbert Transform of MQ-4 gas sensor's data and xstd of 

Hilbert Transform of MQ-131 gas sensor’s data. Error matrix 

of one among 100 classifications is given in Table 5. 

Extracted feature graph for one of the classifications is given 

in Figure 6. 

 

Table 5. Error Matrix 

    Predicted 

    1.Day 2. Day 3. Day 4. Day 5. Day 

A
ct

u
al

 
 

1.      Day  3  0  0  0  0 

2.      Day  2  5  0  0  0 

3.      Day  1  0  5  0  0 

4.      Day  0  0  0  3  0 

5.      Day  0  0  0  2  5 
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Figure 6. The graph of extracted features of the chopped 

banana 

 

For strawberry; 

 

An average of 75.78% CA, 92.80% SE, 96.00% SF were 

achieved with NN algorithm, and 65.72% CA, 93.00% SE, 

97.90% SF were achieved with kNN algorithm at the end of 

100 classification cycles. Most effective features are xmean 

and xstd of Hilbert Transform of MQ-2, MQ-3 and MQ-4 gas 

sensors' data. Error matrix of one among 100 classifications 

is given in Table 6. Extracted feature graph for one of the 

classifications is given in Figure 7. 

 

Table 6. Error Matrix 

    Predicted 

    1.Day 2. Day 3. Day 4. Day 5. Day 

A
ct

u
al

 
 

1.      Day  5  0  0  0  0 

2.      Day  0  4  0  0  0 

3.      Day  0  0  2  0  0 

4.      Day  0  1  3  3  2 

5.      Day  0  0  0  2  3 

 

Figure 7. The graph of extracted features of the strawberry 

 

4. DISCUSSION AND CONCLUSION 

 

In this study, the freshness of the fruits was determined with 

high accuracy with an electronic nose. To start with, a low 

cost electronic nose was made up. Then, melon, banana and 

peach were chopped to plates separately and unchopped 

strawberries placed to another plate, and these fruits were 

kept in room temperature. These fruits’ odors were sniffed 

with the e-nose in the same time zone (between 20.00-23.00 

hours) for 5 days. A total of 75 odor data for each fruit, 15 

per day, were recorded into the computer. Finally, 25 of data 

were classified with two classifier algorithms by introducing 

randomly selected 50 of data as training data, after extracting 

features. The success rates and related classifier types of 

classifications, which are more successful are given in Table 

7. 

 

Table 7. Classifications Summary 

Fruit CA 

(%) 

SE 

(%) 

SF (%) Classification 

Algorithm 

Melon 93.28 85.40 97.00 kNN 

Peach 80.80 95.00 93.75 kNN 

Banana 84.80 83.40 96.80 kNN 

Strawberry 75.78 92.80 96.00 NN 

 

While the kNN classification algorithm can detect freshness 

and spoilage in melon, peach and banana fruits with high 

accuracy, it was not very successful in strawberry. 

Strawberry classification could be done with NN with less 

success than other fruits. The reason of the low classification 

performance in strawberry is considered to be that it is not 

chopped. As a matter of fact, it has been scientifically proven 

that chopped fruits will lose their freshness faster and spoil 

earlier[22]. It is predicted that strawberry freshness 

determination will be made with higher accuracy with e-nose 

by using chopped strawberries in the new studies in this field. 

 

The information of how many days ago the fruit was 

chopped can be useful for commercial kitchens, food 

factories and perhaps smart refrigerators to be developed. So, 

the study has to be developed by increasing the variety of 

fruits and vegetables. In addition, in scientific studies, it has 

been suggested to use electronic gas sensors instead of 

commercial mass spectrometers or gas chromatography in 

detecting the freshness of fruits [22]. Undoubtedly, the odors 

emitted by the fruits change daily and these can be detected 

by the gas chromatography method. However, the gas 

chromatography method is quite costly, laborious and long-

term work compared to the electronic nose method. With the 

electronic nose, a situation can be detected so quickly from 

an odor, and this method can be integrated into industry very 

easily. 

 

This study has some limitations: The low number of data is 

one of the negative aspects of the study. Although high 

accuracy classification results show that the spoilage of fruits 

can be monitored daily by their fragrances, working with 

larger data sets in future studies will further reinforce the 

reliability of the method. The other limitation is lack of gas 

chromatography of fruit spoiling before this study for 

choosing related gas sensors.  

 

Presentation at a meeting: A part of this study has been 

shared as an oral presentation at 3rd International 

Conference on Advanced Engineering Technologies 

(ICADET) in Bayburt, TURKEY on 19-21 September 2019 
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Abstract 

 

Running control software on limited computing resources is considered one of the toughest problems. In this study, an 

autonomous driving software has been developed that can safely complete the map by tracking the lanes and avoiding obstacles 

on a robot vehicle with limited hardware components. The data was simplified with the image processing technique and the 

neural network was trained. Overfitting was prevented by hyperparameter tuning and synthetic data augmentation. In order to 

avoid obstacles, optical flow was calculated by detecting corners every 4 seconds and was used to find the focus of expansion of 

the vehicle. Time-to-collision was found with the FOE and the distance between the previous position and the current position 

of the detected point. Optimization was made by averaging the values of close points. The balance mechanism was created 

according to the TTC difference calculated on the right and left parts of the vehicle. 

 

Keywords: Convolutional Neural Network, Overfitting, Hyperparameter Tuning, Data augmentation, Lane tracking, Optical 

Flow, Focus of Expansion, Time to Collision 

 

 

 

1. INTRODUCTION 

 

The autonomous driving system is one of the most popular 

smart autonomous systems recently. Nowadays, it is aimed 

to minimize driver-related errors with autonomous driving 

systems. Today, we can say that autonomous driving systems 

have speed control with radar and distance sensors, lane 

tracking, and lane change after cameras on the vehicle. 

Autonomous vehicles are one of the most effective use cases 

where hardware and software work together. The hardware 

enables the vehicle to move and communicate with a range 

of cameras, sensors, while the software processes 

information and provides control.   

 

Today, many automobile companies are attempting to 

produce cars with autonomous driving systems. We can say 

Tesla company as the leading company. The cars they 

produce have a full automation driving system. The data set 

is collected in real-time from approximately 1 million 

vehicles. 70,000 GPU’s are trained per hour. It is capable of 

semantic segmentation, object recognition, depth estimation. 

There are 1000 different estimates per step each time. Some 

companies use the LIDAR device to model depth prediction 

and 3D perception. Depth prediction is a fundamental task in 

perceiving the 3D environment around us [1].  

 
* Corresponding Author 

 

In this study, lane tracking, which is one of the two most 

important abilities in autonomous vehicles, and the ability to 

avoid obstacles for the robot vehicle to drive freely without 

hitting any obstacle are discussed. The main purpose of this 

research was to develop lane tracking and obstacle avoidance 

capabilities with different methods and solutions for an 

autonomous driving system on an experimental vehicle.  

The robot vehicle, remote control module, and experimental 

map that constitute the hardware part of the project were 

prepared. Raspberry Pi module on the vehicle forms the 

brain of the vehicle. Raspberry PI communicates with the 

remote-control module via wireless network (RF24) and 

computer via embedded software. The Raspberry PI module, 

which plays the role of the brain of the system in the later 

stages of the project, was renewed with the Coral Dev Board 

[2] device developed by Google for artificial intelligence 

model’s due to its inadequate performance. 

Supervised Learning [3, 4] approach, which is one of the 

Machine Learning [5, 6, 30] techniques, was used for lane 

tracking. With the help of a remote-control device, the robot 

vehicle was moved along the track and dataset collection was 

carried out through the camera on the vehicle. This dataset 

created consists of images and action information taken at 
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the time of that image. Then, the images taken were 

simplified with image processing techniques, and the strip 

lines were brought to the fore. At this stage, Convolutional 

Neural Network [7] was used while creating an artificial 

intelligence model. CNN is a type of artificial neural network 

developed to solve problems such as image classification, 

object detection, and style transfer. Since the images are our 

main data source, it was decided to use CNN. 

The target problem for avoiding obstacles is the calculation 

of contact time or time to collision. The most important 

feature focused here was the calculation of the time until the 

collision, ie the contact time. In this direction, corner 

detection, optical flow focus of expansion, and collision time 

were calculated instantaneously on the image taken from the 

camera [8 - 10]. The balance calculation has been made for 

the right and left body of the robot vehicle and a decision 

mechanism has been created to avoid obstacles. The robot 

vehicle has been provided to move without hitting any 

obstacle.  

 

There are many studies on road lane tracking in the literature. 

Bounini and Farid [11] obtained a result by detecting corners 

on the data taken from the camera image. J. Han, D. KIM 

[12] using 2D Lidar sensors, they were able to gather 

information about the environment and keep the vehicle 

within the lane by performing road boundary extraction. 

There are a few studies investigating vehicle obstacle 

avoidance using only information extracted from the camera 

image. Kachluche Souhila and Achour Karim [13] measured 

the distance to objects using optical flow and corner 

detection. 

 

2. PROPOSED METHOD 

  

2.1. Lane Tracking 

 

In this section, simplification of lane information with 

computer vision techniques, and data set collection are given 

initially to enable the robot vehicle to move autonomously 

by following the lane information on the experimental map. 

Next, a detailed description of the designed network 

architecture and training is provided. To achieve the 

successful model, hyper parameter tuning and data 

augmentation, and finally, the testing process is explained. 

The dataset collection process will be performed by moving 

the robot vehicle over the experimental environment with the 

help of a remote control. The images taken from the camera 

correctly positioned on the vehicle will first be recorded in 

the filing system by simplifying the lane information with 

image processing techniques. At the same time, the action 

information of the car at the time the image is taken is 

recorded in the filing system simultaneously with the images. 

 

2.1.1. Simplifying Lane Information with Computer 

Vision Techniques 

 

Preparing the images in the data set that we will give to the 

neural network in accordance with the purpose is the most 

influential factor in the result of the developed neural 

network model. If the image is messy, difficult to 

understand, and the neural network is not able to distinguish 

the features in the image, the error values of the model will 

be high and the operation is nothing but a waste of time. For 

this purpose, the images taken from the camera on the robot 

vehicle were first simplified with image processing 

techniques. First, the color space change was perform It is 

planned to increase frames per second in the future and add 

new capabilities using 2D Lidar and Google Coral Dev 

Board. It is planned to increase frames per second in the 

future and add new capabilities using 2D Lidar and Google 

Coral Dev Board. It is planned to increase frames per second 

in the future and add new capabilities using 2D Lidar and 

Google Coral Dev Board. med on the image. Many color 

spaces are supported in the OpenCV library and you can 

convert between them. In the first step, the image was 

converted from RGB color space to grayscale color space 

[14]. 

 

Figure 1. Change from R.G.B. color space to grayscale color 

space 

Figure 1. shows the image obtained by converting the camera 

image taken on the robot vehicle from RGB colour space to 

grayscale colour space. In the image in the grayscale colour 

space obtained, the stripe lines are desired to be prominent. 

With the help of the Canny [15] edge detection algorithm, 

the strip lines required on the image were made more 

prominent. 

 

Figure 2. Transformation of grayscale image with Canny 

edge detection algorithm 

The image taken from the camera has been successfully 

simplified and made ready for the use of the neural network. 

If you pay attention to the upper left corner of the figure, you 

can see the angle and speed, which are the action information 

of the vehicle at the time the image is taken from the camera. 
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2.1.2. Data Set Collection and Editing 

 

The collection of the data set will be carried out by moving 

the robot vehicle over the experimental environment with the 

remote control. In the Supervised Learning machine learning 

approach we will use, the data to be trained should be given 

to the learner as x and y outputs. While the vehicle is 

controlled remotely on the experimental environment we 

have prepared before, the image from the camera, the current 

servo angle and engine speed are recorded in the filing 

system simultaneously. 

 

Figure 3. Experimental map on which the robot vehicle will 

be moved 

In the Supervised Learning approach, the data should be 

given to the trainer as x and y outputs. While the robot 

vehicle was being moved over the experimental 

environment, the servo angle information, which is the 

current action information, was recorded in the filing system 

along with the camera image. According to the general 

structure of the experimental map, the servo x angle values 

in the data collected vary between 1270 and 600. 

 

Figure 4. The angles the robot vehicle takes at the moment 

of movement. 

Angle data collected at this stage has a complex structure and 

needs to be simplified. For this purpose, while the robot 

vehicle is moving on the experimental map, the angle 

information as FLAT, MIDDLE, and SHARP is updated in 

the filing system by simultaneously looking at its location on 

the map and the instant angle information from the computer.  

Alternatively, the angle information, which is a parameter of 

the data set, can be compressed between 0 and 1 for linear 

regression [16, 17], allowing linear estimation.

 

2.1.3. CNN Neural Network Model 

While the robot vehicle is in motion, it should analyze the 

environmental conditions and make control predictions. 

Environmental conditions consist of data collected in the 

previous topic. The robot vehicle needs a system that can use 

this data and make predictions.  

Artificial neural networks are Artificial Intelligence 

structures that are trained with the given data and can make 

predictions according to the information they learn. 

 

In this subsection, the design of the architecture and the 

training of the model presented initially. Next, the hyper 

parameter tuning [18-19], and data augmentation [20], and 

finally the testing and result are explained in detail.  

 

2.1.4. Designing and Training the Model 

Before creating a neural network model, the neural network 

structure to be used is decided by considering the data set, 

project conditions and properties. The main source of data 

consists of images. The neural network is required to be 

predicted according to the images and action information 

taken from the camera. The neural network will distinguish 

the features in the images taken from the camera and perform 

the learning and prediction processes. Therefore, it was 

decided to use convolutional neural networks at this stage of 

the project. 

 

Data set consists of binary color pictures simplified with 

Canny edge detection algorithm and angle information, 

which is the action information at the time the picture is 

taken. The stored images were resized to 128 x 128 pixels 

before being transferred to the model. The action 

information, FLAT, MIDDLE and SHARP, are updated to 

correspond to 0, 1, and 2, respectively. Due to the general 

structure of neural networks, the complexity of the structure 

is directly proportional to the estimation time. Therefore, it 

is important that the model to be designed has a simple 

structure. On the other hand, the education period of the 

models with a simple structure is short and time saving is 

obtained. Another issue in neural networks is that there are 

no rules for establishing the best model. For this reason, until 

we find the model with which we have achieved high 

performance, the models have been designed by taking the 

available data into consideration.  

 

The steps to be taken during the training of our artificial 

neural network model are as follows. The first step is to read 

and store the data set and mix it randomly. The second step 

is to separate 70% of the data set as training data and 30% as 

test data. After separating the training and test data set, an 

image from the training data set is given to our model and 

the weights are updated according to the error value. Figure 

5. shows the flow chart representing the training process of 

the model. 
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Figure 5. The algorithm flow chart representing the training 

process of neural network model.  

The first layer of the first model prepared is a convolution 

layer with 32 x 32 depth and 3 x 3 filter dimensions. Input 

data is 128 x 128 x 2 size simplified image with Canny edge 

detection algorithm. Relu, the next layer activation function, 

has been applied. Two Max-Pooling layers were then 

applied. Filter dimensions of the Max-Pooling layers are 

determined as 2 x 2. By applying Max-Pooling layers in 

succession, which yields a feature map of the 32 × 32 × 32 

size. Next, the Flatten and Dense layer added.[21]. 

 

 

Figure 6. First CNN model summary. 

Considering the Raspberry PI module performance, the first 

model was kept simple and the total number of calculated 

parameters was obtained as 98915. 

 

Figure 7. Loss graph of the first CNN model 

When the loss graph in Figure 7. is examined, it is seen that 

during the batch of 32 pictures each, it goes to overfitting 

quickly [22, 23]. It has been observed that the loss of the 

neural network model rapidly approaches zero at the end of 

one epoch. 

The result we will get here is that the dropout layer used to 

reduce overfitting is insufficient. In order to eliminate this 

problem caused by the fact that the dataset consists of few 

and similar images, data diversity will be increased by data 

augmentation. Thus, a more general model that can respond 

to real-life problems will be obtained by considering 

parameters such as lighting conditions and noise in the 

image. 

 

2.1.5. Hyperparameter Tuning and Data 

Augmentation 

While designing a model in artificial neural networks, there 

is no rule to reach a successful model. There is no rule to be 

followed in line with the information obtained from the 

studies conducted on this subject in the world so far. The 

improvement of the model is done by techniques such as 

trial-and-error method, hyperparameter tuning [18] and data 

augmentation [24].  

One of the hyperparameter adjustment is to prevent 

overfitting. The dropout layer which have been added with 

0.25 value to the model is a regularization approach [21] that 

helps reduce dependent learning between neurons. Another 

hyperparameter regulation is increase the computable 

parameter counts. The Max-Polling layer has been removed 

and a new convolution layer of 16 x 16 depth and 3 x 3 filter 

dimensions has been added. 

 

 

Figure 8. Third neural network with hyperparameters tuned. 

 

The total number of parameters calculated after tuning was 

obtained as 201843. The data given to the model were 

augmented by producing synthetic data with the data 

augmentation technique [24]. 

 

Figure 9. Synthetic image created through data 

augmentation. 

Figure 9. shows the synthetic image obtained after applying 

flip, shift, and zoom to the real image.  These variations in 

the data set enable the trained model to achieve a similar 

performance in different image conditions. Thus, a more 
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general solution will be achieved. The loss graph of the 

model trained after data augmentation is shown in Figure 10. 

 

 

Figure 10. Loss graph of the model trained after data 

augmentation 

There is an obvious improvement in overfitting [23] rate 

compared to previous training. It is seen that the loss ratio 

that converges rapidly to zero at the batch level before is now 

decreasing at the epoch level. At the end of 100 epoch, the 

lowest loss value was reached as 0.25 in the 90th epoch.  

New synthetic data were generated by making changes in the 

augmentation parameters to reduce the loss value even 

smaller. Zoom ratio decreased from 0.4 to 0.2, flip angle 

from 40 degrees to 10 degrees. The changes applied here will 

make less distortion of the lane information in the image and 

help achieve the goal of obtaining a more general model. The 

highest performing neural network model has been retrained 

with the new dataset, and the expected reduction in loss data 

occurred. 

Figure 11. Loss graph of the most successful CNN model. 

As seen in the graph, the 95th epoch has reached 0.17 loss 

value. Thus, it was observed that the change made in the data 

augmentation parameters had an effect on the decrease of the 

loss value. The final model was trained three times over 100 

epochs with synthetic data. The number of frames per 

second, which represents the reaction speed of the vehicle, 

reached the maximum 14 frames per second which is the best 

result of all time. 

2.2. Obstacle Avoidance with Optical Flow 

While an autonomous robot vehicle is moving in a constant 

velocity, the time until the collision can be found without any 

knowledge of the distance to be traveled or the velocity the 

robot is moving [8]. Calculating the time to collision is one 

of the practical optical flow uses. The optical flow 

knowledge is extracted from the image sequence taken from 

the Google camera placed in the robotic vehicle, and then the 

time until the robot reaches a particular area is determined. 

Calculated collision times are considered separately as 

collision times on the left and right of the image. Depending 

on whether the difference between the collision times of the 

left and right side is higher or lower than a certain threshold 

value, the vehicle is ordered to ignore the obstacle in front of 

it or to take action. 

 

Figure 12. The flow char representing obstacle avoidance 

procedure [26]. 

In this section, corner detection, and calculating optical flow 

are introduced in the first place. After, the focus of expansion 

and time to collision calculation procedures are explained. 

Next, the balance strategy and decision mechanism are 

explained in detail and the movement of the vehicle is 

presented according to the decision produced by the 

mechanism.  

 

2.2.1. Corner Detection with FAST (Features from 

Accelerated Segment Test) 

It is necessary to extract the optical flow information from 

the image sequence taken from the camera. To find the 

optical flow between consecutive frames, the motion of a 

pixel feature set should be tracked. Features in the image are 

points of interest that provide rich picture content 

information, and these points are not affected by intensity 

changes in the image [27].  

Using the FAST [26] algorithm, which is known for its high 

performance in real-time images, corner detection performed 

in the real-time image sequence. 

 

 

Figure 13. Corner detection on the image with FAST 

algorithm. 
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Figure 13. shows the image formed after applying the corner 

detection algorithm on the image. The corner detection 

process is run every 50th iteration of the runtime, which 

means that the corners are refreshed at approximately 3-4 

second intervals. The detected corners are stored on a vector 

for later use in calculating the optical flow. 

 

2.2.2. Calculating Optical Flow 

For the optical flow to be computable, a selected point on the 

first image must change its location on the next image. While 

the selected point is moving, the shape of the light reflected 

on that point is constantly changing and optical flow occurs. 

In other words, the vehicle must be moving in order to obtain 

optical flow with the robot vehicle. The most widely used 

Lucas-Kanade [27] method was used to calculate the optical 

flow between consecutive frames. The vector containing the 

vertices detected by the FAST corner detection algorithm is 

given to the function and it returns two vectors containing 

the (x, y) coordinates of the previous and next points. Now 

that the changing coordinates of a corner point in the 

previous and ongoing frame are known, an arrow can be 

drawn from the previous position to the next position. In 

other words, an arrow is drawn in the direction of the point's 

movement in consecutive frames if the tracked corner point 

exists (detected) in the next frame. Suppose (x2, y1) and (x2, 

y2) are the coordinates of the point in the previous and next 

squares.             𝑎𝑛𝑔𝑙𝑒 = 𝑎𝑟𝑐𝑡𝑎𝑛 (
𝑦2−𝑦1

𝑥2−𝑥1
)                               (1) 

 

Figure 14. Arrows were drawn in the direction of movement 

of the points. 

 

𝑎𝑟𝑟𝑜𝑤𝑥 = 𝑥2 + 𝑙𝑒𝑛 ∗ 𝑐𝑜𝑠 (𝑎𝑛𝑔𝑙𝑒 +
3.14

180
)

𝑎𝑟𝑟𝑜𝑤𝑦 = 𝑦2 + 𝑙𝑒𝑛 ∗ 𝑠𝑖𝑛 (𝑎𝑛𝑔𝑙𝑒 +
3.14

180
)

              (2) 

2.2.3. Calculating Focus of Expansion 

The motions of objects moving around are projected to the 

eyes of the observer as two fundamental motions. An optical 

flow field is formed as a result of the projection of the 

translation and rotation fundamental motions into an image 

plane [8]. Rotational motion can be imagine as flow vectors 

produced as a result of the surrounding objects shifting left 

or right as the robot vehicle turns left or right.  

Translation motion occurs when the camera is moving 

forward or backward. If the camera moves backward, it 

creates an area called a focus of contraction (FOC) where the 

flow vectors converging around a point. On the contrary, if 

it moves forward, it creates an area called the focus of  

expansion (FOE) where the flow vectors diverge around 

from a central point.  

 

Figure 15.  Diverging flow vectors and focus of expansion 

during forward translation motion. 

Any two vectors are needed to calculate the focus of 

expansion. If the place where these two vectors meet can be 

determined, the focus of expansion is found. The least-

squares [28] solution of all available flow vectors was used 

to find focus of expansion. Each optical flow vector has a 

previous point and delta. Let pt = (x, y) be the x and y 

coordinates of the previous position of an optical flow 

vector. Let v = (u, v) be the x and y coordinate differences 

between the previous and current position of the optical flow 

vector. 

        𝐴 = [

𝑎00

. . .
𝑎𝑛0

𝑎01

. .
𝑎𝑛1

]       𝑏 = [
𝑏0

. .
𝑏𝑛

]                           (3) 

In matrix A it should be known as ai0 = -v and ai1 = u, and 

in matrix B, each value is obtained by bi = xv – yu. The focus 

of expansion is calculated using the least-squares method 

and inversion of the matrices. 

 

𝐹𝑂𝐸 = (𝐴𝑇𝐴)−1𝐴𝑇𝑏

= [
∑𝑎𝑖0 𝑏𝑖 ∑𝑎𝑗1

2 − ∑𝑎𝑗1 𝑏𝑖 ∑𝑎𝑗0 𝑎𝑗1

−∑𝑎𝑖0 𝑏𝑖 ∑𝑎𝑗0 𝑎𝑗1 + ∑𝑎𝑖1 𝑏𝑖 ∑𝑎𝑗0
2 ]

−  
1

∑ 𝑎𝑗0
2 𝑎𝑗1

2 −(∑𝑎𝑖0𝑎𝑖0)
2  (4) 

The OpenCV library has the necessary functionality for the 

matrix inversion method. The function is given matrices A 

and b and an empty matrix of 2x1 dimensions. Additionally, 

the DECOMP_QR flag was added for QR decomposition 

[29]. 

 

Figure 16.  Calculation of the focus of expansion on the 

image taken from the camera. The FOE is shown by the red 

circle in the image.  
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2.2.4. Calculating Time to Collision 

The most valuable information we can obtain for the robot 

vehicle to avoid obstacles is the determination of the contact 

time or the time until the collision. This information can be 

found without requiring any information about the distance 

to travel or the velocity the robot is moving [8]. 

The studies carried out up to this stage were to obtain 

information to be used in the TTC because when calculating 

the TTC, optical flow vectors and FOE are required. Let p = 

(x, y) be the x and y positions of an optical flow vector and 

FOE = (x, y) be the x and y positions of a focus of expansion. 

Let v = (u, v) be the x and y coordinate differences between 

the previous and current positions of the optical flow vector. 

          𝑇𝑇𝐶 = √(𝑝𝑥−𝑓𝑜𝑒𝑥)2+(𝑝𝑦−𝑓𝑜𝑒𝑦)
2

𝑢2+𝑣2                          (5) 

The locations of the detected points on the image vary 

according to the position and movement of the objects 

captured by the robot's camera. There are situations where 

the detected points on the image are not equably positioned 

in the whole image plane. This means there are more corners 

in some parts of the image and fewer corners in others.  This 

imbalance caused by the objects and movements in the frame 

can be avoided by using 16 x 16 dimensional matrices. 

 

Figure 17.  Drawing the matrix on the image. 

After calculating the TTC of each flow vector, it is collected 

at one of the closest A matrix points in the image. In matrix 

B, the number of TTCs collected at each matrix point is 

stored. 

𝐴 =

[
 
 
 
 
∑ 𝑡𝑡𝑐𝑖.

.

.
∑ 𝑡𝑡𝑐𝑖

 . . . .
.
. . . . 

∑ 𝑡𝑡𝑐𝑖.
.
.

∑ 𝑡𝑡𝑐𝑖]
 
 
 
 

16𝑥16

         𝑏 = [

𝑎00.
.
.

𝑎𝑛0

 . . . .
.
. . . . 

𝑎0𝑛.
.
.

𝑎𝑛𝑛

]

16𝑥16

  (6) 

ttci is the time until the collision of a flow vector, and a in 

matrix B is the number of flow vectors. Using matrices A 

and b, the average TTC for each matrix point can be 

calculated. 

                                      𝑇𝑇𝐶[𝑖] =
𝐴[𝑖]

𝑏[𝑖]
                                          (7) 

 

Figure 18.  Shows the average collision times. It seen that 

vectors with the large optical flow on the image have low 

TTC values. 

 

2.2.5. Balance Calculation and Decision Mechanism 

The basic idea is that when the robot is in motion, close 

objects move faster than farther objects on the retina. Also, 

closer objects cover the field of view more, causing greater 

optical flows. In the region where the optical flow is greater, 

the collision time is low and the robot vehicle must go to the 

other side and avoid from the obstacle. Kachluche Souhila  

and Achour Karim in their article [13], they present a 

different perspective in which the robot car moves away 

from the side where there is greater optical flow.  

The image taken from the camera is divided into two parts to 

give the vehicle balance. Balance can be achieved by 

minimizing the difference between collision times on the left 

and right side of the vehicle. 

 

Figure 19.  Dividing the image into two parts. 

The following control formula is used to calculate the 

difference between collision times on the left and right side 

of the vehicle. 

                 𝛥(𝐹𝐿 − 𝐹𝑅) =  
∑||𝑇𝑇𝐶𝐿|| − ∑||𝑇𝑇𝐶𝑅||

∑||𝑇𝑇𝐶𝐿|| + ∑||𝑇𝑇𝐶𝑅||
                    (8) 

Here (FL-FR) is the difference between the forces on both 

sides of the robot body and TTC is the average of the 

collision time in the visual half-field on one side. The 

difference between the forces calculated in equation 8 is a 

linear number and varies between 0 and 1.The balance 

mechanism was applied to the robot vehicle. Due to the 

environmental conditions of the experimental environment, 

the threshold value of the difference between the left and 

right TTC was determined as 0.5. In cases where the 
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threshold value is exceeded, the robot vehicle will be given 

the necessary rotation order. As shown in Figure 21, the left 

collision time is calculated as (3895.2), the right collision 

time (101820.7) and the difference in forces (0.9) were 

found. It is decided to turn right, because the left collision 

time is less than the right, and the difference in forces is 

greater than 0.5.  

 

Figure 20.  Avoiding the box to the left of the robot vehicle. 

In Figure 21, it can be seen that the robot vehicle is given a 

forward motion command. Left collision time (993.2), right 

collision time (339.8) and difference in forces (0.1) were 

found. 

 

Figure 21.  Robot vehicle is commanded to go forward. 

 

3. CONCLUSION 

This article presented develop lane tracking and obstacle 

avoidance capabilities with different methods and solutions 

for an autonomous driving system on an experimental 

vehicle.  

Considering the Raspberry PI module performance, the first 

model was kept simple and fast overfitting was observed due 

to the small dataset. In order to develop prediction of the 

model and prevent overfitting, the Dropout layer was added, 

the dataset was enlarged by generating synthetic data, and 

the number of computable parameters was increased. The 

final model has been trained three times over 100 epochs 

with synthetic data. 

Training of the neural network model was done with 

simplified images. During the test stage, the images taken 

from the camera should be similar to the images used in the 

training stage of the neural network. The similarity 

emphasized here is that the images are in the same colour 

space and simplified. For this reason, the images taken from 

the camera during the test stage are instantly simplified and 

then transmitted to the neural network. The prepared neural 

network model produces 0, 1, and 2 as output. These 

correspond to the values for FLAT, MEDIUM, and SHARP, 

respectively. Since these labels are obtained by simplifying 

the rotation angle of the servo, the rotational motion is 

provided by converting the predictions back to the servo 

angle with the help of an algorithm.      

In order to avoid obstacles, optical flow was calculated by 

detecting corners every 4 seconds by FAST algorithm and 

was used to find the focus of expansion of the vehicle. Time-

to-collision was found with the FOE and the distance 

between the previous position and the current position of the 

detected point. There are situations where the detected points 

on the image are not equably positioned in the whole image 

plane. For this reason, the values of the close points are 

averaged and placed in the 16x16 matrix. The balance 

mechanism was created according to the TTC difference 

calculated on the right and left parts of the vehicle.  

Frames per second, representing the vehicle's response 

speed, reached 14 frames per second when following the 

lane, 20 frames when avoiding obstacles, and 12 frames 

when both modules were working together. And the vehicle 

completed the map safely without hitting any obstacle.   

 It is planned to increase frames per second in the future and 

add new capabilities using 2D Lidar and Google Coral Dev 

Board. 
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Abstract  
 

Internet sources contain a vast amount of information about items that people desire to purchase. It is impossible to evaluate 

these resources and come to an informed decision. People need automated systems that evaluate previous information and 

propose item alternatives.  Recommending items using a smart system, which is based on the previous user preferences, has 

growing importance since the available product data is exponentially growing. Additionally, it is difficult to find new and correct 

things that a user would like among this massive amount of data.  To make accurate recommendations with a smart system, 

researchers and practitioners use collaborative filtering methods with similarity calculation based on user preferences. The crucial 

point in collaborative filtering is to find a valuable measure that resembles correct similarity between users. The current similarity 

metrics in the literature have some disadvantages in conducting accurate recommendations. To improve the recommendation 

performance, this study proposes a novel similarity measure that assesses the distance between the user’s ratings and  the median 

score. Considering distance from the median score is essential since some users may prefer to rate close to the median rather 

than the extremes. Experiments were conducted with a famous collaborative filtering dataset. Results showed that proposed 

similarity measure demonstrated superior performance regarding the recommendation accuracy. Implications of our results for 

XYZ are discussed.  

 

Keywords: Collaborative filtering, recommender systems, similarity measure, prediction accuracy, classification accuracy 
 

1. INTRODUCTION  

 

In recent times, people have been exposed to a growing 

amount of  data  one-commerce as well as social media 

websites on several products. When dealing with such data, 

it is often difficult for individuals to evaluate and compare 

all of their product options to make an informed purchase 

decision. During the pandemic period, online shopping 

remarkably increased. Results of a recent study showed that 

online shopping has enlarged by almost 20% in 2020 and 

near 9% in 2021 [1]. Around 70% of customers who shop 

online do not come to a final decision before looking at the 

product ratings or reading the reviews [2]. These numbers 

indicate individuals consider others’ opinions when deciding 

to purchase a product online. However, it is hard to examine 

all of the views about a product, since there may be too many. 

To alleviate this difficulty, automated smart systems, 

whichmake recommendations based on previous 

preferences, have been developed. These smart systems are 

called recommender systems and are widely used by 

commercial sites like Amazon [3] as well as non-commercial 

websites that possess the purpose of research such as 

GroupLens [4]. Recommender systems aim to make the lives 

of the people more comfortable by recommending the 

products or services that are similar to their previous 

preferences. 

Rich (1979)  provided one of the first references of  

recommender system modeling. In this research, a librarian 

known as Grundy grouped users into clusters based on their 

book type preference, including  education, sports and 

romance. Then using these clusters, Grundy would 

recommended novels to people [5].  

The methods that the recommender systems use to make 

suggestions can be classified as content-based methods, 

collaborative filtering and hybrid methods. The content-

based recommender systems use content information related 

to the item and makes recommendations based on the user’s 

previous item preferences [6]. The commonly used 

collaborative filtering methods suggest items based on the 

similarities between the items or the different users [7]. The 

collaborative filtering methods are widely used in practice as 

well as in  academia. Lastly, the hybrid systems combine the 

content based and collaboratie filtering methods of  

recommender systems [8].  

Collaborative filtering systems can be classified as model-

based and memory-based methods [9]. A model-based 

system uses an offline user database to predict a model, 

which in turn is utilized to make  predictions. Unlike the 

model-based systems, a memory-based system requires the 

entire user database to calculate the similarities between the 

users.  In memory-based approaches, different metrics may 
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be used to estimate user or item similarity. Widely used 

similarity measures in memory-based collaborative filtering 

are Pearson correlation coefficient and Vector cosine 

similarity metrics. 

This study aims to increase the prediction performance of 

user-based collaborative filtering in a recommendation 

system. To reach this goal, we offer a novel algorithmic 

similarity measure that is to be used in a collaborative 

filtering system. Traditional similarity methods ( i.e., 

Pearson correlation, Cosine)as well as some recently 

proposed similarity measures (i.e.,  in the literature can lead 

to misleading similarities, such that while ratings show that 

two users are similar, similarity measure demonstrate the 

opposite. The traditional methods also have some drawbacks 

in providing accurate recommendations when the data set is 

too sparse [10]. Additionally, measures in the literature do 

not consider the degree of the user tendency of rating close 

to the median. Some users may avoid giving ratings which 

are on the extremes. For example, they may prefer to rate the 

second highest score to an item which they liked a lot. The 

similarity measure proposed in this study addresses this 

drawback in the literature  by avoiding extreme ratingsOur 

similarity measure was experimented on one of the most 

popular datasets used in the recommender systems. We 

compare our measure with with the traditional similarity 

measures as well as two other similarity measures, which 

were recently introduced in the literature. 

In the next part of this paper, we give a brief review of the 

literature concerning prominent collaborative filtering 

studies. Then, the proposed similarity method is explained 

by comparing it to the existing similarity methods. We then 

discuss the experiments that were conducted to test the 

proposed similarity measure. Then the results of the 

experiments are then discussed to highlight implications for 

the literatures on recommendation systems.  

 

2. LITERATURE REVIEW 

 

Several  studies have used collaborative filtering methods to 

recommend items to their users. For example, the 

collaborative filtering term was first introduced in the 

literature by … [11]. In their study, an experimental mail 

system known as Tapestry was introduced as a hybrid 

approach, such that it supported both the content-based and 

collaborative filtering methods. In similar vein, Goldberg 

and Roeder’s [12] proposed a collaborative filtering 

algorithm that was named as Eigentaste. TheEigentaste 

algorithm employed principal component analysis to solve 

eigenvalues and eigenvectors matrices with 2500000 ratings, 

which belong to 57000 users on Jester website, an online 

joke recommender system. Researchers used normalized 

mean absolute error (NMAE)[13], [14] to compare  the 

Eigentaste with other selected algorithms, including the 

algorithm proposed in [9]. Researchers concluded that the 

algorithm proposed in [9] provides good results by NMAE, 

but it ignored user differences entirely [12]. 

In the collaborative filtering methods, numerous similarity 

metrics were proposed to measure the similarity between the 

users or the items. When computing the similarity, the most 

popular traditional approach is the Pearson correlation 

coefficient (PCC)[15]. PCC considers all the items or the 

users in the user-item matrix as equal subjects. It does not 

consider the commonly rated items or the common users of 

the identified items. In [16], the authors suggested an 

algorithm to overcome the disadvantages of PCC and 

computed the weights for distinct items depending on the 

scores obtained from training users. They showed that the 

weighted PCC system gives better performance than the 

traditional PCC method on two different datasets. 

An essential issue in recommender systems is to calculate 

similarities and perform predictions when the data in the 

user-item matrix is very sparse. Data sparsity means users 

rate only a few items at a time?. This problem is known as a 

cold start problem. A cold start problem is a severe issue in 

collaborative filtering, and many researchers are trying to 

find solutions to it by offering new approaches. For example, 

Ahn [17] argued that PCC and Cosine (COS)[18], which are 

the commonly used similarity measures in collaborative 

filtering, are not enough when a cold-start problem occurs. 

To solve this problem, Ahn [17] introduced a similarity 

measure named PIP (proximity-impact-popularity), which 

considers the facets of proximity, impact, and popularity of 

the user ratings.  The author demonstrated that in an artificial 

cold start problem, PIP gives better results than other 

measures, whereas PCC produced the best results when 

considering the real data set.  

The study of Luo and colleagues [19] proposed a global 

similarity concept to calculate the similarities between users 

who have no commonly rated items. The authors used both 

local and global user similarities when calculating the overall 

similarity between users. Furthermore, they used the 

surprisal vector instead of the users’ rating vector when 

computing local similarity. Their measure outperformed 

PCC based on MAE [20]. Al-Shamri and Bharadwaj [21] 

integrated demographic or genre information of users into 

the collaborative filtering. They suggested a hybrid fuzzy-

genetic recommender system and their model derived better 

MAE values when compared to PCC. Jamali and Ester [22] 

proposed a model that was  a mix of item-based and trust-

based collaborative filtering methods. The trust-based 

approach uses Epinions website, which includes trust 

network and user ratings together. For both the users as well 

as the cold start users, the suggested model outperformed the 

traditional similarity methods. 

Bobadilla et al. [23]–[28] conducted several studies about 

collaborative filtering between 2010-2012. In one study [24] 

the authors used both the MSD (mean squared difference) 

[29] as well as the Jaccard [30] metric to overcome the 

weaknesses of PCC. In Netflix and Movielens datasets, new 

metric provided acceptably good results, while the 

Filmaffinity data set did not demonstrate appropriate 

effects[24]. In another study, [27] the authors proposed a 

similarity metric considering the significance of items by 

weighting them while calculating PCC and COS, instead of 

traditional PCC and COS. They measured prediction 

performance with MAE, precision[31], and recall[32]. 

Theyobtained acceptable results [27]. Bobadilla et al [23] 

proposed a neural network learning based on the similarity 

metric, which was  found to be faster than other measures 

when it came to  MAE, recall, and precision. In yet another 

study, a framework for collaborative filtering was proposed 
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to assess the performance of the recommendations based on 

the trust on users' neighbors and the novelty of the conducted 

recommendations [26].  

Anand and Bharadwaj [33] focused on the data sparsity 

problem in collaborative filtering with computing local and 

global similarities like [19] and used the prediction formula 

in [34] to conduct recommendations. Cai et al [18] derived 

the typicality from cognitive psychology to be used in 

collaborative filtering and observed improvements on MAE. 

Baltrunas and Ricci [31] used item splitting with matrix 

factorization and nearest neighbor collaborative filtering 

algorithms. In another study, Luo et al. [13] introduced an 

improving non-negative matrix factorization-based 

collaborative filtering method to recommend items. 

In a recent paper, Chen et al. [35] used a special type of k-

means clustering to focus on preventing user privacy. 

Recommendations were formed from the set of neighbors, 

which belonged to the selected cluster aiming to achieve 

privacy. The results indicated that the proposed system 

improved performance compared to the previous ones. 

Another study [36],  aimed to address the sparsity problem 

in movie recommendation by forming a collaborative system 

using a singular value decomposition. In this paper, 

similarities were calculated by using the movie’s content 

information in cosine similarity calculations.  

A recent study of Afoudi et al [37] created a hybrid 

recommender system that combines collaborative filtering, 

content based similarity and a special type of neural network. 

The authors used the hybrid system in an unsupervised data. 

Their results showed that the proposed methodology 

outperformed the traditional methods, such as…    

The study of Liu et al.  [38] improved PIP similarity measure, 

which belongs to Ahn [17]. First, the authors showed 

existing measures (Pearson, cosine, etc.) and PIP's 

disadvantages. Then, they upgraded PIP with a more 

straightforward measure known as the new heuristic 

similarity measure (NHSM). Authors noted that the PIP 

measure only considers the absolute value of the rating, 

repeatedly penalizes on the factors, and sometimes calculates 

inaccurate results. To increase accuracy, they considered the 

proportion of the common ratings in NHSM. NHSM showed 

improved performance than most of the compared methods 

regarding precision and recall. In a recent study of [39], the 

authors proposed a new similarity measure based on an 

adaptive neighbor selection mechanism and outperformed 

several widely-used methods.  

Wang et al. [38, 39] conducted two studies that focused on 

new approaches to eliminate poor prediction accuracy with 

collaborative filtering. In the study of [40], the authors used 

MAE to compare their new approach named -Fuzzy 

Similarity Measure-User Relevant Aggregation (FSM-

URA)with other approaches. They used MovieLens 100k 

dataset to test the proposed approach and found that the new 

method performed better than others did. In the research of 

[41], the same authors suggested a hybrid approach named 

novel entropy-based similarity measure. This new approach 

was compared with five different approaches, including 

item-based Pearson correlation coefficient and user-based 

Pearson correlation coefficient. Their hybrid approach 

produced better MAE results than others did in both the 

MovieLens 100K dataset as well as the SmartBizSeeker 

dataset. They also took advantage of the Manhattan distance 

model to overcome the fat-tail problem that occurs due to 

ratings that are far from average. We recommend that future 

researchers examine [41] for further inquiry about the details 

of the hybrid model. 

Thus far, the studies in the literature have proposed improved 

similarity measures to heighen the recommendation 

performance of collaborative filtering methods. The current 

study also suggests a new similarity measure, which can be 

an alternative to the existing ones. In contrast to those 

measures already existing in the  literature, the proposed new 

similarity measure is based on how the users tend to rate 

close or far from the median. This idea originated from the 

issue that people may avoid giving extreme ratings [42]. In 

this study, avoiding extreme ratings was called the tendency 

towards rating close to the median. We chose this definition 

because when a person avoids giving the highest rating to an 

item that he or she likes a lot, this also represents that 

person's tendency towards giving a score close to the median.  

It is often proposed in the literature that extreme scores 

would have higher impact in the similarity, such that if two 

users rate five (the highest score in a 5-point Likert scale) 

this represents a more similar behavior [17], [38], [43]. In 

addition to that, the current study suggests that the strength 

of the rating should be determined when considering the 

rating behavior by observing all the ratings of that user. If a 

user tends to give a rating close to the median, and thereby 

avoids extreme rating,  then a four (second highest score in a 

5-point Likert scale) can also represent a strong preference. 

Considering this, in the current study, a novel algorithmic 

similarity measure that considers people’s tendency towards 

rating close to the median is proposed and the advantages of 

the proposed similarity measures over the existing ones were 

analyzed.  

3. PROPOSED SIMILARITY METHOD 

The similarity method proposed in this study aims to 

minimize the disadvantages of the existing similarity 

measures. Several similarity methods that are prominent in 

the literature are chosen for benchmark. The results of the 

chosen similarity measures were calculated on a designated 

user-item matrix. The sample matrix can be seen in Table 1. 

In this section, firstly, explanation and formalization of the 

existing similarity measures were demonstrated. Then the 

existing similarity measures were calculated using the 

sample matrix. Based on the calculated similarity results, 

drawbacks of each existing similarity method were 

discussed. Then, the proposed similarity method calculation 

steps were explained. For each user combination in the 

sample matrix, the new similarity measure results were 

calculated. Based on the obtained results, advantages of the 

new similarity measure over the existing ones were 

demonstrated. 

User set was described as U = {u1, u2, u3, …., un} and the 

item set was described as P = {p1, p2, p3, …., pm}. The user 

item matrix was represented as R = {rij} where i = 1,2,3,…n, 

j= 1,2,3,…,m and rij is the rating of user i to the item j.  
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Table1: A sample user-item matrix 

 Item-1 Item-2 Item-3 Item-4 

User-1 2 1 2 2 

User-2 5 4 5 5 

User-3 4 5 4 4 

User-4 1 2 1 1 

 

3.1. Traditional Similarity Measures and Their 

Drawbacks 

To observe the disadvantages of the existing similarity 

measures, similarities were calculated based on the sample 

matrix. As seen in Table 1, the sample matrix consists of four 

users who gave ratings to four different items. Users were 

resembled in rows, while items were represented in columns. 

The intersection of the user row and item column resembles 

the rating that the selected user gave for the selected item. 

 

In collaborative filtering, widely used similarity measures 

are Pearson Correlation Coefficient (PCC) and Cosine 

similarity (COS). In addition to these traditional methods, 

the constrained Pearson correlation [44] [45], was used to 

eliminate the disadvantages of PCC. In this section, these 

three similarity measures and their drawbacks are discussed. 

The notation used in the formalization of the similarity 

measures are shown below:  

 

𝐶  Commonly rated items by the selected users 

𝑢𝑎, 𝑢𝑏 Users of a and b 

𝑟𝑢,𝑗 The rating of the user 𝑢 to the item 𝑗 

�̅�𝑢 The average rating value of the user 𝑢 

𝑟𝑚𝑒𝑑 Median score in the rating scale 

  

3.1.1. Pearson Correlation Coefficient 

The Pearson correlation coefficient shows how the two users 

use similar patterns while giving ratings to the items. The 

formalization of the Pearson correlation is as follows: 

𝑃𝐶𝐶(𝑢𝑎, 𝑢𝑏)

=
∑ (𝑟𝑢𝑎,𝑗 − �̅�𝑢𝑎

)(𝑟𝑢𝑏,𝑗 − �̅�𝑢𝑏
)𝑗∈𝐶

√∑ (𝑟𝑢𝑎,𝑗 − �̅�𝑢𝑎
)

2
𝑗∈𝐶 √∑ (𝑟𝑢𝑏,𝑗 − �̅�𝑢𝑏

)
2

𝑗∈𝐶

  (1) 

PCC similarity scores of all the pairs in the sample matrix 

are shown in Table2.  While identifying how the users have 

similar patterns in ratings is important, this pattern may 

sometimes be misleading and direct to wrong similarities. 

When the ratings of User1 and User2 were observed in 

Table1, it is seen that User1 and User2 rated the items as 

(2,1,2,2) and (5,4,5,5) respectively. Based on the scores of 

the User1 and User2, a low similarity was expected between 

them because while User1 dislikes all the items, User2 likes 

all of them. However, Table 2 shows that PCC score of User1 

and User2 is  +1, representing a perfect correlation. PCC 

only considers the scoring behavior of the two users and does 

not consider the meaning of the score. A similar situation 

was observed for User2 and User3. User2 rated the items as 

(5,4,5,5), while User3 rated the items as (4,5,4,4). While high 

similarity is expected between User2 and User3, PCC scores 

for the two users were calculated as -1. This misleading PCC 

similarity scores were also observed for other pairs, as seen 

in Table2. Such misleading similarity scores may lead to 

deficiencies in collaborative filtering.  

Table 2. Similarity scores based on sample user-item matrix 

 Similarity Scores 

Pair PCC COS CPC PIP NHSM 

User1 

User2 

 

1 0.9885 -3.6689 6 0.0174 

User1 

User3 

 

-1 0.9414 -3.5714 18.861 0.0078 

User1 

User4 

 

-1 0.8386 3.6689 3822 0.0216 

User2 

User3 

 

-1 0.9815 3.6689 3822 0.0216 

User2 

User4 

 

-1 0.9112 -3.7692 6.5830 0.0087 

User3 

User4 

1 0.9732 -3.6689 6 0.0078 

 

3.1.2. Cosine Similarity 

Cosine calculates similarity by observing how magnitudes of 

the rating vectors differ from each other[46]. Cosine 

similarity (COS) is calculated as follows: 

𝐶𝑂𝑆(𝑢𝑎, 𝑢𝑏) =  
∑ 𝑟𝑢𝑎,𝑗 ∗ 𝑟𝑢𝑏,𝑗𝑗∈𝐶

√∑ 𝑟𝑢𝑎,𝑗
2

𝑗∈𝐶 √∑ 𝑟𝑢𝑏,𝑗
2

𝑗∈𝐶

 (2) 

COS results for the user pairs in the sample matrix is given 

in Table 2. COS found the most similar pairs as User1 and 

User2. Scores of User1 and User2 were (2,1,2,2) and 

(5,4,5,5) respectively, indicating different preferences. 

While expecting a low similarity, Cosine found the highest 

similarity with the score of 0.988 between User1 and User2. 

Similarly, a high similarity was expected between User1 and 

User4 with the ratings of (2,1,2,2) and (1,2,1,1) respectively. 

However, COS found 0.838, which is the lowest score for 

these two users. These results indicate that COS can lead to 

misleading similarities in certain conditions. Another 

drawback of COS is that it proposes a narrow range between 

the lowest and the highest score, which is 0.8386 – 0.9885. 

This may lead to problems in differentiating similar and 

dissimilar users. 

3.1.3. Constrained Pearson Correlation 

The Constrained Pearson Correlation (CPC) was proposed as 

an alternative to PCC. It takes into account positive and 

negative attitudes of the user towards the item by choosing a 

threshold to decide the direction of the attitude [47]. 

Therefore, CPC considers the absolute value of the rating. In 

other words, it  considers whether the user liked or disliked 

the item[47], [48]. In our study, we choose the median as the 

threshold to decide the direction of the attitudes of the users. 

Expression of CPC is as follows: 
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𝐶𝑃𝐶(𝑢𝑎, 𝑢𝑏)

=
∑ (𝑟𝑢𝑎,𝑗− 𝑟𝑚𝑒𝑑

)(𝑟𝑢𝑏,𝑗− 𝑟𝑚𝑒𝑑
)𝑗∈𝐶

√∑ (𝑟𝑢𝑎,𝑗− 𝑟𝑚𝑒𝑑
)2 

𝑗∈𝐶 √∑ (𝑟𝑢𝑏,𝑗− 𝑟𝑚𝑒𝑑
)2

𝑗∈𝐶

   (3) 

As can be noted from Table 2, CPC seems to overcome the 

drawbacks of PCC. CPC found the lowest similarity score 

for the pair of User2 and User4. This result is acceptable 

because User2 and User4 show different preferences.  CPC 

found the highest similarity score for the pairs of (User1, 

User4) and (User2, User3). These results are consistent with 

the preferences of these pairs. Prediction performance of 

CPC should be observed with a broader data to decide how 

efficient CPC is in collaborative filtering.  

3.2. Recently proposed similarity methods  

In the real-life user-item preference matrices, users give 

ratings to only a few items among all the items. This problem 

is referred to as cold start problem in collaborative filtering 

literature. The problems with the traditional similarity 

methods, asstated in Section 3, become even more severe 

when the data sparsity levels are  high [17]. To overcome this 

shortcoming, the researchers proposed different similarity 

metrics. Two of the most prominent similarity measures 

proposed recently are Proximity-Impact-Popularity(PIP) 

[17] and New Heuristic Similarity Method (NHSM) [38]. 

The details of the two popular similarity methods are 

explained below.  

3.2.1. Proximity – Impact – Popularity (PIP) Similarity  

The PIP similarity measure proposed by Ahn [17] embraces 

three factors: proximity, impact, and popularity of user 

ratings. PIP is computed as follows: 

𝑆𝐼𝑀𝑃𝐼𝑃(𝑢𝑎, 𝑢𝑏) =  ∑ 𝑃𝐼𝑃(𝑟𝑢𝑎,𝑗 , 𝑟𝑢𝑏,𝑗)   (4)
𝑗∈𝐶

 

Where for the two ratings 𝑃𝐼𝑃(𝑟1, 𝑟2) is calculated as: 

𝑃𝐼𝑃(𝑟1, 𝑟2) = 𝑃𝑟𝑜𝑥𝑖𝑚𝑖𝑡𝑦 (𝑟1, 𝑟2) ∗ 𝐼𝑚𝑝𝑎𝑐𝑡(𝑟1, 𝑟2)
∗ 𝑃𝑜𝑝𝑢𝑙𝑎𝑟𝑖𝑡𝑦(𝑟1 ∗ 𝑟2)         (5) 

The proximity of the two ratings demonstrates the 

mathematical difference between two ratings. It also gives a 

penalty to ratings in disagreement by increasing the distance. 

The impact factor represents how strong the two users’ 

preferences are about the item. When both users give the 

highest score or the lowest score to the item, this shows a 

stronger common preference, explaining  a high impact 

score. Further lowering the impact score when the two 

ratings disagree also penalizes impact score. Popularity 

measures how the two ratings are far from the mean of all the 

ratings given to that item. Popularity computes a higher score 

when the two ratings are both further from the average in the 

same direction.  Further information about three factors and 

how they are calculated can be found in [17].  

PIP measure has several drawbacks. Firstly it repeatedly 

penalizes ratings on disagreement[38]. This extra 

penalization can lead to increased deviation in similarity 

results. PIP similarity scores demonstrate a vast range 

between the lowest as well as the highest score. When the 

results of the PIP measure on the sample matrix is observed 

in Table 2, lowest score is 6 while the highest score is 3822. 

High deviation in similarity results may lead misleading 

predictions. Secondly, the PIP measure does not consider the 

tendency to rate close to the median. The impact factor of 

PIP considers how strong the user's preferences isby finding 

agreement on the extreme values on the rating scale. 

However, impact does not consider overall rating behavior 

of the users about how they tend to rate close to the median 

while deciding stronger preference level. 

3.2.2. The New Heuristic Similarity Measure (NHSM) 

The new heuristic Similarity Method (NHSM) was proposed 

by Liu et al.  [38] as an improvement to the PIP measure. 

Proximity-Significance-Singularity (PSS), a revised version 

of PIP, is used as a factor in NHSM. Proximity only 

calculates the absolute distance and does not change when 

there is a disagreement on the item between the two users. 

Significance measures how the two ratings are different from 

the median. Singularity measures how the two ratings 

deviate from the average score of the item. PSS is calculated 

as follows: 

𝑃𝑆𝑆(𝑟1, 𝑟2) = 𝑃𝑟𝑜𝑥𝑖𝑚𝑖𝑡𝑦 (𝑟1, 𝑟2) ∗ 𝑆𝑖𝑔𝑛𝑖𝑓𝑖𝑐𝑎𝑛𝑐𝑒(𝑟1, 𝑟2)
∗ 𝑆𝑖𝑛𝑔𝑢𝑙𝑎𝑟𝑖𝑡𝑦(𝑟1 ∗ 𝑟2)                             (6) 

After calculating the PSS measure, the proportion of 

common ratings is added as a factor in the NHSM similarity. 

In this factor, to penalize the low number of common ratings, 

the combination of user ratings is calculated by multiplying 

the number of ratings of the users. It is necessary to indicate 

that real value of common ratings as proposed in Jaccard 

measure [30] is modified in NHSM measure.  

While significance considers deviation from the median, it 

does not reflect the effect of the user’s tendency towards 

scoring around the median. NHSM uses another factor 

named URP to consider rating behavior of the users. 

However, when the formalization of URP is observed in 

[38], URP only resembles how the ratings of users 

differentiate from the mean value. This formalization does 

not include the effect of the user’s tendency about scoring 

close to the median. For a detailed description of how NHSM 

is calculated, Liu et al. [38] should be observed.  

3.2.3. The reasons for proposing a new similarity 

measure 

As described in the preceding section, traditional similarity 

measures have some drawbacks. While recently proposed 

measures of PIP and NHSM have been proven to be 

effective, alternatives to the traditional methods such asPIP 

and NHSM have some deficiencies. The deficiencies in these  

similarity measures, and how the proposed novel algorithmic 

similarity measure will handle the stated deficiencies as 

stated in the following part. 

PIP measures uses common items while calculating 

similarity, but it does not consider the effect of the proportion 

of commonly rated items. This may lead to misleading 

similarity results such that a pair who have one common item 

may be treated on par with a pair who has twenty items in 

common.  

While NHSM considers the proportion of common items, the 

way it calculates the proportion of these items has some 

drawbacks. Let User A and User B be the pair for similarity 

calculation. NHSM uses a revised version of Jaccard  and 

divides the number of common items by the product of the 
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number of rated items of User A and User B, as shown in this 

equation: 

𝐽𝑎𝑐𝑐𝑎𝑟𝑑𝑛ℎ𝑠𝑚 =
|𝑛(𝐴 ∩ 𝐵)|

𝑛(𝐴) ∗ 𝑛(𝐵)
  (7) 

Where 𝐴 ∩ 𝐵 is the set of commonly rated items of User A 

and User B. 𝑛(𝐴) and 𝑛(𝐵) represent the number of items 

rated by User A and User B respectively. NHSM version of 

Jaccard calculation not only penalizes users who have less 

common items, but also is disadvantageous to users who 

have a high amount of common items. The proportion of 

common items for the users who have a high number of 

common items will lower the value of proportion since the 

denominator will be high. In our study, to protect the 

accuracy of the proportion of common ratings original 

Jaccard formula were used.  

Adopting the idea that some people tend to avoid scoring 

extreme values [42],  our study argues that some people do 

not prefer to give high ratings, although they liked the item a 

lot. For example, a person who loves a movie may give four 

to the item. They may think that the film should have 

extraordinary features to get a score of five. This situation 

may be correct in the reverse direction. A person who 

extremely dislikes a movie may rate the item as two instead 

of one. We refer to this behavior as the tendency to rate close 

to the median. We consider this tendency of the users in the 

novel algorithmic similarity measure calculation.  

Neither PIP nor NHSM consider the tendency to rate close 

to the median. In NHSM, a factor named user-rating 

preference (URP) is considered to reflect the preference to 

rate high or low.  However, URP does not measure users' 

tendency to rate close to the median. It represents how the 

users’ ratings are different from each other. It is a product of 

the mean difference as well as the standard deviation 

difference between users, calculated as such: 

𝑈𝑅𝑃𝑛ℎ𝑠𝑚(𝑢𝑎 , 𝑢𝑏) = 1 −   𝑠𝑖𝑔𝑚𝑜𝑖𝑑(|𝜇𝑎 − 𝜇𝑏| ∗ |𝜎𝑎 ∗ 𝜎𝑏|)  (8) 

where the Sigmoid function is calculated as follows: 

𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑥) =
1

1 + exp(−𝑥)
 (9) 

While URP calculates how the mean and the standard 

deviation of two users differentiate from each other, URP 

may not be sufficient in considering how the users avoid 

rating the highest/lowest score or tend to rate close to the 

median.  

In this study, while calculating proximity between the users’ 

ratings, the tendency to rate close to the median is considered 

to reflect proximity value more accurately. Singularity is 

calculated as how each user's rating is different from the 

mean ratings of that item. In addition to proximity and 

singularity, Vector Space Similarity (VSS) is adapted to 

calculate user similarity. This algorithm is chosen because, 

in VSS, values that represent user ratings can be calculated 

to reflect how each user’s score is different from the median. 

With adopting VSS in the new similarity measure, not only 

do the proximity value represent the tendency to rate close 

to the median, but the overall similarity measure  considers 

how user’s ratings are different from the median. Details 

about calculating the novel algorithmic similarity measure 

are explained in the next section. 

3.3.  Expression of the Novel Algorithmic Similarity 

Measure 

3.3.1.  The Notation 

In this section, we give a mathematical formula to calculate 

the new similarity method, which we named the Novel 

Algorithmic Similarity (NAS). We implemented the 

sigmoid function while calculating first part of the similarity 

known as the Proximity –Singularity (PS). The sigmoid 

function not only normalizes the results, but it also rewards 

good similarity and punishes the bad one [38]. Initial 

similarity measure PS was calculated as follows: 

𝑃𝑆(𝑟1, 𝑟2) = 𝑃𝑟𝑜𝑥𝑖𝑚𝑖𝑡𝑦 (𝑟1, 𝑟2) ∗ 𝑆𝑖𝑛𝑔𝑢𝑙𝑎𝑟𝑖𝑡𝑦(𝑟1, 𝑟2) (10) 

PS for each rating pair is calculated by multiplying proximity 

and singularity of the two ratings. Proximity in PS is 

different from proximity calculation in PIP and NHSM. 

Before we calculate proximity for PS, we calculate a user 

factor that resembles the tendency to rate close to the median 

for each user. Small average absolute deviation from the 

median means the user has a higher tendency to rate close to 

the mean. Reversely, high deviation from the median shows 

the user has lower tendency to rate close to the mean. 

Therefore, to compute user factor, average absolute 

deviation from the median is subtracted from 1 after it is 

normalized by the sigmoid function. User factor (UF) is 

calculated as follows: 

𝑈𝐹𝑢 = 1 − 𝑠𝑖𝑔𝑚𝑜𝑖𝑑( 
∑ |𝑟 −  𝑟𝑚𝑒𝑑|𝑟∈𝐴

𝑛(𝐴)
 ) (11) 

where A is the set of user u’s ratings.  

Since UF resembles tendency to rate close to the median, 

when the user rated above the median, UF should be added 

to the score to reflect possible rating preference of the user. 

This sum will resemble the score of the user if the user does 

not have any tendency of rating close to the median. 

Similarly, if the user rated below the median, UF should be 

subtracted from the user's rating to make the rating free from 

the tendency towards the median. Calculation of the scores 

with adopting UF is as follows: 

𝑠𝑢,𝑗 = 𝑟𝑢,𝑗 + 𝑈𝐹𝑢 , 𝑖𝑓 𝑟𝑢,𝑗 > 𝑟𝑚𝑒𝑑

𝑠𝑢,𝑗 = 𝑟𝑢,𝑗 − 𝑈𝐹𝑢 ,  𝑖𝑓 𝑟𝑢,𝑗 < 𝑟𝑚𝑒𝑑

𝑠𝑢,𝑗 = 𝑟𝑢,𝑗  , 𝑖𝑓 𝑟𝑢,𝑗 = 𝑟𝑚𝑒𝑑

 (12) 

where 𝑠𝑢,𝑗 is the updated score of the user, u for the item, and 

j after adopting 𝑈𝐹𝑢.  

The proximity is calculated as the absolute value of the 

distance between the updated scores as follows: 

𝑃𝑟𝑜𝑥𝑖𝑚𝑖𝑡𝑦 (𝑠𝑢𝑎,𝑗 , 𝑠𝑢𝑏,𝑗) =  1 − 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(|𝑠𝑢𝑎,𝑗 − 𝑠𝑢𝑏,𝑗|)    (13) 

Singularity resembles how each users’ rating is different 

from the average rating for that item. Different from [38], we 

consider deviation from the mean separately for each score 

and then multiply them. This makes the singularity value 

stronger by empowering the scores, which are far from the 

mean rating of the item. Singularity of two ratings is 

calculated as follows: 

𝑆𝑖𝑛𝑔𝑢𝑙𝑎𝑟𝑖𝑡𝑦(𝑟𝑢𝑎,𝑗  , 𝑟𝑢𝑏,𝑗) = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(|𝑟𝑢𝑎,𝑗 − 𝑟�̅�| ∗ |𝑟𝑢𝑏,𝑗 −  𝑟�̅�|)   (14) 

If the two users rated an item as five, where the average 

rating on the Likert scale is three, the singularity value of the 

Şule Öztürk Birim, Ayça Tümtürk
A Novel Algorithmic Similarity Measure for Collaborative Filtering: A Recommendation System Based on Rating Distances

Academic Platform Journal of Engineering and Smart Systems 10(1), 57-69, 2022 62



 

 

two ratings will have a high impact on the similarity score. 

Similarly, if a user rates an item five, and another user rates 

it as one,  the singularity of these two scores will have a high 

impact on the similarity in a negative direction because the 

VSS considers the direction of the relationship (as will be 

seen in the following section). 

When a rating is far from the median and close to the 

extreme, this reflects a stronger preference. In a similarity 

measure, it is necessary to consider that if two scores are far 

from the median and close to the extremes, these scores 

should have a stronger impact on the similarity between 

users[17], [19]. This issue resembles the significance of the 

scores [27]. For two users, let the first pair of scores be (5,5) 

and the second pair of scores be (2,3). The first pair indicates 

a higher similarity between the users than the second pair. To 

reflect the significance of the scores, we can use  the 

Surprisal-based Vector Similarity method (SVS). Vector 

similarity method uses a maximum likelihood estimator, 

which refers to the average attitude of the scores [19]. The 

score that is far from the maximum likelihood estimator has 

more significance on the similarity.   

In Luo et al. [19], the mean score of the item was used as the 

maximum likelihood estimator.  In our study, to calculate 

SVS, we use the median as the maximum likelihood 

estimator. With this estimation, users who rate on the 

extremes will represent a strong preference and as well as 

have a high similarity between them. SVS similarity is 

calculated using the surprisal vector of the user rather than 

the actual rating vector. Surprisal vector of a user is 

calculated as follows [19]: 

𝑆𝑎 = [𝑠𝑎,1, 𝑠𝑎,2, 𝑠𝑎,3, . . . . . , 𝑠𝑎,𝑍] 

𝑠𝑎 = [𝑠𝑖𝑔𝑛(𝑟𝑢𝑎,1 − 𝑟𝑚𝑒𝑑) ∗ 𝐼(𝑟𝑢𝑎,1), … … , 𝑠𝑖𝑔𝑛(𝑟𝑢𝑎,𝑍 − 𝑟𝑚𝑒𝑑)

∗ 𝐼(𝑟𝑢𝑎,𝑍) (15)] 

where Z is the set of items user a has rated, 𝑠𝑖𝑔𝑛(𝑟𝑎,1 −

𝑟𝑚𝑒𝑑) means the sign of the notation, 𝑟𝑎,1 − 𝑟𝑚𝑒𝑑 is positive 

or negative, and 𝐼(𝑟𝑎,1) is defined as the quantity of 

information and calculated as follows: 

𝐼(𝑟𝑢𝑎,𝑗) = ln(2�̂�𝑗) +
|𝑟𝑢𝑢,𝑖 − 𝑟𝑚𝑒𝑑|

�̂�𝑗

 (16) 

where �̂�𝑗 is defined as a scale parameter and calculated as 

follows:  

�̂�𝑗 =
1

𝑁
∑|𝑟𝑢𝑖,𝑗 − 𝑟𝑚𝑒𝑑|

𝑁

𝑗=1

 (17)  

where N is the set of all users. 

After calculating the surprisal vector of users, Surprisal-

based Vector Similarity (SVS) coefficient is computed to 

calculate the similarity between two users as shown in 

follows: 

𝑆𝑉𝑆(𝑢𝑎, 𝑢𝑏) =
∑ 𝑠𝑎,𝑗 ∗ 𝑠𝑏,𝑗𝑗∈𝐶

√∑ 𝑠𝑎,𝑗
2

𝑗∈𝐶 √∑ 𝑠𝑏,𝑗
2

𝑗∈𝐶

 (18) 

To calculate the proportion of common ratings we used the 

Jaccard formula. It is important to calculate the exact 

proportion of common ratings to see how they affect the 

similarity score. Jaccard similarity is calculated as follows: 

𝐽𝑎𝑐𝑐𝑎𝑟𝑑(𝑢𝑎, 𝑢𝑏) =
𝑛(𝐴 ∩ 𝐵)

𝑛(𝐴 ∪ 𝐵)
 (19)  

Finally, all the factors in the similarity measure are 

represented in the Novel Algorithmic Similarity (NAS) 

measure, which is calculated by multiplying the equations, 

(10), (18) and (19) as follows: 

𝑁𝐴𝑆(𝑢𝑎, 𝑢𝑏) = 𝑃𝑆(𝑢𝑎, 𝑢𝑏) ∗ 𝑆𝑉𝑆(𝑢𝑎, 𝑢𝑏)
∗ 𝐽𝑎𝑐𝑐𝑎𝑟𝑑(𝑢𝑎, 𝑢𝑏)(20) 

 

3.3.2. Discussion on the Novel Algorithmic Similarity 

Measure 

The Novel algorithmic similarity measure was applied to the 

sample matrix on Table 1 to observe how it overcame the 

drawbacks of the existing similarity measures, as discussed 

in Section 3.1 and 3.2.  As Table 3 shows, the highest 

similarity based on NAS was observed between users 1-4 

and users 2-3,as expected based on the ratings. However, 

PCC and COS did not accurately identify the most similar 

users. According to PCC,similarity of users 1-4 and users 2-

3 were negative. According to COS, users 1-4 were the least 

similar pair. These results indicatethat NAS overcame the 

drawbacks of PCC and COS when it came to misleading 

similarity score regardless of the similar preferences.  

As observed in Table 3,NAS correctly identified the least 

similar users as users 1-2, users 1-3, users 2-4 and users 3-4. 

NAS accurately determined the direction of the relationship 

between the least similar users as negative. However, in 

COS, PCC, PIP, and NHSM, direction identification was 

either wrong or not applied. PCC incorrectly identified the 

direction of the relationship between users 1-2 and users 3-

4. The other similarity measures, with the exception of  CPC, 

did not show the direction of the relationship. NHSM 

similarity between users 1-3 was found relatively high and it 

is difficult to say whether users 1-3 had a high or low 

similarity based on the overall scores of NHSM.    

As seen in Table 3, NAS correctly identified the most and 

the least similar users based on their ratings. NAS also 

correctly determined the direction of the similarity between 

the users. These features make NAS an appropriate similarity 

measure that could be used as an alternative to other 

similarity measures in collaborative filtering.  

Table 3. NAS results for the sample matrix 

Pair NAS Similarity 

User1 – User2 -0.1126 

User1 – User3 -0.1863 

User1 – User4 0.9376 

User2 – User3 0.9376 

User2 – User4 -0.1064 

User3 – User4 -0.1126 

 

To summarize, the steps taken to calculate the algorithm for 

the NAS measure for a user pair is as follows: 

1- The user factor, based on the tendency of scoring close to 

the mean, is calculated for each user.  
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2- The proximity between scores is calculated with adapting 

the user factor, based on equation (13).  

3- The singularity between the scores is calculated based on 

equation (14).  

4- The PS score for the user pair is calculated by summing 

the multiplication of the proximity and the singularity 

scores of the commonly rated items.  

5- The SVS similarity score for the user pair is calculated 

based on the equation (18) where maximum likelihood 

estimator is the median.  

6- The commonly rated items for the user pair is calculated 

based on the Jaccard formula in equation (19). 

7- The NAS measure for the user pair is calculated by 

multiplying the PS, SVS and Jaccard scores.  

4. EXPERIMENTS 

4.1. Data Set 

The MovieLens Dataset of ML-100K and FilmTrust datasets 

were used in our experiments. The MovieLens Dataset of 

ML-100K was prepared by the GroupLens Research at the 

University of Minnesota [4].  In ML-100K, there were 943 

users and 1682 movies with a total of 100 000 ratings. Each 

user rated at least 20 movies out of 1682 movies. Ratings 

changed between 1 and 5, where 1 represented the lowest 

score for the preference and 5 depicted the highest score. 

This made the ML-100K dataset very sparse with %6.3 

density. FilmTrust is a movie-rating website, wherein the 

users give ratings for the selected movies. This dataset was 

prepared by Guo et al. [49]. In the FilmTrust dataset, there 

were 1508 users and 2071 movies with a total of 35500 

ratings. Ratings change between 0.5 and 4 and the sparsity 

level of FilmTrust was  %1.14. 

To observe the performance of the proposed novel 

algorithmic similarity (NAS) measure, we compared the 

proposed measure with the traditional methods of COS, 

PCC, CPC and the recent methods of PIP and NHSM. 

Recommendations were conducted based on each similarity 

method, and the performance of each similarity method was 

compared based on selected evaluation metrics of 

MAERMSE, recall, and precision.  

For each experiment, 70% of users in the dataset were 

selected as training users for similarity calculation. The 

remaining 30% of users were testing users for whom the 

recommendations were conducted. For each testing user, 

70% of their rated items were selected as training ratings for 

similarity calculation, while 30% of the rated items were 

used for conducting the actual recommendations.  

4.2. Performance metrics 

After calculating the user based similarities, the predicted 

ratings of an item for a specific user was calculated using the 

the following formula [19] 

�̂�𝑢𝑡,𝑝 =
∑ 𝑠𝑖𝑚𝑢𝑡,𝑢𝑖

𝑟𝑢𝑖,𝑝𝑖𝜖𝐾

∑ |𝑠𝑖𝑚𝑢𝑡,𝑢𝑖
|𝑖𝜖𝐾

 (21) 

where 𝑠𝑖𝑚𝑢𝑡,𝑢𝑖
 resembles the similarity between the test user 

𝑢𝑡 and his neighbor 𝑢𝑖. K denotes the set of most similar 

neighbors of the test user 𝑢𝑡.  

With the above formula, predicted ratings were calculated 

for each similarity measure framework. To compare the 

performance of each similarity measure, prediction accuracy 

was calculated with MAE. As stated before, the  MAE is a 

commonly used metric to calculate how the predicted values 

differ from the real values [14]. MAE is calculated as 

follows: 

𝑀𝐴𝐸 =
∑ |𝑟𝑗 − �̂�𝑗|𝑁

𝑗=1

𝑁
 (22) 

Another commonly used metric to measure how the 

predicted values are distant from the real values is RMSE. 

RMSE calculates the averaged squared distances between 

the real ratings and the predicted ratings[14]. RMSE is 

calculated as follows: 

𝑅𝑀𝑆𝐸 =  √
∑ (𝑟𝑗 − �̂�𝑗)2𝑁

𝑗=1

𝑁
    (23) 

Besides measuring prediction accuracy of the selected 

algorithms, we also wanted to measure the classification 

accuracy of the proposed frameworks. Classification 

accuracy metrics tolerate deviations from the actual ratings 

when they measure how the items are truly classified as 

recommended [50]. Recall and precision are the 

classification accuracy metrics, which were also used in our 

research. . Recall is defined and calculated as follows [51]: 

𝑅𝑒𝑐𝑎𝑙𝑙 =

number of testing items liked by the testing 
user and assigned to recommended list 

number of testing items 
actually liked by the testing user

 (24) 

Precision is defined and calculated as follows [51], [52] : 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  

number of testing items liked by the testing 
user and assigned to recommended list 

number of testing items 
assigned to recommended list 

 (25) 

For performance measures, smaller MAE values indicate 

better prediction accuracy while higher recall and precision 

scores indicate better classification accuracies.  

4.3. Experimental Design 

To compare the proposed NAS algorithm with the other 

selected similarity algorithms, we build several 

configurations of the chosen parameters. We altered the 

number of nearest neighbors in our experiments. The number 

of nearest neighbors (K) is a fundamental parameter in 

collaborative filtering, and it affects the prediction 

performance [53].  We identified eight levels for the number 

of nearest neighbors and calculated the MAE, RMSE, recall 

and precision values for each level using the proposed 

similarity measure NAS as well as the other selected 

similarity measures of COS, CPC, PCC, PIP, and NHSM. 

5. Results and Discussion 

In this section to compare the performance of the proposed 

NAS measure, several experiments were conducted,  

usingtwo datasets  that were the MovieLens ML-100k and 

FilmTrust. Performance comparison were based on 

prediction accuracy and classification accuracy. Prediction 

accuracy was measured using the metrics of MAE and 

RMSE, while classification accuracy was measured using 

Recall and Precision. We compared the results of each of the 
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performance metric based on the pre-determined levels of 

the numbers of the nearest neighbor. First, we presented the 

results for prediction accuracy. Then, we presented the 

classification accuracy performance of predicted values.  

 

5.1. MAE and RMSE results for prediction accuracy 

As K denotes different levels for the number of nearest 

neighbors, we analyzed the impacts of the different number 

of nearest neighbors on prediction accuracy measured with 

MAE and RMSE. Figure 1 shows the MAE results of the 

similarity measures used with six levels of the number of 

nearest neighbors for the MovieLens 100k (ml-100k) 

dataset. Figure 1a shows that except Cosine, for all similarity 

measures MAE decrease as K increase from 30 to 80. We 

observed that the novel algorithmic similarity (NAS) 

measure reveals lower MAE values than the most of the other 

similarity measures in all levels of the number of nearest 

neighbors. When K is 20, 30 and 40 NAS obtains the lowest 

MAE among all of the similarity measures.  When K is 10, 

60 and 80, NAS gets the second lowest MAE after NHSM 

measure. 

Figure 1b shows the MAE results for the FilmTrust dataset. 

Figure 1b shows that for all similarity measures MAE 

decrease as K increase from 10 to 20. NAS measure produces 

lower MAE values than the other similarity measures except 

for the levels when the number of nearest neighbors are 80 

and 60. When K is 10, 20, 30 and 40 NAS obtains the lowest 

MAE among all of the similarity measures.  When K is 60 

and 80, NAS gets the second lowest MAE after NHSM 

measure after PIP. 

RMSE results for Movielens 100k for all the measures with 

six levels of K can be observed in Figure 2a. NAS is the best 

similarity measure among the six similarity measures based 

on RMSE because NAS is the only measure that provided 

the best performance in the four levels out of six levels of K. 

When K is 20, 30, 40, and 60 NAS provides the lowest 

RMSE score. When K is 10, NAS shows the second lowest 

score with PIP after NHSM. When K is 80 NAS comes third 

after NHSM and PIP. RMSE results for FilmTrust can be 

observed in Figure 2b. NAS provided the best performance 

in the four levels out of six levels of K. When K is 10, 20, 

30, 40  NAS produces the lowest RMSE score. When K is 

60 and 80, NAS shows the second lowest score after PIP.  

 

Figure 1a. MAE results of Similarity measures in different 

K nearest neighbors for Movielens 100k 

 

 

Figure 1b. MAE results of Similarity measures in different 

K nearest neighbors for FilmTrust 

 

 

Figure 2a. RMSE results in different K nearest neighbors for 

Movielens 100k  

 

 

Figure 2b. RMSE results in different K nearest neighbors 

for FilmTrust 

Concerning prediction accuracy, our newly proposed 

similarity measure NAS has outstanding performance when 

compared to the other similarity measures. It showed lower 

MAE score than all of the traditional similarity measures of 

COS, CPC, and PCC in all of the levels of K for both of the 

two datasets. For the ml-100k dataset, NAS obtained lower 

MAE from the recently proposed popular similarity measure 

PIP in five out of six levels of K. For three levels of K, NAS 

comes first meaning showing the best prediction accuracy 

while providing better results than the NHSM and PIP. In the 

lowest number and the two highest numbers of nearest 

neighbors(K), NAS comes second best after NHSM. 

Regarding RMSE for ml-100k, in the lowest and the highest 
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K, NAS comes second after NHSM. For the FilmTrust 

dataset, NAS brought lower MAE and RMSE levels for all 

number of nearest neighbors but the two highest level of 

number of nearest neighbors. In the two highest number of 

nearest neighbors PIP is the only measure that showed lower 

MAE and RMSE results. This means NAS showed better 

performance than the NHSM for all the levels.   

The reason for NAS coming second in the lowest and highest 

K is related with the similarity calculation based on the 

number of nearest neighbors. When K is small like 10, some 

similar users may be left out to calculate accurate similarity 

scores between the users. When K is high like 80, some false 

neighbors may be identified. False neighbor is a user that is 

identified as a neighbor but in fact he or she is not similar to 

the interested user. To summarize, using low number of 

neighbors may result in leaving some similar users out of the 

group and using high number of neighbors may result in 

bringing false neighbors inside the group. In both situations, 

neighbor group may not accurately represent the similar 

users. This may be the reason for NAS not being the best 

similarity measure regarding prediction accuracy when K is 

the lowest and the highest. When K is between 20, 3 and 40, 

a more representative similar neighbor group can be 

established to make healthier predictions and this may lead 

the NAS being the best measure in the given K interval.  

5.1. Recall and Precision results for classification 

accuracy 

We measured classification accuracy with the metrics of 

recall and precision. We firstly analyzed the impacts of the 

different K on classification accuracy. The results of the 

analysis are given in Figures 3 and 4 for precision and recall 

respectively.  As Figure 3a shows, for ml-100k regarding 

recall scores the newly proposed similarity measure NAS 

showed remarkable results among the six similarity 

measures. Recall of NAS was higher than the three of the 

metrics which are Cosine, PCC, and NHSM. The highest 

recall is observed when K is 20 and 30 for CPC, PIP, NAS, 

and NHSM. For these similarity measures recall gets lower 

as K increases. Only in Cosine and PCC recall increased as 

K increased. The two mostly used traditional similarity 

measures Cosine, and PCC shows the lowest recall score 

among all measures in all K. CPC revealed the highest recall 

values in all the K while PIP comes second and NAS comes 

third. 

For the FilmTrust dataset, as Figure 3b shows, number of 

levels has a huge impact on the recall results. As number of 

nearest neighbor increases Recall decreases for all the 

measures. While K is 10 NAS comes third after PIP and 

CPC. When K is 20, NAS is the second after CPC. When K 

is 30, NAS comes second after NHSM. When K is 40 NAS 

is has the highest recall results. When K is 60 NAS is the 

third after  NAS and NHSM. Finally when K is 80 NAS is 

the second after COS.  

 

 

Figure 3a. Recall results for ml-100k 

 

Figure 3b. Recall results for FilmTrust 

 

Precision values for ml-100k for all K values when the score 

threshold is 4 can be observed in Figure 4a and 4b. Precision 

of NAS shows remarkable results. As shown in Figure 4a, 

for ml-100k, in the three lowest K which are 10, 20 and 30 

NAS showed the second-best precision score. In all levels of 

K, NHSM revealed the best precision score. Except for 

Cosine and PCC, precision values are decreased as K 

decreased. Cosine and PCC showed stable values in all K, 

while Cosine revealed the lowest precision scores in the first 

four levels of K and PIP obtained the lowest precision score 

when K is 60 and 80. Precision results also show that as K 

increases, precision score of all values come close to each 

other. Especially after 40 precision values of the similarity 

measures are very close to each other. This result indicates 

that as the number of nearest neighbors increase false 

neighbors increase. Increasing number of false neighbors 

decrease the ability of precision measure to differentiate 

similarity measures from each other.  

For FilmTrust dataset, precision score decreases as K 

increases for all similarity measures. When K is 10, NAS 

showed highest precision results. When K is 20 and 30 NAS 

is the second after CPC. When K is 40 NAS is second after 

NHSM. When K is 60 NAS is the third after COS and 

NHSM. When K is 80 NAS is the second after COS. 

Although NAS was not the best measure for all the levels of 

K, it showed higher precision scores than the majority of the 

similarity measures for all the levels of K.  
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Figure 4a. Precision results different K nearest neighbors for 

ml-100k 

 

 

Figure 4b. Precision results different K nearest neighbors for 

FilmTrust 

To summarize the results, we can conclude that proposed 

Novel Algorithmic Similarity (NAS) measure can provide 

better prediction and classification accuracy performance 

than most other tested similarity measures as can be seen 

from Figure 1a to Figure 4b. NAS provided best results when 

the number of nearest neighbors is average like 20, 30 and 

40. Average number of nearest neighbors result in a more 

accurate similar neighbor set. Regarding prediction 

accuracy, NAS can outdo all of the tested similarity 

measures in the all but the two extreme levels of the number 

of nearest neighbors. Concerning classification accuracy, 

NAS comes second or third best among all the proposed 

measures in the whole number of nearest neighbors.  The 

above results demonstrate that the newly proposed NAS is 

an effective similarity measure in collaborative filtering and 

can be an excellent alternative to the similarity measures 

used in the literature. NAS demonstrated a remarkable 

performance because it distinguishes users not only how they 

score different from each other, it also considers how the 

users are different based on their tendencies towards scoring 

close to the median. 

6. CONCLUSIONS 

This research proposes a new similarity model that can 

compete with the popular similarity measures in the 

literature. For comparison with the proposed measure, five 

similarity measures were chosen from the literature. Firstly, 

the main drawbacks of the five similarity measures were 

stated using a sample matrix. The stated similarity measures 

had problems in genuinely identifying similar users. To 

overcome the drawbacks of the existing similarity measures, 

the novel algorithmic similarity (NAS) measure was used. 

NAS distinguishes similar users by considering the tendency 

towards scoring close to the median, which is then used as 

the maximum likelihood estimator for the suppose vector 

similarity. To demonstrate the effectiveness of the proposed 

NAS measure, several configurations of the nearest 

neighbors and score threshold for classification accuracy 

were used in our experiments. Results reveal that the novel 

algorithmic measure yields better prediction accuracy 

performance than other similarity measures in almost every 

level of the nearest neighbors.  The novel algorithmic 

similarly measure also showed better performance in terms 

of classification accuracy than most of the other similarity 

measures when the threshold is the score of four. These 

findings indicate that the proposed NAS measure can 

overcome the shortcomings of the existing measures and be 

a strong competitor to the similarity measures used for 

collaborative filtering.  
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Abstract  

 

The purpose of occupational health and safety studies is to protect employees from work accidents and occupational diseases 

and to ensure that they work in a healthy environment. Most of the work accidents happen as a result of wrong storage, 

transportation and use of chemicals. In order to protect employees from chemical hazards and eliminate their possible risks, a 

risk assessment should first be carried out. Based on the results of the risk assessment, if not done before, bottles that contain 

hazardous chemicals must be classified and labelled according to their risk levels. The labels of bottles that contain chemical 

liquids must be checked and if the labels are worn or unreadable, they must be renewed. After these have been done, hazardous 

chemical liquids must be classified, stored and transported according to these labels. In this study, a non-contact, liquid 

measurement system based on microwave data is proposed to detect hazardous liquids. In order to select the most suitable 

algorithm for use in this measurement system, 3 different classification algorithms have been used and the performance analysis 

of the algorithms has made. In the study, 3 different classification processes have been applied according to the chemical 

properties of the liquids. It has been observed that Random Tree algorithm has achieved the best performance while Rep Tree 

algorithm has done the worst performance. Using this system, hazardous chemical liquids can be detected without opening the 

cover of the bottles that contain the liquids. Therefore, it can be used to quickly label hazardous liquids for their safe storage and 

transportation. 

 

Keywords: Decision Tree Algorithm, Hazardous Chemicals, Microwave, Occupational Safety, Patch Antenna  

 

 

1. INTRODUCTION 

 

Most work accidents occur when the hazards of a working 

environment are not properly managed, either because they 

are not perceived as risks before the work starts, or because 

they are not fully understood. Therefore, appropriate training 

should be given to new employees to recognise and 

understand the hazards [1]. It has been reported that young 

workers have a higher non-fatal accident rate than older 

workers [2,3]. In order to create and maintain a safe working 

environment, hazards that may occur at workplaces should 

be identified and it is necessary to effectively monitor 

potential risks and give priority to preventive activities [4].  

 

Although chemicals play an important role in the daily life 

of people around the world [5,6], some of the work accidents 

occur due to the chemicals. The chemical industry produces 
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a wide variety of substances necessary for daily use and 

chemical hazards generally arise from chemical synthesis or 

production, processing, transportation and misuse. 

Compared to the other substances, explosive, flammable and 

poisonous ones are more dangerous when released 

inappropriately [7]. It is well-known that the most dangerous 

of work accidents are explosions and fires that occur during 

the storage and transportation of petroleum and petroleum 

products, as well as other types of fuel [8,9] On the other 

hand, there are ones like chemical liquids, which are less 

found in daily life [10]. Chemical liquids are often used in 

laboratories. Laboratories are one of the places where the 

danger and thus risks are almost the highest in terms of 

chemical hazards. Since flammable, explosive and 

poisonous chemicals are stored in chemical laboratories, 

they have many potential work accident risks. In addition, 

there is a higher risk of fire and explosion in them due to 
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electrical equipment used in chemical experiments, high 

temperature and pressure.  

 

Chemical liquids can be divided into 5 main groups as easily 

flammable liquids, corrosive liquids, toxic liquids, oxidising 

liquids and explosive liquids as given in Figure 1 [11,12]. 

Different measures have been proposed to prevent 

explosions related to the use of chemical liquids [12]. Figure 

1 gives general information that indicates which class should 

be stored together or not. As it is known, the most hazardous 

chemicals encountered in major work accidents are sulphuric 

acid, hydrochloric acid and ammonia [11]. If oxidising 

chemicals come into contact with combustible materials, fire 

or explosion may occur. In the event of impact or spillage, 

these materials may be mixed with organic materials and fire 

and explosion may occur. These chemicals are also sensitive 

to heat and should be stored in a cool place. The flash point 

of a volatile substance is the lowest temperature at which the 

vapour of the substance will ignite when a source of ignition 

is given. In most cases, as the flash point decreases, the 

relative danger of a flammable liquid increases. Most of the 

solvents available in laboratories have flash points well 

below room temperature. Therefore, their proper use, storage 

and disposal is highly critical. 

 

It has been suggested to use different techniques such as 

nuclear magnetic resonance and X-ray [13, 14], NQR 

method [15] for the detection of hazardous liquids. X-ray 

systems are the most widely used among these techniques 

[14]. In addition, liquid detection and identification can be 

performed using THz time domain spectroscopy [16]. 

However, these methods are generally effective in detecting 

peroxide-based liquids. And they cannot distinguish many 

types of liquids used in daily life. Therefore, there is a need 

for a system to distinguish these liquids [17]. 

 

The proposed system is based on microwave and decision 

trees. There are many microwave measurement methods. Of 

these methods the coaxial probe method is commonly used 

in microwave based systems. It has been used for different 

purposes including the examination of the microwave 

absorbing properties of ionic liquids at room temperature 

[18], electromagnetic properties of water and selected fruits 

and vegetables [19] and dielectric measurement of biological 

tissues [20]. In order to make measurements with this 

technique, the probe must be touched on the solid material in 

solids and the probe must be immersed in the liquid for liquid 

measurements. Metamaterial-based compact microwave 

liquid sensor was proposed for dielectric characterization of 

liquids [21]. 

 

In this study, a non-contact, a liquid classification system 

that can quickly detect hazardous liquids is presented. The 

classification system can classify liquids contained in bottles 

without the need of opening the caps of the bottles and 

without the possibility of being exposed to any breathing and 

skin contact with the liquids. It is a microvawe-based system 

and based on the use of well-known Decision Tree algorithm 

family for classification. In the study, three different 

classification processes were applied to liquids according to 

their chemical content and intended use. In the classification 

studies, 3 different decision tree algorithms were used and 

their performances were compared. As a result of the 

performance analysis study, it was understood that Random 

Tree algorithm was the most successful algorithm. 

 

The rest of this paper is as follows. Experimental setup, 

methodology used in this paper and Decision Tree 

algorithms are given in Section 2. Section 3 presents 

experimental study and its results. Finally, the paper is 

concluded in Section 4. 

 

Figure 1. Chemical substance storage matrix. 

 

2. MATERIALS AND METHODS 

 

The experimental setup used in this study for liquid 

classification using microwave patch antenna is shown in 

Figure 2. It consists of a microwave circular patch antenna 

design connected to a vector network analyser in order to 

measure of the reflection coefficient of electromagnetic 

wave. To build the experimental setup, an antenna with a 

resonant frequency of 1.5 GHz was designed. The design 

was constructed on a FR4 based dielectric substrate with 1.6 

mm height, 4.4 relative permittivity and 10x10 cm2 ground 

plane beneath it. The antenna is feed by 50 Ohm SMA (Sub 

Miniature Version A) feed probe. The design and geometry 

of the antenna is illustrated in Figure 3. The electromagnetic 

wave reflection coefficient of the liquids was measured by 

placing the bottle on the antenna. For each liquid 

measurement, the reflection coefficient was recorded at 40 

measurement points between 1.52-1.42GHz frequency band. 

The dataset, consisting of 31 liquid measurements, formed a 

31x40 matrix in total. Then, this data matrix was given as 

input to classification algorithms. 

 

Figure 2. Experimental setup for liquid classification. 
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Figure 3. Design and geometry of the antenna. 

 

Diameter of the antenna is calculated using (1) and (2).    

𝐹 =
8,791𝑥109

𝑓𝑟√𝜀𝑟
                               (1) 

𝑎 =
𝐹

{1+
2ℎ

𝜋𝜀𝑟𝐹[ln(
𝜋𝐹
2ℎ

)+1,7726]
1/2}

       (2) 

 

where 𝜀𝑟 is relative permittivity of the substrate, 𝑓𝑟 is the 

resonant frequency, h is the height of the substrate, and a is 

the radius of the patch. 

 

2.1. Decision Trees 

 

A decision tree structure consists of a root node containing 

data, inner nodes (branches) and end nodes (leaves). When 

decision tree algorithm is used, first, a decision tree is 

created, then the rules produced from the decision tree is 

used to classify the records in the database. By applying this 

created decision tree class on unknown data, the classes of 

this data are determined. In this tree structure, each node 

represents an attribute [22]. In Figure 4, a tree structure 

consisting of four dimensional attribute values belonging to 

three classes are shown. In this figure, xi represents attribute 

values; The values a, b, c, d and e indicate the threshold 

values used for branching, and A, B and C indicate the class 

labels. There are univariate or multivariate decision tree 

structures according to the number of variables used in each 

stage of tree formation [23]. 

 

The most important step in creating decision trees is the 

selection of criteria that the branch of the tree will be made. 

Some of the approaches that can be used for this purpose are 

knowledge gain and knowledge gain rate [24], Gini index 

[25], Towing rule [24] and Chi Square probability table 

statistics [26]. The entropy method is used to determine 

which branch of the decision tree will be used in the use of 

information gain and information gain rate. Let 

𝐶1, 𝐶2……𝐶𝑛 be a dataset consisting of several classes. If T 

shows class values, the probability of a class can be 

computed using (3). 

 

𝑃𝑖 = (𝐶𝑖/|𝑇|) (3) 

 

Figure 4. A decision tree structure consisting of three classes 

with four dimensional property spaces. 

  

The entropy value of the classes is computed using (4). 

 

𝐸𝑛𝑡𝑟𝑜𝑝𝑖(𝑇) = −∑𝑝𝑖

𝑛

𝑖=1

𝑙𝑜𝑔2(𝑝𝑖) 
 

(4) 

 

T class values according to B attribute in the data set 

𝑇1, 𝑇2……𝑇𝑛 . Considering that it is divided into sub-sets, the 

gain to be obtained by using B attribute values is computed 

using (5). 

 

𝐺𝑎𝑖𝑛(𝐵, 𝑇) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑖(𝑇) −∑
|𝑇𝑖|

|𝑇|

𝑛

𝑇

𝐸𝑛𝑡𝑟𝑜𝑝𝑖(𝑇𝑖) 
 

(5) 

 

Segmentation information for determining the value of B 

attribute for the T set is computed using (6). 

 

𝐵 = −∑
|𝑇𝑖|

|𝑇|
𝑙𝑜𝑔2 (

|𝑇𝑖|

|𝑇|
)

𝑘

𝑖=1

 

 

(6) 

 

Then, the gain rate can be computed using (7). 

 

𝐺𝑎𝑖𝑛𝑟𝑎𝑡𝑒 =
𝐺𝑎𝑖𝑛(𝐵, 𝑇)

𝐵
 

(7) 

 

Using this criterion, the T training set is separated repeatedly, 

with the maximum rate of gains at each node of the tree. This 

process is repeated until each leaf node contains observation 

values of only one class. The decision tree classification 

algorithm divides the training data into subsets containing 

only one class, resulting in a very large and complex tree 

structure. For this reason, it is possible to replace a subtree 

with a leaf. This process is called pruning and removes the 

parts of the decision tree that do not affect or contribute to 

the classification accuracy in order to obtain a more 

understandable tree structure [27]. Pre-pruning is done while 

creating the tree structure. On the other hand, post-pruning is 

done after the tree structure is created [24].  

 

In this study, Random Tree, Rep Tree and Extra Trees 

algorithms are used for the classification process. Random 

Tree is a classification algorithm that creates a tree by taking 

a certain number of randomly selected properties in each 

node. There is no pruning. It also has an option that allows 

estimation of class possibilities based on the data set held. 
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Rep Tree algorithm was first proposed by Quinlan [27]. It is 

fast machine learning that creates a decision tree by pruning 

to reduce the effects of noise in the training examples [28]. 

With the regression tree logic, the best one is selected from 

the decision trees created after creating more than one tree in 

different iterations. The tree is pruned by reduced error 

pruning from the bottom up [29]. Because, the pruned tree 

reduces complexity in the classification process. The leaves 

of the decision tree always contain the exit values. The 

outputs at each branch point in the decision tree are selected 

based on the reduction of the "special threshold value" 

variance. To sum up, Rep Tree algorithm is based on the 

principle of minimizing the error caused by variance and the 

principle of gaining knowledge with entropy [29] and only 

works with numerical data. Extra Trees algorithm creates a 

community of decision trees that have not been pruned to the 

classic top-down procedure. The two main differences with 

other tree-based community methods are that they select the 

breakpoints completely randomly, separating nodes and 

using the entire learning example to grow trees [30].  

 

Decision tree algorithms are supervised learning algorithms. 

In this study, the purpose of using them is to predict which 

class the new liquid belongs to, using the model created from 

the data in the database when data from a new liquid arrives. 

Schematic representation of the classification processes held 

in this study is shown in Figure 5. As shown in this figure, in 

this study, 3 different classification experiments were carried 

out. In the first experiment, a total of 30 liquids listed in 

Table 1 were classified into two categories: hazardous or 

non-hazardous. Extra Trees, Random Tree and Rep Tree 

algorithms were used to classify the liquids given in Table 1. 

  

 

Figure 5. Classification of hazardous liquids. 

 

3. RESULTS AND DISCUSSION 

 

For the first classification experiment, a database was created 

from S11 parameter (reflection coefficient) measurements 

and two different methods were used to test the success of 

Extra Trees, Random Tree and Rep Tree algorithms. In the 

first method, all the data in the database was used as the 

training. In the second method cross validation was used. 

The purpose of doing this was to test the success of the 

algorithms in classifying liquids that were not in the 

database. Frequency-dependent reflection coefficient 

measurements of the liquids used in the classification 

experiment with the whole data set are given in Figure 6.  

 

When Figures 7, 8 and 9 are considered, it can be seen that 

Extra Trees and Random Tree algorithms correctly classified 

all the liquids in the classification without cross validation 

but Rep Tree algorithm misclassified 3 liquids. When cross-

validated, Extra Trees algorithm misclassified 3 of the 

liquids, Random Tree algorithm misclassified 2 of the liquids 

and Rep Tree algorithm did 6 of the liquids, respectively.  

 

Other classification metrics of the algorithms are presented 

in Figure 10. As it can be seen, high accuracy, precision and 

recall values are obtained when Random Tree algorithm was 

used. 

 

Hazardous chemical liquids can be generally divided into 3 

groups as shown in Table 2. These are flammable (ethanol, 

methanol, acetone, 1-propanol, 2 propanol, butanol), 

corrosives (sulphuric acid, nitric acid, acetic acid), oxidants 

(hydrogen peroxide). In the second classification 

experiment, hazardous chemical liquids were divided based 

on the abovementioned groups. Cross validation was not 

used in the remaining experimental studies since the number 

of liquids was limited. In other words, the entire dataset was 

used in the classification process.  

 

Frequency-dependent reflection coefficient measurements of 

the liquids used in the second classification experiment are 

given in Figure 11. Hazardous liquids were divided into 3 

classes using Extra Trees, Random Tree and Rep Tree 

algorithms. The confusion matrices of the algorithms are 

presented in Figure 12.  Other classification metrics of the 

algorithms are presented in Figure 13. 

 

Table 1. Liquids used in the classification experiments. 

Hazardous liquids Non-Hazardous liquids 

Ethanol 1-propanol Water Turnip juice Raki Peach juice 

Toluene Methanol Soda Milk Champagne Ice-tea(Peach) 

Butanol Acetone Beer Liquid hand soap Tequila Apricot juice 

Nitric acid Acetic acid Mineral water Buttermilk Whiskey Vinegar 

Sulphuric acid Isopropanol Rose juice Gin Vodka Liqueur 
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Figure 6. Reflection coefficient measurements of the liquids used in the first classification experiment. 

 

 

                 a)                                                                         b) 

Figure 7.   Confusion matrix of Extra Trees a) without cross validation b) after cross validation. 

 

               a)                                                                         b) 

Figure 8.   Confusion matrix of Random Trees a) without cross validation b) after cross validation. 

 

              a)                                                                         b) 

Figure 9.   Confusion matrix of Rep Trees a) without cross validation b) after cross validation. 

 

 

Figure 10.   Performance metrics a) without cross validation b) after cross validation.
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Table 2. Hazardous chemical liquids divided into 3 groups. 

Flammable Corrosives Oxidants 

Ethanol Sulphuric acid Hydrogen peroxide 

Butanol Acetic acid  

1-propanol Nitric acid  

Methanol   

Acetone   

Isopropanol   

 

 

Figure 11. Reflection coefficient measurements of the 

liquids used in separating hazardous chemical liquids into 3 

groups. 

Table 3. Solvents used in the classification process. 

Alcohol-Based 

Solvents 

Ketone 

Solvents 

Aromatic 

Solvents 

Acidic 

Solvents 

Ethanol Acetone Toluene Acetic 

acid Isopropanol    

Butanol    

1-propanol    

Methanol    

 

 
Figure 12. Confusion matrix a) Extra tree b) Random tree  

c) Rep tree. 

 

Figure 13. Performance metrics. 

 

In this classification experiment, Extra Trees algorithm 

provided 100% accuracy, Random Tree did 100% accuracy, 

and Rep Tree algorithm did 50% accuracy. Random Tree had 

a better RMS error value compared to Extra Trees algorithm. 

Frequently used organic solvents both create risks for human 

and environmental health during their use and cause an 

environmental problem that is difficult to dispose when it 

becomes waste. However, there are situations where the use 

of solvents is mandatory. In these cases, it is necessary to 

choose the safest alternatives when choosing the solvent. As 

listed in Table 3, in the third classification experiment a total 

of 8, 5 of which are alcohol based solvents (Methanol, 

Ethanol, 1 propanol, 2-propanol, Butanol), 1 ketone solvent 

(Acetone), 1 aromatic solvent (Toluene) and 1 acidic solvent 

(acetic acid), were used and the solvents were divided into 4 

main groups among themselves. Frequency-dependent 

reflection coefficient measurements of the liquids used in the 

third classification experiment are given in Figure 14. 

Confusion matrices and other performance metrics are 

presented in Figure 15 and Figure 16. In this classification 

experiment, Extra Trees algorithm achieved 100% accuracy, 

Random Tree achieved 100% accuracy, and Rep Tree 

algorithm did 62% accuracy. Random Tree had a better RMS 

value compared to Extra Trees algorithm. In this 

classification, Rep Tree algorithm had the highest error value 

and the worst performance metrics. 

 

 
Figure 14. Reflection coefficient measurements of liquids 

used in the classification of solvent liquids 
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a)                                                                   b) 

 

 
c) 

Figure 15. Confusion matrices a) Extra Trees b) Random Tree c) Rep Tree. 

 

  
Figure 16. Performance metrics. 

4. CONCLUSION 

 

Thousands of people are at the risk of exposure to hazardous 

chemicals in their workplaces. If the potential risks 

associated with hazardous chemicals are not identified 

beforehand and not controlled by appropriate methods, 

serious work accidents, occupational diseases and even 

deaths can occur. On the other hand, if appropriate 

precautions are taken, both the health and safety of the 

workers can be secured and the loss of working days due to 

temporary and permanent incapacity or death can be 

prevented. In this study, a non-contact, liquid classification 

system that can detect hazardous liquids was presented. The 

classification system can quickly classify liquids contained 

in bottles without the need of opening the caps of the bottles. 

The classification system is based on a group of algorithms 

that are members of the well-known, Decision Tree 

algorithm family. The success of the algorithms was tested 

with a group of liquids and satisfactory results were 

obtained.  Three classification experiments were carried out  

 

and in each of them three different classification algorithms 

were used. In the first classification experiment, hazardous 

liquids and non-hazardous liquids were distinguished from 

each other. In this classification, Extra Trees algorithm and 

Random Tree algorithm achieved 100% accuracy in the 

classification process when the whole data set was used. For 

liquids not found in the database, Random Tree algorithm 

performed better than Extra Trees algorithm with an 

accuracy rate of 80%. The worst result in this classification 

was obtained by Rep Tree algorithm. This algorithm 

obtained 90% accuracy in the classification when the whole 

dataset was used and 60% in the classification of liquids that 

are not in the database. In the second classification 

experiment, hazardous chemical liquids were divided into 

three groups: flammable, corrosive and oxidants. In this 

classification, Extra Trees and Random Tree algorithms 

classified the liquids with 100%. 

 

The proposed system in the study is still under development. 

In the future study, the classification process will be applied 

by increasing the number of liquids in the database. After 

increasing the number of measurement data for liquids and 

applying many tests, the system can be used to ensure 

occupational safety. 
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