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Selim Buyrukoglu and Ayhan Akbas

Abstract—A new hybrid machine learning method for the
prediction of type 2 diabetes is introduced and explained in detail.
Also outcomes are compared with the similar researches. Early
prediction of diabetes is crucial to take necessary measures (i.e.
changing eating habits, patient weight control etc.), to defer the
emergence of diabetes and to reduce the death rate to some
extent and ease medical care professionals’ decision making in
preventing and managing diabetes mellitus.The purpose of this
study is the creation of a new hybrid feature selection approach
combination of Correlation Matrix with Heatmap and Sequential
forward selection (SFS) to reveal the most effective features in
the detection of diabetes. A diabetes data set with 520 instances
and seven features were studied with the application of the
proposed hybrid feature selection approach. The evaluation of
the selected optimal features was measured by applying Support
Vector Machines(SVM), Random Forest(RF), and Artificial Neu-
ral Networks(ANN) classifiers. Five evaluation metrics, namely,
Accuracy, F-measure, Precision, Recall, and AUC showed the best
performance with ANN (99.1%), F-measure (99.1%), Precision
(99.3%), Recall (99.1%), and AUC (99.8%). Our proposed hybrid
feature selection model provided a more promising performance
with ANN compared to other machine learning algorithms.

Index Terms—Artificial Neural Network, Correlation Matrix,
Sequential Forward Selection, Diabetes Mellitus, Hybrid Feature
Selection

I. INTRODUCTION

D IABETES Mellitus (DM), commonly known as diabetes,
is a metabolic disease that causes higher-than-normal
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high blood sugar can damage the nerve, eyes, kidneys, and
other organs [1]. The general symptoms of diabetes include
increased hunger, increased thirst, weight loss, frequent uri-
nation, blurry vision, extreme fatigue and sores that don’t
heal. Pre-diabetes occurs when your blood sugar is higher than
normal, but usually it’s not high enough for a diagnosis of type
2 diabetes. Therefore, early prediction of diabetes is crucial to
take necessary measures (i.e. changing eating habit, weight
control etc.), to defer the emergence of diabetes and to reduce
the death rate to some extent.

Machine Learning (ML), a domain of artificial intelligence
(AI), makes use of capabilities of computers to learn auto-
matically without explicitly programmed and improve from
experience. Machine learning in healthcare is becoming more
widely used and is helping clinicians in many different ways
[2]. One of the most common use cases in medicine for
machine learning is the diagnosis decision support [3].The
power of machine learning models is its ability to process
huge datasets beyond the scope of human capability [4], and
then reliably convert analysis of that data into clinical insights
to provide better information to doctors at the point of decision
making. There are plenty of studies on Diabetes that employed
a machine learning (ML) based models in the literature as
systematically reviewed by De Silva et. al. (2020) for various
databases[5]. In our research, we developed a hybrid model
for selecting most dominating features so as to maximize the
output accuracy. The data analyzed in this paper, has been
collected from the patients of Sylhet Diabetes Hospital in
Sylhet, Bangladesh (2020) [6]. Features in this dataset are
listed and described in Table I.

In the literature, there are numerous studies on the diagnosis
of diabetes mellitus. With advances in computer sciences,
machine learning techniques have become common in health-
care. Overview of studies employing ML models in their
researches has been published by Chaki et. al. (2020) [7]
and Kavakiotis et. al.(2017) [8] who conducted systematic
reviews on the studies on machine learning and artificial
intelligence based Diabetes Mellitus detection and provided
a detailed overview of DM detection. Another group of
researches, Jashwanth et. al.(2020) [9] studied the performance
of six machine learning classifiers (namely, support vector

110

Manuscript received July 19, 2021; accepted January 4, 2022
DOI: : 10.17694/bajece.973129

blood sugar level. The insulin hormone secreted by the body
carries excess sugar in the blood to your cells to be stored
or used for energy. In diabetes, the body either does not
produce enough insulin or cannot use insulin effectively to
reduce the glucose level in the blood. As a result, uncontrolled
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machine, K-nearest neighbors, logistic regression, naive bayes,
gradient boosting and random forest) on Pima Indian Diabetes
Database which is a common dataset for diabetes studies. The
performance of all the six classifiers were compared using
Accuracy score, Receiver Operating Curve (ROC), Precision,
Recall, F-measure evaluated from each model. Random Forest
classifier has shown the highest performance compared to
remaining classifiers used in their proposed methodology. Lai
et. al [10] also developed a predictive model to predict the risk
for developing DM using Logistic Regression and Gradient
Boosting Machine (GBM) techniques in Canadian patients.
Fasting blood glucose, body mass index, high-density lipopro-
tein, and triglycerides were the most important predictors in
their model. Accuracy for the proposed GBM model is 84.7%
and for the proposed Logistic Regression model is 84.0%. In
another study [11], classifiers (Decision Tree (DT), Artificial
Neural Networks (ANN), Logistic Regression (LR) and Naive
Bayes (NB)) were compared for the risk of diabetes prediction,
then bagging and boosting techniques were investigated for
improving the robustness. Random Forest (RF) algorithm was
suggested as the best performance of disease risk classification.
To the best of our knowledge, our approach is novel in terms
of the selection of features and employment of hybrid combi-
nation of classifier to achieve the most accurate outcome. Most
of the studies in the literature utilized single classifier models
contrary to our approach. Moreover, we used a new dataset
consisting of all diabetes symptoms unlike the great majority
of studies on early prediction of diabetes that employed pima
indian diabetes dataset[12] where most related symptoms are
missing and features in the dataset are very limited.

Other research using deep learning techniques has been
carried out by Swapna et al. [13]. They utilized the RR-
interval signals known as heart rate variability (HRV) signals
(derived from electrocardiogram (ECG) signals) and used for
the non-invasive detection of diabetes. In their research, they
employed long short-term memory (LSTM), convolutional
neural network (CNN) and their combinations for extracting
complex temporal dynamic features of the input HRV data
which was then, passed to SVM (Support Vector Machine)
for classification. The system proposed is able to diagnose
diabetes using ECG signals with an accuracy of 95.7%. A
similar study that emplyed machine learning approach was
carried out by Zou et. al. [14]. In their study, they used
decision tree, random forest and neural network to predict
diabetes mellitus in people. The dataset they used is obtained
from a hospital physical examinations and contains 14 at-
tributes. Principal component analysis (PCA) and minimum
redundancy maximum relevance (mRMR) are employed to
reduce the dimensionality. The results showed that prediction
with random forest could reach the highest accuracy (ACC =
0.8084) when all the attributes were used.

In the paper, we introduced the area of the study, mentioning
the similar researches in section I. In the section II, the pro-
posed approach is given together with the data collection and
preprocessing steps. Here, classifiers used in the algorithms are
summarized briefly. Experimental results and implementation
are given and discussed in section III. Finally, section IV
includes conclusions and future directions of the study.

II. PROPOSED APPROACH

In this study, we have implemented a new hybrid feature
selection approach. Fig. 1 illustrates the proposed architecture
which consists of several phases of data processing steps.

Diabetes    
Data

Data Preprocessing

Select Features 
based on 

Correlation 
Heatmap 

Sequential 
Forward
Selection

(SFS)

kNN

Wrapper  Approach

Filter Approach

Hybrid Filter Selection Approach

Stop

Yes

No

Classifier (SVM,RF,ANN) Best Features
Evaluation 

(Accuracy, F_measure, 
Precision, Recall, AUC)

Fig. 1: Architecture of the proposed approach

A. Data Collection and Preprocessing

The diabetes data set is collected from patients in Sylhet
Diabetes Hospital in Sylhet, Bangladesh [6]. It has 520 in-
stances (342 confirmed Diabetes positive and 178 Diabetes
negative) and also contains seventeen featuıres and two classes.
Description of datasets is presented in Table I. The type
of these features are categorical except only age feature
(numeric).

The aim of data collection here is to predict diabetes
disease applying a new hybrid feature selection approach.
The importance of the using features in the prediction of
diabetes disease was already specified in Section I. The most
important features in the prediction of diabetes disease will
be highlighted through the proposed hybrid feature selection
approach. There is on missing value and all observations are
complete.

B. Correlation Matrix with Heatmap

Features relation to each other or the target feature is
provided through correlation matrix as illustrated in Fig. 2.
Correlation matrix is a graphical representation of data to
identify which features are most related to the target feature.
Each feature in a dataset is represented as colors which mean
that the colors notice information to researchers in terms of
the correlation between features. We created our heatmap of a
correlation matrix which is presented in 5 steps in Algorithm
1.

C. Sequential Forward Selection (SFS)

Feature selection algorithms are used to eliminate unusable
and redundant features. [15] highlighted that feature selection
is an efficient way in terms of dimensional reduction of data
with high dimensionality. Sequential forward selection (SFS)
algorithm was applied to select an optimal subset of data from
the 17 features. The reason behind the selection of SFS in this
study is that wrapper feature selection approaches are widely
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Feature Description Value Ratio
Age Age of patient Numeric Range:16-90

Mean:48, Std.Dev:12.15
Gender Sex Male/Female 63.1% / 36.9%
Polyuria Frequent urination Yes/No 50.4% / 49.6%
Polydipsia Excessive thirst Yes/No 55.2% / 44.8%
Sudden Weight Loss Uncontrolled weight loss Yes/No 58.3% / 41.7%
Weakness Condition of being weak Yes/No 58.7% / 41.3%
Polyphagia Abnormal desire to consume excessive amounts of

food
Yes/No 54.4% / 45.6%

Genital thrush Genital fungal infections Yes/No 77.7% / 22.3%
Visual Blurring Unclear vision Yes/No 55.2% / 44.8%
Itching Irritating sensation of the skin Yes/No 51.3% / 48.7%
Irritability Become easily anger Yes/No 75.8% / 24.2%
Delayed healing Impaired healing Yes/No 54.0% / 46.0%
Partial paresis Slight/Partial Paralysis Yes/No 56.9% / 43.1%
Muscle stiffness Status that muscles feel tight and more difficult to

move
Yes/No 62.5% / 37.5%

Alopecia Hair Loss Yes/No 65.6% / 34.4%
Obesity Obesity Yes/No 83.1% /16.9%
Class (Target) Diabetes Status Positive/Negative 61.5% / 38.5%

TABLE I: Description of Features in the dataset

Fig. 2: Heatmap of the Correlation Matrix for the Diabetes Data

Algorithm 1: Steps of Creation of Correlation Matrix
with Heatmap

1. Import Data;
2. Identify Independent Columns (X) and Target

Column (Y);
3. Create Correlation Matrix (get correlations of each

features in dataset);
4. Create Heatmap with size (17, 17);
5. Plot and Export Heatmap;

used to detect fundamental interaction between features and
also SFS is a user-friendly wrapper approach. An empty set

is created by the SFS algorithm initially. The feature has the
highest feature importance score is added to the empty set.
The features are ranked based on feature importance to extract
the top features using extra tree classifier. Then, the feature
has the second-highest score is added to the set. The feature
adding process to the set continues until the classifier can
no longer improve the performance. The k-nearest neighbors
(KNN) classifier is implemented in this study since it is one
of the most effective machine learning algorithm in terms of
classification [16]. Once the best classification performance
is achieved, the added features to the set are utilized for
classification since they work best together. Algorithm 2
presents pseudo-code for the SFS algorithm.
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Algorithm 2: Sequential Forward Selection Pseudo
Code

Input: Y = y1, y2, ..., yd whole d-dimensional feature
set are taken as input

Output: Xk = xj | j = 1, 2, ..., k; xj ε Y , where
k = (0, 1, 2, ..., d)

SFS returns a subset of features; the number of
selected features k, where k < d, has to be specified
a priority.
1. Create an empty set: X0 = φ, k = 0

We initialize the algorithm with an empty set φ
(”null set”) so that k = 0 (where k is the size of the
subset).
2. Select best remaining feature:
x+= arg max J(Xk + x), where xφY −Xk

Xk+1 = Xk + x+

k = k + 1
Goto Step 2

3.Termination: k = p

D. Classifiers

Support Vector Machines (SVM): Support Vector Ma-
chine (SVM) is an associated machine learning algorithm
mostly used for classification and regression analysis [17].
Given a set of training examples, An SVM maps training
examples to points in space so as to maximize the width of
the gap between the two categories. In other words, a support
vector machine can be defined as a vector space-based machine
learning method that finds a decision boundary between two
classes that are the furthest from any point in the training data.
Support vector machines are mostly used to separate binary
classification data, for example separating each data in a data
set into female or male.

Random Forest (RF): Random forests (RF) or random
decision forests is a collective learning method that estimates
class (classification) or number (regression) according to the
type of the problem by creating a large number of decision
trees during the training phase for classification, regression and
other tasks [18]. Random decision forests address the problem
of decision trees over fitting training sets. Different number of
trees (50, 100, 250, 500) was tested in the prediction of type 2
diabetes. The best performance was obtained with five hundred
trees.

Artificial Neural Network (ANN): Artificial neural net-
works (ANN) is a computing technology inspired by the in-
formation processing technique of the human brain[19]. With
ANN, the way the simple biological nervous system works is
imitated. That is to say, it is digital modeling of biological
neuron cells and the synaptic bond that these cells establish
with each other. Neurons connect to each other in various ways
to form networks. These networks have the capacity to learn,
memorize and reveal the relationship between data. In other
words, ANNs provide solutions to problems that normally
require a person’s natural abilities to think and observe. The
main reason why a person can produce solutions to problems
that require thinking and observing skills is the ability of the

human brain, and therefore the human being, to learn by living
or experimenting. In this study, one input layer with 7 nodes
and one hidden layer with 14 neurons were tested.

E. Evaluation Metrics

The evaluation of the machine learning algorithm is always
a vital part of every project. When the model is evaluated
using one criterion, it may yield satisfactory results, but poor
results may be obtained when compared with other criteria or
metric. In our study, We mostly use classification accuracy to
measure the performance of a model, but this is not enough
to reach a solid conclusion. Mostly used classifiers are given
here.

Accuracy: It is the ratio of number of correct predictions to
the total number of input samples. Accuracy is a good measure
when the target classes in the data are nearly balanced.

F-Measure: F-measure or F1 Score, also known as the
Sørensen–Dice coefficient or Dice similarity coefficient(DSC),
is the Harmonic Mean between precision and recall. The range
for F1 Score is [0, 1]. It tells you how precise your classifier
is (how many instances it classifies correctly), as well as how
robust it is (it does not miss a significant number of instances).

10-fold Cross validation: Cross-validation is a technique to
evaluate predictive models by partitioning the original sample
into a training set to train the model, and a test set to evaluate
it.

Precision andn Recall: Precision (also called positive
predictive value) is the fraction of relevant instances among
the retrieved instances, while recall (also known as sensitivity)
is the fraction of relevant instances that were retrieved. Both
precision and recall are therefore based on relevance [20].

Fig. 3: Patient Age Distribution

III. ANALYSIS AND DISCUSSION

Filter and wrapper feature selection methods were embed-
ded to increase the efficiency and accuracy of the classification
models. Diabetes data (see Section 2.1) were used for the
purposes of this study.
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Fig. 4: Feature Score with respect to their contribution towards
Class

A. Implementation

Two phases (filter and wrapper) were proposed in the
proposed hybrid feature selection approach. In the first phase,
correlation matrix with heatmap filter method was used to rank
features between the features and target class. A threshold
value of correlation heatmap scores was determined to select
k-best features. Ideally, features are selected if the correlation
score between two features and target class is more than 0.5.
However, there are only the features Polyuria and Polydipsia
have more than 0.5 correlation score with the target class.
Also, most of the features have correlation scores between
˜0.1 and 0.5. Thus, the threshold value of correlation heatmap
scores was determined as ˜0.1. Then, 11 features were selected
at the end of the first phase and these features are used in the
second phase as input. A heatmap of the correlation matrix
for the diabetes data is presented in Fig. 2. The correlation
between features and target class higher than 0.5 are displayed
in dark green which are Polyuria and Polydipsia. These two
features play an important role in the detection of diabetes
and that the two features show correlation is therefore not
surprising.

In the second phase, sequential forward selection (SFS)
approach was implemented for selecting the k-best features.
The optimal number of features was selected based on feature
importance method. It ranks features and gives scores for each
feature of the data. Future importance method is a three-based
classifier extracting the k-best number of feature. Finally, SFS
wrapper feature selection method was applied to select the op-
timal feature set. At the end, 7 features were selected over 11
features. The evaluation of the selected optimal features were
measured by applying Support Vector Machine, Random For-
est and Artificial Neural Network classifiers. Five evaluation
matrices were used in the evaluation of the proposed approach
such as Accuracy, F-measure, Precision, Recall and AUC.
Table II presents the classification results for the proposed

hybrid feature section approach (both CM + SFS), original
feature set, correlation matrix with heatmap (only correlation
matrix with heatmap feature selection was applied), SFS (only
SFS was applied)

The results obtained from the data in Table II that ANN has
the best accuracy rate (99.1%) using 7 features selected based
on the proposed hybrid approach while SVM has the lowest
accuracy rate (95.8%). Overall, ANN has the best accuracy
rate based on not only hybrid method but also Sequential
Forward Selection (SFS), Confusion Matrix (CM) and Original
(96.5%, 94.6%, 95.6% respectively). As highlighted in Section
III, 10-fold cross-validation was used to test the performance
of the classification algorithms. As can be seen from Table
II that 7 features were selected based on the proposed hybrid
approach. These features are set out in Table III.

B. Results

Fig. 5 illustrates the AUC results for SVM, RF and ANN
classifiers based on different feature sets. From Fig. 5, it
is observed that ANN has the highest AUC rates for each
feature set (purple color). Also, The AUC rates of ANN for
hybrid method (99.8%) when compared with original fea-
tures (98.8%), correlation heatmap (99.0%) and SFS (99.6%)
methods. Additionally, SVM and RF classifiers achieved to
obtain highest AUC rates with hybrid method (98.5%, 99.7%
respectively).

C. Comparison of previous studies and the proposed model

Table IV compares the results obtained from the previous
studies and the proposed model for prediction of diabetes. The
purpose of the studies is the same with our study. Anshuman
Guha [21], Ahmed Kareem et al [22], Kezban Alpan [23] and
Jingyu Xue [24] used the same data set with the data set used
in this study consisting of 520 instances. Ahmed Kareem et al.
achieved to obtain 98.8% accuracy applying RF value without
applying any feature selection technique. Kezban Alpan (2020)
also accomplished 98% accuracy applying kNN with nine
selected features. These features were selected based on Gain
Ratio feature selection technique. However, there is no deatiled
information about how these models were fitted in these
studies. On the other hand, various diabetes data were used
in different studies and there are four studies achieved to
reach more than 90% accuracy. For instance, Tapak et al.[25]
applied the RF using 2000 diabetes samples and achieved
98.6% accuracy. Also, the study of D. Jashwanth Reddy [26]
presented the successful result applying SVM using 6500
samples (98.6%). Furthermore, the studies of Abbas et. al.
2019 and Aishwarya Mujumdar [27] provided higher accuracy
value (96.8% and 96% respectively).

IV. CONCLUSION AND FUTURE DIRECTIONS

Early detection of diabetes plays an importnat role in
treatment. Datasets consist of many features and they can be
chosen using significant feature selection methods to build a
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Classifier Method Selected Features Accuracy F-measure Precision Recall

SVM

Original 16 0.903 0.823 0.823 0.823
Heatmap 11 0.911 0.856 0.857 0.865
SFS 9 0.948 0.885 0.886 0.890
Hybrid 7 0.958 0.921 0.922 0.924

RF

Original 16 0.906 0.906 0.906 0.906
Heatmap 11 0.925 0.926 0.928 0.925
SFS 9 0.963 0.963 0.964 0.963
Hybrid 7 0.988 0.988 0.988 0.988

ANN

Original 16 0.956 0.956 0.957 0.956
Heatmap 11 0.946 0.946 0.947 0.946
SFS 9 0.965 0.965 0.965 0.965
Hybrid 7 0.991 0.991 0.993 0.991

TABLE II: Comparison of Performances of Classifiers

Feature ID Feature
4 Polydipsia
3 Polyuria
5 Sudden Weight Loss
13 Partial Paresis
11 Irritability
7 Polyphagia
1 Age

TABLE III: Selected features with hybrid approach

Studies Data Size Classifier Accuracy
Anshuman Guha [21] 520 RF 94.8%
Ahmed Kareem et al. [22] 520 RBF 98.8%
Kezban Alpan [23] 520 kNN 98.0%
Jingyu Xue [24] 520 SVM 96.5%
D. Jashwanth Reddy [26] 2000 RF 98.48%
Maniruzzaman et al.[28] 768 LDA,QDA,NB,GPC 81.9%
Deng and Kasabo [29] 768 ESOM 78.4%
Christobel and Sivaprakasam [16] 768 KNN 78.1%
Farahmandian et al. [30] 768 SVM,KNN,NB,ID3,CART,c5.0 81.0%
Khashei et al.[31] 68 LDA,QDA,KNN,SVM,ANN,HPM 80.0%
Nongyao Nai-arun [32] 30112 RF 85.5%
Aishwarya Mujumdar [27] 800 Logistic Regression 96.0%
Tapak et al. [25] 6500 SVM 98.6%
Abbas et al. [33] 1492 SVM-RBF 96.8%
Proposed Approach I 520 Hybrid + ANN 99.1%
Proposed Approach II 520 Hybrid + RF 98.8%

TABLE IV: Results from Previous Studies

well predictive model. The reason for this is that all feature
selection methods cannot take into account important features
to enhance the predicting process. Note that significant features
are used to build well predictive models that help health-
care professionals to treat patients. A reasonable approach
to tackle this issue could be to describe different feature
selection approaches. In this case, a predictive model has been
built based on a new hybrid feature selection approach. The
proposed hybrid feature selection approach combines filter
(correlation matrix with heatmap) and wrapper (sequential
forward selection) methods. Initially, 11 features were selected
applying correlation matrix with heatmap over 16 features.
Then, sequential forward selection (SFS) approach was im-
plemented for selecting the k-best features using these 11
features, and so 7 features were selected through SFS. Three
different machine learning algorithms applied to the selected
features (feature subsets) and then their performances were
compared to reveal the efficiency of the proposed new hybrid
feature selection approach on the diabetes detection. This
study revealed that the best classification accuracy (99.1%) is

obtained by applying the Artificial Neural Network algorithm
with feature set generating from the proposed hybrid feature
selection approach. Finally, we can see that machine learning
algorithms and the proposed hybrid feature selection approach
have made outstanding contributions in the diabetes data.
Our future research will be about the combination of feature
selection approach and deep learning algorithms to improve
classification accuracy based on the image dataset.

Copyright c© BAJECE ISSN: 2147-284X https://dergipark.org.tr/bajece

115BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING, Vol. 10, No. 2, April 2022

https://dergipark.org.tr/bajece


1

0

1

Tr
ue

 P
os

iti
ve

 R
at

e

False Positive Rate0

SVM,  AUC = 0.978

Random Forest,  AUC = 0.984

Neural Network,  AUC = 0.988

(a)

1

0

1

Tr
ue

 P
os

iti
ve

 R
at

e

False Positive Rate0

SVM,  AUC = 0.981

Random Forest,  AUC = 0.989

Neural Network,  AUC = 0.990

(b)

1

0

1

Tr
ue

 P
os

iti
ve

 R
at

e

False Positive Rate0

SVM,  AUC = 0.983

Random Forest,  AUC = 0.995

Neural Network,  AUC = 0.996

(c)

1

0

1

Tr
ue

 P
os

iti
ve

 R
at

e

False Positive Rate0

SVM,  AUC = 0.985

Random Forest,  AUC = 0.997

Neural Network,  AUC = 0.998

(d)

Fig. 5: ROC curve of (a) Original, (b) Heatmap, (c) SFS and
(d) Hybrid
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Abstract— Achieving speed, safety and energy optimization in 

vehicle platoons is among the important topics of recent years. In 

this context, this work focuses on improving the string stability 

(SS) of heterogeneous platoons. Better SS allows for smaller gap 

between vehicles, which means shorter time headway for 

Cooperative Adaptive Cruise Control (CACC) or inter-vehicle 

following-distance for platooning. Shorter time headway or inter-

vehicle distance results in better road use and less fuel 

consumption. Rather than compensating for dynamic differences 

by means of low level control schemes by implementing pre-

compensators at vehicle level, this work takes a different 

approach, where a higher level of control is preferred to improve 

SS: The platoon formation. To achieve this, it is important to 

ensure that each vehicle is in its optimum position in the platoon 

based on its dynamics for highest string stability. This generally 

leads to the vehicle with highest inertia to lead the platoon and 

the lowest one as the last follower. In this study, a platoon 

formation algorithm is proposed to run on each vehicle, leading 

to an optimum overall string structure. The efficiency of the 

algorithm is demonstrated by simulations in Matlab(R) for a 

four-vehicle platoon. 

 
 
Index Terms— Cruise control, distributed formation, 

heterogenic vehicle platoon, string stability.  

 

I. INTRODUCTION 

N RECENT years, traffic congestion and energy saving 

have been the utmost major issues in road transportation. 

Vehicle platooning has already proven to have potential to 

improve both. The basic idea in platooning is to have a string 

of vehicles with closer gap than normal driving by applying 

automation. In this sense, automation in its simplest form is a 

cooperative adaptive cruise control (CACC) in which a 

following-strategy is applied for a constant time gap. While 
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adaptive cruise control is based on measuring distance with 

the vehicle ahead using a forward-facing radar, CACC also 
requires vehicle to vehicle (V2V) communication, which is 

done via wireless radio frequency (RF) communication, the 

IEEE 802.11p protocol over 5.9GHz base frequency.  

Benefits of platoons come up from its vehicle-following 

strategy. Platooning differs from CACC in that it has a 

constant-distance following strategy rather than a constant 

time gap. Less inter-vehicle gap means more vehicles per 

kilometer, which leads to better use of the road and less traffic 

jams. It also improves aerodynamics of the whole platoon 

reducing fuel cost and emission in parallel. It can also be said 

that the platoon aids safety since the reaction time of 

automation is much less than that of the human driver. 

Besides the opportunities described above, there are some 

challenges with vehicle platoons. One of the major challenges 

is to ensure the string stability (SS). There are various 

definitions for SS in the literature [1]. In this study we define 

SS as the fact that the error for the distance between two 

consecutive vehicles remains positive as we move along the 

string. Here, the error is defined as the difference between the 

actual distance and the value calculated according to the 

predefined equation. SS ensures that there will be no collision 

between the members of the platoon or no split under 

acceleration. Thus, not only each vehicle needs to exhibit 

stability individually, but also the entire platoon needs to be 

stable as well. 

Several studies are carried out in the literature regarding the 

string stability. In [2], a model reference adaptive control 

augmentation is proposed in which the control objective is to 

augment a baseline CACC, proven to be string stable in the 

homogeneous scenario, with an adaptive control term that 

compensates for each vehicle’s unknown driveline dynamics. 

In [3] a constant time headway policy is employed for a 

platoon-stable controller design based on feedback 

linearization. In [4], a controller design method is developed 

that allows the string stability requirement to be explicitly 

included in the controller synthesis specifications. [5] presents 

a distributed finite-time adaptive integral-sliding-mode (ISM) 

control approach. In [6], novel criteria for string stability are 

proposed for mixed traffic platoons that consists of both 

automated and manual driving cars. A mixed traffic string 

stability definition is proposed to guarantee the boundedness 

of the motion states fluctuation upstream as well as the safety 
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of the entire platoon. [7] presents a periodic switching control 

method for an automated vehicle platoon to minimize the 

overall fuel consumption. Considering the nonlinearity of 

switching operation, the concept of bounded stability for a 

platoon of vehicles is defined to replace conventional internal 

stability and string stability. The distributed servo loop 

controller based on dual-pulse-and-glide operation is designed 

for each vehicle, wherein a sectionalized switching map is 

adopted for proper mode selection. [8] investigates the 

nonlinear vehicle platoon control problems with external 

disturbances. The authors apply the quadratic spacing policy 

(QSP) into the platoon control, in which the desired inter-

vehicle distance is a quadratic function in terms of the 

vehicle’s velocities. They propose a platoon control scheme 

based on the distributed integrated sliding mode (DISM) and 

they also perform a string stability analysis accordingly. In [9] 

the authors propose a centralized collision-free solution on the 

basis of model predictive control that guarantees asymptotic 

platoon tracking of speed changes and satisfaction of system 

constraints during the transient process. In [10] the authors 

investigate the impact of applying a constant distance gap 

(CDG) policy for starting platoons at traffic lights, where they 

claim that the applicability of CDG in real traffic is limited, 

due to its demand on complex communication topologies in 

order to achieve string stability. However, they explain that 

they were able to show its capability to increase the capacity 

of traffic light controlled intersections. 

This work focuses on improving SS of a heterogeneous 

platoon where each member of the platoon has different 

dynamics in contrast to a homogenous platoon where each 

vehicle is considered to present the same dynamic behavior. 

Improving SS allows for smaller gap between the vehicles 

which means shorter time headway for CACC. Shorter time 

headway or inter-vehicle distance results in better road use and 

less fuel consumption. Ideally, this leads to road trains (touch 

condition) which is practically not possible due to marginal SS 

behavior under physical constraints. 

Rather than compensating for dynamic differences by 

means of low level control schemes by implementing pre-

compensators, this study takes a different approach to improve 

SS at a higher level control: The platoon formation. We try to 

ensure that each vehicle in the platoon is in its optimum 

position based on its dynamics for highest string stability. 

Considering the vehicle dynamics to be proportional to engine 

dynamics, it results that the vehicle with the highest inertia 

takes the leadership of the platoon and the one with the lowest 

is the last follower. A platoon formation algorithm is 

developed and run on each vehicle leading to an optimum 

overall string structure.  

In line with the explanations above, the rest of this paper is 

arranged as follows: Section 2 focuses on vehicle model with 

CACC in a platoon and drive cycle following a brief 

information about SS. Section 3 covers the proposed algorithm 

and Section 4 provides the simulation results. In Section 5 we 

draw conclusions along with future steps of the study.  
 

II. VEHICLE MODEL WITH CACC 

II.1 String stability  
If we consider the changes in vehicle dynamics (acceleration, 

speed or position) as noise, the string stability can be 

described as the condition that this noise attenuates as it 

propagates along the vehicle string [11]. String stability is 

concerned with the interactions in a platoon such that vehicles 

must not collide with each other [12].  

 

II.2 Mathematical background 

Figure 1 illustrates a heterogeneous vehicle string, where 

inter-vehicle communication is considered to be established 

over wireless network. Each vehicle receives data from the 
vehicle in front and sends its own to the one behind over the 

wireless communication channel. 

Fig. 1. CACC-equipped heterogeneous vehicle platoon [1] 

In a vehicle string, the desired following-distance is given 

as: 

                      (1) 

where h is the following-time gap in seconds and ri is the 

desired distance in meters between the vehicles at full stop 

condition; vi is the speed of the ith vehicle in m/s. Sm = {i ∈ N | 
1 ≤ i ≤ m} is the set of all vehicles in a platoon of length 

(number of vehicles) m ∈ N. i = 0 is reserved for the platoon 

leader. The inter-vehicle distance decreases as the platoon 

speed decreases and it increases with an increase in the 

platoon speed [13] 

The following-distance error between two vehicles 

travelling consecutively is given as: 

                                 (2) 

 

Here, qi and qi−1 are the rear-bumper positions of vehicles in 
the rear and front, respectively; Li stands for the vehicle length. 

Nonlinear model for the ith vehicle in a platoon is given as 

[13]: 

 

 

                        (3) 

where vi and ai stand for the velocity and acceleration of the ith 

vehicle, respectively and ηi represents the engine input. The 

functions fi and gi are given by the following equations: 
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      (4) 

 
 

where mi is the vehicle mass, τi is the time constant of its 

engine, Kdi is the aerodynamic drag coefficient and dmi is the 

mechanical drag force [13]. In order to obtain a control system 
structure, we define 

            (5) 

where ui represents the external input signal of the ith vehicle. 

Substituting (5) and (4) in (3) and assuming that τi is constant, 

the resulting linearized vehicle model will be 

 

             (6) 

This model is actually derived by applying pre-compensator 

to a more complex model by input-output linearization with 

state feedback [11]. To reach a state space model of the 

followers in the platoon, a new control input ξi is defined as 

follows [2], [14]: 

                                  (7) 

                  (8) 

Here, ur stands for the input corresponding to the desired 

acceleration of the leader; the input ui−1 is received over the 

wireless communication between the vehicles i and i−1. 

Finally, string stable reference dynamics for the heterogeneous 

platoon is obtained as [2], [14] 

 

                                (9) 

Here, τi is the time constant representing the driveline 

dynamics of the ith vehicle in seconds. Equation (9) can be 

generalized as; 

                  (10) 

where xi is the ith vehicle’s state vector and wi represents the 

external input vector. Since the leading vehicle follows the 

reference signal only, its state space model will be: 

 

 (11) 

II.3 Simulation example 

Based on Eq. (10), different definitions are proposed in the 

literature for SS and stability analyses are performed 

accordingly [2, 14]. However, the common attitude is that the 

stability is studied by observing the change in distance error, 

velocity and/or acceleration. At this point we recall that we 

define SS as the condition that the absolute change in the 

abovementioned dynamics attenuates as it propagates along 

the vehicle string and relate the heterogeneity of the string to 

different time constants of vehicle engines in the platoon. As a 

novelty of this study, we do not search for controllers to 

compensate for dynamic differences between the vehicles for 

SS; instead, we arrange the platoon formation for optimum 

stability. That is, the vehicle with the highest inertia leads the 

platoon, whereas the one with the lowest inertia is the last 

follower. 

We formed a sample heterogeneous 4-vehicle platoon 

where we determined the time constants of the members as 

given in Table I. The number of the vehicles in the string was 

limited to 4 for the sake of simplicity and the fact that longer 

strings would not be practical [12]. 

 
TABLE I 

TIME CONSTANTS (ΤI [s]) CHOSEN FOR A SAMPLE 4-VEHICLE 

HETEROGENEOUS PLATOON 

i 0 1 2 3 

τi 0,1 0,2 0,4 0,5 

 

A 60-seconds drive cycle was created from stand-still, 

acceleration, deceleration to full-stop as shown in Figure 2. 

 

Fig. 2. Sample drive cycle 

III. THE PLATOON FORMATION ALGORITHM 

We developed a formation algorithm which takes the 

dynamics of all vehicles in the string into consideration. For 

this purpose, the state-flow method was used in Matlab(R) 

environment. The algorithm includes the operation modes, 

interfaces, transition rules and actions described below. The 

corresponding flowchart for a single vehicle is presented in 

Fig. 3.  
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III.1 Operation Modes 

In a 4-vehicle platoon, a vehicle can only be in one of the 

following operation modes at a time: 

1. Manual Drive (MD) 

2. Free Agent (FA) 

3. Platoon Leader (PL) 

4. Follower-1 (F1) 

5. Follower-2 (F2) 

6. Follower-3 (F3) 

Possible transitions between modes of operation are listed 

in Table II, where rows and columns indicate the modes 

before and after the transition, respectively. 

TABLE II 

OPERATION MODES AND TRANSITIONS 

 MD FA PL F1 F2 F3 

MD  X     

FA X  X X  X 

PL  X  X   

F1  X X  X  

F2  X  X  X 

F3  X   X  

III.2  Interfaces  

Event triggers are: 

1. Brake pedal 

2. Accelerator pedal 

3. Manual steering 

4.  Vehicle failure 

System inputs are: 

1. Enable switch 

2. Join acknowledge 

3. Split acknowledge 

System outputs are: 

1. Join request 

2. Split request 

III.3 Transition rules 

The transition rules are determined as follows: 

From manual drive to free agent mode: 

1. No failure 

2. Vehicle speed above 30km/h 

3. Driver should press enable switch 

From free agent mode to leader position: 

1. Join request should be accepted (either sent or received over 

V2V) 

2. Should have the smallest time constant among the platoon 

members 

 

From free agent to the ith follower: 

1. Join request should be accepted (either sent or received 

over V2V) 

2. Must have a time constant greater than that of the (i-1)th 

vehicle and smaller than that of the (i+1)th vehicle. 

III.4  Actions  

Manual drive: 

1. Stop V2V broadcasting, 

2. Switch to free agent when conditions are fulfilled. 

Free agent: 

1. Start V2V broadcasting, 

2. Switch to manual drive when conditions are fulfilled, 

3. Switch to leader when conditions are fulfilled, 

4. Switch to follower when conditions are fulfilled. 

Follower vehicle:  

1. Keep the following distance, 

2. Split when needed, 

3. Switch to leader when conditions are fulfilled, 

Switch to manual drive when conditions are fulfilled. 
 

 

Fig. 3. Flow chart for a single vehicle (e.g. vehicle A) 
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Leader:  

1. Broadcast platoon ID, 

2. Broadcast target gap, 

3. Switch to follower when conditions are fulfilled, 

Dissolve the platoon when conditions are fulfilled. 

 

Fig. 4 illustrates the join to platoon based on vehicle dynamics. 

IV. SIMULATION RESULTS 

In this section, we demonstrate how the proposed algorithm 

improves the string stability by considering the vehicle 

dynamics in contrast to a platoon disregarding this fact. Four 

vehicles with different dynamics listed in Table 1 are run in 

the simulation environment, each time arranging them in a 

different order to observe the difference in the string stability 

behavior of the platoon. The error signal is considered as the 

difference between the reference following-distance 

(determined as 5 meters in this study) and the actual one. 

According to the definition of the string stability, the error 

signal should attenuate as it propagates along the vehicle 

string. We note that only the positive values of the error signal 

have to be taken into consideration, since this corresponds to 

the condition that vehicles are getting closer than allowed. 

Thus, these are the only values that have potential to reduce 

the driving safety of the vehicles in the platoon.  

The simulation results are summarized in Figure 5. The 

stability of the string is analyzed based on the error 

propagation results. Here, the inspection is focused on how the 

following-distance changes as we move through the platoon. 

As an example, for scenario A, error signals remain positive as 

we move through the string. The minimum following-

distances have approximately the same value (5.1m and 5.2m) 

being greater than the reference value set at 5m. Thus, we can 

conclude that the platoon in scenario A is string-stable. The 

vehicle following-distances for this scenario are depicted in 

Figure 6. 

 

Fig. 6.  Following-distances of the vehicles in scenario A 
 

In Figure 7, vehicle following-distances are shown for the 

platoon in scenario B. The error signal goes to negative as we 

move through the string (ei: 5.2-5=0.2m, 4.5-5=-0.5m, 4.4-5=-

0.6m, respectively); that is, the following-distance decreases 

when we move towards the back of the platoon. Thus, we can 

say that the platoon in scenario B is not string-stable. 

 

 

Fig. 7. Following-distances of the vehicles in scenario B 

Fig. 4. .Join to platoon based on vehicle dynamics (Tau: ) 

Fig. 5. Minimum following-distances and string stability for different 
scenarios 
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Figure 8 presents the graphics for the vehicle following-

distances for the platoon in scenario C. Though the following-

distance between the third couple of vehicles (V3&V4) is 

greater than that between the second couple (V2&V3), the 

error signal is negative along the whole string. Thus, we can 

disclose that the platoon in scenario C is not string stable. 

Fig. 8. Following-distances of the vehicles in scenario C 
 

Finally, Figure 9 illustrates the vehicle following-distances 

for the platoon in scenario D. The error signal being negative 

between the leader and its follower (3.9-5=-1.1m) turns to 

positive as we move through the platoon. Thus, we can 

conclude that the platoon in scenario D is string stable. 

Fig. 9. Following-distances of the vehicles in scenario D 

V. CONCLUSIONS 

This work has focused on improving string stability of 

heterogeneous platoons by implementing a new algorithm: 

The platoon formation. This algorithm takes the dynamics of 

the platoon members into consideration and decides on the 

position of each member regarding its inertia in contrast to 

algorithms in the literature, which apply complex control 

schemes by implementing pre-compensators at vehicle level.  

The proposed algorithm is studied under different platoon 

scenarios. Based on the simulation results, we can conclude 

that when constructing a platoon, taking each member’s 

dynamics into consideration helps to improve the string 

stability. Obviously, it is possible to compensate the 

differences of each vehicle’s longitudinal dynamics by 

implementing pre-filters to longitudinal controllers of the 

vehicles, but that would limit the overall performance of the 

platoon. This method is considered to be an alternative to low 

level adaptive controllers. Even for the string stable platoons, 

the proposed formation algorithm has potential to further 

decrease the following-distances which results in improvement 

of overall fuel economy and road usage. Exchanging vehicle 

information (load, power, brake performance etc.) between the 

vehicle members is a part of draft platoon standards, which 

makes the algorithm possible for real world applications. 

The next step as the future work is that the algorithm will be 

extended to cover the determination of the correct time that 

the free agent will join the platoon. 
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Abstract—Industrial Internet of things (IIoT) is a paradigm
that changes the way people interact with infrastructures by
enabling ubiquitous connection to the Internet. It allows to
design connected infrastructures in industrial environments, e.g.,
factories, in order to support innovative services and improve
efficiency. While the advantages of IIoT are numerous, it has
some fundamental issues such as propagation of signal through
metallic obstacles, i.e., walls in industrial environments. To
address this issue, we propose a hybrid wired-wireless mesh
node and network topology called hybrid mesh network (HMN),
enabling the signal to cross over the metallic obstacles in harsh
environments. The proposed hybrid mesh node utilizes dual-
radio feature of IEEE 802.11 Wi-Fi standard to improve the
performance of the proposed HMN further considering multi-
hop communications. The effects of the packet size and different
fading channels on the performance of the proposed HMN
are investigated through various simulations. In addition, the
performance of the proposed HMN is compared with that of
conventional wireless mesh network (WMN). The results reveal
that the proposed HMN outperforms conventional WMN and the
proposed topology is promising for the implementation of high
performance wireless mesh networks in harsh environments.

Index Terms—Wireless mesh networks, harsh channel environ-
ments, multi-hop communications, industrial internet of things
(IIoT).

I. INTRODUCTION

W ITH the recent explosive interests in the Internet of
Things (IoT), the researchers have started to focus on

wireless connectivity. Various wireless connectivity options
are available, especially for Industrial IoT (IIoT) applications
[1]. These options include IEEE 802.15.4 based technologies
(e.g., Zigbee, 6LoWPAN), Wi-Fi, and Bluetooth Low Energy
(BLE) [2], [3]. Among these options, Zigbee [4], 6LoWPAN
[5] and Wi-Fi are promising technologies due to their supports
of wireless mesh network (WMN) topology.

IEEE 802.11s standard specify the WMN topology for Wi-
Fi networks [6]. This technology enables clients to support
multiple connections. In other words, it is not necessary that
clients connect to only one of the other clients on the network,
but also communicate with multiple clients simultaneously.
Even if any of the nodes become inoperable, the other nodes
can communicate directly with each other or indirectly through
each other. Therefore, WMNs are more practical and robust
than other types of wireless networks.

Note that the WMNs can consist of mesh points, mesh
routers, mesh gateways and mesh clients depending on the type

of WMN topology. The characteristic features of WMNs are
dynamic configuration and ability of self organization, quick
detection of link errors, error-tolerant connection and back-
up option on the network, expandable coverage with multi-
hop architecture [7]. Moreover, the performance degradation
of network, use of management protocols, applicability of
different types of wireless networks and mesh topology are
corresponding to the scalability, ease of use, collaborative
and accessibility parameters respectively as the critical design
requirements for WMNs.

One of the main challenges of WMNs in the harsh envi-
ronments, such as industrial areas (e.g. factories), is covering
large areas using closely spaced mesh nodes, e.g. IIoT devices.
Especially, the penetration of the signal through metallic walls
and obstacles in industrial environments is critical for achiev-
ing ubiquitous network coverage [8]. Hence, we propose a
hybrid mesh network (HMN) topology, which is a combination
of wireless and wired mesh networking, and it allows the
signals to cross-over the metallic walls through cables in harsh
environments.

The proposed topology in this paper involves the usage of a
hybrid mesh node, which encompasses both wired and wireless
connections similar to [9]. The hybrid mesh node in simple
term is a single node that can be potentially used at the walls
or any other separation, but supporting both wireless and wired
mesh networks. The hybrid mesh node has a wireless interface
on one side and Ethernet cable interface on the other side. The
use of two hybrid mesh nodes across the wall or any other
harsh physical separation serve the purpose. This primarily
happens by converting a wireless mesh network signal to an
Ethernet signal at one hybrid node and reverse process at the
other hybrid node.

Considering its easy and fast deployment with existing
infrastructures [10] together with its high throughput and low
latency advantages [11], WMN is a good candidate for harsh
environmental conditions, such as post disaster communication
[12], emergency crisis in smart cities [10], and industrial
automation environment [13]. On the other hand, IoT is also
one of the main technologies that comes into mind as a
solution in harsh environmental conditions like high risky
areas [14], energy optimization and data recording in this kind
of environments [15], [16].

The rest of the paper is organized as follows: In Section II,
previous works related to current topic is presented. Then,
the proposed HMN topology is introduced in Section III. The
performance of the proposed HMN topology is demonstrated
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in Section IV. Finally, the conclusions and future works are
concluded in Section V.

II. RELATED WORKS

WMN is a wireless system with the decentralized topology,
generally to serve a large geographical area. Every node in
the network can independently interact with the other nodes
around it without any centralized system and distribute data
among each other. Each node having access to the surrounding
nodes, makes sure that no interruption of data flow happens
from one point to other if any of the intermediate node fails.
The high level of reliability, along with the flexibility, self
healing and self configurable properties [17] make WMN an
ideal choice to integrate into emerging technologies and it is
expected to play an important role in the IoT applications [18].

A routing protocol associated with every topology de-
termines the specific choice of the route with which the
components involved in the network communicates. A WMN
can be employed with three types of protocols, which are
proactive, reactive and hybrid protocols [19] . In proactive
protocol [20], the route information is exchanged between
the hosts periodically so that each node has the knowledge
about the overall network. This protocol reduces the route
discovery delay of the network but it is generally used for
small networks. For instance, the protocols like Destination-
Sequenced Distance-Vector Routing (DSDV) [21], Optimized
Link State Routing Protocol (OLSR) [22] are the examples for
proactive routing. On the other hand, the reactive protocols
are the routing protocols that each node does not keep the
knowledge of the full network topology but just only on
demand. In this case, the route request will be flooded only
when there is a requirement. As a result, the latency will
be higher when a new route need to be discovered upon
request. But, the reactive protocols reduce the traffic overhead
as the request will be flooded only upon a requirement. The
Dynamic Source Routing (DSR) [23] and Adhoc On-Demand
Vector (AODV) [24] [25] are typically used reactive protocols.
Given that the hybrid protocols are the combination of both
proactive and reactive protocols, it exploits the advantages of
both approaches. Additionally, Hybrid Wireless Mesh Protocol
(HWMP) [26] and its secure version Secure Hybrid Wireless
Mesh Protocol (SHWMP) are the common hybrid routing
protocols that can be cited.

The conventional WMN find itself in a difficult position to
fit in topologies with harsh environments. This is attributed
to the fact that the path loss is high across these harsh
environments and would finally end up being in no signal for
such situation [27]. This along with the packet loss, which can
happen with every hop in the WMNs, further exacerbates the
performance of a network [28]. At the present, to the best of
our knowledge, there is not any practical solution which can
provide a reliable connection between the clients across signal
opaque separation walls using WMN. A conventional WMN
can provide a good connection in a non-harsh environments
(e.g., open air) generally with a hop count of not more than
four and also in a topology without any hard core separation
walls. A normal wall cause permissible signal attenuation but

with high opaque severity separation, large amount of signal
attenuation can occur which lead the signal not to penetrate the
obstacles. Using a wired connection across the wall in such
scenario can minimize the signal attenuation and make the
signal pass through the metallic walls. Hence, a combination
of conventional wireless mesh networking along with a wired
mesh networking (i.e., HMN) can serve the requirement of
providing a reliable communication with high throughput and
low latency in such harsh environments, which is the main
contribution of this paper. Although there are protocols like
Open Shortest Path First (OSPF) which is basically designed
for wired links and has the possibility of extending to the
wireless links [29], the major issue with these kind of protocols
is that they are not currently deployed for the WMNs and the
complexity can arise while trying to utilize its features over
WMN.

III. THE DESIGN OF HYBRID MESH NETWORK
TOPOLOGY

A. The Proposed Hybrid Mesh Node Structure

This section describes the structure of the proposed hybrid
mesh node. The hybrid mesh node mainly consists of modules
performing encapsulation and decapsulation, which is shown
in Figure 1.

In this structure, any received wireless mesh signal is broad-
casted to other wireless mesh nodes like in a conventional
wireless mesh network. The same signal is also converted to an
Ethernet frame by the encapsulation module in order to cross
over the metallic obstacles. Then, the encapsulated signal is
later put through the Ethernet cable, which is connected across
the metallic obstacles to another hybrid mesh node on the other
side of the metallic obstacles. The hybrid mesh node is best
suited to be positioned in high density obstacle environment
where wireless coverage is obstructed by the metallic surface
and walls. This topology is specially developed to address
harsh environments, such as factories. The Ethernet and mesh
frames are converted into the network seamlessly by means
of hybrid mesh node which combines wireless and wired
interfaces.

B. The Implementation of Hybrid Mesh Node in OMNET++
Environments

We have implemented the proposed hybrid mesh node in
OMNET++ environments [30]. Note that OMNET++ is an
Eclipse-based simulation tool that generally utilizes some
simulation frameworks. Thus, INETMANET framework that is
based on INET, is used for the implementation of the proposed
hybrid mesh node.

In this study, the proposed hybrid mesh node is realized
as a mesh gateway in OMNET++ platform. It consists of
an Ethernet mesh interface and wireless mesh interface for
the point to point connection and wireless mesh connection,
respectively. The implemented hybrid mesh node in OM-
NET++ is illustrated in Figure 2. In this implementation, the
hybrid mesh node receives packets from its neighbour wireless
mesh node, and then the received frame is encapsulated as
Ethernet frame and forwarded over the wire in order to cross
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Fig. 1. The proposed hybrid mesh node structure

the metallic walls. On the opposite side of the wall, all
the processes are applied reversely, which is the conversion
of Ethernet frames into mesh frames through decapsulation
module and then transmission of them over wireless interface.
It is worth to note that the hybrid mesh node has an adaptive
behavior in the sense that it can switch between wireless
and wired interfaces if one of them fails. In other words,
when the destination is accessible over wireless interface, the
hybrid mesh node broadcasts mesh frames to other nodes
acting as a mesh node without using wired interface. On
the other hand, when the destination is not accessible over
wireless interface, then the hybrid mesh node tries to expand
the network coverage with the wired interface.

Fig. 2. The implementation of hybrid mesh node structure in OMNET++
environment

IV. SIMULATION SETUP AND RESULTS

A. Simulation Setup

In order to demonstrate the performance of the proposed
HMN for multi-hop networks in harsh environments, we
consider an industrial area consisting of metallic walls and

obstacles as shown in Fig 3. The industrial harsh environment
is considered as 250m × 100m with all metallic walls. This
area has total 6 rooms and the metallic walls are configured
in order to pass the data traffic over the hybrid mesh nodes.
In the simulation setup, we consider 6 mesh hosts (e.g.,
mesh IIoT users), 6 Wi-Fi access points (APs) that is called
fixhosts in OMNET++ and 10 mesh nodes (called MPP in
OMNET++). It is worth to emphasize that the connection of
the proposed hybrid mesh nodes is illustrated in OMNET++
as two hybrid mesh nodes connected back-to-back through
a wall. Note that the Wi-Fi APs are equipped with dual
radios, i.e. 5GHz and 2.4GHz in our study. Based on this
dual-radio feature, all the Wi-Fi APs utilize 5GHz radio for
the AP-to-AP communications links and 2.4GHz radio for
the AP-to-Mesh hosts communications links. Without loss of
generality, the mesh hosts, APs and hybrid mesh nodes are
positioned sequentially in this setup for tracking multi-hop
network easily. Thus, the proposed HMN is designed as a
grid topology in OMNET++ environment. In conclusions, the
simulation parameters in Table I is used to obtain the results
unless otherwise stated.

Fig. 3. Simulation environment for the proposed HMN

The simulation is performed for high density obstacle
separations in order to show the performance of the proposed
HMN in terms of throughput, delay, and jitter. We assume that
meshHost0 sends video-stream packets to other Mesh hosts,
which are meshHost1, meshHost2, meshHost3, meshHost4,
and meshHost5. Note that each mesh host is associated with
its mesh node, for example meshHost0 and fixhost1[0], and
this is due to the design methodology of OMNET++ plat-
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TABLE I
SIMULATION PARAMETERS

Parameters Parameter values
Simulation Time 10s
Network Toplogy Mesh

Number of Mesh IIoT Users 6
Area 250m x150m

Material Type Aluminium
Radio Standard IEEE 802.11g

Radio Bands 2.4GHz and 5GHz
Channel Propagation Model I Rician (K = 8dB)
Channel Propagation Model II Rayleigh Fadings

Path-loss exponent α = 2.5
Radio Maximum Tx Power 11 mW

Data Rate 54Mbps
Application Data UDP and TCP

Packet Size 1400B, 512B and 256B
Routing Protocol HWMP
Routing Metric Hop Count

form. Furthermore, the video-stream packets are sent through
User Datagram Protocol (UDP). For the path selection in
the proposed HMN shown in Figure 3, the hybrid mesh
node broadcasts path request message (PREQ) which includes
Medium Access Control (MAC) address of the destination to
all other hybrid mesh nodes until it reaches to the destination
node. Each PREQ message contains sequence number in order
to specify the minimum cost of path selection. Once the PREQ
message arrives at the destination, it sends unicast path reply
message (PREP) to the source for updating their paths.

In order to compare the performance of the proposed HMN
with the performance of the conventional WMN, simulation
environment shown in Figure 4 is considered for the con-
ventional WMN. This setup takes into account of the case
where the walls are half open allowing the signal to propagate
between rooms in order to form direct mesh connectivity. This
represents the situations where the topology has walls with
some soft separation areas like doors, windows and even some
open areas. It is obvious that the conventional wireless mesh
nodes are used in this scenario. For instance, all the wireless
mesh nodes broadcast PREQ to neighboring wireless mesh
nodes and find the path from fixhost1[0] to fixhost3[0]. In this
case, it can be observed that the total number of hops required
to reach fixhost3[0] is 4. The lack of wire link property of
WMN, wireless mesh node needs to broadcast mesh frames all
around its neighbourhood to find the path to the destination.
In this case, extra wireless mesh nodes might be used with
additional hops to support the signal path as shown in Figure 4.
As a result, the increase in the traffic load can hamper the
throughput and exacerbate the latency of the network and
hence deteriorates the performance of the mesh network.

Another scenario is simulated by sending video-stream
packet between two pairs simultaneously using both UDP and
Transmission Control Protocol (TCP) in order to show the
effects of multi-user TCP and UDP traffics on the performance
of the proposed HMN. The pairs of mesh hosts for this
scenario is given in Table II.

We also investigate the effects of propagation channel on
the performance of the proposed HMN by considering the

Fig. 4. Simulation environment for the conventional WMN

TABLE II
THE PAIRS OF MESH HOSTS

Server Client
meshHost0 meshHost2
meshHost4 meshHost1

path loss and small-scale fading effects. For the small-scale
fadings, we consider Rayleigh fading channels for Non-line-
of-sight (NLOS) and Rician fading channels for Line-of-sight
(LOS) environments [31].

B. Simulation Results

The simulation results are obtained using the simulations
parameters and setup in the previous section. Initially, we study
the performance of the proposed HMN in Rayleigh channel
considering the effects of different packet size (1400B and
256B) and the performance results in terms of throughput,
delay, and jitter are shown in Figures 5, 6 and 7, respec-
tively. According to the results in Figure 5, the throughput
decreases as the number of hops increases for both packet
sizes. Furthermore, the throughput increases with the packet
size proportionally since the low packet size require more
packets need to be transmitted than the higher packet size
for the same amount of data. For instance, the proposed HMN
achieves 1.62 Mpbs and 6.58 Mbps throughput when it utilizes
packet sizes of 256B and 1400B, respectively, for 6 hops.
Unless otherwise stated, we consider to use 1400B for the
subsequent simulations.

The results in Figures 6 and 7 reveal that increasing the
number of packet size for a given fixed time increases the delay
and jitter. It is obvious that utilizing large packet size in order
to send data will increase the delay and jitter. Additionally, it
can be seen from the results that delay and jitter is proportional
to the number of hops.

Following the performance study of the proposed HMN in
harsh environments, now we compare its performance with
that of conventional WMN in terms of throughput, delay and
jitter considering the simulation environments in Figures 8,
9 and 10.

The results in Figure 8 show that the performance of the
proposed HMN is better in Rician channel than Rayleigh chan-
nel. This is due to the fact that Rician is a channel modeling
the LOS environments which is less harsh than the Rayleigh
channel. More importantly, the proposed HMN outperforms
the conventional WMN for both Rician and Rayleigh channels.
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Fig. 5. Throughput vs. Number of Hops performance of HMN for different
packet size in Rayleigh channels.
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Fig. 6. Delay vs. Number of Hops performance of HMN for different packet
size

The reason is the wired link reduces the traffic load just near
its mesh nodes and also hybrid node capable of obtaining the
Ethernet frames and sending mesh frames at the same time
in the HMN case. On the other hand, in the WMN case,
all the nodes are connected and communicates just only via
wireless link that creates heavy traffic loads on each of them.
As a result, the throughput of each node drastically decreases
when the hop counts increase. Furthermore, it has to be noted
that WMN’s performance deteriorates for every hop count it
undergoes whereas the changes are not that drastic in the
HWM case. It is attributed to the usage of wide of nodes,
such as MPP, fixhost, and host, rather than multiple simple
mesh nodes as the only node utilized. The graph would depict
a steeper plunge for WMN in performance and it is owing to
the scale of representation in the plot as lower values comes
as fractions and would be hard to represent when compared
with other higher values.
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Fig. 7. Jitter vs. Number of Hops performance of HMN for different packet
size
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Fig. 8. Throughput performance of HMN and WMN under different channels.

According to the results in Figure 9, the proposed HMN
experiences more delay in Rayleigh channel compared to
Rician channel since the former one is more harsh environment
than the latter one. Additionally, the proposed HMN performs
better than the conventional WMN for both channels in terms
of delay, especially for large number of hops. Similarly, the
proposed HMN performs better than the conventional WMN
for both channels in terms of jitter according to the results in
Figure 10.

The performance of the proposed HMN topology is also
evaluated under UDP and TCP traffic by sending video-stream
packets and the role of nodes are given in Table II. The
simulation results are obtained and tabulated in Table III in
terms of throughput and number of hops. The results indicate
that throughput is higher under UDP traffic than that of TCP
for both two cases and it is attributed to the fact that TCP has
more overhead inherently than that of UDP.
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Fig. 9. Delay performance of HMN and WMN under different channels.
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Fig. 10. Jitter performance of HMN and WMN under different channels.

TABLE III
PERFORMANCE OF HMN UNDER UDP AND TCP TRAFFIC

Client nodes Throughput (Mbps) Number of hops
TCP UDP

meshHost1 1.3 6 6
meshHost2 0.97 7.19 4

In summary, the results show that the proposed HMN
topology enables high performance wireless mesh networking
even in harsh environments. This is achieved by the proposed
HMN node, which converts the mesh frames into the Ethernet
frames. This simply increases the coverage of network and it
decreases the network latency and traffic load on the mesh
nodes. As a result, the proposed HMN topology improves
throughput, delay and jitter of conventional wireless mesh
network. On the other hand, the conventional WMN suffers
from the number of hops since the higher number of hops
degrades the network performance and the complexity of

WMN increases with number of mesh nodes and number of
connection.

V. CONCLUSIONS

In this study, we proposed a multi-hop dual-radio hybrid
wireless-wired mesh network topology (HMN) in order to
address the signal propagation issue in harsh environments
by emphasizing on IIoT applications. The proposed HMN
topology allows the signal to cross over obstacles, such as
metallic walls in harsh environments. In addition, the proposed
HMN topology is implemented in OMNET++ environments
and its performance is evaluated for different packet sizes
under different fading channels. Furthermore, the performance
of the proposed HMN is compared with that of conventional
WMN. The results reveal that the proposed HMN outperforms
the conventional WMN under different fading channels. In
addition, the performance of the proposed HMN is investigated
under TCP and UDP traffic. The results suggest that the
proposed HMN topology is a promising solution for the
realization of multi-hop IIoT networks in harsh environments.
Inclusion of MIMO and multi-channel to the proposed HMN
is expected to improve the performance of the multi-hop
IIoT networks in harsh environments further, which can be
considered as future directions.
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Abstract—Electromyography (EMG) signals have been exten-
sively used for identification of finger movements, hand gestures
and physical activities. In the classification of EMG signals, the
performance of the classifier is widely determined by the feature
extraction methods. Thus, plenty of feature extraction methods
based on time, histogram and frequency domain have been
reported in literature. However, these methods have several draw-
backs such as high time complexity, high computation demand
and user supplied parameters. To overcome these deficiencies, in
this work, a new feature extraction method has been proposed to
classify EMG signals taken from two different datasets. While one
of the datasets includes 14 different finger movements, the other
consists of 20 different physical activities. The proposed method
is based on numerical fractional integration of time series EMG
signals with different fractional orders. K Nearest Neighborhood
(KNN) classifier with 8-fold cross validation has been employed
for prediction of EMG signals. The derived fractional features
can give better results than the two commonly used time domain
features, notably, mean absolute value (MAV) and waveform
length (WL) in terms of accuracy. The experimental results are
also supported with statistical analysis.

Index Terms—Fractional integration, feature extraction, EMG,
signal processing.

I. INTRODUCTION

Electromyography (EMG) signals are the measured bioelec-
trical signals that are generated by contraction of skeletal
muscles during neuromuscular activities [1]. EMG signals
have been widely used in broad scope of areas and applications
such as diagnosis of some diseases [2], in the design of
hand prosthesis [3]–[5] and entertainment industry [6]. With
the advances of science, technology and speed of computers,
EMG signals have become more important due to fact that
they make people’s life easier. Although the classification of
hand gestures [1], [7]–[9] is most common in literature, the
classification of finger movements [10], [11], movements of
different body parts and body position [12] has been also
researched.

The signal classification routine mainly consists of three
parts including pre-processing, feature extraction and classi-
fication [6], [13]. In pre-processing step, so as to eliminate
noises and interferences, the signals have been filtered firstly
then, the windowing of datasets has been performed for the
next step. On the other hand, in feature extraction step,
the distinctive information based on time, frequency and/or
time-frequency domains have been extracted. This step is
very crucial owing to fact that it effects the performance of
classifier, primarily. In the last step, the signals are classified

by an appropriate classifier according to some feature sets.
The prevailing classifiers are support vector machines (SVMs),
decision trees (DTs), Naive Bayes (NB), K Nearest Neighbor-
hood (KNN), neural networks (NNs), etc. [14], [15].

In order to classify the EMG signals, plenty of feature
extraction methods have been reported in literature [6], [13],
[15]–[17]. These methods can be split into three categories,
namely, time domain, frequency domain and time-frequency
domain (TFD). Since time domain features are calculated
from the amplitudes of raw EMG data without any additional
transformation, features in this category are fast and simple
to compute. On the other hand, frequency domain features are
usually based on statistical properties of power spectral destiny
or spectrum of the EMG signals. They are usually employed
for the muscle fatigue studies. Although TFD features may
cause a good classification accuracy, they are very complex
and time-consuming to compute. Moreover, they need to
reduce their high dimensions before the classification step.
Feature extraction methods have shown variable performance
for different problems. So, it is very complicated to say
that which feature set is the best for a specific problem.
Additionally, some of the available feature extraction methods
have good classification accuracy but they are usually complex
and high computational cost [16]. Therefore, the discovery
of new accurate feature extraction methods is still ongoing
research. So, the time domain fractional order integration
based feature extractor has been proposed in this work.

Fractional calculus, which considers the differential and
integral expressions of arbitrary order, has been gained increas-
ing interest, recently. It can find applications in engineering,
signal processing, control, biology and modeling [18]. In the
field of signal processing, the fractional order derivative and
integral operators are usually employed for filtering purpose
[19]. By means of fractional derivative, the canceling of
electrocardiogram (ECG) artifacts in surface EMG signals
[20], the detection of P and T waves [21], the detection of
R wave in ECG [22], zero phase filtering for ECG denoising
[23] and heart rate detection [24] have been studied. On the
other hand, by using fractional integral, zero phase filtering
on ECG signal [25] and ECG signal denoising [26] have been
investigated. Except usage of fractional derivative and integral
operators, electroencephalography and EMG signals have been
filtered by fractional order filters [27]–[29]. To the best of
the authors’ knowledge, there is no study about fractional
integration based feature extraction method for EMG signals
in the literature yet.

Fractional order integration is the integration of arbitrary
order [30]. Even though there are various fractional order in-
tegral definitions, Caputo and Riemann-Liouville (R-L) types
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are prominent ones [31]. It should be mentioned this point
that these definitions are viable for continues time analog
signals. However, their numerical version are also available in
literature [32], [33]. The numerical version of R-L fractional
integral in [33] is exploited in this work. The well-known
time domain features of EMG signals mean absolute value
(MAV), zero crossing, slope sign changes, waveform length
(WL), Willison amplitude, variance, skewness, kurtosis etc.
have been broadly used [1]. However, a number of valuable
studies have shown that some of these features are redundant
while the features of MAV and WL are usually significant
and distinctive in terms of classification performance [1], [6].
Since the introduced feature extraction method is based on
time-domain, this method has been compared with MAV and
WL features.

Observing the performance of the proposed extraction
method clearly, two different EMG signal datasets are taken
into consideration. One of the datasets has eight channel
fourteen different finger movements [11], while the other
dataset has twenty different physical activities. On the other
hand, to classify the EMG signals, KNN classifier with 8-fold
cross validation has been operated for twenty times.

This work is structured as four sections. In the first section,
the main reason of this work is introduced. In the second
section, feature extraction methods with the proposed one
are considered. In the section three, experimental results are
presented and discussed. In the last section, in the lights of
experimental results, the conclusion and possible future works
are given.

Fig. 1. Finger motions

II. METHOD

In this section, three steps involving pre-processing, feature
extraction and classification are performed, respectively.

A. Datasets

The dataset 1 is provided by Khushaba et al. for safe driving.
During car driving, the distracting motions such as tuning

Fig. 2. Sliding windowing of data

the radio, controlling the windows and answering the phone
endanger drivers’ lives. To tackle this problem, simple finger
motions (FM) can be used to perform the aforementioned
tasks. However, the classification of FM is not that easy.
Fourteen different FM demonstrated in Fig. 1 are recorded
from eight channel EMG apparatus that is connected to driver’s
right arm. The eight subjects are participated in the experience.
On the other hand, the dataset 2 involves three male and
one female subjects. Each subject performed ten normal and
ten aggressive physical activities (PA) during sessions. Eight
channel EMG signals are recorded from right and left arms as
well as legs.

B. Pre-processing

Pre-processing is split into two steps. In the first step,
raw EMG signals are denoised by means of the sixth order
band-pass Butterworth filter with 20 − 450Hz bandwidth.
Therefore, meaningful information is obtained. The second
step is windowing of the filtered signals. To do this, a window
of 128ms wide is sliding on the signals with a time step 25ms
as shown in Fig. 2. Each window of 128ms wide is used for
the feature extraction.
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C. Feature Extraction

High accuracy classification rate is achieved by effective
feature extraction. For dataset 1, a typical signal part of 128ms
window wide corresponds to 512 samples per channel due to
sampling frequency 4kHz. Totally, 4096 samples are available
for eight channel. When whole signal length is considered,
such a high sample can not be directly load the classifier. So
feature extraction is a vital part of whole signal processing
process. On the other hand, for a dataset 2, 331 samples per
channel and totally 2648 samples are available. The features
are numerical data that represents the original signal as good as
possible. In this work, the following feature extraction methods
are exploited owing to fast and easy computation.

1) Mean Absolute Value (MAV): MAV is the mean of
the absolute values of the respective EMG signal amplitude.
For EMG samples xk (k = 1, 2, ...N), the mathematical
expression of MAV is given as

MAV =
1

N

N∑
k=1

|xk| (1)

where N represents the total data points in a window.
2) Waveform Length (WL): WL is the sum of the amplitude

differences between adjacent data points. It is the indicator of
degree of amplitude change. WL is expessed as

WL =

N−1∑
k=1

|xk+1 − xk| (2)

where xk and xk+1 are two adjacent data points of respective
signal and N is the sample size.

3) The Proposed Feature Extraction Methods: The pro-
posed new feature extraction methods are based on fractional
integration of arbitrary order. It is known that MAV and WL
depend on integration of the integer order that is a special
case of the fractional order. However, the fractional integration
removes this limitation and provides extra freedom for re-
searchers. The numerical version of R-L fractional integration
is reported in [33] and computed in the interval (0, T ) as

IαxN (h) =
hα

Γ(2 + α)

N∑
n=0

cn,Nxn (3)

Iαx(T ) = IαxN (h) +O(h2) (4)

where α > 0 is fractional order, h = T/N is time step, N is
total data points Γ(.) is Gamma function, xn,N is respective
signal, O(h2) is error term and cn,N is quadrature weights
that is defined as below.

cn,N =


(1 + α)Nα − Nα+1 + (N − 1)α+1 if n = 0

(N − n + 1)α+1 − 2(N − n)α+1 + (N − n − 1)α+1 if 0 < n < N
1 if n = N


(5)

4) Fractional Absolute Value (FAV): FAV is the fractional
integration of the absolute values of EMG signal points.
Fractional integration order range from 0.1 to 1.5. The general
expression of FAV is given below.

FAV = Iα |xk| (6)

If (6) is inserted into (3), the following equation is derived as

FAV =
hα

Γ(2 + α)

N∑
k=0

ck,N |xk| (7)

where xk (k = 0, 1, ...N) is EMG signal amplitude at the kth

point.
5) Fractional Waveform Length (FWL): FWL is the frac-

tional integration of the amplitude differences between adja-
cent data points of EMG signal. Fractional integration order
range from 0.1 to 1.5. The general expression of FWL is given
below.

FWL = Iα |xk+1 − xk| (8)

By inserting (8) into (3), the following equation is derived as

FWL =
hα

Γ(2 + α)

N∑
k=0

ck,N |xk+1 − xk| (9)

III. RESULTS AND DISCUSSIONS

Extensive experiments on two public EMG data sets are
conducted on a PC with an Intel I7 4GHz processor with
16GB of RAM to verify the effectiveness and efficiency of the
proposed methods, including FAV and FWL. The performance
of the proposed methods are investigated for the different frac-
tional orders.The accuracy value, which is obtained by using
KNN classification method, is used as a performance metric
for all simulations conducted in this study. The simulations are
conducted by using two different data sets and are repeated
20 times with 8-cross validation technique for all fractional
orders related to proposed methods and traditional methods
including MAV and WL.

A. Comparison of the classification performance of the pro-
posed method with respect to fractional order

In this section, we show how to select the fractional order
(FO) for EMG data sets in FAV and FWL schemes. Since,
the maximum possible accuracy value of the proposed method
may vary between different fractional order values. For this
reason, the results on each data set for each prosed method
are presented in Fig. 3 and 4 for better visual clarity.

The Fig. 3 and 4 show that the changing accuracy values of
the proposed methods FAV and FWL with respect to fractional
order for the FM and PA data sets, respectively. The accuracy
rates are demonstrated in Fig. 3 for FM dataset where the
average accuracy rates raised from 36.45% to 97.59% with
changing FO = 0.1 to 1.07. FO = 0.1 score the lowest
accuracy rate of 36.45%, while FO = 1.04 and 1.07 produce
the highest accuracy rate of 97.59%. On the other hand in
Fig. 4 we observe the lowest accuracy rate 46.4% with FO =
0.1 and the highest one 97.99% with FO = 1.07 for FAV
method in PA data set. Also, it seen that from the same figure
proposed method FWL has the worst and best performance
for FO = 0.1 and FO = 1.06, respectively.

The results in Fig. 3 and 4 show that the classification accu-
racy of the proposed method for all four cases always yields
the smallest classification performance between FO = 0.1 and
FO = 1.01. The accuracy of proposed method is observed to
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Fig. 3. The changing accuracy values of the proposed methods FAV and FWL with respect to the FO for the FM data set.
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Fig. 4. The changing accuracy values of the proposed methods FAV and FWL with respect to the FO for the PA data set.

increase often monotonically with increasing the FO values
up to a point where its location between FO = 1.01 and
FO = 1.1 and its best performance is attained in this range.
In simulation, we observe that the typical ranges of appropriate
FO parameter do not usually vary dramatically for two EMG
sets and adjusting this parameter to values within the interval
FOε[1.01, 1.1]

To better assess how accuracies change according to each
simulation, we represent results in Fig. 5, 6, 7 and 8 for
the nine best FO values. The results for the FM data set
are presented in Fig. 5 and 6 with red and black color,
along with the result of the conventional methods MAV and
WL with blue color, for comparison. The proposed methods
performance are better than conventional methods. Particularly
proposed methods FAV and FWL exhibit the best classification
performance for FO = 1.04 and FO = 1.09 with red
color, respectively for FM data set. In the other data set PA,
when comparing the proposed methods FAV and FWL to
conventional methods MAV and WL, the proposed methods
FAV with FO = 1.02 and FWL with FO = 1.06 has the best
accuracy for each of these measures.

Some detailed descriptive statistical values, including, max-
imum (max), minimum (min), mean and standard deviation
(std) are illustrated in Table I, II, III and IV for FM data
set with FAV, FWL methods and PA data set with FAV,
FWL methods, respectively. The results for the proposed FAV
(FO = 1.04) at FM data set given in Table I where its accu-

racy rate are higher than conventional method MAV. Regarding
another proposed method FWL (FO = 1.09) at the same data
set, it can be seen from Table II its classification performance
is better than the conventional method WL. In the case of FM
data set, the results are listed in Table III and Table IV where
the best accuracies values are FAV (FO = 1.02) and FWL
(FO = 1.06), respectively.

The proposed feature extraction methods based on fractional
integration are sufficient especially regarding the complexity
of the classification of EMG signals in a practical application.
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Fig. 5. Proposed method FAV performance throughout simulations for FM
data set.
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Fig. 6. Proposed method FWL performance throughout simulations for FM
data set.
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Fig. 7. Proposed method FAV performance throughout simulations for PA
data set.
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Fig. 8. Proposed method FWL performance throughout simulations for PA
data set.

B. Statistical analysis for the proposed method

In line of obtained results from the experimental study
and basic descriptive statistical analysis, it should be note
that proposed method has superior classification performance
than the conventional approaches. However, in this section
we validate obtained results by performing some additional
statistical analysis. Since, we understand whether there is a
sufficient difference between proposed method and conven-
tional method or not. We have performed the Wilcoxon signed-
rank test which is a non-parametric statistical test utilized to
compare two repeated methods to assess whether two method
is diffrent than each other. This test is an alternative to the
paired t-test when the distribution of the differences between
the two samples cannot be assumed to be normally distributed.
A Wilcoxon signed-rank test is a nonparametric test, which
utilized to determine whether two dependent samples are
selected from populations having the same distribution.

The statistical results are listed in Table V and VI for FM

TABLE I
SOME DETAILED DESCRIPTIVE STATISTICAL VALUES, INCLUDING, MAX,

MIN, MEAN AND STD FOR FAV AT FM DATA SET

FM-FAV (1.04)
Method Max Mean Min std
FO: 0.1 36.5354 36.4508 36.3472 0.0537
FO: 0.2 58.09 58.0064 57.9199 0.0506
FO: 0.3 75.3074 75.1853 75.091 0.0478
FO: 0.4 85.573 85.5058 85.4662 0.0281
FO: 0.5 91.1336 91.089 91.0375 0.0252
FO: 0.6 94.0518 94.0054 93.9647 0.0245
FO: 0.7 95.7804 95.7436 95.7092 0.018
FO: 0.8 96.8417 96.7994 96.7738 0.0168
FO: 0.9 97.3904 97.35 97.318 0.0195
FO: 1.01 97.5978 97.545 97.509 0.022
FO: 1.02 97.6068 97.5758 97.5379 0.0203
FO: 1.03 97.6079 97.5733 97.5497 0.0172
FO: 1.04 97.6158 97.5858 97.5514 0.0165
FO: 1.05 97.6 97.5677 97.5379 0.0159
FO: 1.06 97.6045 97.5705 97.5446 0.0138
FO: 1.07 97.6147 97.5853 97.5452 0.0167
FO: 1.08 97.5944 97.571 97.5514 0.0132
FO: 1.09 97.6 97.5703 97.5452 0.0166
FO: 1.1 97.5893 97.5623 97.5333 0.0146
FO: 1.2 97.4876 97.4585 97.439 0.0122
FO: 1.3 97.3011 97.2539 97.2152 0.0254
FO: 1.4 97.027 96.9759 96.9439 0.0206
FO: 1.5 96.6631 96.6393 96.6009 0.0195
MAV 97.6034 97.562 97.5401 0.0177

and PA data sets. It can be seen that from Table V there is no
statistical significance between the proposed method FAV with
FO = 1.04 and its variants, including, FAV with FO = 1.02,
1.03, 1.06, 1.07, 1.08 and 1.09 in FM data set. On the other
hand in favor of FAV with 1.04 we observe statistical sig-
nificance between FAV with 1.04 and conventional technique
MAV. In case of FWL with FO = 1.09, we observe nearly
same results.

TABLE II
SOME DETAILED DESCRIPTIVE STATISTICAL VALUES, INCLUDING, MAX,

MIN, MEAN AND STD FOR FWL AT FM DATA SET

FM-FWL (1.09)
Method Max Mean Min std
FO: 0.1 33.4426 33.3686 33.2521 0.0466
FO: 0.2 56.2048 56.115 56.042 0.0524
FO: 0.3 74.9435 74.8614 74.7836 0.0478
FO: 0.4 86.1737 86.1159 86.0432 0.0345
FO: 0.5 92.2061 92.1516 92.088 0.0325
FO: 0.6 95.1091 95.0726 95.0429 0.018
FO: 0.7 96.6936 96.6652 96.6354 0.0167
FO: 0.8 97.5627 97.5358 97.5113 0.0177
FO: 0.9 98.0431 98.0253 98.0024 0.0111
FO: 1.01 98.251 98.2305 98.1951 0.0134
FO: 1.02 98.2663 98.2447 98.2188 0.0126
FO: 1.03 98.277 98.2506 98.2177 0.0126
FO: 1.04 98.2866 98.267 98.2465 0.0105
FO: 1.05 98.2804 98.2627 98.2352 0.0146
FO: 1.06 98.3064 98.2715 98.2442 0.0159
FO: 1.07 98.303 98.2735 98.2499 0.0124
FO: 1.08 98.2951 98.2695 98.225 0.0144
FO: 1.09 98.2957 98.2756 98.2527 0.0125
FO: 1.1 98.2979 98.2676 98.2363 0.0163
FO: 1.2 98.2177 98.1942 98.1736 0.014
FO: 1.3 98.0736 98.0508 98.0182 0.0147
FO: 1.4 97.8447 97.8217 97.7922 0.0168
FO: 1.5 97.6368 97.5984 97.5712 0.0171
WL 98.2538 98.2235 98.1922 0.0144
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TABLE III
SOME DETAILED DESCRIPTIVE STATISTICAL VALUES, INCLUDING, MAX,

MIN, MEAN AND STD FOR FAV AT PA DATA SET

PA-FAV (1.02)
Method Max Mean Min std
FO: 0.1 46.7181 46.4002 46.1878 0.1173
FO: 0.2 60.6382 60.4873 60.3522 0.0852
FO: 0.3 72.568 72.3661 72.1866 0.1107
FO: 0.4 82.0397 81.9231 81.7627 0.0739
FO: 0.5 89.1637 89.0464 88.9015 0.0709
FO: 0.6 93.6627 93.5897 93.4601 0.0504
FO: 0.7 96.1982 96.13 96.0343 0.0447
FO: 0.8 97.387 97.3277 97.2231 0.0448
FO: 0.9 97.8488 97.794 97.7386 0.0327
FO: 1.01 98.0395 97.9759 97.8786 0.0424
FO: 1.02 98.0693 97.9892 97.8965 0.0378
FO: 1.03 98.0514 97.9585 97.8846 0.0386
FO: 1.04 98.0663 97.9799 97.9173 0.044
FO: 1.05 98.0216 97.9485 97.8607 0.0513
FO: 1.06 98.0187 97.9531 97.8399 0.0443
FO: 1.07 98.0246 97.9445 97.8935 0.0338
FO: 1.08 98.0157 97.955 97.8756 0.0366
FO: 1.09 98.0157 97.9533 97.8965 0.0335
FO: 1.1 97.9829 97.899 97.8429 0.0354
FO: 1.2 97.8607 97.7825 97.7058 0.0457
FO: 1.3 97.7088 97.6352 97.5807 0.0309
FO: 1.4 97.5092 97.4506 97.393 0.0273
FO: 1.5 97.1665 97.0683 96.9848 0.0523
MAV 98.0395 97.985 97.9114 0.0299

In case of PA data set, we observed statistically significant
results among the different FO values. However, there is no
significance between proposed method FAV with FO = 1.02
and MAV methods. The possible reason of the this result is that
conventional MAV has FO = 1, which is near to FO = 1.02.
Besides, in favor of the proposed method FWL with FO =
1.06 it seen that there is statistically significance between FWL
and conventional WL.

TABLE IV
SOME DETAILED DESCRIPTIVE STATISTICAL VALUES, INCLUDING, MAX,

MIN, MEAN AND STD FOR WL AT PA DATA SET

PA-FWL (1.06)
Method Max Mean Min std
FO: 0.1 44.9692 44.7651 44.5491 0.11
FO: 0.2 60.0185 59.7835 59.6043 0.1097
FO: 0.3 71.9632 71.7854 71.5639 0.0987
FO: 0.4 81.0863 80.9338 80.7675 0.1012
FO: 0.5 87.8795 87.7855 87.6263 0.0713
FO: 0.6 91.9048 91.8278 91.6515 0.0597
FO: 0.7 94.78 94.6557 94.5297 0.0602
FO: 0.8 96.4634 96.3914 96.2935 0.0455
FO: 0.9 97.2768 97.1978 97.1189 0.0472
FO: 1.01 97.539 97.4528 97.3959 0.0389
FO: 1.02 97.5449 97.4624 97.4049 0.0376
FO: 1.03 97.5241 97.4485 97.4049 0.0365
FO: 1.04 97.5151 97.4488 97.3721 0.0393
FO: 1.05 97.53 97.4585 97.3423 0.0454
FO: 1.06 97.5866 97.4774 97.3691 0.0513
FO: 1.07 97.5539 97.4418 97.3572 0.0419
FO: 1.08 97.4972 97.4448 97.3572 0.0329
FO: 1.09 97.5836 97.4676 97.3781 0.0517
FO: 1.1 97.5568 97.4317 97.3572 0.056
FO: 1.2 97.381 97.3164 97.2321 0.0441
FO: 1.3 97.2261 97.1478 97.0861 0.0372
FO: 1.4 96.8894 96.8062 96.7256 0.039
FO: 1.5 96.517 96.4379 96.2995 0.0588
WL 97.4496 97.4065 97.3155 0.0294

TABLE V
STATISTICAL RESULTS FOR THE FM DATA SET

Finger Movement Data Set
MAV-FO: 1.04 WL-FO: 1.09

Method p-val Sig. Method p-val Sig.
FO: 0.1 0 FO: 1.04 FO: 0.1 0 FO: 1.09
FO: 0.2 0 FO: 1.04 FO: 0.2 0 FO: 1.09
FO: 0.3 0 FO: 1.04 FO: 0.3 0 FO: 1.09
FO: 0.4 0 FO: 1.04 FO: 0.4 0 FO: 1.09
FO: 0.5 0 FO: 1.04 FO: 0.5 0 FO: 1.09
FO: 0.6 0 FO: 1.04 FO: 0.6 0 FO: 1.09
FO: 0.7 0 FO: 1.04 FO: 0.7 0 FO: 1.09
FO: 0.8 0 FO: 1.04 FO: 0.8 0 FO: 1.09
FO: 0.9 0 FO: 1.04 FO: 0.9 0 FO: 1.09
FO: 1.01 0 FO: 1.04 FO: 1.01 0 FO: 1.09
FO: 1.02 0.1367 Nan FO: 1.02 0 FO: 1.09
FO: 1.03 0.0166 Nan FO: 1.03 0 FO: 1.09
FO: 1.05 0.0025 FO: 1.04 FO: 1.04 0.0274 FO: 1.09
FO: 1.06 0.0055 Nan FO: 1.05 0.0123 FO: 1.09
FO: 1.07 0.8924 Nan FO: 1.06 0.4247 Nan
FO: 1.08 0.0055 Nan FO: 1.07 0.4648 Nan
FO: 1.09 0.0055 Nan FO: 1.08 0.2183 Nan
FO: 1.1 0.0001 FO: 1.04 FO: 1.1 0.1554 Nan
FO: 1.2 0 FO: 1.04 FO: 1.2 0 FO: 1.09
FO: 1.3 0 FO: 1.04 FO: 1.3 0 FO: 1.09
FO: 1.4 0 FO: 1.04 FO: 1.4 0 FO: 1.09
FO: 1.5 0 FO: 1.04 FO: 1.5 0 FO: 1.09
MAV 0.0003 FO: 1.04 WL 0 FO: 1.09

TABLE VI
STATISTICAL RESULTS FOR THE PA DATA SET

Physical Action Data Set
MAV-FO: 1.02 WL-FO: 1.06

Method p-val Sig. Method p-val Sig.
FO: 0.1 0 FO: 1.02 FO: 0.1 0 FO: 1.06
FO: 0.2 0 FO: 1.02 FO: 0.2 0 FO: 1.06
FO: 0.3 0 FO: 1.02 FO: 0.3 0 FO: 1.06
FO: 0.4 0 FO: 1.02 FO: 0.4 0 FO: 1.06
FO: 0.5 0 FO: 1.02 FO: 0.5 0 FO: 1.06
FO: 0.6 0 FO: 1.02 FO: 0.6 0 FO: 1.06
FO: 0.7 0 FO: 1.02 FO: 0.7 0 FO: 1.06
FO: 0.8 0 FO: 1.02 FO: 0.8 0 FO: 1.06
FO: 0.9 0 FO: 1.02 FO: 0.9 0 FO: 1.06
FO: 1.01 0.3716 Nan FO: 1.01 0.1134
FO: 1.03 0.0065 FO: 1.02 FO: 1.02 0.2232
FO: 1.04 0.2729 Nan FO: 1.03 0.0396 FO: 1.06
FO: 1.05 0.0094 FO: 1.02 FO: 1.04 0.0719 FO: 1.06
FO: 1.06 0.0105 FO: 1.02 FO: 1.05 0.2182
FO: 1.07 0.0004 FO: 1.02 FO: 1.07 0.0122 FO: 1.06
FO: 1.08 0.0065 FO: 1.02 FO: 1.08 0.0127 FO: 1.06
FO: 1.09 0.0053 FO: 1.02 FO: 1.09 0.3864
FO: 1.1 0 FO: 1.02 FO: 1.1 0.0109 FO: 1.06
FO: 1.2 0 FO: 1.02 FO: 1.2 0 FO: 1.06
FO: 1.3 0 FO: 1.02 FO: 1.3 0 FO: 1.06
FO: 1.4 0 FO: 1.02 FO: 1.4 0 FO: 1.06
FO: 1.5 0 FO: 1.02 FO: 1.5 0 FO: 1.06
MAV 0.6649 Nan WL 0 FO: 1.06

In general, we can say that proposed method is statistically
sufficient than the conventional methods. However proposed
methods produce close results according to same FO values
ranging 1.02 and 1.09.

IV. CONCLUSION

We proposed a new technique based on fractional integra-
tion to enhance the performance of a EMG feature extractors,
including MAV and WL. The obtained results show that new
MAV and WL, renamed as FAV and FWL, respectively can
be used as sufficient feature extraction method. This method
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can be applied any feature extractor based on integration for
further researches. Only limitation of the proposed method
is that it is depend on an user supplied parameter fractional
order. In order to solve this problem we performed number of
simulations, which lead how to choose this value. On the other
hand, the fractional derivative based feaure extraction method
may be a candidate for the future studies.
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Abstract—There has been much interest in the development of
therapies for the prevention and treatment of tumours. Recently,
the method of oncotripsy has been proposed to destroy cancer
cells by applying the ultrasound harmonic excitations at the
resonant frequency of cancer cells. In this study, periodic dis-
turbances whose frequency tuned to the fundamental frequency
and the higher harmonics of the change in the population of
tumor cells are applied to a tumour growth model, respectively,
and the appearance of periodic behaviors in a three-dimensional
chaotic cancer model is investigated as a result of those harmonic
excitations. The numerical results show that by choosing the
appropriate values of the parameters of periodic disturbances,
the chaotic cancer model induces periodic behaviors such as
period-one and two limit cycles which may have important
implications on cancer treatment. The results also provide a view
to understanding the oncotripsy effect within the framework of
stabilization of chaos.

Index Terms—Bifurcation, cancer model, chaos, stabilization.

I. INTRODUCTION

CANCER is a disease that is caused by abnormal or
uncontrolled cell growth. Understanding the mechanisms

of tumour growth is an actively developing field among
many researchers from different disciplines. There are several
techniques that are used to perform cancer diagnosis such as
X-ray mammography, magnetic resonance imaging, ultrasound
technique, digital tomosynthesis, and microwave imaging [1–
4]. There are also many mathematical models about tumour-
immune dynamics which have been extensively studied to
provide valuable insights into the evolution of tumours. A
deterministic model in the form of second-order ordinary
differential equations governing the populations of immune
cells and the tumour cells has been proposed in [5]. There
have been many other studies on deterministic tumour-immune
models [6–11]. A bifurcation analysis has been developed
in [12] to explore the effect of immune response and the
treatment strategy of periodically pulsed therapies on tumour-
immune dynamics. Pulsed immunotherapy has been extended
and a novel hybrid model combining chemotherapy and im-
munotherapy has been proposed in [13] and the effects of
duration, dosage and frequency of combined treatment strate-
gies have been investigated on the tumour population. The
above studies have been obtained based on the deterministic
tumour-immune model. However, in recent years, stochastic
models of tumour-immune systems have been also developed.

Serpil YILMAZ is with Department of Computer Engineering and Artifi-
cial Intelligence & Data Science Research and Application Center, İzmir Katip
Çelebi University, İzmir, 35620 Türkiye, (e-mail: serpil.yilmaz@ikcu.edu.tr)

A tumour–immune model driven by symmetric Lévy noise has
been studied in [14]. The effects of noise intensity and stability
index have been analyzed on the tumour growth dynamics and
the numerical results showed that the effects of Lévy stable
noise lead to a decrease of the tumour cells compared with
the Gaussian noise. A stochastic mathematical model of the
coevolution of immune- and tumour cells has been proposed in
[15] by considering both interactions and phenotypic plasticity
to help guide the treatment protocols. By considering the
variability in cellular reproduction, death and the fluctuation
of chemotherapy effect, the deterministic differential equation
model has been extended to the stochastic one to analyze the
dynamics of tumour cells and immune cells under chemother-
apy in [16]. The culling rate of effector cells and the intrinsic
growth rate of tumour cells have been modeled as stochastic
processes and the effect of environmental noise on the dynamic
behaviors of the tumour-immune model has been studied in
[17]. A stochastic tumour-immune system with a combination
of immunotherapy and chemotherapy has been modeled in
[18] and the evolution of tumours has been analyzed in the
presence of environmental noise and chemotherapeutic dose.
The responses of tumour growth to different drug dosing
frequencies have been studied in [19] to improve treatment
success.

Despite the various treatment modalities in practice such
as radiotherapy, chemotherapy, immunotherapy, or their com-
bination, there is a constant search for alternative modes of
treatment for cancer. In [20] a new cancer therapy which is
referred to as oncotripsy has been proposed by applying the
low-intensity ultrasound waves at specific resonance frequen-
cies. The method is based on the differences in morphologies
and material properties between the healthy and tumour cells
to selectively target cancer cells. Since the resonant frequency
is generally obtained by geometric configurations and the me-
chanical properties of individual cells such as shape, size and
stiffness which are altered in disease then the natural resonant
frequencies of healthy cells should be significantly different
from those of cancer cells. Therefore, the natural frequency of
cells can be used as a tool for specifically targeting the cancer
cells while sparing the healthy cells. The normal and cancer
cells have been modeled as a sphere linear elastic material in
[21] and modal analysis has been carried out to determine
the natural frequencies of the cells. Frequency responses
of healthy and cancer cells to mechanical stimuli (typically
low-intensity therapeutic ultrasound) have been studied in
[22] and it has been shown that the discrimination of the
normal and tumour cells can be amplified at some ultrasound
frequencies. The influence of viscoelasticity on the oncotripsy
effect has been studied in [23]. A new perspective for cancer
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treatment has been studied in [24] based on utilizing resonance
interaction mechanisms between an applied electromagnetic
field and the resonant frequency of cancer cells. The effect of
thermodynamic resonance in the presence of electromagnetic
waves with resonant frequency has been experimentally tested
in [25] and it has been shown that cancer cell invasion and pro-
liferation can be decreased with the specific electromagnetic
field. The method of oncotripsy has been studied in a panel
of breast, colon, and leukemia cancer cell models in [26, 27]
by conducting mechanistic experiments. A three-dimensional
dynamics of the cell has been developed in [28, 29] and the
numerical experiments of the dynamic response of a cell in
the presence of ultrasound waves have been presented.

Furthermore, the interactions between tumour and immune
cells are nonlinear and extremely complicated which exhibit
many properties of chaotic systems. A simple tumour growth
model which has chaotic behavior in the parameter range of
interest has been developed in [11]. The relationship between
tumour size and the chaotic behavior of system dynamics has
been examined in [30]. The chaotic behavior has been ana-
lyzed in a stochastic cancer model in [31] in which Brownian
motion has been used to obtain the corresponding stochastic
model with the spread of cancer. As it is well known, even a
small disturbance in chaotic systems may lead to a significant
change in the nature of the system behavior.

With the above discussions, the aim of this study is to
analyze the stabilization of chaotic behavior in the presence of
some external periodic disturbances. Our research question is
therefore how the dynamics of tumour cells evolve if periodic
disturbances are applied at the natural resonant frequency of
the change in the population of tumour cells. The effects of
fundamental frequency and higher harmonics on the periodic
behavior of the cancer model have been also compared. To the
best of our knowledge, this is the first study to investigate the
effect of oncotripsy in a chaotic cancer model.

The paper is organized as follows. In Section II, the
dynamics of a chaotic cancer cell have been modeled in
the presence of periodic disturbances. In Section III, the
fundamental frequency and higher harmonics of the change
in the population of tumour cells have been calculated. The
bifurcation analysis has been carried out and the dynamic
responses of the model have been obtained numerically. The
discussions of the analysis have been presented in Section IV.

II. THE CANCER MODEL IN THE PRESENCE OF PERIODIC
DISTURBANCES AT HARMONICS

Periodic disturbances have been applied to the cancer model
proposed in [11] which is described by the system of differ-
ential equations given as:

dT

dt
= r1T (1− T

k1
)− α12TH − α13TE + g(t) + εξ(t)

dH

dt
= r2H(1− H

k2
)− α21TH (1)

dE

dt
=

r3TE

T + k3
− α31TE − d3E

where T (t) is the number of tumour cells at time t with the
growth rate of r1 and maximum carrying capacity k1. H(t) is
the number of healthy cells at time t with the growth rate of
r2 and maximum carrying capacity k2 and E(t) is the number
of effector immune cells at time t. The parameters α12 and
α13 denote the tumour cells killing rate by the healthy cells
and effector cells, respectively. The parameter r3 denotes the
effector cell production rate in response to the presence of
tumour cells. The parameter d3 is the decay rate of effector
cells and k3 is the half-saturation constant rate for immune
production. The rates of inactivation of healthy cells and
effector cells by tumour cells are given by the parameters α21

and α31, respectively.
The periodic disturbances g(t) have been applied to the

tumour growth in (1). The periodic disturbances are modeled
in the form of

g(t) =

{
Asin(2πft) , sin(2πft) ≥ 0

0 , otherwise
(2)

with amplitude A and frequency f . The positive half cycle of
periodic signals have been considered since the use of negative
half cycles can lead to the negative values of populations which
has no biological meaning. Furthermore, the negative cycles
of periodic signals have been deliberately modeled by zero
intervals which imply the rest period after each intervention.

Since the studies have shown that the impact of envi-
ronmental factors such as temperature, radiations, oxygen
and nutrition are unavoidable on the tumour growth rate,
these environmental fluctuations are represented by ξ(t) which
is Gaussian white noise satisfying the statistical properties
〈ξ(t)〉 = 0 and 〈ξ(t)ξ(s)〉 = δ(t − s) and ε is the noise
intensity.

III. ANALYSIS AND NUMERICAL RESULTS

The non-dimensionalized cancer model of (1) has been
obtained by following the same rescaling in [11] and the
corresponding Itó type stochastic differential equation can be
written as

dx1 = (x1(t)(1− x1(t))− α12x1(t)x2(t)− α13x1(t)x3(t) + ...

...+ g(t)) dt+ εdW (t)

dx2 = (r2x2(t)(1− x2(t))− α21x1(t)x2(t)) dt (3)

dx3 =

(
r3x1(t)x3(t)

x1(t) + k3
− α31x1(t)x3(t)− d3x3(t)

)
dt

where W (t) is the Wiener process and the effect of changing
environmental conditions is achieved by replacing ξ(t)dt with
the increments of Wiener process dW (t) which are Gaussian
random variables.

The numerical solution of (3) is obtained by using the Euler-
Maruyama method. Table I presents the system parameters
involved in (3). The parameter values are chosen as in [11]
such that with this parameter set the system exhibits chaotic
behavior in the absence of periodic disturbances g(t) = 0 and
the environmental fluctuations ε = 0.
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TABLE I
THE PARAMETER VALUES OF MODEL (3).

α12 α13 r2 α21 r3 k3 α31 d3

1 2.5 0.6 1.5 4.5 1 0.2 0.5

The phase portrait of the system (3) for the initial conditions
(x1(0), x2(0), x3(0)) = (0.4, 0.6, 0.1) is shown in
Fig. 1 when g(t) = 0 and ε = 0. As seen from Fig. 1 the
cancer model has chaotic behavior in the absence of periodic
disturbances.

Fig. 1. Chaotic attractor with the initial condition x1(0) =
0.4, x2(0) = 0.6, x3(0) = 0.1 in the absence of periodic
disturbances and environmental fluctuations.

However, when the external periodic disturbances are al-
lowed to act during a specific period of time, the evolution
of cancer cells can be changed. In this study, in particular,
periodic signals are applied at the fundamental frequency and
harmonics of the change in the population of tumour cells
because under small periodic forces at natural frequencies,
a condition known as resonance occurs and the system can
produce a large-amplitude response. Further, the effect of
oncotripsy is discussed by analyzing how the presence of peri-
odic disturbances at the fundamental frequency and harmonics
of the change in the population of tumour cells affects the
chaotic nature of the system.

The fundamental frequency of the change in the population
of tumour cells is estimated by calculating the amplitude
spectrum of system state x1 of (3) for g(t) = 0 and ε = 0.
The amplitude spectrum has a continuous broadband spectrum
due to the chaotic nature and the fundamental frequency also
known as the first harmonic is indicated as a maximum in the
spectrum. The spectrum is also characterized by several peaks
at other relatively high frequencies which refer to the harmonic
frequencies. From the amplitude spectrum, the fundamental
frequency is estimated as 0.022 Hz and higher harmonics are
estimated as 0.0356, 0.0572 Hz, 0.069 Hz, and 0.0756 Hz,
respectively.

The responses of the system states are obtained by using the
Euler-Maruyama scheme with step size 0.01. The numerical

simulations are performed with 500000-time steps for the ini-
tial conditions of the system states x1(0) = 0.4, x2(0) = 0.6
and x3(0) = 0.1 and the noise intensity ε = 0.0001. The first
10000-time points are ignored to avoid the transient portion
of the data.

The frequency of the periodic signal is set to f = 0.022 Hz
which is the value of the fundamental frequency of the change
in the population of tumour cells. Then to determine the
values of amplitude parameter of periodic signal A at which a
qualitative change occurs in the dynamics of cancer cells, the
bifurcation diagram of the system (3) is obtained by recording
the local maxima x2 for the range of A = [0, 0.2] as shown
in Fig. 2. It is seen from Fig. 2 that when the frequency of
periodic disturbances is chosen as the fundamental frequency,
a transition occurs from chaos to periodicity in the dynamics
of the chaotic cancer model.

Fig. 2. Bifurcation diagram of model (3) with respect to the
bifurcation parameter A. The frequency of periodic signal is
chosen as the fundamental frequency of the change in the
population of tumour cells, f = 0.022 Hz.

The bifurcation diagram in Fig. 2 can be explored in more
detail by zooming into the various regions of amplitude A.
Figures 3a-3c show the zoomed plots on the particular portions
of the bifurcation diagram. It is observed that the system of (3)
exhibits rich dynamics such as period-doubling, period-halving
and chaotic regions by tuning the amplitude parameter A in
the presence of periodic disturbances with the fundamental
frequency of the change in the population of tumour cells.

Consider the bifurcation diagram given in Fig. 3a. When the
amplitude parameter A is in the range [0, 0.004), the system
has chaotic behavior. If the amplitude parameter A exceeds
some threshold levels such as A ≈ 0.004 then the chaos
disappears and a period-2 limit cycle occurs. As the amplitude
parameter A increases, the periodic solution becomes unstable
and the chaos appears again. Then consider the bifurcation
diagram given in Fig. 3b. When the amplitude parameter A
approaches 0.0230, chaos disappears suddenly and period-8
limit cycles occur. As the amplitude parameter A increases,
a very narrow chaotic window appears again with A in the
range [0.0233, 0.0240) as shown in Fig. 3b.

Copyright © BAJECE ISSN: 2147-284X https://dergipark.org.tr/bajece

BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING,     Vol. 10, No. 2, April 2022                                             
141

https://dergipark.org.tr/bajece


(a)

0.022 0.0225 0.023 0.0235 0.024 0.0245

Amplitude, A

0.55

0.6

0.65

0.7

0.75

0.8

0.85

0.9

0.95

1

x
2

m
a

x

(b)

(c)

Fig. 3. Bifurcation diagram: Plot of local maxima of x2 using
the amplitude of periodic signal as the bifurcation parameter.
The frequency of periodic signal is chosen as the fundamental
frequency of the change in the population of tumour cells,
f = 0.022 Hz. The amplitude of periodic signal is chosen
in the range (a) A = [0, 0.05] (b) A = [0.022, 0.0245] (c)
A = [0.09, 0.13].

After that, the transition from chaos to the period-2 limit
cycle is observed at A ≈ 0.0240 and the period-2 limit cycle
remains in the region which corresponds to the values of A in
the range [0.0240, 0.058). A period-halving bifurcation occurs
when A approaches 0.058 as shown in Fig. 2 which means
that a period-2 limit cycle disappears and a period-1 limit cycle
appears at this point.

With the increase of the amplitude parameter A period-
doubling bifurcations lead to limit cycles with period 2 and
period 4 for A ∈ [0.07728, 0.087) and A ∈ [0.087, 0.09),
respectively. When A is increased to the range [0.09, 0.126),
it can be seen from Fig. 3c that the system (3) has chaotic
behavior at a large range of parameter A, except for three nar-
row ranges [0.112, 0.1115), [0.1217, 0.122) and [0.124, 0.126)
which correspond to the limit cycles with periods 5, 6 and 8
respectively. As A approaches 0.0126 the system (3) evolves
into a periodic state through the period-halving bifurcations
which result in limit cycles with period 4 and period 2 for
A ∈ [0.126, 0.145) and A ∈ [0.145, 0.2], respectively as
shown in Fig. 2.

Table II presents the dynamical behaviors of the system (3)
with the change of amplitude parameter A which are obtained
through the bifurcation analysis. The phase portraits of the
system (3) with different amplitude values of A are shown in
Fig. 4.

TABLE II
THE DYNAMICS OF SYSTEM (3) FOR THE RANGE OF

AMPLITUDE A WHEN THE FREQUENCY IS SET TO
f = 0.022 Hz.

Range of A Attractor of the system

[0 , 0.004) Chaotic

[0.004 , 0.0125 ) Period-2 limit cycle

[0.0125 , 0.0230) Chaotic

[0.0230 , 0.0233) Period-8 limit cycle

[0.0233 , 0.0240) Chaotic

[0.0240 , 0.058) Period-2 limit cycle

[0.058 , 0.07728) Period-1 limit cycle

[0.07728 , 0.087) Period-2 limit cycle

[0.087 , 0.09) Period-4 limit cycle

[0.09 , 0.112) Chaotic

[0.112 , 0.115) Period-5 limit cycle

[0.115 , 0.1217) Chaotic

[0.1217 , 0.1222) Period-6 limit cycle

[0.1222 , 0.124) Chaotic

[ 0.124 , 0.126) Period-8 limit cycle

[0.126 , 0.145) Period-4 limit cycle

[0.145 , 0.2] Period-2 limit cycle
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(a) (b)

(c) (d)

(e) (f)

Fig. 4. 3D phase portrait of system (3) in the presence of periodic disturbances with the frequency f = 0.022 Hz and the
amplitude (a) A = 0.064 (b) A = 0.2 (c) A = 0.13 (d) A = 0.114 (e) A = 0.122 (f) A = 0.125.
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Fig. 5. Time response of the system state x1 in the absence of periodic disturbances (a) A = 0, ε = 0 and when the periodic
disturbances are present with the frequency f = 0.022 Hz, ε = 0.0001 and the amplitude (b) A = 0.064 (c) A = 0.2 (d)
A = 0.13 (e) A = 0.114 (f) A = 0.122 (g) A = 0.125.

Time responses of the state x1 are illustrated in Fig. 5 for the
initial conditions x1(0) = 0.4, x2(0) = 0.6, x3(0) = 0.1. It is
seen from Fig. 5 that the solutions of the system have periodic
behaviors when the external periodic disturbances are applied
at the fundamental frequency with an appropriate amplitude.

In addition, to analyze the sensitivity to the initial con-
ditions, the parameters of the amplitude and frequency of
periodic disturbances are set to A = 0.064 and f = 0.022
Hz which lead to a period-1 limit cycle behavior of the
system. Then the bifurcation diagrams of the system (3)
are obtained by changing the initial condition of each state
separately as shown in Fig. 6. Each of the initial conditions
(x1(0), x2(0), x3(0)) are varied at the range [0.1, 1] while
the others are set to 0.4. It is seen from Fig. 6 that the period-
1 limit cycle behavior of the system remains unchanged with
the change of initial conditions x1(0), x2(0) and x3(0).
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Fig. 6. Bifurcation diagrams with the change of initial condi-
tions: (a) x1(0) (b) x2(0) (c) x3(0).
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The frequency of the periodic signal is set to the second
harmonics of the change in the population of tumour cells
f = 0.0356 Hz and the corresponding bifurcation diagram
shown in Fig. 7a is obtained by recording the local maxima
x2 for the range of A = [0, 0.5]. Fig. 7b shows the zoomed
plot of bifurcation diagram on the range of A = [0, 0.05]. It
can be seen from Fig. 7 that the system of (3) starts from the
chaotic state and then suddenly jumps to a periodic state at
A ≈ 0.0076. With the amplitude parameter A in the range
[0.0076, 0.5] the system presents a period-doubling bifurca-
tion followed by a period-halving bifurcation. The dynamic
behaviors of the system (3) are given in Table III when the
amplitude A is changed at the specified ranges.
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Fig. 7. Bifurcation diagram: Plot of local maxima of x2 using
the amplitude of periodic signal as the bifurcation parameter.
The frequency of periodic signal is chosen as the second
harmonic of the change in the population of tumour cells
f = 0.0356 Hz. The amplitude of periodic signal is chosen in
the range (a) A = [0, 0.5] (b) A = [0, 0.05].

Figure 8 presents the phase portraits of system (3) in the
presence of periodic disturbances with frequency f = 0.0356
Hz and amplitude A = 0.02 and A = 0.04 for period-1 and
period-2 limit cycles, respectively.

TABLE III
THE DYNAMICS OF SYSTEM (3) FOR THE RANGE OF

AMPLITUDE A WHEN THE FREQUENCY IS SET TO
f = 0.0356 Hz.

Range of A Attractor of the system

[0 , 0.0076) Chaotic

[0.0076 , 0.0297) Period-1 limit cycle

[0.0297 , 0.3412) Period-2 limit cycle

[0.3412 , 0.5] Period-1 limit cycle

(a)

(b)

Fig. 8. 3D phase portrait in the presence of periodic distur-
bances with frequency f = 0.0356 Hz and amplitude (a)
A = 0.02 (b) A = 0.04.
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Fig. 9. Bifurcation diagram: Plot of local maxima of x2 using
the amplitude of periodic signal as the bifurcation parameter.
The frequency of periodic signal is chosen as the (a) 3rd
harmonic f = 0.0572 Hz (b) 4th harmonic f = 0.069 Hz
and (c) 5th harmonic f = 0.0756 Hz.

TABLE IV
THE DYNAMICS OF SYSTEM FOR THE RANGE OF
AMPLITUDE A WHEN THE FREQUENCY IS SET TO

f = 0.0572 Hz.

Range of A Attractor of the system

[0 , 0.0052) Chaotic

[0.0052 , 0.0066) Period-2 limit cycle

[0.0066 , 0.0149) Chaotic

[0.0149 , 0.0152) Period-2 limit cycle

[0.0152 , 0.0204) Chaotic

[0.0204 , 0.022]) Period-2 limit cycle

[0.022 , 0.0309) Chaotic

[0.0309 , 0.05] Period-1 limit cycle

TABLE V
THE DYNAMICS OF SYSTEM FOR THE RANGE OF
AMPLITUDE A WHEN THE FREQUENCY IS SET TO

f = 0.069 Hz.

Range of A Attractor of the system

[0 , 0.006) Chaotic

[0.006 , 0.0063) Period-3 limit cycle

[0.0063 , 0.0075) Chaotic

[0.0075 , 0.0079) Period-4 limit cycle

[0.0079 , 0.0112) Chaotic

[0.0112 , 0.0218) Period-1 limit cycle

[0.0218 , 0.0375) Chaotic

[0.0375 , 0.05] Period-1 limit cycle

TABLE VI
THE DYNAMICS OF SYSTEM FOR THE RANGE OF
AMPLITUDE A WHEN THE FREQUENCY IS SET TO

f = 0.0756 Hz.

Range of A Attractor of the system

[0 , 0.007) Chaotic

[0.007 , 0.0079) Period-2 limit cycle

[0.0079, 0.0155) Chaotic

[0.0155 , 0.0315) Period-1 limit cycle

[0.0315, 0.0387) Chaotic

[0.0387 , 0.05] Period-1 limit cycle

When the periodic disturbances are applied at the higher
harmonics up to the 5th harmonic, the corresponding bifurca-
tion diagrams are obtained for the amplitude parameter A in
the range [0, 0.05] as shown in Fig. 9. It can be seen from
Fig. 9 that the system (3) evolves from chaotic into a periodic
state by tuning the amplitude of periodic disturbances. It can
be also seen that chaotic regions contain some very narrow
periodic windows and when the frequency is set to the higher
harmonics there are successive transitions from chaotic to
periodic state or periodic to chaotic state as the amplitude
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of the periodic disturbances gradually increases. Through
bifurcation analysis, the amplitude of periodic disturbances to
observe the periodic dynamics such as period-1 limit cycle can
be also clearly specified.

Table IV, Table V and Table VI present the ranges of the
amplitude A which correspond to the regions of periodic and
chaotic behaviors when the frequency of periodic disturbances
is set to f = 0.0572 Hz, f = 0.069 Hz and f = 0.0756 Hz,
respectively.

Figure 10 shows the phase portraits of the system (3) when
the amplitude of periodic disturbances is set to A = 0.04 and
the frequency of periodic disturbances is tuned to the values
of 3rd, 4th and 5th harmonics. Figure 11 shows the structures
of period-2 limit cycles when the periodic disturbances are
applied at 3rd and 5th harmonics with a sufficient amplitude
such as A = 0.021 and A = 0.0075, respectively.

It is seen from Fig. 10 that the system exhibits period-1 limit
cycles for those frequencies and a change in the frequency
results in a change in the amplitude of the limit cycles. It is
also observed that not only the amplitude of the limit cycle
but also the period of the limit cycle can be changed with the
change of frequency of periodic disturbances.

Fig. 10. 3D phase solution in the presence of periodic
disturbances with amplitude A = 0.04 and the frequency
f = 0.0572 Hz (black line); f = 0.069 Hz (blue line);
f = 0.0756 Hz (red line).

Specifically, by choosing the frequency of periodic distur-
bances as 1st or 2nd harmonic the system exhibits period-2
limit cycles at A = 0.04. Thus, the system exhibits different
sensitivities to the same amplitude of periodic disturbances
depending on the frequency of periodic disturbances.

Therefore, it can be concluded that the chaotic cancer
model (3) is highly dependent on the frequency of periodic
disturbances. This just ensures that if the tumour cells are
disturbed with a periodic signal at the fundamental frequency
or harmonics, the dynamics of the system can be switched
from chaotic to periodic behavior.

(a)

(b)

Fig. 11. 3D phase solution in the presence of periodic dis-
turbances when the frequency f and amplitude A are set to
(a) f = 0.0572 Hz and A = 0.021 (b) f = 0.0756 Hz and
A = 0.0075.

IV. CONCLUSION

In this study, the method of oncotripsy is discussed to
stabilize chaotic behavior in a cancer model. To analyze the
effect of the resonance phenomenon on the chaotic cancer
model, the fundamental and higher harmonic frequencies of
the change in the tumour cell population have been calculated,
and the external periodic disturbances have been applied at
those frequencies to the tumour growth. The amplitude of
periodic disturbances has been considered as the bifurcation
parameter, and the associated bifurcation diagrams have been
obtained for each of the harmonics. The numerical results have
been utilized to obtain the dynamic responses of the system.

It has been observed that when the periodic disturbances
are applied at the fundamental frequency, the chaotic system
can be stabilized to a limit cycle with period-one. Moreover,
when the frequency is set to the fundamental frequency of
the change in the population of tumour cells, the system may
have rich dynamic behaviors such as limit cycles exhibiting
different periods just by tuning the amplitude parameter. An
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interesting phenomenon has been observed when the frequency
of the periodic disturbances is chosen as the second harmonics
of the change in the population of tumour cells. In this case,
the system has a very narrow chaotic region, and as the
amplitude of periodic disturbances exceeds some low level,
then the chaos disappears, and the periodic behaviors occur.
Furthermore, when the frequency is set to higher harmonics,
it has been observed that the dynamics of the system can be
switched between chaotic and periodic states with the change
of the amplitude parameter.

Finally, it is important to note that our results also provide
insights on a possible effect of oncotripsy for the stabilization
of chaos in a cancer model. Periodic disturbances acting on
a chaotic cancer model are capable of exhibiting periodic be-
haviors, which may help adjust treatment regimes. Therefore,
it will be extremely important to understand the parameters
and conditions that lead to limit cycles.

DATA AVAILABILITY

All figures were generated using MATLAB R2021b.
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Abstract— Epilepsy is one the most prevalent neurological 

disorders whose causes are not exactly known. Diagnosis and 

treatment of epilepsy are closely related to the patient's story, 

and the most important indicator is the frequency and severity of 

seizures. Since the disease does not only affect the patients but 

also the lives of their environment seriously, it is very important 

to make the diagnosis and treatment correctly. However, 

sometimes misrecognition from patients and their relatives, 

unnecessary epilepsy treatment to the patient in non-epileptic 

seizures mixed with epileptic seizures, or increasing the dose of 

the drugs used for the patient are the situations frequently 

encountered.  

The so-called video-EEG method is used in the detection and 

segregation of epileptic / non-epileptic seizures. In this method, 

the patient is kept in an environment where video recording is 

continuously taken until the seizure occurs, and EEG, EMG, and 

ECG records of the patient are taken. When the patient has a 

seizure, the seizure type is separated by examining these records. 

In this project, seizure detection and seizure type (epileptic / non-

epileptic) detection is aimed to be done by using wearable sensors 

increasingly applied in the field of health. The achievable benefits 

from the project and data set will provide a different perspective 

on the epilepsy illness, as well as reduce the number of epilepsy 

patients who are not in fact epilepsy patients needing treatment, 

and keep epileptic seizure recordings constantly in the electronic 

environment so that the treatment processes are monitored more 

closely. 

 

Index Terms— Epilepsy; Epileptic Seizures; Non-Epileptic 

Seizures; Priori Detection of Epileptic Seizures 
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I. INTRODUCTION 

PILEPSY is one of the most common neurological 

diseases in society and is generally analyzed using EEG 

signals (Sezgin et al., 2013; Kaya et al., 2012; Proix et al., 

2021). According to WHO, the prevalence of epilepsy disease 

is in the range of 0.4-1% (Çakıl et al., 2013, Kanas et al., 

2015). Epilepsy can be divided into two sub-groups and the 

reason behind the more common subgroup, which is the 

idiopathic epilepsy subgroup, is unknown. The other subgroup 

is based on some physiological or hereditary reasons. Since 

epilepsy is a disease that requires long-term treatment, its 

diagnosis has great importance and the most important 

symptom for diagnosis is seizures. However, in addition to 

epileptic seizures, which is associated with simultaneous 

neuronal activity, non-epileptic seizures (pseudo-epileptic, 

psychogenic, or physiological seizures), which are not 

associated with dysfunction of the central nervous system, 

may present symptoms similar to epileptic seizures and make 

it difficult to diagnose (Arıkanoğlu, 2011; Kanas et al., 2015; 

Lai et al., 2022). An epileptic and non-epileptic EEG signals, 

which were recorded from epileptic and non-epileptic patients 

in Dicle University, Faculty of Medicine, Department of 

Neurology, were given in Figure 1(a), and 1(b), respectively. 

As seen in Figure 1(a) and 1(b), the EEG signal, which can 

be taken during a seizure is enough to classify it as an 

epileptic or non-epileptic seizure, and the main difference 

between epileptic and non-epileptic seizures is that epileptic 

seizures are accompanied by neuronal discharges, on the other 

hand, no special changes are observed in EEG in non-epileptic 

seizures (Arıkanoğlu, 2011; Tatlı, 2004; Cobb and Beebe, 

2022).  

However, the most important problems in differentiating 

epileptic and non-epileptic seizures are that the patient comes 

to the medical doctor after having a seizure and sometimes 

non-epileptic seizures occur in patients who have had epileptic 

seizures (Kotsopoulos et al., 2003; D'Alessio et al., 2006). For 

this reason, the first diagnosis is mostly made according to the 

patient and his environment (medical history) and the age of 

the patient (Çakıl et al., 2013; Arıkanoğlu, 2011; Tatlı, 2004), 

since the EEG recordings of the patient cannot be obtained at 

the time of the seizure. 

Assessment of Epileptic Seizures and Non-

Epileptic Seizures via Wearable Sensors and 

Priori Detection of Epileptic Seizures 
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 (a) 

 
(b) 

Figure 1.(a) EEG signal change during epileptic seizure process, (b) EEG 

signal change during non-epileptic seizure process 

Bodde et al. (2009) stated in their review study that it is not 

easy to distinguish between epileptic and non-epileptic 

seizures, and the cost per patient of misdiagnosis is around 

$231,432. It has been stated that the estimated annual loss 

from misdiagnosis of epilepsy in the UK alone is around £185 

million (Kanas et al., 2015). It has been reported that 10-20% 

of patients who applied to a physician with the suspicion of 

having epileptic seizures were not epileptic (Cuthill and Espie, 

2005). It was stated that in case of misdiagnosis (diagnosis of 

epilepsy in a patient with non-epileptic seizures), the treatment 

was stopped based on the patient's response to epileptic drugs, 

and this process has established an average of 7.2 years after 

the patient started the treatment (Çakıl et al., 2013; Reuber and 

Elger, 2003). 

Considering that many unnecessary antiepileptic drugs are 

given to the patient during this wrong treatment process, many 

side effects occur in patients due to these drugs, it causes 

significant labor, time, and cost, and the patient's quality of 

life decreases, it is seen how important it is to differentiate 

non-epileptic seizures from epileptic seizures in the early 

period. (Çakıl et al., 2013; Arıkanoğlu, 2011; Kanas et al., 

2015). 

For these reasons, it is vital to detect epileptic and non-

epileptic seizures with a good differential method (Çakıl et al., 

2013; Arıkanoğlu, 2011; Araz et al., 2009; Buchanna et al., 

2022). Many EEG-based differential tests have been 

recommended for differential diagnosis due to their low cost, 

and success rates of 60-90% have been reported with these 

tests (Çakıl et al., 2013). On the other hand, no adequate 

method has been proposed to differentiate epileptic and non-

epileptic seizures except video-EEG (Kotsopoulos et al., 2003; 

Bodde et al., 2009; Cuthill and Espie, 2005; Reuber, 2008; 

Çakıl et al., 2013). Video-EEG, on the other hand, is an 

expensive and long-term test routine that bothers the patient. 

In order to obtain distinctive results in video-EEG, the patient 

must have had a seizure during the recording process. In 

addition to video-EEG, age-related autonomic nervous system 

tests, serum prolactin levels, neurocardiogenic and 

psychological tests are also used for this purpose (Çakıl et al., 

2013; Arıkanoğlu, 2011; Tatlı, 2004; Araz et al., 2009; Bodde 

et al., 2009; Cuthill and Espie, 2005; Cragar et al., 2002; 

Reuber and Elger, 2003; Reuber, 2008). These suggested tests 

are based on the statistical analysis of the physiological 

characteristics of the patients or the test results obtained 

(Kotsopoulos et al., 2003; D'Alessio et al., 2006; Turner et al., 

2011). For example, patients' response to epileptic drugs, 

seizure frequency, genetic epileptic history, seizure 

characteristics, physiological and neurophysiological tests, and 

similar parameters were used for this purpose (Cragar et al., 

2002; Reuber and Elger, 2003; Reuber, 2008). 

With the decrease in size and cost of wearable sensors, they 

have started to be used in many areas, including health 

applications (Akbulut and Akan, 2015; Worrell et al., 2021). It 

has been reported that successful results were obtained by 

using signals from wearable sensors (especially 

accelerometers) during the seizure process as a differential 

diagnosis (Gubbi et al., 2015; Kusmakar et al., 2015-a, 2015-

b). The methods recommended in the literature and the 

success rates obtained for the differentiation of epileptic and 

non-epileptic seizures are summarized in Table 1. 
 

Table 1. Success rates in differentiating epileptic and non-epileptic seizures 

 
Reference Seizures Data Type Method Accuracy 

Kanas et al. 

(2015) 

126 EEG 

 

Support 

Vector 

Machines 

%96 

Xu et al. 

(2014) 

25 

 

EEG Support 

Vector 

Machines 

%92 

Pippa et al. 

(2014) 

205 EEG 

 

Bayes %86 

 

Gubbi et al. 

(2015) 

27 

 

Accelerometer k Means and 

Support 

Vector 

Machines 

%93.3 

 

Kusmakar 

et al. 

(2015-a) 

34 

 

Accelerometer Support 

Vector 

Machines 

% 89 

Kusmakar 

et al. 

(2015-b) 

34 

 

Accelerometer Support 

Vector 

Machines 

%80 
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When Table 1 is examined, it is observed that differential 

diagnosis is achieved with high success when EEG signals are 

used. However, it is not easy to obtain a differential diagnosis 

with this method, since it is difficult to predict the moment of 

seizure and the EEG signals received for differential diagnosis 

must be at the time of seizure. On the other hand, wearable 

sensors are used for many different purposes in integration 

with many systems such as smartwatches or mobile phones 

without reducing the comfort of life. 

The main reason that motivates us for this study is to provide 

a test routine for the differential diagnosis of epilepsy that will 

cause less discomfort to the patient and their relatives and can 

be applied at a low cost. The development of such a test 

method will not only differentiate between epileptic and non-

epileptic seizures but will also enable the digital recording of 

seizures and seizure characteristics, opening the door to many 

possibilities that could improve the quality of life of epileptic 

patients. 

In addition, seizure detection (Gonzalez-Velldn et al., 2003; 

Yadav et al., 2009; Hussain et al., 2021) is an important 

process for the detection and treatment of the disease, as well 

as an important output to improve the quality of life of the 

patient and their relatives. Because the relatives of the patients 

put limits on the patient's and their own economic and social 

lives due to the patient's desire to be taken into consideration, 

as the patient has the possibility of having a seizure, and 

naturally their quality of life decreases. Detecting the moment 

of epilepsy of the patient will open the way of 

informing/warning the relatives of the patient with simple 

software, and the number and characteristics of seizures also 

contain important information in terms of the course of the 

disease. 

II. MATERIAL AND METHODS 

A. Dataset 

Patients who routinely apply to the Dicle University 

Hospital, Department of Neurology for diagnosis and 

treatment and whose seizures cannot be differentiated as 

epileptic or non-epileptic seizures are subjected to video-EEG 

testing. In this test, both EEG, ECG, and EMG recordings of a 

total of 88 patients are taken and they are recorded with the 

video. In this process, after the patient has a seizure, the 

images of this seizure process and the recorded EEG, ECG, 

and EMG signals are examined, and a diagnosis is made about 

whether the patient has epilepsy or not. 

In addition to this routine test, additional information from 

the patient was recorded with a sensor node to be attached to 

each leg and arm of the patient, as seen in Figure 2. Obtained 

sensor records were recorded on the computer. In addition, 

each record was recorded by associating the diagnosis of the 

expert neurologist with the record in question, and the data set 

used in the study was formed. 

 

 

 

Figure 2. Obtained sensor records were recorded on the computer. 

 

In summary, while creating the data set, 18-channel EEG, 

ECG, and EMG signals received during the routine video-

EEG tests taken from the subjects during epileptic and non-

epileptic seizures, signals received from wearable sensors 

attached to the arms and legs, and the diagnosis of the 

specialist neurologist (epileptic or non-epileptic seizure) 

information. has been recorded in accordance with the 

permission of the regional ethical committee (Per. no.: 

2016/352, Provider: Dicle University Ethical Committee). 

 

B. Method 

Wearable sensors have started to be used in many areas with 

the decrease in the size, cost, and energy needs of the sensors 

and the developments in communication and processor 

technologies. In the literature review, it was seen that wearable 

sensors were used successfully in detecting seizures and 

seizure types (Nei, 2009; Zijlmans et al., 2002; Behbahani et 

al., 2012). The connection of the sensors is shown in Figure 3. 

 

 

 

 

 

 

 

Figure 3. The connection of the sensors. 

 

In addition, the data from the sensor nodes were transferred 

to the portable computer with an Arduino Due and RF 

transceiver. The energy needs of the sensor nodes are met by a 

rechargeable lipo battery. In Figure 4, there is a sample 

epileptic seizure and EEG signal of non-epileptic seizure 

process taken from patients treated in Dicle University, 

Faculty of Medicine, Department of Neurology. 
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(a) 

 
(b) 

 
Figure 4. Example for Seizure Segregation (a) Epileptic Seizure, (b) Non-

Epileptic Seizure 
 

For the purpose of seizure detection, a priori seizures 

detection, and seizures type detection: 

1. Extracting features from the signal, 

2. Determining the features that are active for each target of 

the extracted features, 

3. Classification with artificial intelligence, 

stages were carried out. 

III. RESULTS AND DISCUSSION 

Statistical features extracted from the processed signals are 

classified by artificial intelligence. All classification results 

were obtained and reported by 5-part cross-validation. First of 

all, the artificial intelligence method used in all experiments 

was optimized and the obtained accuracy results were shared. 

The following classification processes were performed in the 

simulations 

 Seizures Detection: It is the determination of whether 

the patient has seizures (epileptic or non-epileptic). 

 Seizures Type Detection: Separation of epileptic / non-

epileptic seizures, 

 Classification of all data: Normal/Epileptic/Non-

Epileptic signals, 
As an example of optimization, the results obtained in the 

process of seizures detection of EEG, ECG + EMG signals, 

and wearable sensors in detecting seizure types, and separation 

of all data are summarized in Table 2. 

 

Table 3. Accuracies (%) in the detection of a seizure before it occurs 

 

Dataset Detection of 

Seizures 

Detection of 

Seizure Type 

Classification of 

Signal 

EEG 100 100 100 

ECG + 

EMG 

100 98,2 95,4 

Wearable S. 100 100 100 

 

As can be seen from the literature, it is possible to achieve 

higher success with fewer features. This is because higher 

achievements can be achieved by not using complex, noisy or 

irrelevant features. In addition, using fewer features reduces 

the operational load and memory requirement, which allows 

more successful and real-time usable hardware to be 

developed with fewer data and processor capacity. 

In addition, seizures were detected a priori using wearable 

sensors. The signal was processed with the method used 

previously and the obtained features were classified and the 

accuracy rates obtained with the wearable sensor attached to 

the upper arm are summarized in Table 3. 

 

Table 3. Accuracies (%) in the detection of a seizure before it occurs. 

 

Task Accuracy (%) 

Detection of an epileptic seizure 0-10 

seconds before it occurs 

100 

Detection of an epileptic seizure 10-20 

seconds before it occurs 

100 

Detection of an epileptic seizure 20-30 

seconds before it occurs 

100 

Detection of an epileptic seizure 60-70 

seconds before it occurs 

98,5 

Detection of an epileptic seizure 90-100 

seconds before it occurs 

97,6 

 

 

Detection of an epileptic seizure 120-130 

seconds before it occurs 

95,6 

Detection of an epileptic seizure 150-160 

seconds before it occurs 

94,9 

Detection of an epileptic seizure 180-190 

seconds before it occurs 

92,2 

 

As it can be seen from Table 3, the proposed approach can be 

successfully employed in the detection of a seizure before it 

occurs. It was seen from the results that although the human 

does not know that a seizure will have occurred, his body 

knows and tries to protect itself. Furthermore, a device was 

designed and its details can be found in www.insense.com.tr.  

 

The designed device was employed in order to send the 

sensor data to a mobile phone that was paired. In mobile 

phone, the received signals were processed and relevant 

features were extracted. The extracted features were classified 

153

http://dergipark.gov.tr/bajece


BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING,     Vol. 10, No. 2, April 2022                                                

 

Copyright © BAJECE                                                                ISSN: 2147-284X                                                     http://dergipark.gov.tr/bajece        

by a machine learning method. Each of the trained three 

learning methods have been employed to generate a decision 

about epileptic status, type of the seizure and the pre-epileptic 

status. Generated alarms were also saved to a database and 

may be shared with medical doctors according to the 

permission of the user. 

IV. CONCLUSION 

This paper reports the results of detecting, classifying, and 

pre-detecting an epileptic seizure. The obtained results showed 

that the employed methodology is good enough to be 

successfully detecting, classify, and pre-detecting an epileptic 

seizure. Furthermore, the proposed method was employed in a 

real-time device 
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Lida Kouhalvandi

Abstract—The radio frequency identification (RFID) is a con-
figuration of wireless communication that uses radio frequency
(RF) waves for following up and recognizing data. The RFID
system includes important parts as antenna and integrated circuit
(IC) for radiating and storing data, respectively. Hence, high
performance antenna and IC circuits must be designed for assem-
bling the energy from the radio waves and feeding the RFID chip.
One of the important circuit/block in the IC part is the amplifier
where the antenna is sensing the radiated output power. For this
case, it is substantially important to design high performance
antenna and amplifier where the specifications of these circuits
must be optimized in a professional way. In this paper, we
collect the recently published optimization methods that are
employed for designing antenna and RF/analog-based amplifiers.
Any researcher by referring to these algorithms can access and
find the solutions for their problems, straightforwardly.

Index Terms—Amplifier, antenna, radio frequency identifica-
tion (RFID), radio frequency (RF), optimization methods, power
amplifier (PA).

I. INTRODUCTION

THE need of radio frequency identification (RFID) sys-
tems is growing day-by-day, and can be used in the

internet of things (IoT) networks, healthcare, agriculture, in-
dustrial environments, and smart houses [1], [2], [3], [4], [5],
[6], [7], [8], [9], [10]. These systems are preferred due to the
contactless communication, dense read/write operation, and
low-cost profits in modern technologies [4], [11]. Typically, the
RFID system includes the tags, readers, and a database server
where the reader can prompt the tags and then send/receive
data to/from the tags [12], [13] as Fig. 1 shows. The RFID
reader is the device that receives data from the identifiers
where the electromagnetic provided from the reader antenna
can be used as an energy source [14]. As Fig. 2 shows,
in the active RFID systems the two significant components
are antenna and amplifiers that is connected to the smart
card chip. For proper working of RFID system, designing
and optimizing high performance antennas [15], [16], [17]
and amplifiers [18], [19], [20], [21], [22], [23], [24], [25]
are required where advanced optimization methods must be
employed for configuring and sizing these designs [26], [27],
[28], [29], [30], [31], [32].

Optimization methods are the techniques focusing on min-
imizing or maximizing aimed objective functions. At the
system and circuit level designs, required constrains and

Fig. 1. The RFID system architecture [34].

Fig. 2. Components of active RFID system [35]; voltage-controlled oscillator
(VCO) and phase-locked loop (PLL).

goals must be determined and afterwards suitable optimization
methods can be considered for designing various designs and
circuits. Over the last decade, various optimization methods
have been employed for designing and optimizing antennas
and amplifiers that can be also used in the RFID applications
[33]. The reported optimization methods have significant ad-
vantages as speeding-up the process, reducing cost and errors
with the least efforts.

This survey devotes to provide a comprehensive summary
on various optimization methods that can be employed in the
design of RFID systems. Typically, any RFID systems in-
clude two important designs as antenna and amplifier circuits.
Hence, this paper is to summarize various optimization meth-
ods and algorithms used in improving the overall performance
of RFID systems. Such kind of survey will enable engineers
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to figure out successfully the various optimization methods
at once and will decide easily on the accurate methods for
solving their problems.

The remainder of the article is organized as follows. Section
II presents the motivation of employing optimization methods
in the RFID systems. Section III devotes to summarize the var-
ious optimization methods employed in antenna and amplifier
designs. Finally, Sec. IV concludes this manuscript.

II. OPTIMIZATION METHODS AND RFID DESIGNS

Optimization methods have proved their practical uses in
the coupled antennas that are used for the RFID systems. As
Fig. 3 presents, a large ferrite core is inserted into the tag coil
antenna for improving the magnetic coupling that is between
the reader and tag antennas.

Fig. 3. Schematic of two RFID solenoid antennas presented in [36].

In [37], self-tuning performance is done for solving the
optimization problems in the design of ultra-high frequency
(UHF) RFID antennas. The presented method leads to maxi-
mize the performance of the RFID and to make it independent
at the surrounding environment. Figure 4 presents in detail the
fingertip tag. For UHF RFID reader, the Quasi-Yagi antenna
is presented in [38]. It is a wearable device and can be used
in wireless sensing (see Fig. 5) by determining a centered
frequency band at 915 MHz.

The RFID sensing antenna is presented in [39] where the
detail of antenna structure is shown in Fig. 6, and it has
dimensions of (65 × 65 × 4 mm3). The type of antenna differs
with the injected liquid that is inside the presented antenna.

One of the amplifier architecture that can be used in the
RFID systems is depicted in Fig. 7 that includes the active
transistor, switch, and an antenna in the overall configuration.
This circuit can be used in the field of communications by
means of reflected power. Another use of amplifier is proved
in [40] where a low-power amplifier is presented using tunnel
diodes results in stable reflection gain (see Fig. 8).

Fig. 4. Presented fingertip tag in [37] to be used as a UHF-RFID Antenna
with a) Tag layout in mm size, b) practical use of antenna in the bio-medical
applications, c) Tag layout.

Fig. 5. Wearable quasi-Yagi antenna as UHF RFID reader [38].

III. OPTIMIZATION METHODS

This section provides an overview on various optimization
methods used for designing and optimizing antennas and
amplifiers. The recently published studies include advanced
optimization methods are summarized in a comprehensive
aspect.

The chicken swarm optimization (CSO) method is a bio-
inspired algorithm aims to follow the hierarchical order and
the behaviors of the chicken swarm [41]. This optimization
method is employed in [42] for deployment of phased array
antennas to be used in the RFID networks. In this method, a
new indicator is used to reflect the disturbance of frequency
selective fading. The general structure of the CSO method is
summarized in Fig. 9.
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Fig. 6. Presented RFID tag antenna with a) overall structure, b) top, and c)
exploded view [39].

Fig. 7. Presented RFID amplifier presented in [18].

Fig. 8. Tunnel diode-based reflection amplifier presented in [40] to be used
in the RFID systems.

The Particle swarm optimization (PSO) method is per-
formed by iteratively trying to enhance a candidate solution
and is a stochastic optimization technique based on swarm
[43]. This method is employed for the real-time 3D localiza-
tion of UHF-RFID tags in [28]. In another study presented
in [44], the PSO method is used for improving the RFID
anticollision model and for optimizing the high-dimensional
problem that Fig. 10 illustrates the feature of this optimization.

The hierarchical multilevel bottom-up method becomes im-
portant for radio frequency (RF) designs in the recent years
where the accuracy simulation of overall system especially for

Fig. 9. The CSO method employed in [42] for designing phased array antenna.

Fig. 10. Employed PSO method in [44].

the electromagnetic simulations have been increased, substan-
tially [45].

The bottom-up optimization (BUO) is the method where it
starts with smallest parts and develops to the largest sections.
In [46], by using inductor-capacitor networks shown in section
A and B of Fig. 11.a, matching networks (MNs) for the power
amplifier (PA) with Gallium Nitride (GaN) high electron
mobility transistor (HEMT) is designed and optimized. In this
method, input and output MNs are started with one MN and
sequentially the number of MNs are increasing up to achieving
desired output specifications. The detail implementation of this
method is shown in Fig. 11.b.

This method is also employed for designing and optimiz-
ing the antenna, presented in [47], where the transmission
lines (TLs) are increased sequentially and are configuring
the structure of antenna. The detail implementation of BUO
method used for optimizing antenna is presented in Fig. 12.
Additionally, this method is used for designing array antenna
[48] where the number of single antennas is enhancing in a
latter style as Fig. 13 presents. Hence, the optimal number of
single antennas with suitable feeding point can be determined.

Th BUO method can be employed in the system-level design
as well [49], [45] where Fig. 14 illustrates one of the useful
aspect of this method. This method splits the system into
sub-blocks as low-noise amplifier (LNA), voltage controlled
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Fig. 11. a) Smith chart with various passive MNs [top]; b) BUO method for
designing and optimizing an amplifier [bottom] [46].

Fig. 12. BUO method for optimizing antenna where the TLs are employed
[47].

Fig. 13. BUO method for optimizing array antenna [48].

Fig. 14. Designed RF front-end with BUO method [45].

Fig. 15. An illustration of multi-antenna synthetic [2].

oscillators (VCO), and mixer leads to generate and size the
layout, effectively.

In [2] for 3D localization of UHF RFID tags, a nonlinear
optimization leads to assemble measurements from various
antennas is presented (see Fig. 15). This method aims to
optimize the cost function where phase measurements are
gathered by minimum two antennas, and finally a multi-
antenna synthetic aperture is generated.

During designing any antenna or amplifier circuit, time
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Fig. 16. The comparison between anatomical model (presented in left side)
and the cuboid model (presented in right side) [3].

Fig. 17. Presented configuration of RF-MVO in [15].

computation is also another important specification along with
the output performances. In [3], the antenna is designed based
on the cuboid model since with this model the simulation
time with mesh size are reduced, substantially compared with
anatomical model (see Fig. 16).

The coarse-to-fine optimization method is employed in [15]
for improving the localization accuracy in RFID systems. The
presented optimization process is based on the space mapping
[50] and uses two models of the same physical system namely
as: expensive model (fine model) and cheaper (coarse) model.
Based on this method, RF-monocular visual odometry (MVO)
is presented that is connecting a light-weight 2D monocular
camera to two reader antennas in a parallel version results in
reduced localization error. Figure 17 shows the presented RF-
MVO architecture with the direction of arrival (DOA) that is
azimuth and elevation angles.

QI et al., presents optimization techniques based on the
queuing theory and control feedback for minimizing the en-
ergy cost where it is illustrated in Fig. 18 that can be used in
the industrial internet of things (IIoT) [5].

In [30] efficient global optimization (EGO) method is ap-
plied for sizing the designed antenna as Fig. 19 presents. This
antenna provides cost-effective option for sensing by using

Fig. 18. Configuration of computing service provider (CSP) on Redis in [5].

Fig. 19. optimized antenna with EGO method presented in [30].

Fig. 20. a) Illustration of TDO method for dividing input/output MNs with
S-parameter blocks [top]; b) Replacement choices of each block presented
above with various TL-based blocks [bottom] [52].

multidimensional differential measurement.
The top-down optimization (TDO) method is opposite to the

BUO method and it starts with largest sections and decreases
to the smallest sections [51]. This method is employed in [52]
for designing and optimizing amplifier where the input/output
MNs are divided into subsections presented with scattering
parameters (S-parameter) (see Fig. 20.a) and each of the sub-
sections are replaced and evaluated with various TLs presented
in Fig. 20.b.

This method is employed for optimizing the implanted
multiple-input and multiple-output (MIMO) antennas leads to
generate the configuration of the implanted antenna used for
bio-medical applications [53]. As Fig. 21 presents the structure
of the implanted MIMO antenna where firstly the various bio-
medical tissues as bone, muscle, fat, and skin surroundings
are sticked over together. Afterwards, the MIMO antenna
mounted on the ground and substrate planes are assembling to
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Fig. 21. Presented TDO method for configuring and optimizing implanted MIMO antenna [53].

Fig. 22. Stocktaking task-planning with RFID readers [32].

Artificial Intelligence

Robotics

Fuzzy Logic

Turning Test

Swarm Intelligence

Evolutionary 

Algorithms

...

Machine Learning

Unsupervised Learning

Supervised Learning

Reinforcement 

Learning Deep Learning

Fig. 23. Subsets of AI and it’s applications in various domains and fields.

the bio-medical tissues. With this procedure, the difficulty of
configuring implanted devices can be solved and the general
structure of these bio-medical devices can be easily generated.

Liu et al., present the use of lion swarm optimization method
for presenting a trajectory planning model for equipment with
RFID readers [32]. This method enhances the efficiency and
safety of overall system by minimizing the length of the flight
path. Figure 22 shows the general view of drone stocktaking
of goods where it is optimized to the minimal flight path.

For the practical use of RFID systems, artificial intelligence
(AI) has gotten attention of researchers in the recent years [54],
[55] and the subsets of AI are described in Fig. 23. From
another point of view in the developed fifth and sixth genera-
tion (5G and 6G) networks, high performance amplifiers and
antennas play important roles to improve the communication
performance [56], [57]. Typically, the figure of merit (FoM)
of each amplifier can be determined by the output power (PL)
that is challenged by the power gain (Gp), drain efficiency

(ηD)), phase distortion (AM/PM), and amplitude distortion
(AM/AM). Concurrently, considering these specifications are
not straightforward and requires strong optimization-based
approaches. Conventional electronic design automation (EDA)
tools such as ADS, AWR, etc. are good candidates for provid-
ing optimizations; however, when the design parameters and
specifications are lot, these tools can not be powerful enough.

Recently, learning-based methods that are based on the
machine learning (ML) have been successfully used in the
RF designs. In this track, shallow neural network (SNN) and
deep neural network (DNN) are candidates to model the RF
circuits such as amplifiers and antennas by determining the
relationship between the input and out data that are design
parameters and design specifications, respectively.

The SNN is the neural with one hidden layer that it proves
its benefits in designing and optimizing complex circuits.
In [58], the SNN is employed for designing an amplifier
with TLs. In the presented method, the amplifier design is
initialized by using the simplified real frequency technique
(SRFT) [59]. Firstly, the suitable SNN for the amplifier with
lumped elements is designed. Then the suitable SNN for this
amplifier is trained, and finally with the help of constructed
SNN, the amplifier with TLs is optimized. Figure 24 presents
the general flowchart for optimizing an amplifier with TLs
through a pre-constructed SNN.

The SNN is also used in the domain of antenna designs
and it is useful in sizing the patch antennas. In [60] based
on the Bayesian optimization (BO), the SNN is trained and
the configured antenna with the BUO method is optimized
results in flat-gain performance. Figure 25 demonstrates the
presented optimization method that is based on the BUO and
BO methods for configuring and sizing antennas, respectively.

By using the neural network, the antenna shown in Fig. 26
is optimized and sized where the optimal design parameters
are predicted [61]. This network is employed uisng the particle
swarm optimization (PSO). Another use of neural network is
presented in [62] for GPS Beidou dual-mode Yagi microstrip
antenna (see 27).

W. Su et al., design and optimize antenna that can be
used for cross-body communication using neural network.
The comprehensive antenna model with simulation results
are depicted in Fig. 28 [63]. In another study, presented in
[64], the BO method is employed for converting the lumped
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Fig. 24. Optimizing an amplifier with the pre-constructed SNN[58].

Fig. 25. Presented flowchart for configuring and sizing a patch antenna with the BUO method and SNN network [60].

Fig. 26. Optimized antenna in [61].

element (LE) PA to the amplifier with distributed elements
(DE). Figure 29 presents the BO-method for generating a PA
with DEs where the initial design is with LEs.

The DNN is the multi-layer neural network leads to accu-
rately modeling RF designs with lot design parameters [65],
[66]. The practical use of this network is provided in the
recently published studies.

The touch screen interaction system can be employed in

the innovation of RFID sensing. Hence, many applicant are
requesting high quality touch screens. In [54], the DNN
structure is used for predicting the the hand finger gesture
coordinates (see Fig. 30).

The application of DNNs with previously reported optimiza-
tion methods is summarized in Fig. 31. It shows that based
on the AI methods, once the transistor model is selected,
automatically the high power amplifier (HPA) configuration
with the electromagnetic (EM)-verified post-layout is gener-
ated. The summarized methods in the following will help
the designers to achieve the ready-to-fabricate layouts without
human interruption and dependency to designer’s experience.
The main objective is to provide the novel optimization-
oriented methods where the transistor model is selected, the
optimal configuration and design parameters are predicted
automatically that result in post-layout generations. All the
process is performed automatically where this platform is
created with the combination of electronic design automation
(EDA) tool as ADS and numerical analyzer as MATLAB.
The EDA tool, working in the background, generates the

Copyright © BAJECE ISSN: 2147-284X https://dergipark.org.tr/bajece

BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING,     Vol. 10, No. 2, April 2022                                             
162

https://dergipark.org.tr/bajece


Fig. 27. Sizing of antenna using the neural network presented in [62].

nonlinear simulation results of the PA. Besides, the numerical
analyzer gets these data and do mathematical analysis and
optimization. These optimized data are used for constructing
the DNN to predict the optimal design parameters. Typically,
optimizing nonlinear design specifications as PL, Gp, ηD, and
phase distortion are not straightforward and requires intelligent
algorithms and methods. Hence, this method proposes the use
of artificial intelligent (i.e., DNNs) and also implementation
of strong multi-objective algorithms that paves the way of RF
designers and generates ready-to-fabricate layouts.

The benefits of using DNNs in the RF designs can be
divided into four subsections as:

• Providing an automated optimization-oriented environ-
ment which decreases the manual interruptions;

• Employing multi-objective algorithms for concurrently
optimizing PL, Gp, ηD, and phase distortion;

• Constructing the sequential classification and regression
DNNs for predicting the suitable PA configuration and
also optimal component values;

• Generating the ready-to-fabricate layout of HPAs after
providing the transistor model.

Following devotes to present in detail the use of DNNs:
In [67] for enhancing the measurement performance of

RFID system, DNN is employed to optimize the 3-D structure
of multitag as Fig. 32 presents. This performance will avoid
the collision of tags communication importantly and will

reinforce the overall specification of the subsequent multitag
batch reading.

In another study, the classification DNN and regression
DNN are employed for determining the suitable topology of
PA and sizing the design parameters, respectively [68]. The
regression DNN, presented in [68], is based on the thompson
sampling efficient multi-objective optimization (TSEMO) al-
gorithm and the regression DNN, presented in [69], is based
on the multi-objective pareto front using modified quicksort
(PFUMQ) algorithm. The TSEMO-based DNN is for optimiz-
ing output power (PL) that is challenged by the power gain
(Gp), and drain efficiency (ηD)). Additionally, the PFUMQ-
based DNN is for optimizing the phase distortion (AM/PM),
and amplitude distortion (AM/AM). Figure 33 presents the
classification DNN employed in [68] and the two regression
DNNs based on the TSEMO [68] (Fig. 34.a) and PFUMQ [69]
(Fig. 34.b) algorithms. The input layer features of regression
DNN presented in Fig. 34.b are AM-to-AM and AM-to-PM
specifications where they depend on the variation of source
power (PS). The output features are the pareto optimal front
(POF) of two functions (f1 and f2) by using the PFUMQ
algorithm.

In summary, the presented summarized methods can be used
in designing and optimizing the amplifier and antennas.

1) Constructing and predicting the optimal configuration
by:

• Bottom-up optimization [46], [47];
• Top-down pruning optimization [52];
• Classification DNN [68];

2) Predicting optimal design parameters by:
• Bayesian optimization with SNN [64], [58], [60];
• Regression DNN based on the Thompson Sampling

Efficient Multi-objective Optimization (TSEMO) al-
gorithm [68];

• Regression DNN based on the multi-objective par-
ticle swarm optimization (PSO) and multi-objective
pareto front using modified quicksort (PFUMQ)
algorithms [69];

In [70], a new method called MWISBAII is presented that is
the distributed anti-collision algorithm and is based on the idea
of a centralized collision avoidance algorithm. This method
is combined with the machine learning leads to improved
output responses. An example of RFID system with four
readers as (R1, R2, R3, and R4) is presented in Fig. 35
where R2 and R3 are active and R1 with R4 are inactive.
The overall performance of RFID system is improved by
employing presented neural network in Fig. 36. For this case,
a single neural network model is trained and the constricted
model to every RFID reader is applied. The details of proposed
flowchart are presented in Fig. 37.

C. Peng et al., present the deep convolutional neural net-
work (CNN)-based approach for locating multiple tags with
acceptable accuracy and stability in the indoor environment
[71]. Figure 38 presents the designed CNN model for location
scene of RFID readers and reference tags (see Fig. 39). In
another use of deep learning, in [72] convolutional neural
network structure is presented for activity recognition from
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Fig. 28. Presented Mosaic antennas with their performances in [63]. Photo of (a) the presented antenna on FR4 substrate, (e) the flexible antenna on PTFE
substrate. (b) the configuration of unit cell of antennas shown in (a) and (e). (c) equivalent circuit of the unit cell in (b). (d) simulated surface current
distribution of the antenna. (f) measured radiation patterns of the flexible mosaic antenna. (g) the measured S11 of the flexible mosaic antenna. The inserted
photo in (g) presents bending of the mosaic antenna.

Fig. 29. Presented method for converting the LE power amplifier to the amplifier with the DEs through the BO method [64].

Fig. 30. a) DNN structure employed for the use of touch screens [right]; b) Gestures in touch screens [left] [54].
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Fig. 31. An overview of the proposed optimization method where the transistor is selected, the EM-verified layout is generating automatically.

Fig. 32. Presented RFID dynamic performance measurement system through the DNN [67].

Fig. 33. Presented classification DNN for modeling the power amplifier [68].
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Fig. 34. a) Presented TSEMO-based DNN in [68] [top], and b) presented
PFUMQ-based DNN in [69] where f1=AM-to-AM(PS) and f2=AM-to-
PM(PS) [bottom].

Fig. 35. Illustration of RFID system [70].

Fig. 36. Proposed flowchart in [70] with 4 neurons,16 neurons, 16 neurons,
and 1 neuron in the input layer, first hidden layer, second hidden layer, and
output layer, respectively.

Fig. 37. Proposed flowchart in [70].

passive RFID data and it is appropriate for applications with
large number of activity classes (see Fig. 40).
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Fig. 38. Training procedure using the designed CNN model [71].

Fig. 39. Layout of readers and reference tags [71].

Fig. 40. Convolutional network with 3 convolutional layers and 3 fully
connected layers [72].

IV. CONCLUSION

The RFID system plays an important role in the real world
since it can capture and compute information automatically
in the wireless communications. As presented in detail, the
important blocks of RFID systems are amplifiers and antennas.
For this case, this manuscript provides the comprehensive
study on the recently published optimization methods used for
designing RFID systems. That includes the diverse kinds of
optimization methods and algorithms used for designing anten-
nas and amplifiers. The engineers by studying this survey, will
get a general idea of various algorithms and will determine a
suitable method that can be applied for their design problems.
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Abstract—The Vienna-type rectifier is broadly employed in 

various implementations thanks to realizable three-level 

operation, simple structure and controllable DC-link voltage. 

This paper proposes an adaptive proportional integral (PI) with 

anti-windup based direct power control (DPC) to improve 

dynamic response during load change, DC-link voltage step 

change and start up and to reduce current tracking errors. An 

adaptive PI with anti-windup DC-link voltage control is utilized 

to enhance dynamic response of the DC-link voltage and the 

instantaneous power because the PI regulator affected by the 

load change and system parameter variations. The PI based 

conventional power control is used to indicate the availability and 

accuracy of the proposed control strategy. The proposed control 

strategy performs outstanding performance and copes with 

vigorous disturbances in contrast to the conventional strategy. A 

detailed theoretical analysis of the proposed approach has been 

performed. Extensive case studies such as current tracking 

signals, DC-link voltage step change and load power increase and 

decrease carried out by PSIM software are performed to validate 

the excellent behavior of the proposed control strategy. 

 
 

Index Terms—DC-link control; Direct power control; PI with 

anti-windup; Vienna-type rectifier. 

I. INTRODUCTION 

IENNA-TYPE rectifier provides, simple circuit 

structure, compact size, low voltage stress and achieves a 

switching voltage that is only half the output voltage. 

Conventional uncontrolled diode-bridge rectifiers (UDBRs) 

provide low cost and high reliability. However, the U-DBRs 

have some limitations uncontrolled power factor, higher total 

harmonic distortion (THD) and lower efficiency. Therefore, 

six-switch two levels PWM has been prevailed one of the 

options owing to the disadvantages of the UDBRs [1]. 

However, compared to the conventional converters, the 

Vienna-type rectifiers achieves higher efficiency, less voltage 

stress, used less power switches, having unity power factor 

correction, higher reliability and lower cost. It can be utilized 
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in the areas of electric vehicle (EVs) charging, motor drives, 

uninterruptible power system, hybrid AC/DC energy systems 

and wind power generation. Besides, the stable and constant 

DC output voltage is provided for DC/DC power converters in 

regards to EVs charging [2-6]. The control of the DC-link 

voltage, power and power factor is considerable important for 

Vienna-type rectifiers [7]. 

The operating principle and control of Vienna type rectifiers 

differ from the traditional rectifiers. The three-level and three 

switches Vienna-type rectifiers result in unbalance DC 

capacitor voltages [8]. Voltage and current closed-loop control 

is commonly utilized for Vienna-type rectifiers. The current 

control loop is mainly controlled by hysteresis current control 

(HCC). On the other hand, the proportional integral (PI) 

control generally has been used by many researchers for the 

voltage outer loop. However, the slow dynamic response, the 

linear summation of error and the voltage overrun are some 

shortcomings [2]. The rectifiers are usually influenced by the 

external disturbance and changing operation conditions. 

Various control approaches have been conducted for Vienna-

type rectifiers such as HCC method [9, 10], carrier based-

discontinuous pulse width modulation (PWM) [11], a lagging 

reactive power compensation method [12] and a model 

predictive control (MPC) [13-15]. In these control algorithms, 

classical PI controller has been employed to regulate the DC-

link voltage. However, direct power control (DPC) achieves 

superior performance for Vienna-type rectifiers compared to 

the above-mentioned control methods [16]. In [17], authors 

have presented a DPC based MPC for AC/DC PWM rectifier, 

but it is affected by variation of the system parameters. On the 

other hand, sliding mode control (SMC) based control 

algorithms provision better dynamics and robustness, and also 

can lessen the overshoots for various disturbance conditions in 

contrast to the classical PI controller. In [18], Yang et al. have 

proposed a SMC based control strategy for voltage source 

rectifier. In [19], Hang et al. have discussed the PI based space 

vector PWM strategy for Vienna-type rectifier. In [20], 

authors have addressed deadbeat based MPC for Vienna-type 

rectifier. Furthermore, to mitigate source current harmonics, a 

proportional resonant based control approach is discussed for 

a three-level Vienna rectifier [21].  

Performance Analysis of Three Level Three 

Switch Vienna-Type Rectifier based on Direct 

Power Control  

Doğan Çelik  

V 
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Fig.1 Schematic diagram of the Vienna rectifier topology with dual DC loads. 

 

In [22], He at al. have addressed a hybrid discontinuous 

PWM for three-level to two-level conversion based Vienna 

rectifier. A hybrid control scheme including MPC and PI is 

handled to compensate reactive power and regulate DC-link 

voltage [23]. 

This paper proposes a control strategy with a simple and 

fast dynamic response for three switches three levels Vienna-

type rectifier. The DPC has been used in the inner current loop 

and adaptive PI with anti-windup DC-link control has been 

adopted in the outer voltage loop, which dealt with slow 

dynamic response and voltage overshoot in the PI control. 

Various case results carried out by PSIM software has been 

conducted to show good robustness and fast tracking 

performance of the proposed control strategy. 

This paper is divided as: The topology of Vienna-type 

rectifier is discussed in Section II. Section III presents the 

proposed control strategy. Performance evaluation of the 

conventional and proposed control strategies are conducted in 

Section IV. Section V provides main findings of this paper.  

II. DESCRIPTION OPERATIONAL MODE OF VIENNA-TYPE 

RECTIFIER 

The circuit topology of the Vienna-type rectifier 

represented in Figure 1 includes a three bidirectional 

switching units (Sa, Sb and Sc) and main diode bridge. The 

switching units consist of active switches and diode rectifiers, 

which are controlled to provide steady DC voltage, sinusoidal 

AC current and neutral point voltage balance [24]. Cdc,1 and 

Cdc,2 divided by two parts as the upper and lower the DC-link 

capacitors, respectively. The DC-side is tied to the load and 

the AC-side of the Vienna-type rectifier is tied to the utility 

grid. vdc,1 and vdc,2 represent upper and lower the DC-link 

voltages, respectively. 

The operational states of the Vienna rectifier are presented 

in Figure 2. The polarity of line currents and the ON/OFF 

states of the switches at any instant of operation have stated 

the rectifier pole voltages with supposing a continuous 

conduction mode. With the positive line current (isa) with the 

controlled OFF switch Sa, the voltage between the rectifier 

pole (A) and the DC-link neutral point (n) is vdc/2 as seen in 

Fig.2a. With the positive line current with the controlled ON 

switch Sa, the line to neutral voltage van is 0 (see Fig. 2b). 

With the negative line current (isa) with the controlled OFF or 

ON switch, the line to neutral voltage van can be -vdc/2 or zero. 

Similarly, this operating procedure can be applied to phases B 

and C [9] (see Fig. 2c and 2d). Besides, the switching state of 

Vienna-type rectifier is given in Table I.  

The grid current dynamics can be expressed for the AC-side 

of a Vienna-type rectifier. 
 

 ,

, , , , 0

d

d

s x

s x s x sx s x n x n

i
L v R i v v

t
     

(1) 

 

where x represents a-b-c phases. Ls and Rs denote the input 

inductance and resistance, respectively. It is supposed that 

Cdc,1 =Cdc,2 = Cdc, and neutral-point voltage is determined with 

the difference between vdc1 and vdc2. 
 

,1 ,1 ,2

,1

1

,2 ,1 ,2

,2

2

d

d

d

d

dc dc dc

dc dc

dc dc dc

dc dc

v v v
C i

t R

v v v
C i

t R






 




  



 

(2) 

 

vx,n is specified by the direction of input AC current and the 

switching states of bidirectional switches because of the 

operational characteristics of Vienna-type rectifier [24]. vx,n is 

written by; 

 

 , ,1 ,2

sign( ) 1 sign( ) 1
1

2 2

x x
x n x dc dc

i i
v S v v

  
   

 
 

(3) 

 

where sign(.) defines the sign function.  
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Fig. 2. Current directions for phase units (x = a, b, c); a) positive line current 
with the controlled OFF switch, b) positive line current with the controlled 

ON switch, c) negative line current with the controlled OFF switch and d) 

negative line current with the controlled ON switch. 

 
TABLE I 

SWITCHING STATE OF VIENNA-TYPE RECTIFIER 

Sa Sb Sc van Vbn Vcn 

0 0 0 +vdc/2 -vdc/2 -vdc/2 

0 0 1 +vdc/2 -vdc/2 0 

0 1 0 +vdc/2 0 -vdc/2 

0 1 1 +vdc/2 0 0 

1 0 0 0 -vdc/2 -vdc/2 

1 0 1 0 -vdc/2 0 

1 1 0 0 0 -vdc/2 

1 1 1 0 0 0 

III. THE PROPOSED CONTROL STRATEGY  

The proposed control strategy consists of two parts as DC-

link voltage and current control loops as depicted in Figure 3. 

The proposed control strategy has fulfilled the following 

requirements: providing fast dynamic response under load and 

DC voltage variations, reducing current tracking errors, low 

current harmonics and constant switching frequency operation. 

A. Adaptive PI with anti-windup DC-link control 

Dynamic performances of the DC-link have a considerable 

significance in the functioning of a rectifier. The dynamic 

nature of the rectifier is great important for the DC-link 

regulator to less affect to system parameters, load change and 

main voltage. In this paper, an adaptive PI with anti-windup 

control is employed as the DC-link voltage outer loop 

controller of Vienna-type rectifier to deal with instability and 

variations of the DC-link voltage. The output of the adaptive 

PI with anti-windup is used to acquire the active power 

reference. Output power at the DC-side is equal to the AC-side 

input power with neglecting power losses [25]. The dynamics 

of the DC-link voltage is expresses by (4) as; 
 

*

pdc
dc dc L L

dc

Pdv
C i i i

dt v
     

(4) 

 

where Li  denotes load current. Figure 4 describes the 

proposed adaptive PI with anti-windup DC-link control and 

the system dynamics. The control diagram of the DC-link 

voltage can be designed based on (5). The integral state q is 

written as; 

 
dc

dc i aw

v u u
q

v k k u u u u



 

  
 

  

 

(5) 

 

where u u  and u u  represents linear region and 

saturation region, respectively. dcv  is voltage tracking error. 

Anti-windup gain awk  is commonly chosen as 1 pk  [26-31]. 

Based on Figure 4, the closed-loop function for the DC-link 

can be obtained as (6);  
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dc

aw aw

k s k k
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Fig. 3 The entire proposed control strategy. 
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Fig. 4 Adaptive PI with anti-windup control diagram of the DC-link voltage. 

 

B. Reference current generation 

The control aim for Vienna-type rectifiers is to accurately 

and quickly track the references of the DC-link voltage and 

power/current signals. x and x  are variable in αβ stationary 

coordinate and lagging 90° of x is x . Original vector and its 

delayed value can be utilized to reduce the calculation burden. 

According to [32-35],
px  and 

nx  sequences are defined by 

(7); 
 

1 11

2

p

n

x x

x xj j





    
          

 

(7) 

 

The inverse of (7) is given by (8); 
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p
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(9) 

 

The active power reference 
*

pP  is obtained by the adaptive 

PI with anti-windup DC-link regulation. Reference reactive 

power is chosen as zero for both controllers to provide unity 

power factor. The reference current signals can be obtained by 

original voltage vectors with their 90° lagging signals. 
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(9) 

 

where 

0p pv v v v          (10) 

 

The proposed reference current signals are obtained in αβ-

stationary coordinates as; 
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pref
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i i ji
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(11) 

 

On the other hand, the conventional reference current 

signals can be created in αβ-stationary coordinates as [36]; 
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(12) 

 

where 
*

cP  is created based on the conventional PI control. 

IV. RESULTS AND DISCUSSIONS 

Performance Analysis of Three Switches Three Levels 

Vienna-Type Rectifier has been simulated in PSIM software 

environment to demonstrate the effectiveness of the proposed 

control strategy. The parameters for the proposed system are 

given in Table II. Two control strategies are applied in 

Vienna-type rectifier system to achieve validity of the 

proposed control strategy. Switching signals for two control 

strategies are created based on the HCC. 

 One strategy is conventional control that includes 

conventional PI DC-link control and conventional reference 

current generation. 

 Another strategy is proposed control that includes 

adaptive PI with anti-windup DC-link control and DPC. 

 
TABLE II 

SIMULATION PARAMETERS 

Parameters Values 

Source line voltage va, vb, vc (rms) 220V 

Source frequency 50Hz 

DC-link capacitance Cdc,1=Cdc,1=1000uF 

Load 5Ω/15Ω 

Filter inductance 1mH 
 

The steady-state, dynamic response and current tracking 

errors waveforms of the conventional and proposed control 

strategies are depicted in Figure 5. It is indicated that the 

proposed control strategy can accomplish good tracking of 

current references with nearly 8ms while the conventional 

control has slower dynamic response with about 30ms (see 

Figure 5a and 5b). Besides, current tracking errors are 

effectively minimized by the proposed control. 

Figure 6 depicts the comparison of the results between 

conventional and the proposed control under increasing 

dynamic load power (sudden change of RL value from 10 to 

6.67Ω). While the DC-link voltage is restored with the 

proposed control to the given value within nearly 10ms, the 

conventional control has slower dynamic response with about 

50ms to provide to the given value. 
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Fig. 5 Current tracking signals for a) conventional control and b) proposed control 
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Fig. 6 Load power increase for a) conventional control and b) proposed control 

 

The effectiveness of the proposed control strategy is also 

examined under load power decrease (sudden change of RL 

value from 10 to 15Ω) as depicted in Figure 7. With the 

proposed control, the output current, DC-link voltage and 

output power soon achieve a steady state within 25ms while 

with the conventional control, these signals has been reached a 

steady state within 45ms. The results indicate that the 

proposed control provisions strong robustness against sudden 

load disturbances in contrast to the conventional control. 

Figure 8 reveals the control of the DC link voltage (Vo,dc) is 

achieved at 650V, 700V and 625V after the step change 

occurs in reference DC-link voltage (Vdc
∗). The fast regulation 

of the DC-link voltage is effectively accomplished with 25ms 

for the proposed control under this operation while the 

dynamic response with the conventional control is slower with 

45ms as shown in Figure 8a. While the current THD of the 

conventional control is 1.7%, the current THD is only 0.9% 

with using the proposed control. 
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Fig. 7 Load power decrease for a) conventional control and b) proposed control 
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Fig. 8. DC-link voltage step change for a) conventional control and b) proposed control 

 

V. CONCLUSION 

In this paper, to achieve fast dynamic response and low 

current tracking errors, adaptive PI with anti-windup based 

DPC is proposed. The DPC is employed to generate current 

signals and adaptive PI with anti-windup control is utilized to 

acquire the desired DC-link voltage. The above analysis and 

results have indicated that the proposed control enhances the 

fast response speed and reduces current tracking errors. The 

proposed control can accomplish better tracking of current 

references and the DC-link voltage step change within nearly 

8ms and 25ms, respectively although the conventional control 

strategy provides 30ms and 45ms for them. Besides, the DC-

link voltage has been kept under all cases. The proposed 

control achieves good robustness against sudden load 

disturbances compared to the conventional control. The 

proposed control strategy has carried out the operation of 

Vienna-type rectifier under various case studies, effectively. 

175

http://dergipark.gov.tr/bajece


BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING,     Vol. , No.  , January 2022                                                

 

 

Copyright © BAJECE                                                                ISSN: 2147-284X                                                     http://dergipark.gov.tr/bajece        

However, although adaptive PI with anti-windup have a broad 

range of gain alteration; the error can occur with large gain. 

The proposed control can be employed in various 

applications such as wind power generation systems, the 

charging station of an EV and boost-type unidirectional 

converter topologies. Besides, the future scope of this study is 

to improve a control strategy for fast charging EVs.  
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Duygu Ozcelik and Oznur Tastan

Abstract—Identifying subgroups of cancer patients is impor-
tant as it opens up possibilities for targeted therapeutics. A
widely applied approach is to group patients with unsupervised
clustering techniques based on molecular data of tumor samples.
The patient clusters are found to be of interest if they can be
associated with a clinical outcome variable such as the survival
of patients. However, these clinical variables of interest do not
participate in the clustering decisions. We propose an approach,
WSURFC (Weakly Supervised Random Forest Clustering), where
the clustering process is weakly supervised with a clinical variable
of interest. The supervision step is handled by learning a
similarity metric with features that are selected to predict this
clinical variable. More specifically, WSURFC involves a random
forest classifier-training step to predict the clinical variable, in
this case, the survival class. Subsequently, the internal nodes are
used to derive a random forest similarity metric among the pairs
of samples. In this way, the clustering step utilizes the nonlinear
subspace of the original features learned in the classification
step. We first demonstrate WSURFC on hadwrittendigit datasets,
where WSURFC can capture salient structural similarities of
digit pairs. Next, we apply WSURFC to find breast cancer
subtypes using mRNA, protein, and microRNA expressions as
features. Our results on breast cancer show that WSURFC could
identify interesting patient subgroups more effectively than the
widely adopted methods.

Index Terms—Clustering, cancer subtype identification, patient
subgroup identification.

I. INTRODUCTION

A major hurdle in devising more effective cancer therapies
is the accurate stratification of patients into subgroups [1].
This stems from the fact that most cancer types are heteroge-
neous at the molecular level; seemingly similar tumors that
are classified into the same cancer type may have distinct
molecular profiles resulting in distinct clinical trajectories [2].
The availability of large sets of patient molecular data has
opened up opportunities to redefine the subtypes of cancers
[3].

The widely adopted approach for grouping cancer patients
using patient molecular data is to apply unsupervised clus-
tering techniques such as k-means, hierarchical clustering or
non-negative matrix factorization (NMF) on the genomic data
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of patients, sometimes combined with consensus clustering
[4]–[11]. There are also more advanced methods that use
probabilistic modeling of multi-omics data to project the data
to a lower dimension (reviewed and benchmarked in [12]
and [13]) such as PARADIGM [14], iCluster [15], multi-
omics perturbation based approaches such as PINSplus [16] or
methods that integrates biological pathways and multi-omics
data, such as PAMOGK [17]. All of these approaches take an
unsupervised approach, and the patient clusters are deemed
interesting if they are found to be associated with a clinical
variable of interest, such as the survival rate of the patients.
Therefore, the clinical variable of interest does not participate
in the clustering decisions to guide the clusters.

One body of method that incorporates clinical variable of
interest makes use of the association of the features with
the clinical variable of interest in the feature selection step.
Bair et al. [18] test the null hypothesis of no association
between the feature and the outcome variable and applies
feature selection based on the test-statistic. Next, with the
remaining feature, they perform clustering using a conven-
tional clustering algorithm such as k-means or hierarchical
clustering. Koestler et al. [19] propose a method called “semi-
supervised recursively partitioned mixture models” with the
same rationale. It also calculates a score for each feature
and measures the association between the features and the
outcome variable of interest. Next, clustering is carried out
using only the features with the largest scores. The difference
between Bair et al. and Koestler et al. is that the latter applies a
recursively partitioned mixture models algorithm [20] instead
of a standard clustering algorithm. Although these approaches
are simple, they are limited in the sense that they only take
account of the univariate relationship of features with the
clinical variable.

We utilize weakly supervised learning and propose a new
approach, WSURFC, where the clinical variable of inter-
est guides the clustering process. The weak supervision is
achieved by learning a similarity metric by predicting a clinical
variable, in our study, the survival class as long and short
survivors. With guidance from the clinical label, WSURFC
learns a non-linear similarity metric among patients, which
is then used to cluster the patients. We first demonstrate the
methodology on an unrelated, but easier-to-expect problem,
digit classification. Then we apply it to breast cancer subgroup
identification.

II. METHODS

This section presents a detailed description of our proposed
method and the datasets used. Let D represent the set of n
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Algorithm 1 WSURFC: Weakly Supervised Random Forest
Clustering

Input: D the patient set, n number of patients, p, number
of features, X ∈ Rn×p feature matrix, y class labels
associated with the clinical variable of interest for the
patient set, F the random forest classifier, dl and du: the
lower bound and upper bounds of the range where the depth
will be sampled, respectively, r Random Forest parameters,
c clustering parameters.
Output: Partitioning of Ci’s where D = ∪ki=1Ci, k is the
number of clusters and Ci ∩Cj = ∅ for all i, j ∈ 1, . . . , k.
1. F ← RFClassifier(X, y, r )
2. S← RFSimilarity(F , dl, du)
2. Convert S to a distance matrix, D
3. C ← Cluster(D, c)
4. return C

patients. We denote the feature vector derived from patient
molecular data with x(i) ∈ Rp and the clinical variable of
interest for patient i is denoted with y(i). In this work, we
assume that the clinical variable of interest is dichotomized;
however, it can be generalized to continuous outputs by using
a random forest regression or random forest survival model
instead of a classifier. We will represent the n × p feature
matrix with X and y is the n × 1 label vector. We want to
find a partitioning C such that: D is grouped into a number
of disjoint subsets Ci’s where, D = ∪ki=1Ci and where the
clustering is guided by y.

A. WSURFC: Weakly Supervised Random Forest Clustering

• Step 1: Given the feature vector of patient samples, X
and the clinical variable of interest, y, train a random
forest classifier to classify the clinical variable. We denote
the random forest model with F .

• Step 2: Calculate the patient similarities based on co-
occurrence in the feature subspaces formed by the trees
in F . To calculate the similarity of patients i and j, draw
a random depth, d, within a predefined depth range. Sort
down i and j in the forest of trees and check whether i
and j fall onto the same internal node at this randomly
drawn depth d. Calculate the pairwise patient similarity
based on the fraction of times the patients fall on the
same internal node. Form the patient similarity matrix S
and convert the similarity matrix to a distance matrix.

• Step 3: Use this distance matrix for clustering patients.
The detailed procedure is summarized in Algorithm 1 in

detail and demonstrated in Figure 1.
1) Step 1: Random Forest Classification: WSURFC uses a

random forest classifier to predict the clinical variable to obtain
the feature subspaces. Random forest is an ensemble method
that learns many decision trees and aggregates their results
[21]. Each tree is independently trained using a bootstrap
sample of the training examples. In growing a tree, at each
split, m features are randomly selected from the global set
of features, and the one that maximizes an impurity criterion,
in this case, the Gini index, is selected. The input samples

Algorithm 2 Random Forest Subspace Similarity (RFSub-
Sim)

Input: D set of n samples, B number of trees in the random
forest, F random forest model, Zb b-th bootstrap sample
by which tree Tb is trained with, zi,j number of bootstrap
samples where i and j are in the bag.
Output: S : n× n similarity matrix
1. For each i, j pair in D

i. For all bootstrap samples Zb where i, j are both in
Zb

(a) Get tree Tb of B
(b) Get height hb of Tb

(c) Sample d from [hb × ds, hb × de] uniformly at
random

(d) Traverse i on Tb until depth d is reached and
find the internal node pi on which i falls at that depth

(e) Traverse j on Tb until depth d is reached and
find the internal node pj on which j falls

(f) if pi == pj then
S[i, j]← S[i, j] + 1

ii. S[i, j]← S(i,j)
zi,j

2. return S

that arrive at a particular node are further split based on the
value of the selected best feature. A path from the root to
a node includes a subset of features in a tree. These subsets
of features and their combination forms a feature subspace as
depicted in Figures 1. WSURFC assesses the similarities of
the input samples under these formed feature subspaces based
on whether they fall in the same subspace or not.

2) Step 2: Calculation of Random Forest Subspace Sim-
ilarity: Using the random forest ensemble, we calculate a
similarity metric, which we refer to as the RFSubSim. By
sorting down the example pairs onto random depths in the tree
and checking how often they arrive at the same internal node
in the tree, we construct a similarity matrix of the patients.
Different random depths provide different views of the samples
under different feature combinations. Checking whether a pair
of patients would fall on the same internal node translates
into checking if they are in the same subspace created by a
nonlinear combination of a subset of features. For the pairs
that end up at the same node, their co-occurrence count is
incremented by 1. This is repeated for all the trees, and the
similarities are finally normalized with the number of bootstrap
samples where both samples are in the bag. The steps of this
calculation are presented in Algorithm 2.

The similarity metric is similar to random forest proximity
[21] with a key difference. Random forest proximity is cal-
culated based on how often the example pairs fall onto the
same leaf node; thus, the feature combinations that predict the
labels are used. On the other hand, we calculate the similarity
based on internal nodes; these feature representations may not
be strong enough to predict the label. However, they can still
be descriptive enough to reveal similarities of the examples,
as we illustrate in our experiments. We observe that a depth
chosen from the mid-level of the tree is useful, as discussed
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Fig. 1: Illustration of WSURFC algorithm. a) A tree in the random forest is trained to classify patients into long survivor or
short survivor classes. t1, t2, t3, t4, t5 are features of the patients. h is the height of the tree. At the random depth d1 = 3,
patients 3 and 4 shown with orange color fall into same node S1. Patients 1 and 2, shown in blue, fall on node S2, and patient
5 falls on node S3. At this level, three subspaces S1, S2 and S3 arise. These subspaces are used to calculate the similarity
of patient pairs. b) Different depth values to generate different partitions of subspaces are selected uniformly at random. The
similarity of the two patients is calculated based on how many times they fall in the same subspace for the trees in which
these two patients are both in the bootstrap samples. Patients 3 and 4 are in the same subspace three times, while patients 2
and 5 are in the same subspace for once. Therefore, the similarity value of patients 3 and 4 is closer to 1, and it is indicated
with a darker color.

in the Results section.
3) Step 3: The Final Clustering: In the last step of the

algorithm, we convert the similarity matrix to a distance matrix
by subtracting the values from 1 and input this distance
matrix to the clustering algorithm. For clustering, we use
the hierarchical clustering algorithm with average linkage, but
other clustering algorithms can be used at this stage.

B. Datasets
We first use MNIST handwritten digit dataset [22] to

demonstrate WSURFC. The dataset contains images of 28×28
handwritten pixel digits. We sample 5000 examples from the
entire set. Next, we apply our algorithm to breast cancer
molecular data. We use data that contain solid primary tumors
mRNA, microRNA, and protein expression levels that are
made available through the Cancer Genome Atlas (TCGA)
project [23]. The data is retrieved through the UCSC (Uni-
versity of California, Santa Cruz) Cancer Genomics Browser.
The mRNA expression data contain 1196 patients and 20531
transcripts. miRNA expression data comprise information from
1194 patients and 1046 features. Protein expression data hold
information on 747 patients and 131 proteins.

III. RESULTS

To demonstrate the method’s effectiveness, we perform
experiments on a problem that is easier to inspect, the well-
known MNIST handwritten digit dataset. Subsequently, results

of applying WSURFC on the breast cancer patient dataset are
presented.

A. Results on MNIST Digit Dataset

The random forest classifier is generated with 200 trees
and trained with digit labels as class labels. In constructing
the similarity matrix, we sample from [h3 ,

2h
3 ] interval depth.

The digits are then clustered into 10 clusters by inputting the
corresponding similarity matrix to the hierarchical clustering
algorithm.

Figure 2 shows a heatmap of the digit similarities and the
clusters. The histogram shows the digit label distribution in
each cluster. The aim of clustering here is not to arrive at
clusters that represent purely single digits. Because we use
subspaces not close to the leaves; however, we hope to reveal
structurally similar digits. WSURFC finds these similarities
that are not input. For example, Cluster 7 contains mostly
digit pairs 4 and 9. Both of these digits have very similar
structures. Similarly, cluster 3 reveals that 3 and 5 are similar,
and additionally, 8 exhibits similarities to this digit pair. These
results indicate that although the classifier is trained with 10
digit labels, WS-RFClust can uncover structural similarities
between individual digits. Supplementary Figure 1 shows the
silhouette width of the examples of these clusterings.

1) The effect of Sampling from Interval Nodes at Different
Depths: In applying WSURFC, the depth levels in each tree
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(b) Histogram of distribution of digits in each cluster.

Fig. 2: Clustering results of hadwrittendigit dataset. a) Colors on the heatmap represent similarities computed for sample pairs
(reds indicate high similarity, blue indicates low). The bars on top indicate different clustering. b) Each subplot that bears the
same color on the histogram displays the digit content of the clusters based on their true class labels. The x-axis of a histogram
represents digits, and the y-axis represents the number of observed samples in each digit. The two interesting clusters, 3 and
7, are marked with green boxes.

are sampled randomly but within a predefined depth range. To
understand the effect of the sampling depth, we experiment
with different depth intervals on the digit dataset: let h be the
height of a tree in the forest. We experiment with selecting d
from the interval lower part of the tree that is from (0,h3 ] , the
middle part from [h3 ,

2h
3 ] and third interval is from [ 2h3 ,h]. To

speed up calculations, for training random forest classifiers,
we sample 1500 digits in these experiments.

Supplementary Figure 2a displays the results where the
intervals are selected from the interval nodes closer to the
root. In cluster 8, we observe that the digits 4 and 9 are in the
same cluster; these are digit pairs with very similar shapes. In
cluster 2, in Supplementary Figure 2b, where the intervals are
sampled in the medium part of the trees, the grouping of digits
4 and 9 is clearer (cluster 9). Similarly, cluster 2 reveals that
3 and 5 are similar and that digit 8 is similar to these digits.

B. Application of WSURFC to Breast Cancer

We apply WSURFC to breast cancer patient data with three
different input types, mRNA, miRNA, and protein expres-
sions(RPPA). In each case, we dichotomize the survival time
of patients into two classes. Patients with survival time shorter
than the 25% quartile are labeled as low survivors, whereas
patients with survival times longer than the 75% quartile are
labeled as high survivors. These labels constitute the class
labels for the classification step. The number of patients is
different in each case as the number of available patient sam-
ples for each data type is different. We apply different feature
selection criteria including, ttest, ROC, Entropy, Chernoff, and
Wilcoxon statistical tests to reduce the number of features. We
experiment with different feature set size values and select the

one that produces the best 5-fold cross-validation accuracy. We
apply 5-fold cross-validation to the training data 10 times and
form decisions based on the average accuracy over 10 runs.
We apply WSURFC by sampling uniformly at random from
depths from the interval [h3 ,

2h
3 ], where h is the height of the

trees. We also run the widely adapted method NMF-Consensus
clustering on each of these datasets for comparison.

To inspect clusters in each case, we use other available
clinical data in breast cancer. We compare clusters in terms of
survival, tumor stage distributions, and PAM50 subtypes. We
used the Kaplan-Meier curves and the log-rank test to check if
clusters’ separations in terms of survival distributions. χ2 test
of independence is used to test the association of the clusters
with the tumor stages and PAM50 subtypes.

1) WSURFC with mRNA Expression Data: There are 1196
patient samples with mRNA expression data. The number
of long survivor patients is 299, while the number of short
survivors is 300. We apply WSURFC on these 1196 patients.
Let k denote the number of clusters, we try clustering with
k = 2, 3, 4, 5, 6. Finally, we use the trained model to cluster
all the samples. The best clustering resulted in k = 5 clusters.
Figure 3a shows the Kaplan-Meier survival curves for each
of the clusters; we apply the log-rank test on the survival
distributions of the clusters. For k = 5, the p-value of the test
is 4.5e-05, indicating that survival distributions of clusters are
distinct at significance level 0.05. The silhouette width plot for
this clustering is shown in Figure 3b. Supplementary Figures 3
and 4 show silhouette width and survival plots for all k values,
respectively.

Figure 4a demonstrates the Kaplan-Meir survival plots of
the clusters when consensus NMF is applied to the mRNA
data. Smallest p-value is achieved when k = 6 is p-value=
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Fig. 3: In survival plots of each data type (a, c, and e), the x-axis shows the survival time in months, and the y-axis shows
survival probability at a given time. In the silhouette graph of each data type (b,d,f), the x-axis is the ruler that shows the
width of each cluster. j is cluster id, nj is number of patients in cluster Cj and Si is the silhouette width of Cj . The y-axis
shows j : nj |avei∈CjSi for each cluster. Average silhouette width is the overall average of all clusters. a) Survival plot for
mRNA clusters. b) Silhouette width plot for mRNA clusters. c) Survival plot of microRNA clusters. d) Silhouette width plot
for miRNA clusters. e) Survival plot of RPPA clusters. f) Silhouette width plot for RPPA clusters.
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Fig. 4: a) Survival plot of consensus NMF method on mRNA data. Smallest p-value is achieved at k = 6. b) Survival plot
of consensus NMF method on microRNA data. Smallest p-value is achieved at k = 5. c) Survival plot of consensus NMF
method on RPPA data. Smallest p-value is achieved at k = 5

3e-04. This is 100 x fold larger than the p-value we obtain
in WSURFC and indicates that better clusters are obtained
with WSURFC. We test the null hypothesis that there is no
association between the tumor stages and the clusters at the
significance level 0.05 and reject the null hypothesis with
p = 0.03. In this test, we exclude stages Stage IB, Stage
II, Stage III, Stage Tis, Stage X, Stage IV; because only a
few patients belong to these stages. We next check whether
the identified clusters are related to the PAM50 subtypes. We
conclude WSURFC clusters have a strong association with
the intrinsic molecular subtypes. The corresponding test is
p < 2.2e-16.

WSURFC with miRNA Expression Data: microRNA expres-
sion matrix contains 1172 available patients and 1046 miRNA
expression level features. We follow the same steps in training
the mRNA expression data. We select only the low and high
survivor 587 patients from miRNA expression data and select
200 features with the t-test. We divide these patients into 476
training and 116 test examples. Test examples are classified
with a random forest. Then, all the patients (1172) that are
available in the dataset are input to train the model, and
WSURFC constructs a similarity matrix of patients. We apply
hierarchical clustering for k = 2, 3, 4, 5, 6. Best clustering
is achieved with k = 6. Figure 3b shows the Kaplan-Meier
plot for k = 6, which yields a very low p-value of 2.25e-07

and the silhouette width plot for this clustering is shown in
Figure 3d. Supplementary Figures 5 and 6 show silhouette
width and survival plots for all k values, respectively.

We applied Consensus NMF to the microRNA dataset to
compare the clustering performance of WSURFC with Con-
sensus NMF. We run the consensus NMF algorithm dataset
with 1172 samples containing all the patients. Figure 4 b)
demonstrates Kaplan-Meier survival plot for the best cluster-
ing, k = 5 with p-value(p = 6.17e-05). This value is larger
than p-value which we obtain in WSURFC as p = 2.25e-07 in
k=5. Therefore, we conclude that WSURFC provides a better
separation of clusters.

We next checked the association of the clusters found with
the tumor stages, the χ2 test results with p = 0.002 < 0.05,
therefore we reject the null hypothesis in favor of the al-
ternative hypothesis, which states that the tumor stages are
associated with WSURFC subtypes in miRNA dataset. Note
that we excluded stages Stage IB, Stage II, Stage III, Stage
IIIB, Stage Tis, Stage X, Stage IV due to small numbers of
patients belonging to those stages. Finally, we tabulate the data
into PAM50 cluster ids and WSURFC subtypes and apply the
χ2 test of independence for the clustering results with k = 6.
The resulting p < 2.2e-16 of test is considerably smaller than
the significance level 0.05.
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(a) mRNA - microRNA comparison (b) microRNA - RPPA comparison (c) mRNA - RPPA comparison

Fig. 5: Overlap between clusters obtained with different molecular data as inputs. The bars in the left and right columns are
results of two different clusterings; the flow between a pair of clusters indicates the overlapping patients in those clusters. The
diagrams are created using the SankeyMATIC tool.

WSURFC with RPPA Expression Data: As the final input,
we experiment with protein expression. Protein expression
data is collected on 744 available patients and 131 features.
There are only 131 features in the RPPA dataset; therefore, we
use all the features without any feature selection. The protein
expression data contains 373 low and high survivor patients.
We utilize 299 of them as the training set and 74 of them as the
test set. We apply hierarchical clustering for k = 2, 3, 4, 5, 6.
The resulting clusters are compared with respect to survival
rate, tumor stage, and PAM50 subtypes.

Supplementary Figure 7 indicates silhouette width graph of
clustered patients in the protein expression dataset. Supple-
mentary Figures 7 and 8 show silhouette width and survival
plots for all k values, respectively. The best clustering is
achieved when k = 5 with a p-value of 3.30e-07 when k=5.
Supplementary Figures 7 and 8 show silhouette width and
survival plots for all k values, respectively.

We apply Consensus NMF to the protein expression dataset
to compare the clustering performance of WSURFC with
Consensus NMF. We run the consensus NMF algorithm
dataset with 744 samples containing all the patients. Figure 4c)
demonstrates Kaplan-Meier survival plots for each k value
when consensus NMF is applied. p-value is p = 0.055 when
k=5, overall p-value range is between 0.01 − 0.2. Consensus
NMF results are not confidently below α = 0.05. Therefore
we conclude that Consensus NMF clusters are not significantly
different in terms of survival rate. WSURFC outperforms Con-
sensus NMF in terms of survival rate differentiation between
subgroups.

We exclude stages Stage IB, Stage II, Stage III, Stage
IIIB, Stage Tis, Stage X, Stage IV; because there are only
a few patients who belong in these stages. The χ2 test of
independence yields to p-value= 0.02; therefore, we reject the
null hypothesis at a significance level of 0.05. We conclude
that tumor stages are randomly distributed in the WSURFC
subtypes. To compare PAM50 subtypes and WSURFC sub-
types, we apply the χ2 test of independence for k = 5.
p < 2.2e-16 of the test is considerably smaller than 0.05.

Therefore WS-RClust clusters have a strong correlation with
the PAM50 molecular subtypes.

C. Overlap among clusters

When used as input, each molecular input data yields a
different clustering of patients. We analyzed the overlap among
these clustering results. Figure 5 shows the pairwise overlap
between the clustering results. We conducted this analysis with
the patients whose profiles contain data pertinent to these
molecular types. Some of the clusters have a large overlap,
such as C4 which is obtained with mRNA and C1 of miRNA
data, as indicated by the large flow size (Figure 5a). Similarly,
the miRNA C1 cluster is mainly composed of patients that
belong to the RPPA C2 and C3 clusters (Figure 5b). mRNA
C4 cluster with RPPA C1 cluster and mRNA C3 with RPPA
C1 cluster share a considerable number of patients (Figure 5c).
These results also indicate that different molecular data types
can bring different views into clusterings, and a multi-view
approach could be useful to integrate the clusters. We leave
this direction as a future work.

IV. CONCLUSION

Inaccurate grouping of patients hinders the development of
effective targeted therapies. Identifying patient subgroups with
similar molecular profiles can reveal the unique molecular
characteristics that shape them and open up possibilities for
targeted therapeutics. Traditionally, unsupervised clustering
analysis is applied to the genomic data of tumor samples,
and the patient clusters are considered interesting if they can
be associated with a clinical outcome variable such as the
survival rate of patients [5], [12], [24], [25]. We propose a
weakly supervised clustering framework (WSURFC) in place
of this unsupervised framework. In this approach, the cluster-
ing partitions are weakly guided with the clinical outcome of
interest. We achieve this by using the similarity of patients
under subsets of features created in a random forest ensemble
which is trained with a label of interest.
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We apply WSURFC to handwritten digit datasets to un-
derstand the effect of several parameters. To understand how
the sampling from different levels of the tree would affect
clustering, we vary the interval range from which we sample
random depths. We observe that if the depths are close to the
tree height, the resulting partitions are found to be close to the
leaves, and therefore, these clusters correspond to the classes.
If we choose depths near the root, the structure information
is lost. Thus, we conclude that sampling from a medium-
range is critically important to attain the best trade-off between
predictive accuracy and speed.

A widely adopted technique in cancer is using the Consen-
sus NMF clustering approach. We apply WSURFC to TCGA
breast cancer miRNA, mRNA, and protein expression datasets
separately to identify breast cancer subtypes. We also run the
Consensus NMF approach on the same datasets to see if we
can capture better subgroupings of patients. We vary the num-
ber of clusters and analyze these clusters in terms of internal
cluster validity metrics, such as silhouette width, and external
clinical data, such as tumor stage and PAM50 classification.
When the data are clustered into 5 or 6 subgroups, the resulting
survival rates of subgroups significantly differ from each other
and are better in terms of survival separation compared to the
consensus NMF approach. Regardless of the input expression
data type, the method performs well, and the resulting clusters
are found to be associated with the tumor stages and PAM50
subtypes. Although the different clusterings obtained with
different molecular data types have large overlap, they are
different. A multi-view clustering approach, where each view
is obtained with a molecular data type, could be interesting.

In this study, we have limited our analysis to breast cancer,
but the approach presented herein can be applied to any cancer
type and any clinical variable of interest. This work assumes
that the target variable y is discrete; however, the approach
can easily be extended to the cases where y is a continuous
variable, replacing the random forest classifier with a regressor.
Alternatively, the target variable can be cast as a survival
variable, and a random survival forest can be adapted.
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 Abstract—The increase in energy production costs, and the 

increasing demand for energy have made energy saving necessary. 

Energy saving in lighting is able to be actualized by providing 

economically the same level of light without decreasing the 

illumination quality. A good lighting is possible by directing 

required amount of light to spaces desired to be lit. For a good 

lighting, efficiency factor is a significant measure.  By adjusting 

the luminous efficacy in lamps, the electric energy to be consumed 

by the lamps is able to be minimized.  The electric energy 

consumed for producing luminous energy will be less at the extent 

of greatness of luminous efficacy. In this study, the luminous 

efficacy of lamps of different brands were estimated by the use of 

data regarding voltage rating, power rating, and total luminous 

rating of lamps.  According to the results of the analysis made by 

the developed ANN model, the luminous efficacy of lamps of 

different brands were estimated with an accuracy rate of above 

98%.  Regarding the lighting systems to be developed, the selection 

of lamps will be made based on their ability to provide 

economically the same level of light without decreasing the lighting 

quality, and to provide the required luminous efficacy for 

increasing the luminous efficacy.  

 
   Index Terms—Luminous Efficacy, Energy saving, Lighting 

quality, Artificial Neural Network (ANN)     

I. INTRODUCTION 

LECTRIC energy has been one of the essential factors 

required in each phase of our lives [1,2].   In our daily lives, 

electric energy is used in each field such as lighting, heating, 

communication health, traffic, workplaces, schools, hospitals, 

water distribution, security systems, energy production, and 

transportation [3].  When we consider the challenges faced in 

transmitting the electricity to consumers along with the high 

cost of electric energy production techniques, it is able to be 

observed that economical and efficient use of electric energy is 

required [4,5]. While 20% of the total electric energy 

consumption is used for lighting in general in developing  
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countries, about 19% of the total electric energy consumption 

is used for interior and exterior lighting across the globe [6, 7].   

The technology is renewed rapidly by the increasing population 

of the world, and accordingly the amount of energy required for 

indoor and outdoor lighting increases.   Lighting is one of the 

most significant factors required for people to maintain their 

lives and affairs at many locations such as buildings, tunnels, 

hospitals, workplaces, establishments, factories, roads etc. 

[8,9]. In buildings, actualization of lighting without going to 

extremes, and making the design as to obtain sufficient light in 

a manner that will minimize the electric energy costs are the 

main objectives.   For the efficient use of energy in lighting, it 

is required to make the lighting design as conforming to the 

intended purpose in the installation phase of the buildings [10].  

By doing so, the fields of electricity and architecture are being 

merged, and environment-friendly new buildings are being 

created [11]. During the design of lighting systems, it is 

required to consider their compatibility with the purpose of 

work to be performed along with energy saving, and the 

presence of suitable lighting mechanisms. While creating the 

suitable lighting conditions, criteria such as the direction of 

light along with its colour, and the sharpness and softness of 

shades in the light level obtained are also important.  It is 

required to consider these [12].  Moreover, the minimization of 

the preparation phase and usage period of the lighting systems, 

and regular maintenance and cleaning of lighting elements are 

also required. On the other hand, energy saving in lighting is 

able to be ensured when lamps with high efficiency factor are 

used, in a well designed lighting system, with a correct 

maintenance method [13]. Lamps with high luminous efficacy 

should be preferred in lighting. Because the electric consumed 

for procurement of equal luminous energy will be less at the 

extent of greatness of efficiency factor. The lamps with low 

luminous efficacy will use more electricity from the network. 

Briefly, in lighting, energy saving is able to be ensured with 

fixtures of high luminous efficacy [14].  As the type of lamp 

used on the fixture affects the electrical power and luminous 

flux, the efficiency will also vary. As the type of lamp used on 

each fixture, and as the electrical power they consume and their 

luminous flux are different, the luminous efficacy (efficiency 

factor) will also be different. For this reason, as the 

characteristics of lamps such as fluorescent lamp, incandescent 

lamp, halogen lamp, high-pressure sodium vapor lamp, or LED 

lamp are different, the luminous efficacy will be directly 

affected. Moreover, as the additional pieces used on the fixture 

such as lens, reflector or diffuser keep the light under control, 
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they affect the luminous efficacy [15].   There are many studies 

in literature with respect to lighting systems, new lighting lamps 

and equipments.   Considering the similar studies in literature, 

O. Olgun et al. evaluated the luminous and electrical 

performances of lighting fixtures with passive infrared sensor. 

As the result of their study, they determined that the most 

efficient fixtures with PIR sensor were ones with LED chip 

according to the results of electrical and luminous analyses. 

And they specified that fixtures with E27 lamp base on which 

LED lamps were used followed the fixtures with PIR sensor. 

They concluded that the results of economic analyses were 

parallel with the results of electrical and luminous analyses 

[16].  And K.M.M. Hasan et al. examined the LED lamps, 

compact fluorescent lamps, fluorescent lamps, and 

incandescent lamps, and performed detailed analyses with 

respect to these lamps. And as the result of their analyses, they 

obtained the highest efficiency value by the LED lamps. They 

determined that incandescent fixtures had higher power factor, 

and that total harmonic distortion (THD) values of LED lamps 

were higher compared to fluorescent and incandescent lamps 

[17].  S.Akın examined the fluorescent lamps, and the locations 

where they were being used in architecture. In the study, the 

types of fluorescent lamps used today were classified, and it 

was determined that they were more economic compared to 

incandescent lamps due to their high luminous efficacy and 

longer life. As such lamps are highly various in terms of their 

characteristics of size, shape, power, efficiency, colour etc., 

they concluded that they were being used in various lighting 

systems, and that they were able to meet various requirements 

[18]. Ç.Perdahcı performed energy analysis, through computer 

simulation program, of a lighting system formed by the use of 

conventional fixtures at a metal processing industrial plant after 

replacing the fixtures with fixtures using LED lamp by 

preserving the level of light. Design of lighting project of the 

plant was performed by the use of LED fixtures, and fluorescent 

fixtures operating with electronic ballast.  The power consumed 

by the fixtures used, and value of luminous flux and luminous 

efficiency of the fixtures were calculated separately for each 

scenario. The values of luminous flux were compared with the 

amount of power consumed by two types of lighting fixtures, 

and electrical power consumption was analyzed. According to 

the results of simulation of lighting system’s design performed 

for evaluating the efficiency of fluorescent fixture and LED 

fixture, the luminous efficacy of fluorescent fixture was found 

as 67.02 lm/W, and the luminous efficacy of fixture with LED 

lamp was as 141.94 lm/W [19]. And M.T. Gençoglu et al. 

emphasized the importance of energy saving and energy 

efficiency, and specified the benefits of energy saving in 

lighting. They determined the things required to be performed 

for a correct and efficient lighting, and the things required to be 

considered while obtaining energy saving. Moreover, they 

suggested the preference of lamps with high luminous efficacy, 

with long lifetime, and with low value of luminous flux that 

arise in time [20].  Ö. Güler et al. showed that the photometric 

values of fixtures significantly affected the installation and 

operating costs of fixtures as the result of calculations obtained 

with a design actualized by forming a sample route model. 

Moreover, they specified that the values required to be 

considered in terms of installation and operating costs during 

the selection of lamps were economic life, colour characteristics 

and luminous efficacy. It was specified that the luminous 

efficacy and especially lives of normal types of metal halogen 

lamps were lower compared to other lamps. But it was also 

specified that the new types of metal halogen lamps operated 

with electronic units recently reached to very good values in 

terms of lifetime and luminous efficacy [21].   S. Gün Çam 

examined different lighting techniques that may be used for 

lighting of building façades. Buildings located in various 

countries were determined as samples, and lighting systems 

were examined as per the determined techniques by addressing 

the buildings in Istanbul lit with LED. It was concluded that 

LED lamps were being preferred due to their high luminous 

efficacy, and long lifetime [22]. M. Winterbottom et al. 

specified that lighting with inefficient fluorescent lamps 

decreased the visual performance by causing headache.  And 

they specified that, in order to prevent that, automatic blackout 

lamps should be present in the classes to be built provided that 

they are non-vibrant. Moreover, it was specified that the values 

obtained in the beginning vanish in time due to environmental 

conditions, decrease of luminous efficacy and lifetimes of 

lamps, and fouling factor [23]. Ç. Perdahcı et al. examined the 

LED technology, and the value of this technology in terms of 

energy saving by examining the efficient lighting, energy 

saving in lighting, and the control systems along with energy 

efficiency. Moreover, it was pointed out that it is required for 

the luminous efficacy to have high efficiency classification 

during selection of lamp [24].  M. Ş. Küçükoğlu examined the 

effective use energy in lighting by considering that it would be 

possible through mitigating the formation burden of lighting 

system, and through minimizing the usage period of artificial 

lighting systems. Moreover, it was specified that lamps play a 

significant role in energy consumption especially by their 

efficiency values. It was specified that, at plants that are being 

used for a long period continuously along the days or at nights, 

the selection of lamps, from among the ones having the required 

quality in terms of colour characteristics, with highest 

efficiency value is extremely important in terms of effective use 

of luminous energy [25]. B. Taşkan performed analyses for the 

determination of required spans in order to prevent the 

formation of flicker effect in road lighting due to speed, and 

evaluated the results. He specified that the luminous efficacy of 

each lamp or fixture was different [26].   

      Following the examination of all these studies, the luminous 

efficacy of lamps were defined in general, and they were 

compared with the luminous efficacy of different lamps. The 

benefit of luminous efficacy, and its effect in lighting were 

emphasized. 

      The change that makes this study different from the others 

is the estimation of the luminous efficacy of a lamp by ANN 

model. In here, the ANN model was defined by deeming the 

power, voltage, flux and brand of lamps as input values, and by 

deeming the luminous efficacy as output value. It was 

concluded that the luminous efficacy estimated also by the use 

test data was compliant at a rate of 98%. By the use of ANN 

model, the lamp which will provide the luminous efficiency 

suitable for the environment, as per specific values without the 

requirement of making calculation each time, will be 

188

http://dergipark.gov.tr/bajece


BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING, Vol. 10, No. 2, April 2022                                              

  

 

Copyright © BAJECE                                                                ISSN: 2147-284X                                                     http://dergipark.gov.tr/bajece        

determined much easier in this manner, and energy saving in 

lighting will be ensured.  

II. MATERIAL AND METHODS 

   Examining only one lamp for observing the effect on the 

lighting of lamps used in lighting systems is not being 

sufficient.  Examining the effects of luminous efficacy on 

lighting by the use of numerous lamps will enable use to get 

better results. Moreover, the use of numerical methods during 

such calculations enables us to reach to more accurate data and 

solution methods. Working with ANN is being more suitable in 

numerical and experimental studies in terms of both cost and 

use of time.    In the study performed, the luminous efficacy of 

lamps were estimated by the use of machine learning method. 

For the development of the model, the ANN model in the 

MATLAB (Neural Network Toolbox) software was used. 

 

A. Luminous Efficacy (Efficiency Factor) 

 The luminous efficacy, as specified in Equation (1), is 

defined as the value obtained by dividing the luminous flux 

radiated from a lamp to the power used by the source.  

 

 

 

                                                 e =
Φ

P
                                                           (1) 

 

 

In the Equation; 

 

e  indicates the luminous efficacy (lm/ W); 

Φ  indicates the luminous flux (lumen); 

P  indicates the power of lamp (W). 

 

    Wind This expression, that expresses the lamp’s luminous 

efficacy in lm/w, should be the most basic criterion required to 

be considered primarily regarding efficiency. The luminous 

efficacy is a physical quantity that indicates how well the 

visible light radiated by a light source is. Factors such as change 

of outer environment’s temperature, differences in lighting 

manner of the lamp, changes in mains voltage, utilization time 

affect the efficiency of lamp. The luminous efficacy is one of 

the most important criteria characterizing a lamp. The electric 

energy consumed for producing threshold luminous energy will 

be less at the extent of greatness of luminous efficacy. In theory, 

the greatest luminous efficacy is obtained in case of a radiation 

with a single wavelength of ʎ0=555 nm. In this case, it is Vʎ=1 

for the whole radiation, and e=683 lm/ W is found. But in 

practice, it could be reached only to the level of 200 lm/W. The 

cause of this is the loss of temperature on lamp, and the 

wavelength of radiation being 589 nm (in case of 589 nm, then 

Vʎ=0.76) Lamps with high luminous efficacy (lumen/Watt) 

should be preferred in lighting. Because the electric consumed 

for procurement of equal luminous energy will be less at the 

extent of greatness of luminous efficacy.  The lamps with low 

luminous efficacy will use more electricity from the network. 

And this implies that energy saving is able to be ensured 

through fixtures with high luminous efficacy in lighting [27-

29]. As the type of lamp used on the fixture affects the electrical 

power and luminous flux, the efficiency will also vary. As the 

type of lamp used on each fixture, and as the electrical power 

they consume and their luminous flux are different, the 

luminous efficacy will also be different. For this reason, as the 

characteristics of lamps such as fluorescent lamp, incandescent 

lamp, halogen lamp, high-pressure sodium vapor lamp, or LED 

lamp are different, the luminous efficacy will be directly 

affected. Moreover, as the additional pieces used on the fixture 

such as lens, reflector or diffuser keep the light under control, 

they affect the luminous efficacy [30,31]. Each source of light 

has different luminous efficacy as per the manner and nature of 

radiation. The parameters such as temperature of outer 

environment, ballast characteristics, changes in mains voltage, 

and utilization period cause changes in luminous efficacy.  

  In this study, brands, and voltage, power, luminous flux 

values of lamps, and luminous efficacy values of such values 

were used as data. Regarding the data used in the study, market 

search was performed for the label values of different types of 

lamps, and the data was obtained from the catalogues. The 

luminous efficacy values were formed as being calculated with 

Equation (1) by the use of catalogue values of lamps subjected 

to examination. In Fig.1-4, the graph of change of luminous 

efficacy, used in the ANN training, as per the flux, power, 

voltage and brand of lamps is shown. 

 

B. Artificial Neural Network (ANN) 

   ANN has a characteristic similar to neurons in human brain, 

and it consists of complex systems formed by coherence of 

artificial neurons with a different connection geometry.  By 

these complex systems, it is being tried to solve the problems 

that cannot be solved by classic methods [30,32]. ANN is a well 

accepted method also in the solution of poorly conditioned 

problems along with complex problems.  And the algorithms 

used are based on the solution of complex differential 

equations, and powerful computers and time are required for the 

obtainment of accurate results [33].  Compared to very complex 

mathematical methods and algorithms, ANN may learn the key 

information examples from multi-dimensional database [34]. In 

addition to these, the error tolerance of ANN is high as it can 

process noisy and deficient data. The weights adjusted each 

time with each input from outside are representative of 

actualization of learning. Mathematically, the weight values 

form the most determinant points of the geometrical figure 

which tries to best represent all the input values, and which is 

represented by the regression curve where the sum of distances 

of all input values is minimum.  By this means, the most 

accurate answer is able to be provided for the value entered 

[35]. Another factor playing an effective role on learning in 

ANN is the number of layers used on ANN. Even if the number 

of layers change among models, a ANN model, consisting of 3 

layers, is sufficient even for the most complex problems. 
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  This doesn’t mean that the problems may not be solved by 

YSA models with layers below 3 or more than 3. In this 3 

layered ANN, there are input layer, hidden layer, and output 

layer. If it is a 4 layered structure, the 1st layer is called the input 

 
 

 
Fig.1. Graph of Change of luminous efficacy as per Luminous Flux of Lamps 
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Fig.2. Graph of Change of luminous efficacy as per Power of Lamps 
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Fig.3. Graph of Change of luminous efficacy as per Voltage of Lamps 

0

20

40

60

80

100

120

140

160

2
3
0

2
3
0

2
3
0

2
3
0

2
3
0

2
3
0

2
3
0

2
3
0

2
3
0

2
2
0

2
2
0

2
2
0

2
2
0

5
8

1
0
3

6
2

1
2
8

1
0
0

9
1

1
0
0

1
1
5

2
3
0

2
3
0

2
2
0

2
2
0

2
2
0

2
2
0

2
2
0

2
2
0

2
2
0

2
2
0

2
2
0

2
2
0

2
2
0

2
2
0

2
2
0

2
2
0

2
2
0

2
4

2
2
0

2
2
0

2
2
0

2
2
0

2
2
0

2
2
0

L
o
m

in
o
u

s 
E

ff
ic

ac
y
( 

lm
/ 

W
 )

Lamp Voltage Values ( V )

190

http://dergipark.gov.tr/bajece


BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING, Vol. 10, No. 2, April 2022                                              

  

 

Copyright © BAJECE                                                                ISSN: 2147-284X                                                     http://dergipark.gov.tr/bajece        

layer, the 4th layer is called the output layer, and the layers 

between them are called the hidden layers.  In ANN, number of 

iterations also varies among problems, and as per the self-

sensitivity of the problem. High number of cycles will decrease 

the network performance, and will extend the time of reaching 

the result, and low number of cycles will cause generation of 

rough results as to hinder reaching the result.  For this reason, 

while applying ANN for each problem, number of iterations is 

being tried to be determined by the trial-and-error method [36].  

   In order to make estimation with ANN, first it is required to 

train the ANN to be formed. In this study, the variables used for 

ANN training are input (weight) values, and output (target) 

values.  Brands, and values of voltage, power, total luminous 

flux of lamps were used as ANN input values. Luminous 

efficacy values (lumen/Watt) of different lamps were assigned 

as ANN output values. Input and output variables, used in the 

estimation of luminous efficacy by ANN, are as observed in 

Table 1. 

     In Fig.5, the input (weight) and output (target) values of 

ANN model, formed for the estimation of luminous efficacy, 

are observed.  In ANN, it is required to transform the verbal 

TABLE I 

INPUT (WEIGHT) AND OUTPUT (TARGET) DATA USED IN ANN 

TRAINING, AND THEIR INTERVAL OF CHANGE 

 Inputs              Weight and Target Max. Min. 

  𝐗𝟏                 Brands of lamps 4 2 

  𝐗𝟐                   Voltage values of lamps 230 12 

  𝐗𝟑                Power values of lamps 2000 3 

 𝐗𝟒 Total luminous flux values of lamps 180000 235 

  𝐘𝟏                 Luminous efficacy values of lamps 151.11 11.75 

 

 

 

 
 

Fig.4. Graph of Change of luminous efficacy as per Brands of Lamps 
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Fig.5. The weight and target values of ANN model for the estimation of luminous efficacy 
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data to numeric data. Without the transformation, it will not be 

possible for us to introduce these values to ANN. 

In ANN, operation is performed between values of “0” and “1”. 

For this reason, identification was made by assigning values 

other than “0” and “1” for the brands. The values assigned are 

as shown in the below Table 2. 

 

 In ANN, values much greater or much smaller than the 

normal are able to be observed between the weight and target 

data. When these are mistakenly entered in the training set, they 

cause the rise of excessively great or small values during the 

calculation of net inputs, and they are able to mislead the 

network. The scaling of all the training data at a specific 

interval, namely mostly at the interval of 0-1, will assist both 

the reduction on the same scale of information from different 

environments, and the elimination of the effect of incorrectly 

entered excessively great and small values.   Thus, before the 

ANN training phase, the learning performance of ANN is able 

to be increased by performing some preliminary operations.  

  The training of ANN is able to be made more efficient by 

subjecting the weight and target data, to be used in the training 

of network, to specific operations. This operation is called the 

normalization operation. The normalization operation is 

applied on raw training data. Because raw training data is not 

directly used in ANN training [37].  In this study, the training 

data was reduced to the interval of (0 and 1) by the use of min.-

max. normalization method. Equation 2 was used to reduce the 

training data to this interval.  

 

                                      𝑋′ =
(𝑋𝑖− 𝑋𝑚𝑖𝑛)

(𝑋𝑚𝑎𝑥−  𝑋𝑚𝑖𝑛)
                                 (2)    

 

In the Equation; 

 

𝑋′   is the normalized value, 

𝑋𝑖   is the input value of ANN, 

𝑋𝑚𝑖𝑛  is the smallest value of input value, 

𝑋𝑚𝑎𝑥   is the greatest value of input value [38,39].   

 

  In this study, following the normalization operation of data 

used for the training of ANN, the real values were found by 

making inverse transformation. Change graphs of input and 

output values, subjected to normalization, used in the training 

of ANN are shown below. The graph of change of the value of 

luminous efficacy subjected to normalization in comparison 

with luminous flux values of lamps subjected to normalization 

is as observed in Fig.6. 

  The minimum and maximum values of data, used in ANN 

training, and subjected to normalization, are as observed in 

Table 3. 

 

 
Fig.6. Graph of change of luminous efficacy subjected to normalization in comparison with luminous fluxes of lamps subjected to normalization 
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TABLE III 
MIN. AND MAX. VALUES OF DATA USED IN THE ANN TRAINING, AND 

SUBJECTED TO NORMALIZATION 

Inputs              Weight and Target Max.            Min. 

𝐗𝟏                  Brands of lamps 1 0 

𝐗𝟐                  
Voltage values of lamps 

0 0 

𝐗𝟑                   
Power values of lamps 

1 0 

𝐗𝟒  
Total luminous flux values of lamps 1 

0 

𝐘𝟏                 
Luminous efficacy values of lamps 

1 0 

 

 

TABLE II 

VALUES ASSIGNED TO BRANDS OF LAMPS USED 

Brand: Values 

Philips  2 

Nade 3 

Ostram 4 
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  The graph of change of the value of luminous efficacy 

subjected to normalization in comparison with power values of 

lamps subjected to normalization is as observed in Fig.7. 

  The graph of change of the value of luminous efficacy 

subjected to normalization in comparison with voltage values 

of lamps subjected to normalization is as observed in Fig.8. 

 

 
 

Fig.7. Graph of change of luminous efficacy subjected to normalization in comparison with powers of lamps subjected to normalization 
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Fig.9. Graph of change of luminous efficacy subjected to normalization in comparison with brands of lamps subjected to normalization 
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Fig.8. Graph of change of luminous efficacy subjected to normalization in comparison with voltages of lamps subjected to normalization 
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  The graph of change of the value of luminous efficacy 

subjected to normalization in comparison with brands of lamps 

subjected to normalization is as observed in Fig.9. 

III. FINDINGS AND DISCUSSION 

      In the defined model, feed-forward backpropagation was 

selected as ANN model for the estimation of luminous efficacy.  

On the network formation screen, Training function 

TRAINLM, Adaption learning function, namely LEARNGDM 

was preferred. And MSE (mean squared error) was used as 

performance function. And the LOGSIG (Log-Sigmoid 

Transfer Function) function, observed in Fig.10, was used as 

transfer function. 

      The functions and data used in ANN training are as 

observed in Table 4. 

 

      The view of neural network of the defined ANN model is 

given in Fig.11. In the ANN, there are 4 input values, and   1 

output value. 

    In Fig.12, training, validation, test, and ALL values of the 

estimation are observed. ANN training value of input values 

was actualized with a regression of 0.99771. The set up 4x1 

 

Figure 12. Training, Validation, Test, and All Values in the Estimation Made 

TABLE IV 

FUNCTIONS AND DATA USED IN ANN TRAINING 
Network Properties 

Network Type                           :    Feed-Forward backpropagation 

Training function                      :    TRAINLM 

Adaption learning function       :    LEARNGDM 

Performance function                :    MSE  

Number of layers                       :      2 

Properties for                             :    Layer 1 

Tranfer Function                        :    LOGSIG 

 

 

              a

.+1

.-1

      a=logsig(n)  
Fig.10. Log-Sigmoid Function 

 

 
Fig.11. Schematic representation of the defined ANN 

 
Fig.12. Training, Validation, Test, and All Values in the Estimation Made 
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ANN estimated validation value was actualized by 0.98544. 

Test regression value of values, determined as target, was 

actualized with a high validity as 0.98953.  All input regression 

value was found as 0.99421. When we consider Fig.12, we 

observe that the training values were found to be correct at a 

rate of 99.771%. Validation value is also important. 

      When we consider it, it is observed that it was found correct 

in ALL, namely in total, at a rate of 99.54%.  As the correlation 

value is equal to one as it is observed, it is observed that there 

is perfect similarity between network output and target output. 

As observed in Fig.13, it is observed that the closest value was 

obtained at about 100th iteration.  In the model developed, the 

best performance value was determined as 0.0013004. In here, 

it was intended to estimate the lamps’ luminous efficacy by the 

ANN model developed through the use of specific input 

variables of lamps. 

   The graph, indicating that the luminous efficacy values 

estimated by ANN, after entering weight and target values in 

ANN, and the currently known luminous efficacy of lamps tally 

with each other, is observed in Fig.14. 

    In Fig.15, the 3D graph, indicating that the luminous 

efficacy provided ANN and the estimated luminous efficacy 

tally with each other at a rate of 99.771%, is observed. 
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Fig.14. Graph of current values of luminous efficacy, and values of luminous efficacy estimated by ANN 
  

 

 
 

Fig.13. Graph of the Estimation Made 

 

 

 

 

 

Figure 13. Graph of the Estimation Made 
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VI. CONCLUSION 

 

      In this study, it was intended to estimate the lamps’ luminous 

efficacy by the ANN model developed through the use of 

specific input variables of lamps. During the development of 

ANN model, 536 units of data (4 different characteristics) were 

evaluated according to 4 different input variables.  In the 

evaluation of ANN model developed, brands, and values of 

voltage, power, total luminous flux of lamps were used as input 

values. Luminous efficacy values of different lamps were 

determined as ANN output values. The set up 4x1 ANN 

estimated validation value was actualized by 0.98544. Test 

regression value of values, determined as target, was actualized 

with a high validity as 0.98953.  All input regression value was 

found as 0.99421. In the model developed, the best performance 

value was determined as 0.0013004. According to the results of 

analysis performed by ANN, in the determination of luminous 

efficacy, the values were estimated correctly at a rate of 

99.771% in comparison with input variables. In this manner, for 

the calculation of luminous efficacy, estimation is made by ANN 

by entering specific values instead of making calculation one by 

one. The luminous efficacy of the lamp used will be able to be 

estimated, and accordingly, utilization of more suitable lamp 

will be ensured. In addition, both cost saving and energy saving 

will be ensured due to use of lamp of sufficient power without 

the utilization of a lamp with higher power. The energy 

consumed will be less at the extent of greatness of luminous 

efficacy.   By the study, it was observed that the real values, and 

the values obtained through estimation were very close, and that 

they were nearly close to 1.  It is being considered that this will 

serve as a model for the future similar studies. 
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Abstract— Fractional calculus has gained increasing attention 
from researchers because of providing accurate modelling and 
flexible controller design in control applications. More research to 
design controllers for Fractional Order Two-Input Two-Output 
(FOTITO) systems, which inherently have certain difficulties, is 
needed when the studies on such control applications are reviewed. 
In this study, Coefficient Diagram Method (CDM) based 
decentralized controllers are designed for FOTITO systems. To this 
end, integer order approximate models of FOTITO systems are 
obtained and decoupled into two subsystems by using simplified and 
inverted decoupling configurations. The resulting higher-order 
approximate subsystem transfer functions are reduced by a model 
reduction method to facilitate CDM-based decentralized controllers 
design. Then, CDM-based decentralized controllers are designed by 
using each subsystem, which enable to control the FOTITO system. 
Simulation results for two different FOTITO systems, one of which 
is time delayed, show that the proposed approach exhibits successful 
performance. 
 

 
Index Terms— Coefficient Diagram Method, Decentralized 

Controller, Fractional Order Systems 
 

I. INTRODUCTION 

NDUSTRIAL SYSTEMS generally consist of multiple-input 
multiple-output (MIMO) processes which contain 

multivariable and multiple loops. MIMO systems have 
complicated loops that cause difficulties on the control of such 
systems. These complicated loops, where an input variable 
affects all output variables, can lead to unexpected interaction 
problems [1]. 
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 The interaction problems arising in these systems can 
adversely affect control performance of the system. For this 
reason, it is necessary to consider the interaction problem when 
designing controllers for MIMO systems. One of the techniques 
to eliminate the interaction problem and simplify the controller 
design is the decoupling technique [2], [3]. Decoupling 
techniques provide that the MIMO systems are decomposed into 
single-input single-output (SISO) subsystems by extra decouplers 
included into the systems, and they enable the design of 
decentralized controllers for each loop  by considering the 
interaction problems [4]. Various methods such as ideal, 
simplified and inverted decoupling have been given for  the 
decoupling of systems in the literature [5]–[7]. Among these 
methods, simplified and inverted decoupling methods are more 
preferred in applications due to their simplicity [3], [8], [9]. 

Decoupling methods and formulations are generally applied to 
two-input two-output (TITO) systems, which are the simplest 
type of the MIMO systems. Thus, various control strategies 
developed for TITO systems, which  are relatively less complex 
and easily configurable, can also be generalized for MIMO 
systems [10]. There are many studies on the design of 
decentralized controllers for TITO systems using decoupling 
methods. For example, decentralized controller design based on 
Characteristic Ratio Assignment (CRA) for TITO systems, which 
use conventional decoupling method, was presented in [11]. A 
decentralized PID controller technique was suggested for TITO 
systems which used reduced models of diagonal elements 
according to Nyquist plots fitting [12]. An internal model control 
strategy was proposed for TITO systems by using conventional 
and inverted decoupling methods [13]. Stability regions of 
decentralized PI controllers for TITO systems were obtained to 
calculate all stabilizing controller parameters [8]. 
 Fractional order differential equations more accurately 

represent the model of a dynamic system [14]. In this direction, 

various fractional order models have been developed for TITO 

systems [15]–[17]. Although the fractional order calculus has the 

advantage of yielding more accurate modeling for dynamic 

systems, analysis and control of such systems can be quite 

difficult due to their complexity. Some studies on the fractional 

order TITO (FOTITO) control systems have been presented in 

the literature. For example, simplified, inverted and ideal 

decoupling techniques were expanded for FOTITO systems 

considering properness and frequency dependent RGA (relative 

gain array) [16]. An FOTITO model, which has more accurate 

Coefficient Diagram Method Based 
Decentralized Controller for Fractional Order 

TITO Systems 

Miray Günay Bulut, Furkan Nur Deniz * 

I 

198

 
Manuscript received August 20, 2021; accepted April 13, 2022.  
DOI: 10.17694/bajece.984815 



BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING,     Vol. 10, No. 2, April 2022                                                
 

Copyright © BAJECE                                                                ISSN: 2147-284X                                                     http://dergipark.gov.tr/bajece        

time response, for a prototype of a hydraulic canal was proposed 

by using experimental data [18]. All stabilizing parameters of 

decentralized PI controllers for an FOTITO thermo-electric 

temperature process model, which uses inverted and simplified 

decoupling, were presented [9]. A fractional order IMC (Internal 

Model Control) methodology, which exhibits robust performance 

for set point tracking and disturbance rejection, was suggested 

for FOTITO systems [15]. In another study, fixed low order 

decentralized controllers were given for FOTITO systems by 

using optimization according to CRA (Characteristic Ratio 

Assignment) method [17]. There is a need for more research and 

development of control algorithms for FOTITO control systems 

which allow to obtain better and more accurate mathematical 

models.  

 In current study, decentralized controllers are designed for 

FOTITO systems by using the Coefficient Diagram Method 

(CDM) [19]. Integer order approximate models of FOTITO 

systems are obtained by using the M-SBL fitting approximation 

method [20]. Then, the subsystem models, which are configured 

with simplified and inverted decoupling methods, are used to 

design decentralized controllers. Since these decoupled 

approximate models become higher order models, they are 

transformed to more practicable models suitable for CDM by 

using a model reduction method [21]. CDM has generally been 

used to design controllers for SISO systems [19], [22]–[25].  

Since industrial systems consist of MIMO systems, CDM based 

controller design has been extended to MIMO systems. In one of 

Manabe’s studies on MIMO systems [26], CDM was used to 

control a dual-control surface missile. In the same study, Manabe 

additionally decomposed MIMO systems into single-input 

multiple-output (SIMO) systems and performed controller design 

by applying the CDM design procedure to each SIMO system. 

Similarly, in another study [27], Manabe applied the CDM in the 

control of a fighter with dual control surfaces, which consists of a 

MIMO system. Also, decentralized controller design [28], 

decentralized PI controller [29], [30] and PID controller [31] 

designs by using CDM were presented for TITO systems. In this 

study, unlike the others, the systems are fractional order systems 

which bring design difficulties due to its nature. 

The main advantage of CDM is the ability to predefine 
specifications of time response such as settling time and 
overshoot during the design process [25]. Thus, CDM offers the 
possibility to guarantee a simple and robust controller design 
[25]. The basic properties of CDM are briefly as follows; i) 
There is a little or no overshoot. ii) Two degrees of freedom 
(2DOF) control system is used. iii) It has robust performance to 
changes in parameters and limited uncertainties in the control 
system. iv) It provides convenience to the designer thanks to the 
predefined settling time [22]–[25]. In this study, CDM based 
decentralized controllers are designed for two different FOTITO 
systems, and simulation results validate that the proposed 
approach provides good performance. 

 

II. FRACTIONAL ORDER TITO SYSTEMS AND DECOUPLING 

METHODS 

A FOTITO system can be expressed as a transfer function matrix 

given below. 

     
   

11 12

21 22

G s G s
G s

G s G s

 
  
 

 (1) 

 
where each element of transfer function matrix 

 
0 0

/m n

p

j n

q

n
i m

m
u sG vs s 

 
    can be expressed as fractional-order 

transfer functions for ,i j R   , , 1, 2i j  . 

   1ij ijs

ij ij ijG s K e T s
    can be expressed as a fractional 

order system with time delay. The time delay should be 
considered while applying the decoupling techniques to FOTITO 

systems. In this context, if 11 12   and 22 21  , the decoupler 

becomes causal and can be realized easily [32]. 
 When the system is an FOTITO process, decoupling methods 

can be applied to facilitate the design of the controllers by 

considering the interaction problem [16]. The most well-known 

decoupling methods are ideal, simplified and inverted decoupling 

methods [33]. Researchers should decide on the selection of the 

decoupling method for the system by considering the advantages 

and disadvantages of these methods. The advantage of ideal 

decoupling is that the controller transfer matrix is very easy to 

determine, the disadvantage is that it has realization problems 

due to the complexity of the decoupler elements [34]. In 

simplified decoupling, the values of the diagonal elements of the 

decoupler matrix are assumed to be 1, so it is easy to determine 

the decoupling elements. Weischedel et al. [6] observed that 

simplified decoupling is more robust compared to ideal 

decoupling in their study. The inverted decoupling has a 

combination of the positive properties of ideal and simplified 

decouplings [7]. In this study, the simplified and inverted 

decoupling methods are applied to FOTITO systems. Fig. 1 

shows the block diagrams of simplified and inverted decoupling 

methods.  

The decoupling transfer function matrix  D s  and the diagonal 

transfer function matrix  T s  can be written as follows [33], 

 
   
   

11 12

21 22

D s D s
D s

D s D s

 
  
 

 (2) 

                    
 

   1

2

0

0

T s
T s G s D s

T s

 
  
 

 (3) 

The decoupler transfer function matrix of the simplified and 

inverted decouplings are the same and expressed as follows: 

     
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 (4) 
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The diagonal transfer matrix  T s  of the simplified decoupling 

is calculated by using Equations (1), (3) and (4) as follows:  

 
     

 

     
 

12 21
11

22

12 21
22

11

0

0

G s G s
G s

G s
T s

G s G s
G s

G s

 
 

   
 
  

 (5) 

The diagonal transfer matrix  T s  of the inverted decoupling is 

calculated as: 

 
 

 
 

 
1 11

2 22

0 0

0 0

T s G s
T s

T s G s

   
    
   

 (6) 

The diagonal transfer matrix of the controller  C s  is defined as  

 
 

 
1

2

0

0

C s
C s

C s

 
  
 

 (7) 
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+
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   (a)

12D

21D

11G

12G

21G

22G
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2C

 

 Fig.1. a) Simplified decoupling, b) Inverted decoupling 

 

 

FOTITO system is decoupled into two SISO subsystems by 

using simplified and inverted decoupling, and the transfer 

function of each subsystem is denoted as  iT s , and its controller 

is denoted as  iC s  for  1,2i  .  

Block diagram of each subsystem is given in Figure 2. 

+

-ir iy
iC iT

 
Fig.2. Feedback control system for subsystems. 

 

III. COEFFICIENT DIAGRAM METHOD 

 Coefficient Diagram Method developed by Manabe in 1991 

[19], is an algebraic method that is used to design a high order 

controller. CDM is a polynomial approach where the numerator 

and denominator polynomials of the transfer function of the 

system are treated independently. The advantage of the CDM 

based control system is to predefine settling time and maximum 

overshoot at the beginning of the design task [25]. 

 CDM based configuration illustrated in Fig. 3 has a two-

degree of freedom control system, which can better perform in 

respect to set-point tracking and disturbance rejection [35]. 

 

y+
+r e u

d

-

 F s

 B s

 1 A s

CONTROLLER

   
 

N s
G s

D s


 
Fig.3. CDM based control system 

 

In the CDM based control system in Fig. 3,  N s  and  D s  are 

numerator and denominator polynomials of the plant transfer 

function  G s , respectively.  A s  is denominator of the 

controller,  B s  is feedback numerator of the controller, and 

 F s  is the reference numerator of the controller [19]. 

The output of this control system can be written as follows [25]. 

   
 

   
 

N s F s A s N s
y r d

P s P s
   (8) 

Characteristic polynomial of the closed loop system is 

 

         
0

n
i

i
i

P s D s A s N s B s a s


    (9) 

 

where the controller polynomials  A s  and  B s  are defined as 

 
0

p
i

i
i

A s l s


  and  
0

q
i

i
i

B s k s


 ; p q  (10) 

Reference numerator of the controller  F s  is 

      
0

/
s

F s P s N s


  (11) 
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There is an important point to be considered in the selection of 

 A s  and  B s  polynomials. In order to achieve the desired 

time response performance, if the system transfer function does 

not include an integrator, 0 0l   should be selected to completely 

eliminate the effects of the disturbance [28]. 

CDM design parameters are expressed with equivalent time 

constant  , stability index i  and stability limit index *
i  [19]. 

They can be written in terms of the coefficients of the 

characteristic polynomial as follows: 

 

1

0

a

a
  ,    

 

2

1 1

; 1,....., 1i
i

i i

i n
a a

a
 

    

*
0

1 1

1 1
;i n

i i

  
  

      

(12) 

 

Manabe proposed that the stability indexes are selected as 

1 2.5,   2i   and 0 n    for  2 ~ 1i n   so that CDM 

based controller design provides the desired performance [19]. 

These proposed values can be changed to achieve the desired 

control performance according to 1.5i   for all  1 ~ 1i n   

[28]. Using these parameters, the coefficients of the characteristic 

polynomial are determined as follows: 

0
2 1

1 2 1.

i

i i
i i

a
a


   

 




 (13) 

According to the standard Manabe form [19], the settling time is 

calculated with  / 2.5 ~ 3st  . After determining the desired 

settling time and stability indexes of the system, the target 

characteristic polynomial is defined with the equation given 

below [28]. 

 

   
1

target 0
2 1

1
1

in
i

j
i j i j

P s a s s 




  

               
   (14) 

By matching the target characteristic polynomial to the 

characteristic polynomial of the system, the controller parameters 

ik  and il  can be calculated as follows. 

         targetA s D s B s N s P s   (15) 

When the CDM based control system is adapted to the 2DOF 

control system as given in Fig. 4, it exhibits better performance 

for set point tracking and disturbance rejection [22]  

 

+

 1C s+r e u
d

y

-

 2C s      G s N s D s

  
Fig. 4. Two-degree-of-freedom (2DOF) control system 

 

The controllers  1C s  and  2C s  are defined by using the CDM 

polynomials as follows: 

 

   
 1 ,

B s
C s

A s
    

 2

F s
C s

B s
  (16) 

This modification, which is made according to the 2DOF control 

system, facilitates the use of CDM in FOTITO systems with 

decoupling. The simplified and inverted decoupling block 

diagrams can be redesigned by using the 2DOF structure [31] as 

shown in Fig. 5, respectively. In Equation (16),  11C s  and 

 12C s  correspond to  1C s  and  2C s  for r1-y1 relation and 

 21C s  and  22C s correspond to  1C s  and  2C s   r2-y2 

relation, respectively. 

 

 

 

 

 
 

 

 

 
 

 

 
 

 

 
 

 
 

 

 
 

 

 
 

 

 
 

 

Fig. 5. Modified FOTITO systems based on 2DOF control: a) simplified 
decoupling b) inverted decoupling.  

 

IV. APPROXIMATE MODELS FOR IMPLEMENTING FRACTIONAL 

ORDER TRANSFER FUNCTIONS 

The realization of fractional order derivative and integrator 

operators is inherently difficult due to their long memory effects 

[36]. Therefore, approximate integer order models of fractional 

order operators are used in the realization task. Several 

approximation methods such as Oustaloup’s method [37], 

Matsuda’s method [38], SBL (Stability Boundary Locus) fitting 

method [39] and its modified version M-SBL (Modified Stability 

Boundary Locus)  fitting method [20] were presented in the 

literature to obtain these approximate models. In this study, 
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authors prefer to use the M-SBL fitting approximation method 

[20], which is based on fitting the stability boundary curves of 

the fractional order operator with its integer order approximation 

model. Thus, it can be ensured that the integer order approximate 

models can preserve stabilization of fractional order transfer 

functions in the realization process [40]. 
Using M-SBL fitting approximation method, one can obtain an 

nth integer order approximate model for a fractional order 

derivative operator s  in a desired frequency range [ , ]l h    

rad/sec as follows: 

1 0
0 1 1

1 0
1 1 0

.......

.......

n n
n n

n n
n n

a s a s a s a s
s

a s a s a s a s








   


   
, 0 1   (17) 

The M-SBL fitting Matlab function [41] is used to obtain the 

integer order approximate transfer functions of the fractional 

order derivative operators. This subject was studied in  [20] 

comprehensively. 

 

V. SUB-OPTIMAL MODEL REDUCTION 

The sub-optimal model reduction is a reduction method based on 

optimization, and its algorithms are simple [21]. This method 

reduces the size of the coefficient matrix of the system while 

preserving the dominant eigenvalues or most important states of 

the original system. Target of the model reduction method is that 

it can easily reduce the model to the most realistic and desired 

degree [21]. 
ISE (Integral Square Error) criterion commonly used in 

determining the quality of the reduced model according to the 

error signal  e t  is expressed as follows. 

 2

0

ISEI e t dt


   (18) 

Using the ISE criterion, the error rate is minimized, and the 

model reduction problem is converted into an optimization 

problem. The approximate error of the model can be written as 

 ˆ ,e t   for a particular original model and input signal. The sub-

optimal model reduction objective function can be given as 

follows: 

   2 2

0

ˆmin ,J t e t dt


 
 

  
 
  (19) 

where  t  is the weighting function, 

 1 1 1,..., , ,..., ,
T

k r       is the parameter vector. In this 

study, the sub-optimal Matlab function algorithm given in [21] is 

used to reduce the high order transfer functions to the models of 

desired orders.  

 

VI. SIMULATION RESULTS 

In this section, two examples are given to demonstrate the 

decentralized controller design by using the coefficient diagram 

method for FOTITO systems. At first, the integer order 

approximate models of the FOTITO systems are obtained by 

using the M-SBL fitting approximation method. Then, the 

FOTITO systems are decoupled into two subsystems by 

appropriate decoupling methods. The integer order approximate 

models are remarkably high order models and not suitable for 

CDM based decentralized controller design. For this reason, the 

approximate models are brought into suitable forms for the 

design by using the mentioned model reduction method. Finally, 

the CDM based decentralized controller design procedure is 

applied. 

 

Example 1: Let us consider an FOTITO system [17] which has 

the transfer function matrix 

 
1.4 0.7 1.4 0.7

1.4 0.7 1.4 0.7

1 1

2 1 0.5 0.5
0.5 1

0.5 0.5 0.4 0.5 1.2

s s s sG s

s s s s

 
      
 
     

 (20) 

 

M-SBL fitting approximation method is applied to obtain 4th 

integer order approximate models of fractional order operators 

s  in the frequency range 1 110 ,10     rad/sec, and by using 

this approximate models, integer order approximate transfer 

functions of FOTITO systems are calculated as high order 

transfer functions. Details are given in appendix. 

High order transfer functions complicate the design of the CDM 

based decentralized controller. Therefore, using the sub-optimal 

model reduction method [21], the reduced transfer function 

matrix elements are obtained as follows. 

  
2

11 3 2

0.2136 0.5841 0.06934

1.584 0.7807 0.07191
r

s s
G s

s s s

 


  
 (21) 

   
2

12 3 2

0.4273 1.168 0.1387

1.584 0.7806 0.07191
r

s s
G s

s s s

 


  
 (22) 

 
2

21 3 2

0.2059 2.764 0.3635

4.879 3.162 0.3043
r

s s
G s

s s s

 


  
 (23) 

            
2

22 3 2

0.1995 15.54 2.569

20.35 24.9 3.178
r

s s
G s

s s s

 


  
 (24) 

 

Fig. 6 shows that step responses of the fractional order transfer 

matrix elements in Equation (20), their integer order approximate 

transfer functions and their reduced transfer functions match 

successfully. Step responses of the fractional order transfer 

functions are obtained by using fotf function in [21]. Considering 

the matching of the unit step responses, the 2nd degree numerator 

and the 3rd degree denominator polynomials were used.  
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Fig. 6. The step responses of the fractional order transfer matrix elements Gfij(s), 

their integer order approximate transfer functions Gij(s), and their reduced 

transfer functions Grij(s). 

 

In this example, the system is decoupled with simplified 

decoupling to eliminate the interaction. Thus, the decoupler 

matrix elements of simplified decoupling, which are calculated 

with equation (4) by using the reduced transfer functions, are 

obtained as follows: 

   
 

5 4 3

2
12

12 5 4 3
11

2

0.4273 1.845 2.323

1.162 0.1923 0.009972

0.2136 0.9225 1.161

0.5811 0.09613 0.004986

r
r

r

s s s

G s s s
D s

G s s s s

s s

  

   
 

 

  

 (25) 

   
 

5 4 3

2
21

21 5 4 3
22

2

0.2059 6.955 61.74

76.87 17.83 1.155

0.1995 16.51 79.01

61.72 12.85 0.7818

r
r

r

s s s

G s s s
D s

G s s s s

s s

  

   
 

 

  

 (26) 

The diagonal transfer matrix elements are calculated by using the 

approximate transfer functions of the FOTITO system in 

Equation (20). Since the obtained transfer functions are 

remarkably high order, the diagonal transfer matrix elements are 

redefined as follows using model reduction.  

      

 
2

1
1 3 2

1

( ) 0.03348 0.557 0.09187

( ) 1.126 0.4854 0.04872
r

r

r

N s s s
T s

D s s s s

 
 

  
 (27) 

 
2

2
2 3 2

2

( ) 0.01349 1.522 0.2131

( ) 2.466 1.405 0.1348
r

r

r

N s s s
T s

D s s s s

 
 

  
 (28) 

After the suitable transfer functions are defined, the task of 

designing a CDM based decentralized controller can be 

performed.  The numerator and denominator polynomials of the 

transfer functions  1rT s  and  2rT s are given in the above 

equations. 

According to Equation (10), polynomials  A s  and  B s  can be 

defined as follows. 

  3 2
3 2 1 0A s l s l s l s l     (29) 

  3 2
3 2 1 0B s k s k s k s k     (30) 

where 0 0l    is used to provide the disturbance rejection on the 

system [28]. 

The characteristic polynomial of the CDM control system, which 

consists of decentralized controller parameters and the subsystem 

transfer function  1rT s , can be written as 

    
  

3 2 1 3 2
3 2 1

3 2 1 2
3 2 1 0

1.126 0.4854 0.04872

0.03348 0.557 0.09187

P s l s l s l s s s s

k s k s k s k s s

     

     
 (31) 

The target characteristic polynomial, which is determined with 
CDM parameters 10  , 1 3.4  , 2 2   3 2  , 4 2  , 

5 2  , is obtained as 

 

  6 5 4
target

3 2

2.149 11.69 31.8

43.25 29.41 10 1

P s s s s

s s s

  

   
 (32) 

By matching Equation (31) and Equation (32), the polynomials 
of the decentralized controller are obtained as follows: 
 

  3 22.1490 11.6124 18.0864A s s s s    (33) 

  3 269.9564 95.5171 52.4465 10.8849B s s s s      (34) 

In addition,   10.8849F s    can be calculated by using 

Equation (11). The decentralized controllers  11C s  and  12C s  

given in Fig. 5a are obtained as follows: 
                            

 
3 2

11 3 2

69.9564 95.5171 52.4465 10.8849

2.1490 11.6124 18.0864

s s s
C s

s s s

   


 
 (35) 

 

 12 3 2

10.8849

69.9564 95.5171 52.4465 10.8849
C s

s s s



   

 (36) 

 
The characteristic polynomial for the CDM control system using 

the subsystem  2rT s  is calculated as follows: 

    
  

3 2 1 3 2
3 2 1

3 2 1 2
3 2 1 0

2.466 1.405 0.1348

0.01349 1.522 0.2131

P s l s l s l s s s s

k s k s k s k s s

     

     
 (37) 

Substituting the 10  , 1 4.5  , 2 2.2  , 3 2  , 4 2  , 

5 2   parameters in Equation (14), the target characteristic 

polynomial is obtained as follows: 
 

  6 5 4
target

3 2

0.3615 2.863 11.34

22.45 22.22 10 1

P s s s s

s s s

  

   
 (38) 

Polynomials of the decentralized controller 

  3 20.3615 2.1044 9.0065A s s s s   ,   4.6926F s    and 
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  3 29.8547 26.1558 19.1079 4.6926B s s s s      are 

computed for  2rT s  by using Equation (37) and Equation (38). 

The decentralized controllers  21C s  and  22C s  given in Fig. 

5a are obtained as follows: 
                                  

 
3 2

21 3 2

9.8714 26.1920 19.1222 4.6926

0.3615 2.1047 9.0291

s s s
C s

s s s

   


 
 (39) 

 22 3 2

4.6926

9.8714 26.1920 19.1222 4.6926
C s

s s s



   

 (40) 

 

A unit step function with an amplitude of 0.1 at 50t  sec is 

given to the FOTITO system as a disturbance signal. When the 

FOTITO system is performed with CDM based decentralized 

controllers, the unit step responses are obtained as given in Fig. 

7. 

 
Fig. 7. The step responses of the FOTITO system with simplified decoupling 

 

The unit step responses obtained for the subsystems  1rT s , 

 2rT s  and the FOTITO system are shown in Fig. 7. It can be 

seen from this figure that the CDM-based decentralized 

controllers obtained for the subsystems provide successful 

performance when placed in the FOTITO system using 

simplified decoupling. 

 
Fig 8. Control signals generated by the FOTITO system with simplified 

decoupling 

 

The control signals generated by the decentralized controllers in 

the FOTITO system are given in Fig.8. Although the previous 

studies that controllers can be unstable in control systems with 

CDM [22], the control signals of the FOTITO system are 

acceptable in terms of saturation limits. 

The performance values of the step responses shown in Fig. 7 are 

listed in Table I. As seen in Table I and Fig. 7, the system 

controlled by the CDM based decentralized controllers exhibits a 

successful control performance in respect to the settling time and 

maximum overshoot.  In addition, when a disturbance signal is 

applied to the system, the CDM based decentralized controllers 

provide satisfactory disturbance rejection. 

 
TABLE I  

PERFORMANCE VALUES OF THE STEP RESPONSES IN FIG. 7 

 
PERFORMANCE 
VALUES 

 
FOTITO

1y   

 
FOTITO

2y  

 
Subsystem 

1y  

 
Subsystem 

2y  

Settling Time 7.4843 7.0743 7.6272 6.3575 
Maximum 
Overshoot (%) 

0.3338 0 0.5021 0.0180 

 

In this example, the stability index and equivalent time constant 

values, which are different from the values proposed by Manabe, 

are used to achieve better time response performance. Settling 

time and maximum overshoot are obtained as given in the Table 

I according to the selected values. Depending on the selected 

values, it can be seen that the ratio between st  and   suggested 

by Manabe [19] is relatively smaller. One can say that better 

results can be obtained depending on the selected stability index 

values and equivalent time constant. 

 
Example 2: Consider the following FOTITO system with time 

delay as given in [15],  

   

 

0.2 0.3

0.5 0.7

0.4 0.3

0.8 0.6

1.2 0.6

2 1 3 1

0.5 1.5

1 3 1

s s

s s

e e

s sG s
e e

s s

 

 

 
   
 
   

 (41) 

Similar to the example 1, 4th integer order approximate models of 

fractional order operators s  in the frequency range 
1 110 ,10     rad/sec are obtained by using the M-SBL fitting 

approximation method. Then, the integer order approximate 

transfer functions of the FOTITO system are calculated by using 

the obtained 4th order approximate models (in appendix), and 1st 

order Pade approximation [22] is used for time delay elements.  

The following reduced transfer functions are obtained by 

applying the sub-optimal model reduction method [21] to integer 

order approximate transfer functions to facilitate controller 

design with CDM. 

 

 11 4 3 2

117.2 16.57

4.879 180.9 209.1 16.89
r

s
G s

s s s s




   
 (42) 
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 12 4 3 2

8.648 1.36

4.155 50.41 31.25 2.519
r

s
G s

s s s s




   
 (43) 

 21 4 3 2

10.61 2.009

5.885 31.61 29.91 4.092
r

s
G s

s s s s




   
 (44) 

 22 4 3 2

28.6 4.112

3.859 63.93 45.47 3.289
r

s
G s

s s s s




   
 (45) 

 
Fig. 9. The step responses of the fractional order transfer matrix elements Gfij(s), 

their integer order approximate transfer functions Gij(s), and their reduced 

transfer functions Grij(s). 

 

Fig. 9 shows step responses of the fractional order transfer matrix 

elements in Equation (41), their integer order approximate 

transfer functions and their reduced transfer functions. One can 

say that the step responses match satisfactorily. 
 

In this example, the system is decoupled with inverted 

decoupling method. When reduced transfer functions are 

substituted in Equation (4), decoupler transfer function matrix 

elements are calculated as follows. 

 

 

5 4 3

2

12 5 4 3

2

8.648 43.56 1571

2055 430.4 22.97

117.2 503.6 5977

4497 813 41.74

r

s s s

s s
D s

s s s

s s

  

  


 

  

 (46) 

       

5 4 3

2

21 5 4 3

2

10.61 42.96 686.2

611 126.3 6.608

28.6 172.5 928.3

985.4 240 16.83

r

s s s

s s
D s

s s s

s s

  

  


 

  

 (47) 

The subsystem transfer functions of the FOTITO system given in 

Equation (41) are obtained as follows for the inverted 

decoupling. 

                           

 11 4 3 2

117.2 16.57

4.879 180.9 209.1 16.89
r

s
T s

s s s s




   
 (48) 

 22 4 3 2

28.6 4.112

3.859 63.93 45.47 3.289
r

s
T s

s s s s




   
 (49) 

Since both  1rT s  and  2rT s  subsystems are 4th order, 

polynomials  A s  and  B s  are expressed as follows. 

 

  4 3 2
4 3 2 1A s l s l s l s l s     (50) 

  4 3 2
4 3 2 1 0B s k s k s k s k s k      (51) 

CDM based decentralized controller design is applied by 

selecting parameters 10  , 1 6  , 2 5  ,  3 2  , 4 2  , 

5 2  , 6 2   and 7 2   for  1rT s  and  2rT s  transfer 

functions.  

The parameters determined in the CDM based decentralized 

controller design are selected the same for both transfer 

functions, so their target characteristic polynomials are also the 

same: 

 

  8 7 6
target

5 4 3 2

6.977 07 6.698 05 0.003215

0.07716 0.9259 5.556 16.67 10 1

P s e s e s s

s s s s s

    

     
 (52) 

Characteristic polynomial for  1rT s  is obtained by substituting 

the determined parameters in Equation (9) as follows. 

 

   

  

4 3 2
4 3 2 1

1 4 3 2 1

4 3 2 1
4 3 2 1 0

4.879 180.9

209.1 16.89

117.2 16.57

s s s
P s l l s l s l s

s

k k s k s k s k s

  
     

  

     

 (53) 

 A s ,  B s  and  F s  are obtained by matching the target 

characteristic polynomial to the characteristic polynomial of the 

transfer function  1rT s . 

 

  4 3 20.00001 0.0001 0.0028 0.0744A s s s s s     (54) 

  4 3 20.0011 0.0064 0.1564

0.2525 0.0604

B s s s s

s

  

 
 (55) 

                             0.0604F s   (56) 

The characteristic polynomial for CDM control system using 

 2rT s  is   

   

  

4 3 2
4 3 2 1

2 4 3 2 1

4 3 2 1
4 3 2 1 0

3.859 63.93

45.47 3.289

28.6 4.112

s s s
P s l l s l s l s

s

k k s k s k s k s

  
     

  

     

 (57) 

By matching Equation (52) with Equation (57),  A s ,  B s  and 

 F s  for  2rT s  transfer function are obtained as follows: 
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  4 3 20.00001 0.0001 0.0029 0.3918A s s s s s     (58) 

  4 3 20.0159 0.0763 1.0544

1.0538 0.2432

B s s s s

s

  

 
  (59) 

  0.2432F s   (60) 

CDM based decentralized controllers shown in Fig. 5b are 

obtained according to the given parameters as follows: 

 

 
4 3

11 4 3 2

0.0011 0.0064 0.1564 0.2525 0.0604

0.000001 0.0001 0.0028 0.0744

s s s
C s

s s s s

   


  
 (61) 

 12 4 3

0.0604

0.0011 0.0064 0.1564 0.2525 0.0604
C s

s s s


   
 (62) 

 
4 3 2

21 4 3 2

0.0159 0.0763 1.0544 1.0538 0.2432

0.000001 0.0001 0.0029 0.3918

s s s s
C s

s s s

   


  
 (63) 

 22 4 3 2

0.2432

0.0159 0.0763 1.0544 1.0538 0.2432
C s

s s s s


   
 (64) 

 

A unit step function with an amplitude of 0.1 at 30t  sec is 

given to the system shown in Fig. 5b as a disturbance signal. 

When the system given in Fig. 5b is simulated for the obtained 

CDM based decentralized controllers, the unit step responses and 

the control signals given in Fig. 10 and Fig. 11 are obtained. 

 
 

Fig. 10. The step responses of the FOTITO system with inverted decoupling. 

 

Fig. 10 demonstrates that the CDM-based decentralized 

controllers obtained for subsystems exhibit good performance 

when placed in the FOTITO system using inverted decoupling. 

Similar to the example 1, one can say that the amplitudes of the 

control signals in Figure 11 do not affect the saturation 

negatively.  

Performance values of the unit step responses shown in Fig. 10 

are listed in Table II.  The values in Table II validate that the 

maximum overshoot does not occur when the proposed the 

CDM-based decentralized controllers are used in the FOTITO 

system. As in the first example, the settling time is different 

because the equivalent time constant and stability index were 

selected different from those suggested by Manabe. 
 

 

 
Fig 11. Control signals generated by the FOTITO system with inverted 

decoupling 

 
TABLE II  

PERFORMANCE VALUES OF THE STEP RESPONSES IN FIG. 10 

 
PERFORMANCE 
VALUES 

 
FOTITO

1y   

 
FOTITO

2y  

 
Subsystem 

1y  

 
Subsystem 

2y  

Settling Time 16.2669 17.2318 16.1515 17.0949 
Maximum 
Overshoot (%) 

0 0 0 0 

 

VII. CONCLUSIONS  

In this study, CDM based decentralized controllers are designed 

for FOTITO systems. Integer order approximate models of 

FOTITO systems are obtained by using the M-SBL fitting 

approximation method. These approximate models are decoupled 

into two subsystems using simplified and inverted decoupling 

methods. The transfer functions of the decoupled subsystems are 

obtained as high order. CDM-based decentralized controller 

design is difficult for the high-order subsystem transfer 

functions. Therefore, the orders of subsystem transfer functions 

are reduced by using the model reduction algorithm in order to 

facilitate the design of decentralized controller with CDM. The 

decentralized controllers are designed by using CDM for the 

transfer functions of reduced subsystems. Satisfactory results are 

obtained by placing the decentralized controllers, which are 

calculated for the subsystems, in the FOTITO systems 

configuration. In other words, it is concluded that CDM based 

decentralized controllers, which are designed for subsystems 

obtained by simplified and inverted decouplings, provide 

successful performance for FOTITO systems. 

 

Appendix: 
Integer order approximate transfer functions of the FOTITO 
system in Example 1 are 
 

 

8 7 6 5 4 3

2

11 9 8 7 6 5

4 3 2

99.68 2632 1.873 04 5.04 04 5.205 04

2.174 04 3205 149.9

11.13 909.1 1.416 04 7.667 04 1.737 05

1.898 05 1.064 05 3.046 04 3700 155.5

s s s e s e s e s

e s
G s

s s e s e s e s

e s e s e s s

    

  


   

    
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  

8 7 6 5 4 3

2

12 9 8 7 6 5

4 3 2

99.68 2632 1.873 04 5.04 04 5.205 04

2.174 04 3205 149.9

5.567 454.6 7081 3.833 04 8.687 04

9.491 04 5.32 04 1.523 04 1850 77.74

s s s e s e s e s

e s s
G s

s s s e s e s

e s e s e s s

    

  


   

    

  

 

 

8 7 6 5 4 3

2

9 8 7 6 5

4 3

21

2

      0.5 49.84 1316 9363 2.52 04 2.602 04  

1.087 04 1603 74.95

2.784 234.2 3837 2.245 04 5.656 04

6.923 04 4.222 04 1.249 04 1516 62.74

s s s s e s e s

e s s

s s s e s e s

e s e s e s

s

s

G

    

  
   

   





  

 

 

8 7 6 5 4 3

2

22 9 8 7 6 5

4 3 2

2.784 248.4 4482

99.68 2

3.03

632 1.873 04 5.04 04

4 04 9.218 04

1.38 05 9.948 04 3.312 04 4300 1

5.205 04

2.174 04

8

3205 149

5.5

.9

s s s e s e s e s

e s
G s

s s s s s

s s s

e e

e e e s

    

 
   

    


   

 
and integer order approximate transfer functions of the FOTITO 
system in Example 2 are  

 

 
5 4 3 2

5 4 3 211

1.2 35.55 289.3 1744 1179 107.5

18.92 427 2844 4836 1795 109.6

s s s s s

s s s
G

s s
s

     
    

  

 

  
5 4 3 2

5 4 212 3

 0.6 36.18 72.42 1154 976.3 107.7

81.78 1356 6712 9136 3023 199.5

s s s s s

s s
G

s s s
s

     
    

  

 

 
5 4 3 2

5 4 3 221

0.5 47.95 23.64 1150 1122 136.3

55.5 837.9 3905 6078 2858 277.5

s s s s s

s s s s
G

s
s

     
    

  

   

 
5 4 3 2

5 4 3 222

1.5 64.89 173.2 1946 1493 150.2

46.07 811.6 4233 6098 2027 120.1

s s s s s

s s s s s
G s

     
    

  
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Abstract—Today, the use of micro electromechanical system 

(MEMS)-based control-based unmanned aerial vehicles is 

becoming widespread. The control of the vehicles during use can 

be done with joystick control connected to a fixed monitor in 

order to monitor the environment during flight. This situation 

brings with it some limitations in the activities of users to monitor 

the environment or direct the vehicle. However, it is important 

that the systems used for the vehicles control are used extremely 

sensitively and effectively. In this study, a 2-axis robotic pan-tilt 

system based on human-machine interaction and a wearable 

MEMS gyroscope-based headband is designed for remote control 

of unmanned aerial vehicles by creating an augmented reality 

perception on users. Therefore, it brings the perception of reality 

with the head movements of the users and the convenience of 

watching the environment during the flight. In addition, the 

signals produced by MEMS, the vibrations caused by electrical 

noise in the motors due to human interaction and environmental 

factors, are effectively eliminated with the Kalman filter. In this 

way, the images transmitted to the pilot become smoother. 

Therefore, it is cost-effective as it eliminates the need for 

additional hardware filtering structures. 

 
 

Index Terms—Accelerometer, Kalman filter, micro-

electromechanical, servo control, signal processing, wearable 

systems.  

 

I. INTRODUCTION 

ICROELECTROMECHANICAL SYSTEM (MEMS) 

gyroscope and accelerometers are used in today's 

systems as a highly developed structure in the measurement 

and control of motion acceleration, vibration and motor 

rotation angles [1-4]. In recent studies, filtering methods for 

the Kalman model can be used in the stabilization of MEMS 

accelerometer / gyroscope type systems, servo motor systems 

and in filtering the resulting vibrations. In the studies, 

balancing robots are designed to stabilize devices such as 

video recorders, sports cameras or smart phones during 

movement.   In this way, the position of the camera is 

stabilized during movement [5,6]. For this type of systems, a 
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new Orientation Axes Crossover Processing (OACP) 

algorithm based on vibration optimization by measuring 

vibrations with a MEMS accelerometer is developed to 

eliminate vibrations on the pan-tilt system. Kalman and low-

pass filters are also used [7]. Similarly, for the most effective 

estimation of angular acceleration signals with 3-axis 

gyroscope, extended Kalman filter (EKF) and master-slave 

Kalman filter algorithm created with inverse 𝜙-algorithm are 

used [8]. These studies, the roughness of the land, wind, etc. 

vibration-induced noises are prevented by using MEMS 

systems mounted on a pan-tilt platform. This is very important 

for the control of camera rotation angles in the pan-tilt system. 

Unlike these studies, this study focuses on the effective use 

of wearable First Person View (FPV) / virtual reality (VR) 

type monitor glasses of a pan-tilt system on a unmanned aerial 

vehicle (UAV) based on human interaction. In addition, high-

frequency noises caused by the sudden head position 

movement of the human body created by a MEMS-based 2-

axis gyroscope sensor positioned on the human body, as well 

as electromagnetic-based noises caused by environmental 

factors, are effectively filtered using the Kalman filter without 

the need for an external hardware filtering. Therefore, the 

vibrations of the servo motors in the X and Y axis in the pan-

tilt system are effectively eliminated. In this study, a headband 

wearable wireless headband is designed. With the pan-tilt 

camera system mounted on the UAVs, an augmented reality 

perception is created for the pilot by directing the wireless 

camera with the head movements of the pilot during the flight. 

This designed system does not require additional active filter 

hardware resources. Considering the wireless communication, 

the effectiveness of the Kalman filter in terms of speed 

performance due to human interaction only with the process 

noise parameter is observed in the experiments. 
 

II. MATERIALS AND METHODS 

A. Signal Acquisition 

In this study, the X and Y axes of the MPU6050 system 

were used together as a MEMS accelerometer/gyroscope. 

MPU6050 can be used both as a 3-axis gyroscope for angular 

velocity measurement and as an accelerometer for linear 

acceleration measurement [9]. This chip has a 16bit A/D 

analog converter [10]. The angles of the MEMS system on the 

wearable platform are ρ for the X axis (Roll) and φ for the Y 

axis (Pitch), Eq. It can be determined in Eq. (1) and (2) [6]. 
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where, ax, ay and az, are the X, Y and Z axis components of the 

gravitational acceleration. In addition, the angular rotation 

speed of the axes (ω) is proportional to the capacitance 

changes of the gyro. Therefore, MEMS accelerometer/gyro 

systems work according to the capacitive effect [11,12]. The 

change of ω caused by this effect is expressed in Eq. (3). 

 

 

  
dc

dt
   (3) 

 

where ω is proportional to velocity of slew change capacity 

according to time t. Therefore, when we rearrange all this 

information, the time-dependent changes of the angles in the X 

and Y axes are calculated as shown in Eq. (4) and Eq. (5). 
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Fig.1. MEMS axes positioned on the wearable head 

 

Fig. 1 shows the positioning of the MEMS accelerometer 

axes placed on the wearable headband. The data obtained from 

both sensors creates involuntary noises due to their sudden 

changes. These noises cause sudden changes or vibrations in 

servo motors. 

In this study, two 8-bit 20MHz Atmega328 microcontrollers 

are used in both the receiver and transmitter circuit structure 

for the processing of angular data obtained by MEMS. Data 

from the MEMS gyroscope sensor is sampled over the Inter-

Integrated Circuit (I2C) serial port for 77 samples in 1 second 

(sample frequency 77Hz). NRF24L01 2.4 GHz transceiver 

module is used directly to transmit these sampled signals [13]. 

In this way, signals are transmitted to the pan-tilt system 

wirelessly. However, the data sent to the pan-tilt system 

consists of raw noisy data. These transmitted data are received 

by the wireless NRF24L01 2.4 GHz transceiver and converted 

into pulse with modulation (PWM) signals before being 

transmitted to the pan-tilt system in the receiving part. These 

translated signals are transmitted to the 8-bit 20MHz 

Atmega328 microcontroller built in the receiver part with the 

serial peripheral interface (SPI) protocol for processing by 

converting the signals into angle information in digital 

environment. Noise is also raw signals, as these received 

signals are carried by MEMS with the sudden change of body 

movements and over long distances. Therefore, the filtering of 

these signals is done on the receiving system. The Kalman 

model was used to filter these signals. In this filter, the process 

noise wk parameter is used effectively in the filtering of the 

signals in this study before they are transmitted to the servo 

motors in the pan-tilt system in the receiving part. In addition, 

in terms of the performance of the system, the noisy signals 

are digitized raw and filtered with different  parameters and 

transferred to the PC environment for real-time analysis. 

MATLAB software was used for analysis. The experimental 

setups and block diagrams of these studies are shown in Fig. 2 

and Fig. 3. 

 

 

 
Fig.2. Experimental setups of the system 
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Fig.3. Block diagram of the designed system 

 

B. Kalman Filter 

Kalman filter (KF) was introduced by Rudolf Kalman. This 

dynamic model is being used in position tracking systems of 

space vehicles, robotic control systems, and biomedical signal 

processing systems [14,15]. In this method, the equation of a 

nonlinear signal discretized at each moment k and the 

measurement equation are modeled as in Eq. (6) and Eg. (7). 

 

  1k k kX AX w    (6) 

 

  kkk vHXZ   (7) 

In these equations, Xk is the value of signal X at moment 

index of k, Zk is the measured value of signal X at moment 

index of k. wk and vk values are respectively process noise and 

measurement noise of the signal at moment index of k. These 

values are expressed as Qk and Rk covariance matrices. It is 

easy to find parameter Rk from here; however, it is not easy to 

calculate parameter Qk. Error covariance Pk is calculated from 

this parameter and is updated in a continuous loop according 

to the previous error covariance value   and Kalman gain 

(Kk) at moment index of k in Eq. (9). Updating of the error 

covariance is expressed in Eq. (10) [6,16]. 
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 kkk PHKP )1(   (10) 
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The estimated output signal values are updated according to 

Eq. (11) by updating the covariance values for each moment 

index of k with the predicted error covariance expressed in Eq. 

(8) and Kk parameter. This updated signal represents the new 

filtered signal for each moment index of k. 

III. EXPERIMENTAL RESULTS   AND DISCUSSIONS 

In this study, the time-dependent changes of the angular 

values of real-time signals sent to the pan-tilt system, both 

unfiltered and filtered, are examined comparatively. For this 

reason, 10 s data is used in the experiments with the user's 

head up/down movements. In order to test the filter 

performance in experimental studies, vk parameters were kept 

constant in each filtering process, and experiments were made 

with different wk parameters.  

 

When the graphs in Fig. 4(a), (b) and (c) are examined 

separately, the existing noises can be eliminated with different 

wk parameters by keeping the vk values constant. Especially, as 

seen in the Fig. 4(a) and (b) graphs, filtering can be effective 

when the wk parameter takes values between 0.1 and 0.01. In 

addition, as can be seen in Fig. 4(a), the 0.1 value of wk, the 

temporal shift is 0.1 s, which is too small to be felt by the 

human eye. The angle values of the servo motors in the pan-

tilt system remain almost the same, with a maximum deviation 

of 3 degrees depending on the angle value in the head 

movements of the user and the sudden change of direction of 

the head. In field experiments conducted by different people, 

this situation seems to be suitable for comfortable viewing 

performance from the camera, especially on external FPV/VR 

glasses screens of UAV users. On the other hand, with wk 

value of 0.001, the noise in the signals is completely 

eliminated. The time shift in the filtered signals is in the order 

of 1 s compared to the original signal. Angular amplitude 

values in servo motors may shift about 40 degrees. This 

situation prevents the desired control of the pan-tilt system 

with human head movements. 
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Fig.4(a). Time dependent variation of angular changes of signals filtered with process noise (wk: 0.1)   

 

 

Fig.4(b). Time dependent variation of angular changes of signals filtered with process noise (wk: 0.01)   

 

Fig.4(c). Time dependent variation of angular changes of signals filtered with process noise (wk: 0.001) 
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As a result, time delays in the filtered signals and angular 

deviations in pan-tilt servos occur by decreasing the wk 

parameter in software while filtering. On the other hand, by 

increasing the same parameter, this time the shifts in time are 

minimal and the angular amplitudes are the minimum 

deviations. When using this method, process noise parameters 

are used in the range of 0 to 1. The parameter values used in 

optimum filtering ranges between 0.1 to 0.01. In this way, 

there is no need for external hardware filtering structures, but 

it is a low-cost system, especially for human-interactive 

remote-control systems connected to FPV/VR wearable 

glasses systems. 

 

IV. CONCLUSION 

In this study, a headband working with human body 

interactive control is designed for the effective use of wearable 

FPV/VR type monitor glasses of a pan-tilt system on the 

UAV. Noisy signals from MEMS gyroscop detection and 

environmental factors are effectively filtered based on Kalman 

filter. In this way, the vibrations created by the electrical 

signals transmitted to the motors are eliminated. In addition, 

the effect of the process noise parameter used in filtering on 

the filtering performance was investigated. By using only this 

parameter, remote control is provided quickly and without 

delay, and it is cost-effective since there is no need for an 

external hardware filter structure. 
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Abstract— This paper presents a machine learning-based kin 

detection method for multi-robotic and swarm systems. Detecting 

surrounding objects and distinguishing robots from these objects 

(kin detection) are essential in most multi-robotic applications. 

While infrared, ultrasonic, and vision systems were mainly used 

for applying the robot detection and relative positioning task in the 

literature, studies using the Lidar-based approach are limited. The 

proposed method uses the Lidar sensor to discover the work area 

and determine the distance and the angle of all kin members 

relative to the observer robot. The main steps of the proposed 

method can be summarized as follows: 1) the Lidar distance points 

are read and stored as a vector with some preprocessing, 2) the 

acquired distance points representing different objects in the 

environment are separated from each other using a segmentation 

method, 3) to classify the segmented objects, the segment 

classification process starts with extracting five features for each 

object, then these features are fed to various machine learning 

classification algorithms to distinguish the kin robots, 4) the 

segments classified as a kin robot in the previous step are handled, 

and the relative position is found for each of them. A new mobile 

robot prototype has been modeled and equipped with a Lidar 

sensor using ROS platform. Lidar has been used to collect data, 

and four different classification methods have been tested to verify 

the efficiency of the method using Gazebo simulation platform. 

 

 
Index Terms— kin detection, robot detection, relative 

positioning, machine learning, ROS, Gazebo 

I. INTRODUCTION 

N THE PAST, the interest of scientists has been focused on 

finding ways to help humans in their daily life and facilitate 

some complex tasks they do. However, this attention has 

changed in the last decades to develop machines that can 

replace humans and replicate their actions. On the other side, 

while human takes days or even hours to perform a task with a 

possible error rate, robot, in turn, performs that task with much 

less time, more efficiently, and with a zero-error rate.  
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Therefore, it is quite natural to witness a big revolution in 

robotics that is considered a branch of science that aims to 

design machines that can perform tasks on human commands 

or by themselves to make human work easier or more 

productive. Robotics is one of the most scientific fields that has 

seen significant progress in the last few decades. This progress 

ranges from personal assistant robots to multi-robotic and 

intelligent swarm robotics systems. 

 Robots are integrated machines usually made up of sensors, 

actuators, control systems, and some dedicated software and 

worked either depending on human commands or 

autonomously to perform various tasks. According to the 

degree of mobility of robots, there are two main types of robots: 

the fixed robots, which cannot move in their environment, and 

the mobile robots, which can travel in the environment by using 

various means of locomotion. However, mobile robots are more 

desirable nowadays due to their navigation and sensing 

capabilities useful for many different tasks [1, 2]. Mobile robots 

can be seen today in all aspects of life; autonomous vehicles, 

robot vacuums, assistant robot devices, search and rescue 

robots are some examples. Moreover, instead of working 

individually, mobile robots can now work in cooperation mode 

to accomplish critical tasks beyond a single robot's capabilities, 

as in the case of multi-robot and swarm robotic systems.  

Swarm robotics is an innovative approach that allows large 

numbers of robots to collaborate and coordinate with each other 

to perform critical tasks that are beyond the capabilities of an 

individual robot. The robots used in the swarm are relatively 

simple and have limited abilities compared to standalone robot 

systems. The main idea of swarm robotics is inspired by 

studying the collective behavior of social animals that can 

cooperate and coordinate among themselves for solving 

everyday problems such as foraging and flocking [3]. The term 

"swarm" or "swarm intelligence" was first launched by Beni 

[4], who was interested in cellular automata systems at that 

time. Beni and others [5] used the term "cellular robots" to refer 

to a group of robots with unique characteristics that closely 

match the insect's swarms. After that, Beni chose the word 

"swarms" as a better term for cellular robots. Later, the term 

"swarm" evolved, and many new concepts and terms emerged 

from it, such as swarming, swarm optimization, "swarm 

engineering, and swarm robotics [6]. 

In the last few decades, and due to the tremendous 

technological progress, considerable development was 

achieved in swarm intelligence and multi-robot cooperation. 
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Swarm robotics studies have been developed primarily to 

address the tasks that require working according to cooperative 

behavior. Şahin [3] chose to classify tasks according to the 

nature of the task as follows: 

 

 Tasks that cover a region such as surveillance and 

environmental monitoring 

 Tasks that are critical and dangerous such as rescue and 

mine detection 

 Tasks that scale up or scale down in time 

 Tasks that require redundancy, such as establishing a 

dynamic communication network on the battlefield 

 

Brambilla et al. [7] categorized tasks according to a slightly 

different perspective. They classify tasks according to 

behaviors where they proposed four categories of collective 

behaviors: 

 

 Spatially-organizing behaviors including aggregation, 

pattern formation, chain formation, self-assembly and 

morphogenesis, and object clustering and assembling 

 Navigation behaviors such as collective exploration, 

coordinated motion, and collective transport 

 Collective decision-making such as agreement 

(consensus achievement) and specialization (task 

allocation) 

 Other collective behaviors may contain some other 

works such as collective fault detection, group size 

regulation, and human–swarm interaction 

 

However, regardless of the type of task required, in most 

cases, the robots in the swarm have to navigate in an 

environment populated by various objects. Provided that the 

robots are equipped with some sensors, it is crucial to 

distinguish the team members from the other objects and 

estimate their relative positions based on the sensors' data. 

Detecting surrounding objects in the environment and 

distinguishing swarm members from these objects (often called 

"kin detection task") is essential for collective behaviors 

discussed above. It is also worthy to note that this process does 

not confine to detecting the robots, but it also means 

localization since the approximate coordinates of the robots can 

be recovered from the sensors data. Several studies have 

proposed solutions to tackle the kin detection and relative 

positioning task. Different sensors have been used to implement 

this task, such as infrared (IR), ultrasound, vision, Lidar 

sensors. The infrared-based approach is the most common 

approach for solving the robot detection and relative 

positioning task. A major advantage of using Lidars for robot 

detection and positioning is outdoor efficiency. Unlike IR-

based systems, Lidars can be designed to work in outdoor 

environments more efficiently. 

One of the IR-based robot detection and relative positioning 

systems was constructed by Kelly and Martinoli [15]. The 

proposed IR system can reveal the distance and orientation of 

each robot in the multi-robot system. Each robot in the team 

was equipped with twelve IR Light Emitting Diodes (LEDs) 

and four photodiodes controlled by a PIC microcontroller. 

LEDs have been distributed around the robot's perimeter in a 

manner that ensures as much coverage as possible of the 

surroundings. The photodiode receivers have also been fixed at 

90 degrees from each other to be able to sense signals in all 

directions. The distance from each robot to another and the 

bearing can be determined by comparing all four receivers' 

received signal strengths. The flocking task has been 

implemented using eight robots to test the method. Since the 

IR-based approach is the most method that has been used in 

literature, there are a lot of robot platforms that use this 

approach to tackle kin detection, relative positioning, and other 

related tasks [16-23]. 

As an example of using non-IR-based systems, Bolla et al. 

[8] developed a visual kin recognition and localization method 

that can detect and identify kin robots in a swarm robotic 

system. The main idea of the suggested method depends on 

using the Fast Fourier Transform (FFT) to extract the peak in 

the FFT spectrum related to the zebra pattern used to distinguish 

robots in the swarm. Moreover, the proposed method is not only 

able to detect the kin robots but can also estimate their distances 

and to make identification among them too. Other studies that 

have used the vision-based approach to achieve the detection 

and positioning problem for multi-robot systems are [9-11]. 

The relative positioning system, which uses ultrasonic 

sensors, developed by Rivard et al. [12], is another example of 

a non-IR-based system. The proposed system consists of one 

ultrasonic transmitter, three receivers, and one RF 

communication link. The detection method depends on 

evaluating the time-of-flight of ultrasonic pulses from the 

transmitter to the receiver that has revealed the signal first. The 

role of the RF link is to determine the time-of-flight of 

ultrasound pulses as it spreads much faster than ultrasound 

pulses. Other studies that use ultrasonic sensors are [13] and 

[14]. 

Although Lidars have been heavily used in robotics [24-26] 

and autonomous vehicles [27-29], Lidar-based kin detection 

and relative positioning methods are very limited in the 

literature, and most of these studies do not solve the entire 

problem. Premebida et al. [30] have presented some algorithms 

to perform segmentation and feature extraction based on data 

acquired from the Lidar sensor. For data segmentation, which 

aims to group segments into sets to distinguish the different 

objects in the environment, two different methods have been 

suggested:  Point-Distance-Based Segmentation Methods 

(PDBS) and Kalman Filter-Based Segmentation Methods 

(KFBS). While in the feature extraction process, three different 

geometric primitives (lines, circles, and ellipses) have been 

used to formulate the extraction and fitting problem since these 

geometric shapes can be described as cases of conics. Teixidó 

et al. [31] have presented a proposal for circular marker 

detection and external mobile robot tracking. The proposed 

work uses an external fixed 2D Lidar to detect cylindrical 

objects attached to a mobile robot. Circle fitting based on the 

least-squares method with an algorithm for outlier avoidance 
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has been used in the cylindrical target detection. Several 

experiments have been accomplished to evaluate the 

positioning error obtained in the center estimation process of 

the cylindrical targets, where different distances, orientations, 

and target diameters have been used. In [32], two laser range 

finder sensors have been used to obtain the full field of view for 

a mobile robot. The proposed method lets a robot estimate a 

distance (range) and an angle (bearing) to another robot in the 

environment using measurements extracted from the raw data 

provided by the Lidar. The method uses circle fitting to find 

circular objects and filter out outliers in the set of detected 

circular objects. Kalman filter has also been used to improve 

the estimate of the relative robot position. Four distinct 

scenarios have been tested using MBot robots to determine the 

detection and tracking method's performance. In [33], Zhou et 

al. have chosen to use machine learning methods to implement 

the object detection task (similar to the kin detection task). Like 

others, they have used the Lidar to distinguish circular and 

straight objects from other targets. The proposed method 

depends on three main stages. The first stage is the 

segmentation process, where authors have proposed an 

improvement to the segmentation approach in [34] and called it 

the Improved Dietmayer method (IDIET). In the second stage, 

five different features have been defined for each. Finally, the 

Support Vector Machine (SVM) machine learning method has 

been used to detect the target circular objects. Another Lidar-

based kin detection study was performed by us recently [35]. 

This study developed a geometric approach for kin detection 

and used the same simulation model and the Lidar for the 

proposed method.  

This paper is organized as follows. Section 2 presents an 

overview of ROS, Gazebo, and URDF files used to simulate 

and model our robot. Section 3 introduces the proposed robot 

detection and positioning. Finally, we end this paper with the 

experiments and the experimental results. 

II. ROBOT MODELING AND SIMULATION 

In this study, a mobile robot model has been designed and 

simulated in the Gazebo simulation environment. The 

simulated robot has been equipped with a Lidar to detect 

different objects in the environment. The sensor data has been 

obtained using the ROS topics communication method. Then 

this raw data has been processed in ROS and utilized in the kin 

detection and relative positioning system. ROS, Gazebo, and 

the robot model are briefly explained in the following sections 

subsequently. 

 

A. ROS 

 The ROS stands for Robot Operating System, an open-source 

robot software platform that provides services expected from 

any operating system like hardware abstraction, device control, 

communication between processes, and file management. It 

also offers various tools and libraries which give the ability to 

build, write, debug, and run code across different workstations 

[36]. ROS is not a real operating system in the conventional 

sense such as Windows, Linux, and Mac, but it is a meta-

operating system that runs over the installed operating system, 

and it can perform processes such as scheduling, data 

transmission/reception, loading, monitoring, and error handling 

by utilizing virtualization layer between applications and 

distributed computing resources. ROS has been built in small 

software modules called "nodes." Each node can be described 

as one executable program that can run independently and 

communicate with other nodes to send and receive data by 

establishing peer-to-peer links. Nodes exchange data using 

"messages" that could be either primitive or composed. ROS 

provides three mechanisms for communication between these 

nodes provided by passing messages: topics, services, and 

actions. Topics is an asynchronous unidirectional message 

transmission/reception method used to exchange data 

continuously. Services is a bidirectional synchronous 

communication method that depends on request/reply messages 

and is often used to command a robot to perform a specific 

action. Action is very similar to the service method, but it 

contains feedback messages that periodically report task states 

to the client. 

 

B. Gazebo 

Gazebo is one of the most popular simulators in the field of 

robotics. It has an integrated development environment that 

provides robots, sensors, environment models for 3D 

simulation and offers realistic simulation with its physics 

engine [37]. It has been selected as the official simulator of the 

DARPA Robotics Challenge in the US due to its high 

performance and having various plugins for different robot and 

sensor types. Using these plugins, we can read sensors data 

from Gazebo or send commands to motors by using APIs. 

Gazebo is developed and distributed by Open Robotics, which 

is in charge of ROS and its community, so it is compatible with 

ROS. 

 

C. Robot description 

In the world of robot simulation, it is so common to have the 

ability to model your robot, handle various sensor data received 

from this robot, control the robot by actuators, and test or 

evaluate algorithms. In ROS, robot models could be described 

in an XML format called Unified Robot Description Format 

(URDF). URDF files describe the physical configuration of the 

robot, such as how many wheels it has, where they are placed, 

and which directions they turn in. This format is designed to 

represent a wide variety of robots, from a two-wheeled toy to a 

walking humanoid. Regardless of the complexity of the robot, 

there are two essential elements to model any robot: links and 

joints. Links are the rigid parts of the robot, such as a chassis or 

a wheel, while joints work to connect these links, defining how 

they can move with respect to each other. In a URDF file, links 

are represented through <link> and </link> tags which 

represent one specified part of the robot's model (one link), 

while <joint> and </joint> tags are used to describe the type of 

joint between two specified links (parent and child links) [30]. 

Additionally, each link or joint can have some subtags that can 

define the characteristics of this link or joint. For instance, the 

link mass and inertia over different axes could be determined 
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inside the link tags. Fig. 1 shows one link and one joint of the 

modeled robot as an example of these tags. 

 

 
 

Fig.1. A portion of the URDF file containing one link (base_link) and one joint 

(middle1_link_joint) of the modeled robot. 

 

The essential components (links and joints) for our robot 

model and the visual state of these components as a result of 

interpreting the URDF file using the RViz tool (a 3D 

visualization tool of ROS) are shown in Fig. 2. 

 

 

 
 

 

Fig.2. The URDF links that have been used to model our robot in ROS  

 

After building the kinematics model of the robot in the 

previous stage, the model has to have some sensors to interact 

with the environment and solve our robot detection and relative 

positioning problem. The robot model has equipped with a 

differential driver and a Lidar sensor. The Lidar used to acquire 

surrounding data is the RPLidar A1, a 2D laser that can scan 

area ranges from 0.15cm up to 12m in all directions (360° of 

angular range) [39]. The RPLidar A1 runs clockwise to perform 

a 360° scan within a 12-meter range. The system measures 

distance data in more than 8000 times per second and with high-

resolution distance output (<1% of the distance) and (≤1 of the 

angle). In this study, we have used a gazebo plugin related to 

the laser sensor, where we have adjusted the plugin parameters 

to meet the specifications of the RPLidar sensor. 

 

III. KIN DETECTION AND POSITIONING METHOD 

The proposed method uses the Lidar sensor to collect the 

dataset and handle the kin detection and relative positioning 

task. As mentioned above, the Lidar gives 360 distance points 

(di, 0 ≤ i ≤ 359) starting from the front of the sensor that 

corresponds to orientation 0° and goes clockwise to cover a 

360° field of view. 

Lidar-based studies commonly use circular robots or any 

circular object attached to the robot (as in our case where we 

use a circular-shaped Lidar) and take advantage of the 

circularity of these robots or objects attached to them for 

implementing robot detection. The main idea of these studies is 

to find segments from Lidar measurements corresponding to 

objects in the environment and apply geometric or machine 

learning methods to find member robots. As Fig. 3 shows, our 

method implements kin detection task by applying the 

following steps: (1) acquisition of laser data and preprocessing 

(2) segmentation of data using the point-distance-based 

segmentation method, (3) extracting five features for each 

segment and applying the machine learning methods to classify 

segments and distinguish the kin robots from them, and (4) 

finding the relative position of the segments classified as a kin 

robot in the previous step. 

 

 
Fig.3. Flowchart of the kin detection method proposed in this paper  

 

There are two assumptions for the proposed method. 

 

 Known radius: The radius of the circular object/robot is 

known. In our case, the radius of  Lidar RPLidar A1 is 

0.035m.  
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 No occlusion: Each robot in the swarm is completely 

visible to the observer robot. 

A. Data acquisition and preprocessing 

As mentioned in the previous section, the Lidar being used 

measures 360 distance points. Each of the raw laser points is 

represented in the polar coordinate system as {(di,θi); 0 ≤ i ≤ 

359}, where di is the distance measured from the center of the 

observer robot to the object and θi the relative angle of the 

measurement (see Fig. 4). First, the acquired Lidar data are 

stored as vectors (di, θi).  

There is a difference between the simulated Lidar model and 

the real Lidar. In the real world, the Lidar returns the maximum 

range value for objects outside its operating range (which 

means that there is no obstacle against the laser beams). 

However, for the laser sensor plugin that we used, the simulated 

Lidar gives an infinity value for such a case. So, to tackle that, 

we convert the infinity values obtained from the laser sensor 

plugin to the Lidar max range value (𝑑𝑚𝑎𝑥). In the same way, 

any object located at (𝑑𝑚𝑎𝑥) from the observer robot will not be 

visible to the Lidar.  

It is also possible to apply some filtering to remove noise 

from the Lidar data in this stage. However, we did not apply 

any filtering in this study because we did not add noise to the 

simulated Lidar data. Fig. 4 represents the scanning system of 

the Lidar used, where one object has been placed at a distance 

(𝑑𝑖) and an angle (𝜃𝑖). 

 

 
Fig.4. RPLidar A1 scanning system, where (d_i,θ_i) are the distance and the 

angle of the object relative to Lidar (Adapted from [30]) 
 

B. Segmentation  

Segmentation is the process of transforming the raw laser 

points into groups of segments (useful data), which could be 

robots, humans, or other things. Segments can be defined as a 

set of range measurements (points) close to each other and 

probably belonging to one object. In this work, a PDBS based 

method is used for segmentation [30]. 

Segments are detected by using the derivative (𝜕𝑖) which can 

be calculated by finding the difference between each distance 

point (𝑑𝑖) and the one before it (𝑑𝑖−1). Then, small derivative 

values are filtered using a threshold value  (𝑑𝑡ℎ) which allows 

ignoring the small changes in scan data: 

 

 

𝜕𝑖 = {𝑑𝑖 − 𝑑𝑖−1 𝑖𝑓 |𝑑𝑖 − 𝑑𝑖−1|𝑑𝑡ℎ, 0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒}  
1 ≤ 𝑖 ≤ 359                                     

 

 
 

(1) 

As a result of this operation, for each object in the 

environment, a falling slope (𝜕𝑖 < −𝑑𝑡ℎ < 0) and a rising slope 

(0 < 𝑑𝑡ℎ < 𝜕𝑖) is detected (See Fig. 5 B and 5 C). By 

associating and combining each falling and rising edge, we 

obtain probable segments representing an object in the 

environment. Fig. 5 illustrates this step for four different objects 

(cube, kin, triangular prism, and cylinder) in the Gazebo 

simulator. 

 

 
 

A. The observer robot and four different objects in the Gazebo simulator. The 

objects (from left to right) are: cylinder (1), triangular prism (2), kin robot (3), 
and a cube (4) 

 

 
B. Representation of the Lidar scan data (blue lines) and the differences 
between each scan point and the previous one according to the ray number 

(green lines) for the two objects at the left of Fig. 5. A (object 1 and 2) 
 

 
C. Representation of the Lidar scan data (blue lines) and the differences 

between each scan point and the previous one according to the ray number 
(green lines) for the two objects at the right of Fig 5. A (object 3 and 4) 

 

Fig.5. A representation of the segmentation process using four different objects 
in Gazebo simulator 

1 

2 

3 

4 

1 
 

2 3 4 
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C. Segment classification 

Classification is the act or process of dividing things into 

groups according to their type (kin robot or not). Segment 

classification can be implemented using geometric [30] or 

machine learning [33] methods. In this study, the segment 

classification process has been performed using machine 

learning methods. 

In machine learning, classification is a supervised learning 

approach. The computer program develops a model from the 

sample data (data set) and then uses this model to classify new 

observations. This data set may be bi-class (like our case where 

we attempt to identify whether the object is a robot or not) or 

multi-class. 

This step aims to classify segments to distinguish the kin 

robots from the other objects. The classification process starts 

with collecting the segments' raw data and then converting these 

data to features. Five features have been extracted for each 

segment in the classification stage. Then various machine 

learning classification algorithms have been applied over these 

features, and results have been compared according to several 

performance measures (as described in the next section). 

The features used are fitness, symmetry, radius error, 

circularity, and straightness, denoted by 𝐹𝑓𝑖𝑡, 𝐹𝑠𝑦𝑚, 𝐹𝑟𝑒𝑟, 𝐹𝑐𝑖𝑟  

and 𝐹𝑠𝑡𝑟 respectively. These features have been suggested by 

[33], who have used these features to detect circular objects in 

polar coordinates. They have chosen SVM for classification, 

and just two object types (plastic cast and rectangle paper box) 

have been used to test the algorithm. However, this paper 

suggests using these features to distinguish kin robots from 

other possible obstacles and find their relative positions. We 

have tested several situations and scenarios for various objects 

using four different classification algorithms. The features used 

have been defined as follows: 

 

1) Fitness 

 

The fitness function evaluates how close a given solution is 

to the optimum solution of the desired problem. It determines 

how much a solution is fit. In our case, we can benefit from the 

fitness function to measure how the distance points related to a 

segment (object) fit the circular object representing the kin 

member that we are looking for by using the following 

equation. 

 

𝐹𝑓𝑖𝑡 =
1

𝑚𝑎𝑥(𝜃𝑞)−𝑚𝑖𝑛(𝜃𝑞)
∑ |𝜌𝑞(𝑖) − 𝜌(𝑖)|𝑁

𝑖=1             (2) 

 

Where (𝜌(𝑖), 𝜃(𝑖)) are the corresponding polar coordinates 

for scan distance points, and 𝑁 is the number of these distance 

points. This feature could be used to extract circles and lines. If 

the target object is a circle or line, the corresponding 𝐹𝑓𝑖𝑡 is 

small. Otherwise, 𝐹𝑓𝑖𝑡 is a large number. 

 

2) Circularity 

 

The circularity feature describes how close an object is to a 

true circle. So, we can use this feature to show how an object is 

close to a circle with a known radius by using the following 

equations: 

 

𝛼𝑐𝑡 = 𝑠𝑖𝑛−1 𝑅𝑟

𝜌𝑚𝑖𝑛+𝑅𝑟
                  (3) 

 

𝐹𝑐𝑖𝑟 = |𝛼𝑐𝑡 − 𝛼|                        (4) 

 

𝑅𝑟 is the radius of the Lidar used and 𝜌𝑚𝑖𝑛 represents the 

minimal distance between Lidar and the object. While 𝛼 

represents the measured value of the angle between the 

maximal and the minimal distance between LRF and target 

object, 𝛼𝑐𝑡 denotes the theoretical calculation value of that 

angle. So, the difference of 𝛼𝑐𝑡 and 𝛼 defines the circularity 

feature. 

 

3) Radius error 

 

For circle, we can calculate the difference between the 

theoretical calculation value of the circle radius (𝑅𝑒𝑠𝑡) and the 

original value (𝑅𝑟) which is in our case 0.035cm to define the 

radius error estimation feature as follows: 

 

𝑅𝑒𝑠𝑡 =
𝜌𝑚𝑖𝑛 sin 𝛼 

1−sin 𝛼
                       (5) 

 

𝐹𝑟𝑒𝑟 = |𝑅𝑟 − 𝑅𝑒𝑠𝑡|                     (6) 

 

In theory, for a circle, 𝐹𝑐𝑖𝑟  and 𝐹𝑟𝑒𝑟 are equal to zero. In 

practice, there are measurement errors, so 𝐹𝑐𝑖𝑟  and 𝐹𝑟𝑒𝑟 are not 

exactly equal to zero but are still close to zero. If the detected 

object is not a circle, 𝐹𝑐𝑖𝑟  and 𝐹𝑟𝑒𝑟 are large values. 

 

4) Straightness 

 

It is possible to calculate the straightness degree of the target 

object using the following equations: 

 

𝛼𝑙𝑡 = cos−1 𝜌𝑚𝑖𝑛

𝜌𝑚𝑎𝑥
                        (7) 

 

𝐹𝑠𝑡𝑟 = |𝛼𝑙𝑡 − 𝛼|                          (8) 

 

Where 𝜌𝑚𝑖𝑛and 𝜌𝑚𝑎𝑥 represent the minimal and the maximal 

distance between Lidar and the target object. While (𝛼) 

represents the measured value of the angle between the 

maximal and the minimal distance between LRF and the target 

object, (𝛼𝑙𝑡) denotes the theoretical calculation value of that 

angle. The difference of 𝛼𝑙𝑡 and 𝛼 defines the straightness 

feature. 

For both lines and circles, 𝐹𝑠𝑡𝑟 should have a small value 

close to zero too. For objects with other shapes, 𝐹𝑠𝑡𝑟 becomes a 

larger value. 

 

 

5) Symmetry 

 

Mathematically, symmetry means that one shape becomes 

exactly like another when you move it in some way: turn, flip, 

or slide. For two objects to be symmetrical, they must be the 

same size and shape but have a different orientation from each 

other. Since the Lidar used to distinguish robots is a cylindrical 
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object, the symmetry value we will obtain from the formula 

described below will measure the symmetry of a segment with 

a cylindrical object in Lidar size. 

 

Generally, symmetry level is measured by the Hausdorff 

distance. However, in this paper, 𝐹𝑠𝑦𝑚 is simply computed by: 

 

𝐹𝑠𝑦𝑚 = |
𝑚𝑎𝑥(𝜃𝑞)−𝑚𝑖𝑛(𝜃𝑞)

2
− 𝜃𝑓𝑖𝑡|             (9) 

 

where 𝜃𝑓𝑖𝑡 is the axis of symmetry, and it equals to  

 𝜃𝑓𝑖𝑡 = −
𝔭1

2𝔭2
. 

 

According to the equations described above, it could be 

noticed that features will be affected by two factors: 

 

 Whether an object is circular, line or not 

 Whether the radius of the detected circular object is 

equal to the kin robot's lidar radius or not. 

D. Kin positioning 

After classifying the segments related to kin robots, it is 

necessary to identify the relative position of these kins. The kin 

positioning process involves estimating the distance and 

relative angle between the observer robot and other kins. As we 

have the distance points of the kin robot, we can obtain the 

relative position of the kin robot by getting the smallest value 

among the distance points. Finally, the index value 

corresponding to the smallest value can be easily used to obtain 

the relative angle of the kin robot.  

IV. EXPERIMENTAL RESULTS AND DISCUSSION 

Experiments are performed in three stages. In the first stage, 

raw data collection is performed. In order to verify the validity 

of the proposed method, various object types (including the kins 

that we are looking for) have been used in the data collection 

stage (see Fig. 6). Different distances, positions, and sizes have 

been used for each object type. The data collection process 

covered the distance 0.2 m (the minimum distance that the Lidar 

can detect) to 1 m. The collected raw data contains the index of 

the first and the last rays that hit the object (or segment), the 

distance values in that range, and a class label ("1" for kins and 

"0" for non-kin objects). Some samples of the raw data set are 

shown in Table 1. 

In the second stage, the raw data set is transformed into a 

feature data set. The feature data set contains five feature values 

for each segment and is stored in a CSV file. Some samples of 

the feature data set are shown in Table 2. 

In the last stage, the feature data set is fed to different 

machine learning classifiers, where we used four different 

classification algorithms for this study which are: random forest 

(RF), SVM, k-nearest neighbor (kNN), and decision tree (DT). 

The collected datasets contain 2230 segments (850 frames for 

kins and 1380 for other shapes). The feature data set was 

divided into training and testing sets using the 20-fold cross-

validation method. Different hyperparameters have been tried 

for each classifier to get the best result. Table 3 shows the best 

parameters obtained for each classification algorithm using the 

grid search method. Table 4 shows the performance measures 

of the classification algorithms used where the best algorithm 

was the random forest with an 86% accuracy score. 

 
Cube object            Cylinder object 

 
Kin object             Octagon object 

 
Hexagon object      Triangular object 

 

Fig.6. The objects used to collect data and extract the features in the segment 
classification process 

 

TABLE I 
SAMPLES OF THE GENERATED RAW DATA SET OBTAINED BY 

LIDAR FOR KINS AND OTHER OBJECTS. THE KIN ROBOTS WERE 

LABELLED WITH (1), AND NON-KINS WERE LABELLED WITH (0) 

 

Seg 
No 

Start 
index 

End 
index 

Distance Points 
Kin or 
not 

1 173 184 0.21 0.21 0.21 … 0 

2 264 270 0.43 0.42 0.41 … 0 

3 239 242 0.77 0.76 0.76 … 0 

4 174 183 0.38 0.37 0.37 … 0 

5 201 204 1.09 1.08 1.07 … 0 

6 267 272 0.70 0.69 0.68 … 0 

7 155 171 0.23 0.22 0.22 … 1 

8 165 171 0.59 0.58 0.57 … 1 

9 121 125 0.75 0.74 0.74 … 1 

10 204 208 0.81 0.79 0.79 … 0 

11 216 225 0.35 0.35 0.34 … 0 

12 263 267 0.89 0.87 0.87 … 0 

13 174 184 0.34 0.33 0.33 … 1 

14 177 181 0.88 0.86 0.86 … 1 

15 262 265 0.98 0.96 0.96 … 1 

16 174 183 0.29 0.29 0.29 … 0 

17 270 274 0.73 0.73 0.73 … 0 

18 272 286 0.22 0.22 0.22 … 0 

19 143 151 0.47 0.46 0.45 … 1 

20 100 104 0.75 0.75 0.74 … 1 

21 340 346 0.53 0.52 0.52 … 1 

22 172 182 0.32 0.32 0.32 … 0 

23 175 180 0.62 0.62 0.61 … 0 
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TABLE II 

THE FIVE FEATURES EXTRACTED FOR THE SEGMENTS SHOWN IN 

TABLE 1. THE FEATURES ARE FITNESS, SYMMETRY, ESTIMATE 
RADIUS ERROR, CIRCULARITY, AND STRAIGHTNESS DENOTED BY 

𝐹𝑓𝑖𝑡, 𝐹𝑠𝑦𝑚, 𝐹𝑟𝑒𝑟, 𝐹𝑐𝑖𝑟  AND 𝐹𝑠𝑡𝑟 

 

Seg No 𝑭𝒇𝒊𝒕 𝑭𝒄𝒊𝒓 𝑭𝒓𝒆𝒓 𝑭𝒔𝒕𝒓 𝑭𝒔𝒚𝒎 
Kin or 
not 

1 0.03 0.04 0.01 0.25 3.11 0 

2 0.04 0.03 0.01 0.23 4.66 0 

3 0.03 0.01 0.01 0.17 4.19 0 

4 0.12 0.00 0.00 0.30 3.11 0 

5 0.33 0.01 0.02 0.24 3.53 0 

6 0.12 0.00 0.00 0.24 4.70 0 

7 0.08 0.01 0.00 0.34 2.84 1 

8 0.06 0.01 0.00 0.24 2.93 1 

9 0.04 0.01 0.01 0.19 2.14 1 

10 0.04 0.01 0.01 0.16 3.59 0 

11 0.07 0.01 0.00 0.26 3.84 0 

12 0.02 0.00 0.00 0.21 4.62 0 

13 0.05 0.01 0.00 0.27 3.12 1 

14 0.05 0.00 0.00 0.20 3.12 1 

15 0.02 0.00 0.00 0.14 4.60 1 

16 0.00 0.05 0.02 0.26 3.11 0 

17 0.00 0.02 0.02 0.02 4.74 0 

18 0.00 0.10 0.03 0.05 4.87 0 

19 0.09 0.00 0.00 0.27 2.56 1 

20 0.03 0.01 0.01 0.18 1.77 1 

21 0.02 0.01 0.01 0.19 5.98 1 

22 0.12 0.03 0.01 0.35 3.08 0 

23 0.15 0.02 0.01 0.24 3.09 0 
 
 

TABLE III 

THE BEST VALUES OF HYPERPARAMETERS OBTAINED USING THE 
GRID SEARCH METHOD 

 

Algorithm Parameter Value 

Decision tree 

criterion entropy 

max depth 6 

min samples leaf 8 

Random forest 
criterion entropy 

number of trees 100 

KNN number of neighbours 38 

SVM 
kernel function rbf 

regularization 
parameter 

9 

 

This paper proposed a kin detection and positioning 

algorithm. Due to the lack of studies that use the Lidar sensor 

to implement such a task, we have chosen to use the lidar-based 

approach to tackle this task. Our method uses a robot model 

equipped with a Lidar sensor to detect the different objects in 

an environment, distinguish the kin robot member and find the 

relative position of each kin using the machine learning 

classification methods. The features used in the classification 

process have been suggested by Zhou et al. [33] to detect 

circular objects using SVM. However, in this study, we have 

recommended using these features to distinguish kin robots 

equipped with Lidar sensors from other possible obstacles and 

then find the relative positions of each detected kin. 

 
TABLE IV 

PERFORMANCE MEASURES OBTAINED ACCORDING TO THE 

CLASSIFICATION METHODS USED FOR THE KIN DETECTION TASK 
WHERE THE RANDOM FOREST ALGORITHM GIVES THE BEST 

ACCURACY SCORE (86%). 
 

 Accuracy Precision Recall F1_score 

DT 85% 87% 85% 84% 

RF 86% 86% 86% 86% 

kNN 84% 87% 84% 83% 

SVM 82% 86% 82% 81% 
 

Several situations and scenarios for various objects are tested 

using four different classification algorithms. The algorithms 

used are decision tree, random forest, k-nearest neighbors, and 

SVM. The random forest algorithm gave the best result for the 

segment classification with an 86% accuracy score. 

The robot model used in the experiments is a model of an 

early version of the swarm robotic platform called Layka, 

developed by the second author. The Layka swarm robotic 

platform being developed is designed to be used with or without 

ROS. There are some advantages of using ROS for developing 

swarm robotic systems. First, tools and mechanisms supported 

by ROS can simplify debugging swarm robotic systems 

considerably. Second, ROS mechanisms and abstractions allow 

developing modular and platform-independent components. 

Third, ROS has many high-level libraries (such as navigation 

and planning) that can be valuable for swarm robotic systems. 

In future works, we plan to finalize the development of the 

Layka swarm robotic platform, test proposed methods on the 

real robot platform, and analyze the effect of sensor noise which 

is one of the limitations of this study and the previous one [35]. 
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A 0.6-V 11-µW PVT tolerant DTMOS inverter
based OTA

Mesut Atasoyu

Abstract—This paper presents the design of a process-voltage-
temperature (PVT) variation tolerant inverter-based operational
transconductance amplifier (OTA) employing both a dynamic
threshold MOS (DTMOS) technique and a constant voltage
biasing (CVB) scheme. The proposed inverter-based OTA offers a
higher bandwidth due to implemented DTMOS technique, which
realizes higher input transconductance value than a conventional
inverter-based OTA design. Simulation results show that the pro-
posed OTA achieves superior slow-slow (SS) corner performance
under PVT variations than the conventional inverter-based OTA
while consuming only 11-muW and providing a figure of merit
(FoM) of 7.0-MHz.pF/muA. As a result, DC gain and unity-gain
bandwidth (UGBW) of the proposed OTA improve by 27% and
32% at SS corner under the PVT variations, respectively.

Index Terms—DTMOS, inverter based OTA, PVT tolerant.

I. INTRODUCTION

It is important to say that proper biasing of inverter-based
OTAs is a difficult task under PVT variations. Previous PVT
compensation techniques in [3], have mitigated PVT variations
with auto RC tuning and constant gm current source circuitry.
In [6] using variable current sources at the output stage by con-
trolling common-mode voltage. In [7], a low-dropout voltage
regulator controls the supply voltage. In [8], the main inverter
amplifier PVT compensation was realized by controlling the
bulk voltage of the inverter gate amplifier.

This work proposes the PVT tolerant inverter-based OTA
using the constant biasing voltage (CVB) mechanism, com-
posed of a current source with a diode-connected MOS device.
On the other hand, in this bias method, the drain and source
voltage (VDS) of inverter gate transistors are clamped to a con-
stant voltage. Furthermore, the unity-gain bandwidth (UGBW)
of the proposed OTA is improved with the dynamic threshold
MOS technique (DTMOS) [9], thus sub-threshold DTMOS
provides additional gmb improves the current drivability of
the MOS device [10].

This paper is organized in the following manner. Section
II explains the principle and circuit implementation of the
PVT invariant inverter-based OTA. Section III reports the
performance results of the inverter-based OTAs presented in
detail. Section IV concludes final discussions on the proposed
OTA design.

II. CIRCUIT IMPLEMENTATION

The OTAs in this work are biased in the weak inversion
region. The DTMOS technique is implemented in a triple-well
process. An NMOS bulk is connected to a p-weel by adding a
deep n-well layer in a triple-well process. In the conventional
CMOS process, an NMOS transistor gate and bulk can not
connect to each other due to short circuit concerns. However,
the designing of a PMOS transistor is the same for these two
processes. The DTMOS technique on the design of an inverter-
based OTA increases the input transconductance of the OTA
due to bulk transconductance value gmb. Moreover, the DC-
gain performance of inverter-based OTA is enhanced due to
increased drain current drivability of the input transistors of
the inverter-based OTA as the DTMOS technique modulates
threshold voltages (Vth) of these transistors.

a)

b)

c)

Fig. 1: The symbols of DTMOS transistors.
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Mobile devices demand low-power analog to digital con-
verter (ADC) techniques, and continuous-time (CT) circuit
techniques are exploited due to low-power constraint rather
than discrete-time [1, 2]. Continuous-time analog-to-digital
converters (CT-ADCs) should have high linearity on a low
supply voltage [1]. Integrators are the main block in CT-
ADCs, and an operational transconductance amplifier (OTA) in
integrators is a power-hungry unit. Inverter-based OTAs offer
higher power efficiency than conventional OTA amplifiers
due to their bias current reuse mechanism. Recently, low
power capable inverter-based OTAs have been reported [1–
4]. Inverter-based OTA functioning in the sub-threshold region
(digital-like amplifier) [4] is to be used in the second and third
integrators of CT-ADCs [1]. However, inverter-based OTAs
are vulnerable to process, voltage, and temperature (PVT)
variations, which degrade CT-ADC performance [3, 5]. On
the other hand, sufficient DC gain of inverter-based OTA at
lower supply voltage is remaining a problem [4, 6].



Fig. 1 shows the symbols of DTMOS transistors. Fig. 1a and
Fig. 1b is the symbol of DTMOS NMOS, and DTMOS PMOS
transistors, respectively. Fig. 1c is the cross-coupled DTMOS
(CDTMOS) symbol for NMOS and PMOS transistors in the
same way, but an NMOS CDTMOS symbol is shown in
this figure. The DTMOS operated in subthreshold region can
provide 16% more input transconductance [11] as given below
equation:

gmb = (n− 1)2 ∗ gm (1)

where n is the subthreshold slope factor and taken as a
value of ≈ 1.4 [11]. In this case, the input transconductance
improves 32 % due to the input stage of the inverter-based
OTA composed of an NMOS and PMOS transistor. In this
work, the current starved inverter-based OTAs were simu-
lated in 65nm CMOS technology, and their schemes were
shown in Fig. 2 and Fig. 3. Fig. 2a shows the schematic
of the conventional inverter-based OTA, two inverter gates
combined of M2−5 transistors consist of the differential input
and output stage, the biasing circuity is consists of M0,1 and
M6,7 transistors, and the common-mode feedback (CMFB)
circuity is consists of M8−10. Fig. 3a shows the schematic
of the proposed OTA, two inverter gates combined of M2−5

transistors consist of the differential input and output stage,
the biasing circuity is consists of M0,1 and M6,7 transistors,
and the common-mode feedback (CMFB) circuity is consists
of M8,9,10. The CVB biasing scheme is consists of MC1−C4.
Fig. 2b and in Fig. 3b illustrate the small-signal equivalent

circuits of the inverter-based OTAs used for the differential
gain calculations of the conventional and proposed inverter-
based OTAs. The differential AC gain formulas was given in
the below equations, assuming gm ∗ ro ≫ 1:

GM[conv] = gm2 + gm4 (2)

RO[conv] = (gm2 ∗ ro2 ∗ 2ro1)
//(gm4 ∗ ro4)

(3)

GM[proposed] = gm2 + gmb2 + gm4 + gmb4 (4)

RO[proposed] = (gm2 ∗ ro2 ∗ 2ro1)
//(gc1 ∗ gm4 ∗ ro1 ∗ ro4)

AV,differential[conv,proposed] = −GM ∗RO (5)

The following equations for UGBW calculations of the con-
ventional inverter-based OTA and proposed OTA are:

UGBW[conv] = (gm2 + gm4)/CL (6)

UGBW[proposed] = (gm2 + gmb2 + gm4 + gmb4)/CL (7)

In the voltage transfer characteristic of an inverter gate, the
switching threshold voltage (Vsw) is the value of a point
where input and output voltage are equal. In the ideal case, the
desired value of Vsw is (VDD=0.6V)/2. At this value, the noise
margin is maximized [12]. On the other hand, the value of
Vsw at VDD/2 may be degraded due to process variations. To
ensure Vsw voltage stability, common-mode feedback (CMFB)
structure adopted from [13] is necessary to control the output
common-mode voltage value at (VDD=0.6V)/2. Transistors of
CMFB circuitry are M9,10 transistors operated in the triode

M4
M5

M2

M0

M7

M9
M10

M6

M8

M3

M1

VINP VON VOP

VINN

IB1

IB2

VCM
VON VOP

VDD

VDD VDD

(a)

ro2

ro4

+



+



vin

vin

iout

(b)

Fig. 2: (a)The schematic of the conventional inverter based
OTA and (b)corresponding differential-mode small signal
equivalent model of (a).

region, and M8 transistor, driven by VCM voltage source has
a value of VDD/2.

All transistor channel lengths are 1.33µm to provide suf-
ficient intrinsic gain, except for MC3 device, which has a
value of L=10µm. All gate widths of transistors were sized
using gm/ID methodology with drain current normalization
coefficients (I∗D) of 65nm PMOS and NMOS transistors where
were taken from [14]. I∗D was extracted experimentally in the
65-nm CMOS process for NMOS the value of 0.49-µA and
PMOS the value of 0.15-µA [14]. The inversion coefficient
(IC) is a transistor sizing parameter, experimental values of
IC for NMOS and PMOS transistors in this work obtained
from [14]:

IC =
ID

I∗D
W
L

(8)

where ID is drain current, W is the gate width of a MOS
transistor, and L is the channel length of a MOS transistor. IC
levels for different operating regions of MOS transistors: IC
values < 0.1 correspond to the sub-threshold region, values
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Fig. 3: (a)The schematic of the proposed inverter-based OTA
and (b)corresponding differential-mode small-signal equiva-
lent model of (a).

of 0.1 < IC < 10 correspond to the linear region, IC values >
10 correspond to the saturation region. A transistor can operate
in weak inversion, where IC values are less than 0.1. The IC
value is 0.05 for the NMOS transistor sizing in this work. The
corresponding value of an NMOS transistor current density
(ID/W ) is 0.033 determined from Fig. 4. W value of an
NMOS transistor calculates from the following equation:

W =
Ibias
ID/W

(9)

where Ibias is an applied biasing current. The CVB biasing
scheme or the clamped VDS biasing scheme is dedicated to the
PVT compensation of the proposed OTA. The CVB scheme

25.0
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/Id
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/V
)
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Fig. 4: The schematics of the inverter based OTAs.

is composed of MC3 diode-connected MOS device sized with
W=130nm and L=10µm, the current source transistor MC4

was sized with W=1µm, and MC1,C2 voltage-clamp transistors
are sized with W=27µm, as given in Table. I.

TABLE I: Transistor Sizes

Devices (W(µm))
M0,1 162
M2,3 81
M4,5 27

M6−10 54
MC1,C2 27

MC3 0.13
MC4 1

III. SIMULATION RESULTS

The inverter-based OTAs were implemented in 65-nm
CMOS technology. The simulated AC gain and the UGBW of
conventional and proposed amplifiers are 35.9-dB and 5.82-
MHz, 50.6-dB and 7-MHz, respectively. Regarding the phase
margin (PM), the conventional and proposed OTAs are 90.0◦

and 85.7◦, respectively, as given in Fig.5.
Figure 6 shows the transient analysis of the proposed OTA.

The proposed OTA was designed with a capacitive feedback
network, and the input signal was a square signal, which
has a step of 600mVpp and period of 1µS, for the transient
simulations. As for the slew rate, the proposed OTA has better
performance of the slew rate over the conventional OTA.

To verify the effectiveness of the proposed inverter-based
OTA, the corner analysis in HSPICE was performed under
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Fig. 5: AC response of the proposed inverter-based OTA. Both the inverter-based OTAs including CMFB circuits are biased
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Fig. 6: Transient analysis of the proposed inverter-based OTA.

PVT variations setting up slow-slow (SS) corner for -40◦ and
0.54-V, typical-typical (TT ) corner for 27◦ and 0.60-V, and
fast-fast (FF) corner for 80◦ and 0.66-V [6]. On the other hand,
especially in the SS process corner, an inverter-based OTA
performance highly deteriorates. As a comparison of SS corner
performance for the proposed OTA, the conventional OTA,
the conventional OTA with CVB (Conv + CVB), the only
DTMOS technique (DTMOS), the cross-coupled DTMOS
(CDTMOS) with CVB (CDTMOS + CVB), and the Class-
AB OTA [15] were performed. The proposed OTA has better
AC gain and better UGBW performance in the SS corner, as
shown in Table. II. The potential UGBW value which is highly
dependent on PVT variation in an inverter based OTA design,
[3]. As a result of the corner analysis under PVT variations,
the gain degradation (from TT corner to SS corner) of the
tested designs as follows: 34.6% for the Conv, 30.78% for the

Conv+CVB, 6.6% for the DTMOS, 12.6% for the proposed
(DTMOS+CVB), and 13.9% for the CDTMOS+CVB. The
UGBW degradation of the tested designs as follows: 87.7%
for the Conv, 87.16% for the Conv+CVB, 70.25% for the
DTMOS, 70% for the proposed (DTMOS+CVB), and 70.36%
for the CDTMOS+CVB. However, the proposed OTA has the
worse performance at the FF corner, as obtained result in [3].

Table. III summarizes the simulation results and provides
a comparison with state-of-the-art inverter-based OTAs. The
widely used one of the figures of merit (FoM) has been
calculated for the performance evaluation of OTAs in Table.
III:

FoM = UGBW ∗ CL/Isupply (10)

where Isupply is the total current consumption. The proposed
OTA design achieves better FoM performance and as the FoM
value of 7.0 MHz.pF/µA.

IV. CONCLUSION

In this paper, an improved PVT inverter-based OTA design
was suggested. Compared to the conventional inverter-based
OTA, the proposed circuit shows better AC gain, UGBW, and
PVT tolerant design performances, thus having better FoM
performance while consuming almost the same power budget.
The proposed OTA operates in the sub-threshold region to
enable low supply voltage circuit operation at the lowest 0.6V.
The gain value of 50.6-dB, UGBW value of 7.0-MHz, and
providing the FoM of 7.0 MHz.pF/µA. The proposed inverter-
based OTA design is one of the promising solutions for low
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TABLE II: The OTA performances across different process corners under PVT variations.

Gain(dB),UGBW(MHz)

SS (0.54-V, -40◦ ) TT (0.6-V, 27◦ ) FF (0.66-V, 120◦)

Conv (34.6, 0.68) (44.6, 5.3) (35.9, 5.82)

Conv+CVB (34.4, 0.67) (49.7, 5.22) (34.2, 5.52)

DTMOS (42.4, 2.13) (45.4, 7.16) (31.2, 6.59)

The proposed (DT-
MOS+CVB)

(44.2, 2.09) (50.6, 7.0) (28.9, 6.10)

CDTMOS+CVB (41.4, 1.55) (48.1, 5.23) (26.5, 4.65)

Class-AB OTA [15] (37.96, 0.064) (43.96, 0.112) (43.55, 0.197)

TABLE III: Simulation performance results

Parameter Conventional ([5]) Proposed [15] [16] [17] [18]

Power supply(V) 0.6 0.6 0.6 0.6 1.0 1.0 0.6

Technology(µm) 0.65 0.18 0.65 0.13 0.18 0.13 0.18

Power consumption(µW) 10 48.65 11 1.8 50 15 0.18

Load capacitance (pF) 10 8 10 6 140 50 20

DC gain (dB) 38.9 41.93 50.6 43.86 78.6 58.7 75.4

Unity-gain bandwidth (MHz) 2.7 15.55 7.0 0.112 2.02 10.43 0.074

Phase Margin(◦) 90.0 88.06 85.7 88.8 85.4 78.8 78.86

Bias current(µA) 10 52 10 3.05 50 15 0.3

FoM ([17]) 5.3 2.39 7.0 0.226 5.6 34.77 4.95

voltage and low power continuous-time ADC design in deep
sub-micron CMOS technology.
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