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 Recently, with the widespread use of the internet, electronic communication tools have 

also been widely used. One of these tools is emails. Emails are easy to use and provide 

the opportunity to reach thousands of people at the same time. This advantage causes 

some bad uses. Email users are faced with dozens of unsolicited emails (spam) against 

their will. In this study, 1017 mails collected from about 20 different Gmail and Hotmail 
accounts were classified as spam or regular email using the algorithms in the Weka 

program, and the success of the algorithms was compared. In the study, 45 different 

algorithms were tested. The highest classification success was obtained with the Naive 

Bayes Multinominal and Naive Bayes Multinominal Updateable algorithms with 

94.7886% correct classification. Among other classifier algorithms, Random Forest 

algorithm 93.6087%, Multi-Class Classifier and SGD 92.4287%, SMO 91.7404%, 

Random Committee 91.0521%, Naive Bayes and Naive Bayes Updateable 90.3638% 

classification success.        
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1. Introduction 

One of the basic needs of people is communication. 

Communication is the sharing of feelings, thoughts, 

ideas, and information between people. Today, new 

communication tools have emerged with the 

development of knowledge and internet 

technologies. One of them is emails that provide 

electronic communication and communication. 

Email is the adaptation of classical mailboxes to the 

electronic environment. The electronic mail system 

is inspired by correspondence, one of the 

communication tools used in the past and today and 

is reflected in the electronic environment with the 

development of today's internet technology [1]. An 

email address can be personal or corporate. Email 

service providers such as Gmail, Hotmail, Yahoo are 

available. An email address is created in the format 

"nickname@domainname" [2]. Text, audio, visual, 
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video, file, etc.  contents can be shared easily with 

emails. They are easy to use and meager cost. In 

addition, it is a great convenience that content can be 

transmitted to thousands of different people or 1 

institutions simultaneously. 

The ease of use of emails and the ability to reach 

thousands of people simultaneously has brought 

some disadvantages. At the top of these 

disadvantages are unsolicited (spam) messages. The 

abuse of electronic messaging systems to send 

random, unsolicited emails is called spam [3]. 

Thanks to the cost and speed advantage, emails are 

used for purposes such as advertising, promotion, 

marketing, creating public opinion, sharing 

inappropriate content, and obtaining personal 

information by sending malicious software, and 

dozens of spam emails fall into their mailboxes every 
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day. According to the results of a study, 

approximately 269 billion emails were sent and 

received worldwide in 2017, 281 billion emails in 

2018, and 293 billion emails in 2019 [4]. While this 

causes a waste of time and effort for users, it also 

causes unnecessary occupation of network traffic. In 

addition, from the point of view of enterprises, it is 

seen that it causes enormous financial losses. 

Many different methods and techniques are used to 

filter unwanted emails, and successful results are 

obtained. Despite this, they continue to use email 

systems by developing new strategies to overcome 

the filters applied to spam email users. For this 

reason, it is essential to carry out recent studies in this 

field, develop different methods and techniques, 

create different data sets, and support the analyses. 

This study aims to contribute to the spam filtering 

studies and the literature by identifying the most 

successful algorithms in the Bayes, Trees, Meta, 

Lazy, Functions, Misc., Rules classifiers in the 

WEKA program by using a Turkish data set collected 

from different email addresses. 

 

2. Mail System and Spam Mail  

Electronic mail (email) is the name given to an 

electronic message, usually in the form of a simple 

text message, that a user writes on a computer system 

and transmits to another user who can read it over a 

computer network [5]. Email messages consist of a 

header and a body. The title contains the sender 

(From), recipient user's ID (To), subject header 

(Subject), date (Date), received (Received), and 

content number (Message-ID). There is the content 

of the message in the body part and the part where 

attachments (Attachment) will be made [2]. Simple 

Mail Transport Protocol-SMTP protocol is used for 

the transmission of emails. 

Spam emails are messages sent in bulk by people 

or bot accounts that are not known. These can also be 

defined as messages sent to the accounts against the 

will of the person. Unwanted emails are used for 

purposes such as advertising, promotion, and 

propaganda. When we open email addresses, we 

come across dozens of advertising messages every 

day, and most of them come from addresses we do 

not know. In addition, some spam messages can send 

viruses to capture our personal information and bank 

account information. They can get our information by 

copying trusted web addresses and making us trust 

them. Another reason why we are faced with spam 

messages today is due to the email trade. Email 

addresses belonging to thousands of people are 

marketed to different businesses, and they cause us to 

receive spam messages from companies we do not 

know. While businesses are always looking for ways 

to communicate with their customers more 

accessible, cheaper, or faster, the internet offers all 

three [6]. In this case, the marketing of email 

addresses is one of the reasons for the increase in the 

number of spam emails. 

When examining spam messages, we can list some 

of their features as follows [2]. The same content is 

sent to multiple recipients. 

• They are sent for promotional purposes. 

• Often their content is misleading. 

• They may talk about religious beliefs or human 

feelings and may want the email to be forwarded 

to many people. 

• Address information such as sender, who is not 

in a proper format, and letter errors are standard 

as random fakes are usually produced. 

• Email message header information is destroyed, 

making it difficult to trace back. 

• Recipients do not have a valid or functional 

return address to indicate that they do not wish 

to receive email from this distribution. 

• In general, their content is up to date 

Today, many different methods are used, and new 

methods are being developed to filter unsolicited 

(spam) emails. Some of these methods are Word 

filtering, Rule-Based Filtering, Blacklists, DNS MX 

Record Lookup, Reverse DNS Lookup, So Reverse 

DNS Lookup Honeypots (Honeypots), Hashing 

Systems, Antivirus Scanning, Fingerprinting 

(fingerprint), Challenge-Response (challenge) 

systems and Bayesian filters [5]. 

 

3. Aim and Contribution 

Today, although technological developments bring 

great convenience to our lives, they also bring some 

negativities along with these conveniences. The 

email has entered our lives with the development of 

internet technology and has brought a different 

dimension to communication. Many data such as 

interpersonal information, documents, pictures, and 

audio files can be shared quickly and inexpensively 

via emails. Since emails are a fast and low-cost 

communication tool, we encounter unsolicited 

emails, and we are faced with situations such as 
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endangering people's time, workforce, or personal 

information. Unnecessary occupancy of network 

traffic is another problem. 

To avoid these problems, it is of great importance 

to develop new methods, test existing methods with 

different data sets, and determine successful 

strategies. This study it is aimed to test different 

classification algorithms in the Weka program and to 

choose the most successful classification method by 

using a data set with Turkish content that has not been 

used before. In addition, it is thought that it is 

essential that the more different data are used, the 

more successful the fight against spam will be. 

 

4. Literature Review 

When the literature on filtering and classification 

of spam is examined, it is seen that methods such as 

Spam classification with Machine Learning and 

Word Set technique, Phishing email detection with 

Deep Learning Models, text mining applications, 

Decision trees, Bayesian Classifiers, artificial 

immune system, and spam filtering are examined. In 

addition, a new approach based on Binary Patterns, 

filtering methods such as Word2Vec, Support Vector 

Machines are used. It has been observed that 

generally successful results have been obtained in the 

studies carried out. 

In the study called Filtering Spam Emails Using 

the Bayesian Method in 2006, 2387 emails with 

Turkish content were used. Two different models 

were tested with the Bayesian method, and it was 

seen that the first model was classified as spam 

emails at a rate of 81%, 92%, and 84%, and 93.2%, 

respectively [5]. In the study conducted within the 

scope of SMTP Protocol and Spam Mail Problem, 

DNSBL technique was used, and it was seen that 

many mails could escape from DNSBL [3]. Tekeli 

and Aşlıyan analyzed a data set in the UCI machine 

learning repository in the Weka program in their 

studies on the detection of spam emails with the 

multi-layered Perceptron, KNN, and C4.5 Methods 

and obtained a 92.8% successful classification with 

the C4.5 algorithms [7]. 

Cahide Ünal and İsmail Şahin designed a rule-

based expert system for the detection of unsolicited 

emails and aimed to detect spam emails over content 

and IP addresses. In the study, a data set consisting of 

4601 emails obtained from the Hewlett-Packard 

laboratory was used, and a total of 57 features were 

extracted from this data set. The developed Expert 

system examines the emails according to these 57 

features and gives feedback to the user about whether 

the email is a slur [8]. Nazlı Nazlı tested the 

Word2Vec vector and SVM(Poly) algorithm on a 

dataset of 300 emails in her Machine Learning-Based 

Spam Filtering Techniques study and achieved 

98.33% successful results [9]. 

A new spam filtering approach, using binary 

patterns obtained by comparing the UTF-8 values of 

characters with each other by Kaya and Özdemir, 

who tried to detect spam with a new system based on 

scrolling binary patterns, shifted one-dimensional 

local binary patterns has been suggested. A proposed 

C1W-LBS method is a statistical approach based on 

low-level information obtained because of 

comparisons of each value on the signal with its 

neighbors. A benchmark (spamassian) and a dataset 

created by us were used to test our method. 

According to the results obtained, it has been seen 

that the proposed method is a successful method for 

feature extraction from text-based emails. 92.34% 

success was achieved in the filtering performed using 

the Weka Program [10]. 

Çıtlak, Doğru, and Dörterler In a Spam Detection 

System Study with Short Links, it has been 

determined that websites marked as spam in the 

Google Safe Browsing database can hide by using 

short link services. In the study, temporary link 

addresses were first listed, and then software was 

developed that converts quick link addresses to long 

web addresses. In the software made, these addresses 

are automatically checked whether they are spam or 

not spam in the Google Safe Browsing data set [11]. 

In the study titled an Analysis of Various 

Algorithms for Text Spam Classification and 

Clustering Using RapidMiner and Weka, NB, SVM, 

KNN algorithms were tested using Weka and 

RapidMiner programs. In the study, in the tests made 

using 5572 messages in the UCI Machine Learning 

database, the NB algorithm in the Weka Program was 

94.56%, the SVM algorithm 98.21, the KNN 

algorithm 94.80% accurate classification success, 

while the RapidMiner program made the NB 

algorithm 84.79, SVM algorithm 96.64 and KNN 

algorithm 94. It was observed that 74 successful 

classifications were made. The study shows that the 

Weka Program makes better predictions than 

RapidMiner [12]. 

In 2017, the algorithm's success was tested using 

the Naive Bayes algorithm using two different data 

sets in Malaysia. In the study, 9324 Spam datasets 

collected from various email addresses and 

SPAMBASE dataset consisting of 4601 emails taken 

from UCi machine learning database were used. Five 

hundred features were extracted for Spam dataset, 

and 58 features were extracted for Spabase dataset. 
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In the results of the analysis, it was seen that the 

Naive Bayes algorithm made 91.13% correct 

predictions for the Spam dataset and 82.54% for the 

Spambase dataset, and it was seen that the collection 

of the data set from many different sources increased 

the percentage of correct predictions [13]. 

Eryılmaz and Kılıç examined the methods used for 

the detection of spam emails, basically examined 

artificial intelligence-based and non-artificial 

intelligence-based filtering techniques, and that non-

artificial intelligence-based filtering methods 

(blacklist, whitelist, gray list, content review, etc.) 

can be passed, they stated that they have negative 

sides such as constant updating. Previously, non-AI-

based methods would have been effective. But spam 

detection has improved as a result of the increase in 

machine learning algorithms. Thus, artificial 

intelligence-based systems have become more used 

[4]. 

Aman Kumar used 4601 email datasets from the 

UCI machine learning database to compare 

algorithms for spam filtering. 1813 pieces of data 

constitute spam emails. The data has a total of 58 

features, 57 continuous and one nominal. As a result 

of the test, it was seen that the J48 Algorithm was the 

highest correct classification with 92.7624%, and the 

other algorithms were followed by CART with 

92.632%, ADTree with 90.915%, and ID3 with 

89.111%, respectively. According to the test results, 

it has been determined that the J48 algorithm is more 

successful than CART, ADTree, and ID3 in spam 

classification [14]. Again, in a similar study, Naive 

Bayes, Bayesnet, J48, and LAZY-IBK algorithms 

were compared, and it was seen that the J48 

Algorithm was more successful than other 

algorithms, with a success rate of 85.06% [15]. 

While many different algorithms are being 

developed for spam blocking, spammers continue to 

send spam with new solutions. One of the methods 

used for spam is to send the message by embedding 

the content in the picture. When the content is 

embedded in the image, it does not get caught in the 

content-based spam filters, and the users continue to 

receive unwanted messages. In his study, which used 

180 data sets, 60 from Google, 60 from Flickr, and 

60 from spam, for the detection of spam messages 

containing images during the daytime, he extracted 

the histograms of the images and classified the 

spammy images at a rate of 81%. When the histogram 

of spammy images is examined, it has been 

determined that they usually contain few colors, and 

the value of '0' is relatively high for colors that are not 

used in the histogram [16]. 

Looking at the studies, it is clearly seen that 

artificial intelligence-based machine learning 

algorithms give successful results in classifying spam 

emails. Despite this, it is seen that spammers continue 

to send unsolicited emails with new solutions. In 

addition, it is seen that the studies are generally 

studied on English data sets. For this reason, the 

creation of new data sets and the use of data sets in 

different languages are important in combating spam. 

 

5. Material and Method 

5.1 Data Collection 

A total of 1017 emails were collected to be tested in 

this study. While 502 of the emails were regular 

mails, 517 of them were spam emails. The data set 

does not consist of any readymade data set but 

consists of emails sent to and from 20 different email 

addresses. Only the title and content parts of the 

emails with Turkish content were included in the data 

set, and each email was recorded separately in a text 

file. For regular mails, the names are norm1.txt, 

norm2.txt, …….. norm502. spam1, spam2, ….., 

spam517 filenames are saved as spam. The dataset 

here has been uploaded publicly to its address so that 

it can be used by other researchers 

(https://www.kaggle.com/datasets/emrahaydemr/tur

kish-mail-dataset-normalspam). 

 

Figure 1 Created Dataset Pool 
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5.2 Data Analysis 

During the analysis of the data, some operations 

were carried out in order to process the data in the 

Weka program. At the beginning of these processes, 

the data set collected in separate txt files was 

converted into a single norm_spam.txt file using the 

Python programming language, and punctuation 

marks, memorable characters, and numbers in the 

text were cleaned from the text. The created text file 

has been converted into a format that the Weka 

program can analyze as an arff file. 

 

Figure 2 Email Analysis Workflow Chart 

 

 

In the continuation of these processes, the 

norm_spam.arff file we created first was opened in 

the Explorer window of the Weka program with the 

OpenFile tab, and the attributes of the data were 

extracted with the StringToWordVector filter from 

the filter tab. A total of 2125 word vectors belonging 

to the data set were extracted as features. 

 

 

Figure 3 Attribute Extraction Screen 
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5.2.1 Weka Program 

Aydemir introduced the Weka Program in the 

Artificial Intelligence Book with Weka as follows. 

Weka is a software developed at the University of 

Waikato in New Zealand and is licensed under the 

GNU and GPL. That is, it is software that is available 

to the public, free and open source. It is named after 

the initials of the phrase "Waikato Environment for 

Knowledge Analysis". The name of this Java-based 

program is also the name of a flightless and 

endangered bird found in the islands of New Zealand. 

This software, which is used for data mining and 

machine learning applications, contains almost all 

frequently used algorithms. It has been produced in 

order to be able to try on datasets quickly by using 

the existing methods themselves. In addition to this 

feature, it allows the analysis of the results. Through 

the program, basic data mining operations such as 

classification, clustering, and association can be 

performed in general. It can run on all systems, 

especially Linux, Windows, and Macintosh [17]. 

5.2.2 String to Word Vector 

Word vectors simply focus on the relationships 

between words. Semantic analyzes are made based 

on the relationships of these words [18]. 

StringToWordVector Generates a numeric attribute 

showing the frequencies of the words in the String 

data type [17]. For natural language processing 

algorithms to understand text, texts must be 

represented as numbers. There are standard methods 

for this. The StringToWordVector filter used in the 

Weka program also converts texts into numerical 

vectors with techniques such as TF-IDF (Term 

Frequency — Inverse Document Frequency) and n-

gram. With the help of this filter, the number of terms 

in the text or data set is counted and their frequency 

is revealed. For example, if a word occurs 10 times 

in the text and the dataset contains 1000 texts, then 

the value of 10/1000, which is 0.01, is created for this 

word. In addition, the reverse document frequency 

determines how vital the searched word is. In other 

words, if the number of data in which the number of 

words searched is 10, and it is included in a total of 3 

data, then the log(10/3) value of 0.52 is obtained. 

With this filter in Weka, word count, rooting, 

converting to lowercase, etc. It also provides features. 

  

5.2.3 Algorithms Used in Data Analysis 

For the analysis of the data, 45 different algorithms 

in the Classify window of the Weka program were 

tested, and the results were given in the findings 

section. The information on the classification 

algorithms used before proceeding to the findings is 

as follows. 

• Bayes Classifier: Bayesian classifier is a 

classification algorithm that is used a lot in machine 

learning studies because it is fast and has a high 

success rate. Bayesian classifier is based on Bayes' 

theorem introduced by Thomas Bayes in 1763 [19]. 

This theorem, which deals with the events to be 

classified independently, predicts which class the 

data belong to [19]. Bayesian filters are one of the 

widely used methods of spam classification. To 

determine the probability that an email is a spam, 

filters use Bayesian analysis to compare the 

frequency of words or phrases in the email in 

previous (regular and spam) emails of the relevant 

user [5]. 

• Naive Bayes Algorithm: The logical 

foundations of the Naive Bayes algorithm are based 

on the approaches introduced by Thomas Bayes in 

the 18th century [20]. It is possible to have an idea 

about the direction of their content by analyzing the 

numerous news in the media or social media through 

text mining. Naive Bayes algorithm is one of the 

algorithms that can be used for this purpose [20]. 

• Decision Trees: Decision Trees in data 

mining are one of the most preferred methods 

because they are cheap to create, can be easily 

integrated with data systems, are safe, easy to 

interpret, and have a high comprehensibility [21]. 

When we look at the structure of decision trees, they 

consist of roots, branches, and leaves [21]. It 

resembles a tree with its structure. Decision trees that 

start with the root node divide many datasets into 

small groups and branches as they go down [21]. In 

decision trees, the first node is called the root node, 

the other nodes are called the leaf node, and the last 

is the decision node [22]. 

• Lazy (Lazy Algorithms): Lazy classifiers 

store the training samples and do no real work until it 

is time to classify [23]. The simplest lazy learning 

algorithm is the k-nearest neighbor classifier called 

IBk[17]. 

• Meta Heuristics Algorithms: The high-level 

heuristic approach includes methods that perform a 

probabilistic but conscious search in the solution 

space. These methods produce new solutions based 

on the solution set created at each step. Thus, by 

doing searches at the points close to the most suitable 
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one in the search space, it is tried to reach the most 

appropriate solution by getting rid of the local best 

point selection [24].Rules Algorithms: The rule 

inference system (RULES) family is an inductive 

learning family that includes several overlay 

algorithms. This family is used to construct a 

predictive model based on the given observation. It 

works based on the concept of dividing and conquers 

to create rules and knowledge pools directly from a 

specific training set [25]. 

5.2.4 Success Criteria 

The table where we can interpret the classification 

successes of the algorithms, we used in the research 

in an understandable way is the confusion matrix. We 

can compare the actual values with the estimated 

values with the confusion matrix. In the data set we 

used, we divided regular emails into two separate 

classes as norm spam and spam. The confusion 

matrix will allow us to interpret the results of the 

algorithm in 4 classes. 

 

 

 

 

 

 

 

Table 1 Confusion Matrix 

 
Prediction 

Regular Spam 

Real 
Regular TP TN 

Spam FN FP 

   

• True Positive (TP): Indicates the number of 
correctly classified emails that are actually 

regular emails. 

• True Negative (TN): The number of emails 
classified as spam even though it is actually 

regular email. 

• False Negative (FN): Number of spam emails 

classified as regular email even though they are 

actually spam. 

• False Positive (FP): Shows the number of emails 

that are actually spam emails and are correctly 

classified as spam by the algorithm used. 

6. Findings 

After the dataset's attributes we used were extracted 

with StringToWordVector in the Weka Program 

Preprocess window, 45 algorithms were tested with 

the generally accepted 10-fold cross-validation 

(Cross-Validation Folds 10) method in classification 

processes in the Classify window, and the findings 

are given in the tables below. 

Table 2 Findings 

Classifier  Algorithm Confusion Matrix Accuracy Precision 
 TP 

rate 

FP 

rate 

F-

Measure 
Recall  Class 

BAYES 

Bayes Net 
 

86.529 
0,859 0,871 0,140 0,864 0,871 Norm 

0,872 0,865 0,129 0,866 0,860 Spam  

Naive Bayes 
 

90,3638 
0,884 0,926 0,118 0,905 0,926 Norm 

0,925 0,882 0,074 0,903 0,882 Spam  

Naive Bayes 

Multinominal  
94,7886 

0,945 0,950 0,054 0,947 0,950 Norm 

0,951 0,946 0,050 0,948 0,946 Spam  

Naive Bayes 

Multinominal Text  
50,6391 

? 0,000 0,000 ? 0,000 Norm 

0,506 1,000 1,000 0,672 1,000 Spam  

Naive Bayes 

Multinominal Updateable  
94,7886 

0,945 0,950 0,054 0,947 0,950 Norm 

0,951 0,946 0,050 0,948 0,948 Spam  

Naive Bayes Updateable  
 

90,3638 
0,884 0,926 0,118 0,905 0,926 Norm 

0,925 0,882 0,074 0,903 0,882 Spam  

FUNCTIONS 

Logistic 
 

86,234 
0,868 0,851 0,126 0,859 0,851 Norm 

0,857 0,874 0,149 0,865 0,874 Spam  

Simple Logistic 
 

88,9872 
0,911 0,861 0,82 0,885 0,861 Norm 

0,871 0,918 0,139 0,894 0,918 Spam  

SMO 
 

91,7404 
0,923 0,908 0,074 0,916 0,908 Norm 

0,912 0,926 0,092 0,919 0,926 Spam  

Voted Perceptron 
 

86,6273 
0,875 0,851 0,118 0,863 0,851 Norm 

0,858 0,882 0,149 0,870 0,882 Spam  

SGD Text 
 

50,6391 
? 0,000 0,000 ? 0,000 Norm 

0,506 1,000 1,000 1,000 1,000 Spam  

SGD 
 

92,4287 
0,929 0,916 0,068 0,923 0,916 Norm 

0,920 0,932 0,084 0,926 0,92 Spam  

LAZY 
IBk 

 
76,5978 

0,774 0,743 0,212 0,758 0,743 Norm 

0,759 0,788 0,257 0,773 0,773 Spam  

KStar 80,0393 0,836 0,741 0,142 0,786 0,741 Norm 
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0,773 0,858 0,259 0,813 0,858 Spam  

LWL 
 

58,088 
0,543 0,988 0,812 0,701 0,988 Norm 

0,942 0,188 0,012 0,314 0,188 Spam  

RULES 

Decision Table 
 

75,9095 
0,715 0,853 0,332 0,777 0,853 Norm 

0,823 0,668 0,147 0,737 0,668 Spam  

JRip 
 

75,5162 
0,817 0,649 0,142 0,724 0,649 Norm 

0,715 0,858 0,351 0,780 0858 Spam  

OneR 
 

56,3422 
0,534 0,904 0,769 0,672 0,904 Norm 

0,713 0,231 0,096 0,349 0,231 Spam  

PART 
 

81,7109 
0,838 0,781 0,148 0,808 0,781 Norm 

0,800 0,852 0,219 0,825 0,852 Spam  

ZeroR 
 

50,6391 
? 0,000 0,000 ? 0,000 Norm 

0,506 1,000 1,000 0,672 1,000 Spam  

TREES 

Decision Stump 
 

57,6205 
0,539 0,988 0,825 0,697 0,988 Norm 

0,938 0,175 0,012 0,295 0,175 Spam 

Hoeffding Tree 
 

50,6391 
? 0,000 0,000 ? 0,000 Norm 

0,506 1,000 1,000 0,672 1,000 Spam 

J48 
 

80,1377 
0,825 0,759 0,157 0,790 0,759 Norm  

0,782 0,843 0,241 0,811 0,843 Spam 

LMT 
 

89,5772 
0,921 0,863 0,072 0,891 0,863 Norm  

0,874 0,928 0,137 0,900 0,928 Spam  

Random Forest 
 

93,6087 
0,941 0,928 0,056 0,935 0,928 Norm  

0,931 0,944 0,072 0,937 0,944 Spam 

Random Tree 
 

82,3009 
0,827 0,811 0,165 0,819 0,811 Norm  

0,819 0,835 0,189 0,827 0,835 Spam  

REP Tree 

 
81,3176 

0,855 0,749 0,124 0,798 0,749 Norm 

0,782 0,876 0,251 0,826 0,876 Spam  

META AdaBoostM1 

 

67,2566 0,783 0,466 0,126 0,584 0,466 Norm 

0,627 0,874 0,534 0,730 0,874 Spam 

Attribute Selected 

Classifier  

75,2212 0,744 0,759 0,254 0,751 0,759 Norm 

0,760 0,746 0,241 0,753 0,746 Spam 

Bagging 

 

85,4474 0,895 0,799 0,091 0,844 0,799 Norm  

0,822 0,909 0,201 0,863 0,909 Spam 

Classication Via 

Regression 
 

77,5811 0,806 0,719 0,169 0,760 0,719 Norm  

0,752 0,831 0,281 0,790 0,831 Spam  

CV Parameter Selection 

 

50,6391 ? 0,000 0,000 ? 0,000 Norm  

0,506 1,000 1,000 0,672 1,000 Spam 

Filtered Classifier  

 

83,9725 0,879 0,783 0,105 0,828 0,783 Norm  

0,809 0,895 0,217 0,850 0,895 Spam  

Iterative Classifier 

Optimizer 
 

76,4995 0,800 0,699 0,171 0,746 0,699 Norm 

0,739 0,829 0,301 0,781 0,829 Spam  

Logit Boost 

 

76,4995 0,800 0,699 0,171 0,746 0,699 Norm 

0,739 0,829 0,301 0,781 0,829 Spam 

Multi Class Classifier 

 

86,234 0,868 0,851 0,126 0,859 0,851 Norm 

0,857 0,874 0,149 0,865 0,874 Spam 

Multi Class Classifier 

Updateable 
 

92,4287 0,929 0,916 0,068 0,923 0,916 Norm  

0,920 0,932 0,084 0,926 0,932 Spam  

Random Committee 

 

91,0521 0,893 0,930 0,109 0,911 0,930 Norm  

0,929 0,891 0,070 0,910 0,891 Spam 

Randomizable Filtered 

Classifier  

60,8653 0,614 0,560 0,344 0,585 0,560 Norm  

0,605 0,656 0,440 0,629 0,656 Spam  

Random Sub Space 

 

88,9872 0,917 0,855 0,076 0,885 0,855 Norm 

0,867 0,924 0,145 0,895 0,924 Spam  

Stacking 

 

50,6391 ? 0,000 0,000 ? 0,000 Norm  

0,506 1,000 1,000 0,672 1,000 Spam  

Vote 

 

50,6391 ? 0,000 0,000 ? 0,000 Norm  

0,506 1,000 1,000 0,672 1,000 Spam 

Weighted Instances 

Handler Wrapper  

50,6391 ? 0,000 0,000 ? 0,000 Norm  

0,506 1,000 1,000 0,672 1,000 Spam  

Multi Schema 

 

50,6391 ? 0,000 0,000 ? 0,000 Norm  

0,506 1,000 1,000 0,672 1,000 Spam 

MISC Input Mapped Classifier 

 

50,6391 ? 0,000 0,000 ? 0,000 Norm 

0,506 1,000 1,000 0,672 1,000 Spam  
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7. Conclusion 

This study classified regular email and unsolicited 

email (spam) using various algorithms. 502 regular 

emails and 517 spam emails collected from different 

email addresses were tested in the Weka program 

with 45 different classification algorithms. The 

highest classification success was obtained with the 

Naive Bayes Multinominal and Naive Bayes 

Multinominal Updateable algorithms with 94.7886% 

correct classification. Among other classifier 

algorithms, Random Forest algorithm 93.6087%. It is 

seen from the results that Multi Class Classifier and 

SGD 92.4287%, SMO 91.7404%, Random 

Committee 91.0521%,  Naive Bayes Updateable 

90.3638% classification success. In the study, it was 

seen that the data set without classification success 

was clustered in a single class (spam), while the Meta 

(Stacking, Vote, Weighted Instances Handler 

Wrapper, Multi Schema, CV Parameter Selection), 

Hoeffding Tree, Rules Zero R, SGD Text, Naive 

Bayes Multinominal Text algorithms 50.6391. 

When the results are examined, successful results 

can be obtained by using Random Forest, SMO, 

Multi Class Clasifier Updateable, and Random 

Committee Algorithms, where bayesian classifiers 

show higher success in classifying spam. When the 

studies on filtering spam emails are examined, it is a 

fact that although successful results have been 

obtained, spammers are constantly developing new 

methods. To continue the struggle with this reality, 

the creation of more Turkish data sets is of great 

importance for future studies. 
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 The Coronavirus (COVID-19) epidemic emerged in China and has caused many 

problems such as loss of life, and deterioration of the social and economic structure. 

Thus, understanding and predicting the course of the epidemic is very important. In this 

study, the SEIR model and machine learning methods LSTM and SVM were used to 

predict the values of Susceptible, Exposed, Infected, and Recovered for COVID-19. For 

this purpose, COVID-19 data from Egypt and South Korea provided by John Hopkins 

University were used. The results of the methods were compared by using MAPE. A 

total of 79% of MAPE were between 0 and 10. The comparisons show that although 

LSTM provided better results, the results of all three methods were successful in 

predicting the number of cases, the number of patients who died, and the peaks and 

dimensions of the epidemic.        
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1. Introduction 

Epidemics are large-scale communicable diseases 

that greatly increase morbidity and mortality over a 

wide geographical area and cause significant 

economic, social, and political disruptions [1]. In 

December 2019, an epidemic of atypical pneumonia 

of a novel coronavirus (SARS-CoV-2) of zoonotic 

origin occurred in Wuhan, the capital of China's 

Hubei province [2]. On January 30, 2020, the World 

Health Organization (WHO) declared the outbreak a 

"Public Health Emergency of International Concern". 

On 12 February 2020, WHO named the disease 

caused by the novel coronavirus "Coronavirus 

Disease 2019" (COVID-19) [3]. On March 11, 2020, 

the epidemic was declared a pandemic by the World 

Health Organization [4]. COVID-19 pandemic is a 

global public health crisis that threatens people's 

health [5]. In the analysis of epidemics, there are 

 
 * Corresponding author  

e-mail: alisan.yigit@gmail.com  

DOI: 10.55195/jscai.1108528 

many epidemic modelling methods used to both 

predict the number of cases, the number of patients 

who died, and other parameters of the epidemic and 

to simulate the epidemic pro 1 cess. Among these 

models, the SIR model is one of the most preferred 

models. The SIR model has a compartment-type 

structure and was introduced to the literature by [6]. 

Compartment S represents Susceptible, compartment 

I Infected, and compartment R Recovered/Removed. 

Until today, many improvements have been made to 

the main model, such as adding new compartments 

and editing existing compartments, and new models 

have been created. In the literature, SIR [7], [8], SIRS 

[9], SEIR [10] – [12], and SIRD [13] are examples of 

use in this area. However, the SEIR model is more 

appropriate and comprehensive to describe 

information on the spread of the epidemic [14]. 

Time series are frequently preferred to produce 

helpful results for policymakers or managers in many 
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different fields such as water resources [15], soil 

mapping [16], traffic [17][18], and tourist numbers 

[19]. In addition, the number of studies using 

machine learning methods in addition to traditional 

methods is increasing. Along with epidemic 

modelling methods, many machine learning methods 

are used in the analysis of epidemic diseases in 

epidemiology. Examples of usage in this field are 

ARIMA [20]– [22], LSTM [23], [24], SVM [25], 

[26] methods. Both epidemic modelling methods and 

machine learning methods can be used together in the 

analysis of epidemics. Hybrid studies are generally 

performed for comparison and confirmation of 

results. SEIR model and Regression techniques [27], 

SEIR model and DNN method [28], and SEIR model 

and LSTM method [29] are examples of hybrid 

studies in the literature.  

This study consists of four stages and aims to 

predict some COVID-19 data. Firstly, a dataset was 

created using COVID-19 data from South Korea and 

Egypt due to their consistency in the number of cases 

and deaths. In the second section, SEIR model were 

optimized using various optimization methods. In the 

third section, epidemic parameters were predicted 

using Long Short-Term Memory (LSTM) and 

Support Vector Machine (SVM), which are machine 

learning methods frequently mentioned in the 

literature. In the last section, the data of the outputs 

obtained from the methods were evaluated using the 

MAPE metric. 

 

1.1. Motivation and Background 

The SEIR model interactively models four 

different conditions (Susceptible, Exposed, Infected, 

and Recovered/Removed) using historical data from 

an outbreak. In the compartmental models, firstly, the 

main parameters are given as input to the system. 

Then the output created by the first compartment is 

given as input to the next compartment. This 

interaction continues until the last compartment. The 

study, it is aimed to optimize the values of the 

parameters produced by the SEIR model in the 

transitions between the compartments by using 

machine learning methods and thus enhancing the 

overall success. 

 

2. Material and Methods 

The data set used in the study was obtained from 

the data updated daily by John Hopkins University 

via the GitHub platform. “Number of Confirmed 

Cases”, “Number of Patients Who Died”, “Number 

of Recovered Patients”, “Date” and “Country 

Population” information were extracted from the data  

[30].  

 

2.1. SEIR 

Epidemic modelling methods simplify the 

mathematical modelling of infectious diseases. In 

these models, people are assigned to compartments 

according to their health status. People can advance 

between groups/compartments. The order of the 

labels usually shows the flow patterns between the 

compartments. Models attempt to estimate how far a 

disease has spread, the total number of infected, the 

duration of the epidemic, and various 

epidemiological parameters such as the reproduction 

coefficient. Such models can show how their 

response could affect the outcome of the epidemic.  

The SEIR model simulates the time history of an 

epidemic. The model interactively models between 

four different conditions using historical data from an 

epidemic. These conditions are Susceptible (S),  

Exposed (E), Infected (I), and Recovered/Removed 

(R) [31]. The first compartment of the model, 

susceptible people, is equal to the entire population 

on the first day of the epidemic and has not yet 

encountered the disease. The second compartment 

consists of people who are exposed to the disease 

while being susceptible. In the third compartment, 

some people are infected. These consist of people 

with symptoms whose incubation period has ended 

after exposure to the disease. Finally, some are 

infected people who come out of the cycle because of 

death or recovery. The dynamic transfer of the 

population during the epidemic period is shown in 

Figure 1.  

 
Figure 1. SEIR model 

 

SEIR model parameters are calculated using the 

formulas in Equations. (1), (2), (3) and (4). 

 

Equations  
𝑑𝑆(𝑡)

𝑑𝑡
= −β𝐼(𝑡)

𝑆(𝑡)

𝑁
   

(1) 

𝑑𝐸(𝑡)

𝑑𝑡
= β𝐼(𝑡)

𝑆(𝑡)

𝑁
− γ𝐸(𝑡) 

(2) 
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𝑑𝐼(𝑡)

𝑑𝑡
= γ𝐸(𝑡) − δ𝐼(𝑡)  (3) 

𝑑𝑅(𝑡)

𝑑𝑡
=  δ(𝑡)𝐼(𝑡) 

(4) 

 

The formula for the number of susceptible in Eq. 

(1), the number of exposed in Eq. (2), the number of 

infected in Eq. (3), the number of removed in Eq. (4) 

at time t. 

The terms in these equations are expressed as  (S) 

parameter is target time histories of susceptible cases, 

(E) parameter is target time histories of exposed 

cases, (I) parameter is target time histories of 

infectious cases, (R) parameter is target time histories 

of removed/recovered cases, (β) infection rate, (γ) the 

inverse of the mean delay time and (δ) refers to the 

coefficients used depending on the mortality rate 

[31].  

   

2.2. Curve Fitting Methods 

In the predictions made on epidemic modelling 

methods, curve fitting methods can be used to keep 

the epidemic curves at a certain level or to optimize 

the curves. The curve fit is a data analysis method that 

attempts to construct a linear or nonlinear 𝑓(𝑥) 

model function. Some optimization algorithms such 

as L-BFGS-B are proposed to optimize the 

parameters of SIR and SEIR models and improve 

their prediction capabilities [32]. The curve fitting 

methods used in this study are explained as follows. 

The L-BFGS-B algorithm defines constant and 

free variables at each step. The method only works 

by repeating the L-BFGS method on free variables to 

achieve high accuracy.  

The Powell method is an algorithm proposed by 

Michael J. D. Powell to find the local minimum of a 

function. It is quite useful to use for minimizing 

functions of a large number of variables as it does not 

require storing any matrix with a conjugate gradient 

[33]. The conjugate gradient (CG) method commonly 

attributed to Magnus Hestenes and Eduard Stiefel is 

an algorithm used in mathematics for the numerical 

solution of certain systems of linear equations. 

COBYLA is a gradient-free optimization algorithm 

that can manage nonlinear inequality constraints. For 

this reason, Powell developed the COBYLA 

algorithm in 1994, which creates linear polynomial 

approximations to the objective and constraint 

functions by interpolating the vertices of the 

simplifications [34]. The SLSQP method is generally 

used when the objective function and constraints are 

continuously differentiable. In mathematical 

problems using the SLSQP algorithm, each step 

solves two subproblems [35]. 

2.3. Support Vector Machine 

The Support Vector Machine (SVM) was originally 

introduced by Vapnik et al and later expanded by 

another researcher [36], [37]. Vapnik stated that 

SVM method is based on VC (Vapnik–

Chervonenkis) theory, and their experimental work 

demonstrated superior generalization performance 

over the neural network and statistical learning 

technique [38]. SVM is implemented in the form of 

classification and regression. Classification is 

performed with a linear or nonlinear separation 

surface in the input field of the dataset [39]. 

Regression, on the other hand, uses Vapnik's non-

precision approach, creating a flexible channel with 

a minimum radius symmetrically around the 

predicted function, thus ignoring values outside the 

threshold as a result of error calculation [40]. SVM is 

basically divided into two according to whether the 

data set can be separated linearly or not. Therefore, 

in this section, it is discussed in two parts as linear 

and non-linear SVM. 

 

2.3.1. Linear SVM 

  In classification with SVM, it is aimed to separate 

the samples belonging to two classes, which are 

generally shown with class labels as {-1, +1}, with 

the help of a decision function obtained from the 

training data [36], [38] for the training of SVM in a 

linearly separable two-class classification problem, 

assuming that the training data consisting of k 

samples {xi, yi}, i = 1, ....., k. The inequalities of the 

optimum hyperplane are calculated as Equations (5) 

and (6). 

 

min   
1

2
||w||

2
 (5) 

  

𝑦𝑖( 𝑤𝑥𝑖 +  𝑏) − 1 ≥ 0 𝑎𝑛𝑑 𝑦𝑖 ∈  {−1, 1}             (6) 

 

2.3.2. Non-Linear SVM 

Data may not always be linearly separated in 

problem-solving. In such cases, the problem arising 

from the fact that some of the training data remain on 

the other side of the optimal hyperplane is solved by 
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defining a positive dummy variable (ξ). The objective 

function is specified in Eq. (7) and the constraints of 

the function are specified in equations (8) and (9) 

[36]. 

1

2
||𝑤||

2
+ 𝐶(∑ 𝜉 𝑖

𝑡
𝑖=1 )k               k>1                    (7) 

𝑦𝑖( 𝑤𝑥𝑖 +  𝑏) ≥ 1 − 𝜉 𝑖  𝑖 = 1 … 𝑡              (8) 

𝜉 𝑖 ≥ 0                                             𝑖 = 1 … 𝑡 (9) 

 

2.4. Long Short-term memory 

Long short-term memory (LSTM) was first 

processed by Hochreiter & Schmidhuber in 1997 and 

developed later by the Flex Gers team [41]. The 

LSTM layer consists of a series of repetitively linked 

blocks known as memory blocks. These blocks can 

be thought of as a different versions of memory chips 

in a digital computer. Each contains one or more 

repetitively linked memory cells and three 

multiplicative units (input, output, and forget gates) 

[42].  

Memory cells store their entries for a period. Input 

gates control the flow of new values into the cell. 

Forget gates decide which values should be stored in 

memory. The output gates, on the other hand, control 

which values in memory should be used to calculate 

the output activation of the LSTM unit. The LSTM 

model is shown in Figure 2.  

 
Figure 2. LSTM module 

 

In Figure 2, each line carries a vector from the 

output of one node to the inputs of the others. Orange 

circles represent operations for points, such as vector 

addition, while blue boxes learn neural network 

layers. Merging lines indicate the merge, while a line 

stamp indicates that its content is copied, and the 

copies go to different locations. 

In LTSM, the hidden state of memory cells is 

calculated by the formulas in Equations (10), (11), 

(12), (13) and (14). 

Here 𝑖𝑡 is the input gate, 𝑓𝑡 is the forget gate, 𝑜𝑡  is 

the output gate, 𝑤 is the weight on the corresponding 

gate, σ  is the standard sigmoid value, 𝑥𝑡  is the 

current timestamp input, 𝑐𝑡   is the cell memory 

timestamp, and b is the deviation value [43]. 

 

𝑖𝑡 = σ(𝑊𝑖𝑥𝑥𝑡 + 𝑊ℎℎℎ𝑡−1 + 𝑊𝑖𝑐𝑐𝑡−1 + 𝑏𝑖) (10) 

  

𝑓𝑡 = σ(𝑊𝑓𝑥𝑥𝑡 + 𝑊ℎℎℎ𝑡−1 + 𝑊𝑓𝑐𝑐𝑡−1 + 𝑏𝑓) (11) 

  

𝑐𝑡 = 𝑓𝑡 ∗ 𝑐𝑡−1 + 𝑖𝑡 ∗ g(𝑊𝑐𝑥𝑥𝑡 + 𝑊ℎℎℎ𝑡−1 + 

 𝑊𝑐𝑐𝑐𝑡−1 + 𝑏𝑖)  

(12) 

  

𝑜𝑡 = σ(𝑊𝑜𝑥𝑥𝑡 + 𝑊ℎℎℎ𝑡−1 + 𝑊𝑜𝑐𝑐𝑡−1 + 𝑏𝑜) (13) 

  

ℎ𝑡 = 𝑜𝑡 ∗ ℎ(𝑐𝑡) (14) 

 

2.5. Performance Measurement 

Mean Absolute Percentage Error (MAPE) is one 

of the statistical performance measurement methods 

that shows how consistent the results obtained in 

applications are. The closer the result obtained in this 

method is to 0, the more successful it is. The MAPE 

formula in Eq. (15):  

 

𝑀𝐴𝑃𝐸 = (
1

𝑛
∑

|𝑌𝑡−�̂�𝑡|

𝑌𝑡

𝑛
𝑡=1 ) ∗ 100  (15) 

 

3. Experimental Results 

The initial parameters of the SEIR Model in this 

study were taken from studies published by WHO. 

R0, mean incubation time and infection time was 

taken as below to calculate pass rates between 

parameters [44]. 

 

Reproduction Number (R0) = 3,9 (people) 

Incubation Period = 2,9 (day) 

Infection Period = 5,2 (day)  

 

A total 70% of the data set was reserved for 

training and 30% for testing. “Number of Confirmed 

Cases”, “Number of Patients Who Died”, “Number 

of Recovered Patients” and “Country Population” 

information included in the data set were introduced 

to the model. R0 and fatality rate were calculated on 

the SEIR model, along with the optimized number of 

cases and deaths. R0 and mortality rates were used to 

find transition rates between epidemic parameters. 

Daily values of epidemic parameters were calculated 

using pass rates. Five different optimization 

algorithms were used for the optimization of the 

"Case" and "Death" numbers on the SEIR model.The 
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MAPE ratios related to the results are shown in Table 

1. 

 

 

 

Table 1. MAPE results of optimization algorithms 

 

 Egypt South Korea 

Method Case Fatality Case Fatality 

L-BFGS-B 1.294 0.438 16.991 17.176 

Powell 1.294 0.438 16.991 17.177 

SLSQP 1.285 0.444 17.009 17.172 

CG 1.294 0.438 16.991 17.177 

COBYLA 4.822 3.868 18.187 17.698 

As seen in Table 1, all methods produced 

acceptable results. The data of the L-BFGS-B method 

in calculating the transition ratios between 

parameters on the SEIR model are presented below. 

Calculated R0 and pass rates are shown in Table 2. 

 

Table 2. Pass rates and R0 value of the parameters 

Country/ 

Parameter 
S>E E>I I>R R0 

Egypt 0.679 0.340 0.050 1.97 

South Korea 0.651 0.344 0.016 1.89 

 

The MAPE resulting from the prediction of the 

epidemic parameters of Egypt and South Korea are 

shown in Table 3 and Table 4.  While the lowest 

MAPE value was obtained by the SVM to predict S 

and R, LSTM provided the lowest MAPE value for E 

and I. 

 

Table 3. MAPE results of S, E, I and R for Egypt 

Method/ 

Parameters 
S E I R 

SEIR 

(L-BFGS-B) 

2.570 6.100 5.270 6.550 

SVM 0.002 12.500 5.880 0.430 

LSTM 0.280 0.930 1.180 0.510 

 

Table 4. MAPE results of S, E, I and R for South Korea 

Method/ 

Parameters 
S E I R 

SEIR 

(L-BFGS-B) 

2.010 39.030 37.540 15.950 

SVM 0.015 31.500 6.640 0.250 

LSTM 0.110 0.860 0.450 1.540 

 

In Figure 3, it is seen that the difference between 

the actual and predicted data widened after 150 days, 

although the predicted and actual data for the first 

100 days were very close in predicting the number of 

susceptible people in Egypt with the SEIR. In Figure 

3, it is also seen that the curves of the predicted and 

actual data of the people who were exposed, sick, and 

died in the epidemic in Egypt and South Korea are 

similar to each other. 
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Figure 3. Prediction results of S, E, I and R in Egypt and South Korea using SEIR model 

 

In the prediction of the COVID-19 epidemic 

parameters, LSTM and SVM (SVR) methods were 

used as machine learning methods. Susceptible, 

Exposed, Infected, and Removed persons in Egypt 

and South Korea were predicted by SVR and LSTM. 

A total 70% of the dataset was reserved for training  

 

and 30% for testing. The prediction results of SVR 

and LSTM are shown in Figure 4 and Figure 5 

respectively.  As seen in the figures, the curves of the 

actual data and the predicted data are close to each 

other. 
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Figure 4. Prediction results of S, E, I and R parameters in Egypt and South Korea by SVM

 

 

 

 

Figure 4. Prediction results of S, E, I and R parameters in Egypt and South Korea by SVM 
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Figure 5. Prediction results of S, E, I and R parameters in Egypt and South Korea by LSTM 
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4. Discussion and Conclusion 

Studies in the literature show that instead of 

estimating time series with a single method, 

estimating by combining multiple methods that can 

model different functional relationships in the data 

set gives more effective results. In addition, the 

success of the previously used machine learning 

methods compared to traditional methods also 

supports the results of the study [24], [26]. In the 

study, which was carried out by bringing an 

additional perspective to the existing studies, 

machine learning methods gave very successful 

results in estimating the parameters of epidemic 

diseases. Societies are cultural, social, economic, etc. 

It has different structures due to many factors. For 

this reason, the real-life consequences of epidemics 

differ according to the structure of society. However, 

compartment models used in the field of 

epidemiology accept these characteristics of societies 

as the same. It is aimed to provide memory features 

to the SEIR model, which has a memoryless 

structure, by using the LSTM method. Thus, instead 

of approaching every data in the same way, training 

the data according to the patterns it has will increase 

the accuracy and confidence rates of the results to be 

obtained. 

 

4.1. Limitations and future research 

The official numbers announced by each country 

may not reflect the truth, as countries may impose 

bans such as entry and import bans to countries with 

a high number of infected individuals to protect their 

own citizens in pandemic-level epidemics. In 

addition to the inherent limitations of the time series, 

this situation may cause erroneous data, and thus the 

results may be erroneous. To overcome such 

limitations in the study, the countries used were 

carefully researched to choose their data. Models 

derived from the SIR main model, such as SEIR, 

generally make some assumptions. Some of these 

assumptions are that during the spread of the disease, 

there is no birth, or death other than a disease, 

external migration, or immigration, and the society 

has a homogeneous structure. In future studies, using 

the obtained data by eliminating the possibilities such 

as misdiagnosis and different causes of death will 

increase the success rate of the model. In addition, it 

will show significant success in studies where all the 

features that shape the basic structure of the society 

can be added to the model, considering the super-

spreaders in the spread of the disease. It is thought 

that more reliable results will be produced because of 

adding a compartment that can provide memory 

properties to such models, providing the data of 

similar events in the past in the same population to 

the model, and training the model using these. 
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 In recent years, studies on the elements used in producing electronic device components 

and the interaction of their different compounds with radiation have been emphasized. 

In developing this situation, giving importance to space studies and other searches in 

energy production have been very effective. In the light of these developments, the 

interaction of tin, which is widely used in producing electronic device components and 
different industrial areas, with radiation has been investigated. For this purpose, the 

variation of albedo factor values in some compounds of the tin element was analysed 

and presented. Am-241 radioactive sources were used as incident radiation in 

determining the albedo factor values mentioned in the study. The albedo factor values 

obtained by examining the Compton and coherent scattering peaks were used to 

determine the albedo factor values. 
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1. Introduction 

Tin is the oldest metal known to human-being. It 

is increasingly used in many fields such as 

coatings, compounds, alloys, and advanced 

technology from ancient times. Today, tin is an 

essential metal, although it is used in industry in 

small quantities. This is because it is used in 

small amounts in many areas. The tin element 

and some of its compounds, essential among the 

coating materials, are widely used in the 

transportation and chemical industry. Tin ore, 

which has a wide usage area and provides ease 

of use in many tools, has been the focus of 

attention of many researchers, and its different 

properties have been investigated. Tin is used in 

can making, coating, various alloys, solder, and 

chemicals. It is also used in engine bearings, 

bodywork, radiators, oil, and air filters in the 

automotive industry. It has a wide use area in the 
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aircraft and ship industry and the electrical and 

electronics industry. It is consumed in a wide 
1 area, from the production of paint, perfume, 

soap, and polyurethane to toothpaste production 

in the chemical industry. Besides, it is also used 

in printing, kitchen equipment, and the glass 

industry. 

We can reach some crucial atomic information 

by directing X-ray photons on materials. The 

obtained data is evaluated whether the directed 

X-rays make elastic or inelastic collisions. [1] 

These scattering processes help understand the 

atomic features of each material. In this way, we 

gain important information about how materials 

behave when radiation exposure. In calculating 

albedo factor values, which are the subject of this 

study, x-rays irradiated the material are scattered 

from the material by inelastic collision. If we 

want to give an example of inelastic scattering, 
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soft photon emitting, and target recoil events, all 

inelastic scattering events come to mind first. 

Photoelectric, Compton scattering, and pair 

production events occur because of inelastic 

scattering. Also, scattering from bound electrons 

(Rayleigh scattering), nuclear Thomson 

scattering, Delbrück scattering, and nuclear 

resonance scattering can be given as the 

phenomena observed because of elastic 

scattering. 

The photon reflection capability of the target 

sample is called an albedo factor and is related to 

the atomic number, thickness, and incident x-ray 

photon energy [2]. Each target's derived albedo 

factor values are used in manufacturing radiation 

shielding material [3-8]. For this purpose, 

different materials used or recommended in the 

industry have been researched by various 

researchers and brought to the literature. 

Experimental studies were carried out using 

other materials and radiation sources. 

This article uses experimental methods to 

explain the elastic and inelastic scattering 

intensity ratios, that is, the albedo factors of the 

selected samples. Defining the albedo factor 

parameter, which indicates the photon scattering 

ability of a material consisting of a combination 

of different elements or a pure element, will help 

select the elements to be used in material 

production. The albedo factor, which is only one 

of the screening parameters, consists of 3 

different components: albedo number, albedo 

dose, and albedo energy.  

2. Material and Methods 

2.1.  Experimental Arrangement  

The experimental procedure of this study was 

carried out using a semiconductor detector 

(HPGe) and a circular radioactive source, 

respectively. These said components are in the 

scattering geometry and are shown in Figure 1. 

In addition, the experimental setup was covered 

with the sample chamber. The sample chamber 

provided radiation shielding for the researchers, 

and at the same time, the chamber prevented 

unexpected backscatter counts. The structural 

equipment of the sample chamber is shown in the 

Figure. 2. The sample chamber is lined with a 

lead layer and conical shape. The primary use of 

the sample chamber is also related to this 

structure. Thus, this shape of the lead-lined and 

conical-shaped sample chamber provides a 

monochromatic gamma-ray. Paired 

monochromatic gamma rays were directed into 

the sample chamber for scattering to occur so 

that the scattering photons were detected through 

an HPGe semiconductor X-ray detector. To align 

the photons coming from the radioactive source 

and scattered from the sample and to protect the 

experimental environment from unwanted 

harmful x-rays, the experimental setup was kept 

in the sample room. Gamma rays emitted from 

the source were directed at the target with a 

scattering angle of 168 degrees. It is aimed to 

minimize unwanted gamma-ray scattering with a 

scattering angle of 168 degrees.  

 

 
     Figure 1 Experimental setup 

(radius of the collimator is 0.53 cm) 

 

 
Figure 2 Sample chamber 

(a=6.5 cm, b=6.3 cm, c=13.5 cm, d=11 cm, e=5 cm) 
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2.2.  Calculation of Albedo Factors 

The experimental setup has an HPGe 

semiconductor detector, and the detector was 

linked to the multichannel analyzer, Genie-2000, 

and controlled by a computer. With the 

mentioned Genie-2000 program, characteristic 

photo peaks are revealed, and analysis is 

provided with the data obtained. The determined 

photopic areas were calculated by using the 

Origin 7.5 program. The calculated photo-peak 

areas consist of backscattered and incident 

constituents and are represented by Nbs and Ni, 

respectively [7]. At this moment, these related 

photopeak constituents were used in the 

calculation of the albedo number by the 

following equation, 

𝑨𝑵 = [
𝑵𝒃𝒔 𝜺(𝑬𝒃𝒔)⁄

(𝑵𝒊 𝜺(𝑬𝒊)⁄ )(𝟏 𝒅Ω⁄ )(𝟏 𝟐⁄ )
]                             (1) 

Where ε(Ebs) and ε(Ei) terms represent the 

backscattered and the incident photo-peak 

efficiencies of the HPGe detector, respectively. 

It is also seen that the term solid angle (dΩ) is 

used together with the terms mentioned in the 

formula. The solid angle term (dΩ) expressed 

here is the solid angle seen by the detector 

collimator opening from the center of the target. 

A factor of 1/2 added to the denominator means 

that half of the gamma photons emitted by the 

radioactive source hit the target. 

Another constituent of the albedo factor 

parameter is the albedo energy and calculated by 

using the following equation, 

 𝑨𝑬 = [
𝑬𝒃𝒔

𝑬𝒊
] 𝑨𝑵                  (2) 

Equation (2) has the photon energies of the 

incident and the backscattered gamma rays, 

represented by Ei and Ebs, respectively. Finally, 

the calculation of albedo energy has been used to 

derive the last term of the albedo parameter 

called the albedo dose. The albedo dose is 

directly proportional to the albedo energy, as 

shown below,              

𝑨𝑫 = [
𝝈𝒂(𝑬𝒃𝒔)

𝝈𝒂(𝑬𝒊)
]                                                 (3) 

Equation (3) has the gamma photon absorption 

coefficient of the air layer. So, the backscattered 

and incident gamma photon absorption 

coefficient terms were expressed separately. 

Also, the air layer is composed of different 

elements in different percentages, which are 

taken from Table 1. These coefficient terms have 

been calculated using related percentages from 

the XCOM photon cross-section database [8]. 

Table 1 Table of gaseous composition of dry air 

 

Constituent 
Chemical 

symbol 
Mole percent 

Nitrogen  N2 78.084 

Oxygen  O2 20.947 

Argon  Ar 0.934 

Carbon dioxide  CO2 0.0350 

Neon  Ne 0.001818 

Helium  He 0.000524 

Methane  CH4 0.00017 

Krypton  Kr 0.000114 

Hydrogen  H2 0.000053 

Nitrous oxide  N2O 0.000031 

Xenon  Xe 0.0000087 

Ozone  O3 0.00000001 

3. Results 

This study investigated the radiation absorption 

and shielding properties of some tin compounds. 

The fact that tin and its compounds are 

frequently used in industry and technology has 

led to this. The tin element has a wide range of 

uses. The element Sn, which requires a high 

degree of polishing, is used to protect metal 

materials prone to corrosion, such as coating 

steel cans. Materials such as soft solder, tin, 

bronze, and phosphor bronze are important tin 

alloys. In addition, the niobium-tin alloy is 

widely used for superconducting magnets. It is 

obtained using molten glass floating on the 

molten tin to create a flat surface on most 

window glass. In addition, molten tin salts are 

sprayed onto the glass surface to form a 

http://eesc.columbia.edu/courses/ees/slides/climate/table_1.html
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conductive structure. The most essential tin salt 

used in these processes is tin (II) chloride, used 

as a reducing agent and mordant in dyeing calico 

and silk. Tin (IV) oxide is frequently used in 

ceramic and gas sensor production. 

Zinc stannate (Zn2SnO4) is a fire retardant used 

in plastics. Some tin compounds have been used 

as antifouling paints for ships and boats to 

prevent mussels. However, these compounds are 

deadly to marine life, especially oysters, even at 

low levels. Its use is now banned in most 

countries. Tin is a bidirectional metal because it 

can react with strong acids and bases. Pure water 

does not affect it. In aqueous solutions, oxygen 

accelerates the corrosion process. In the absence 

of oxygen, the high potential of tin (0.75 V) 

causes a hydrogen layer to form on its surface, 

which will reduce even the effect of acids. 

Normally, its surface and thickness are covered 

with a thin oxide layer that increases the 

temperature. When a tin-plated steel in an airless 

environment is brought into contact with acidic 

solutions, a tin-iron couple is formed at negative 

potential. During this event, the tin plating is 

used as the anode, and the molecule itself, not the 

iron, undergoes aggregation. Otherwise, molten 

iron; In canning, which is its main area of use, 

the process is a cornerstone because it impairs 

taste and vision. Tin; does not react directly with 

hydrogen, nitrogen, carbon dioxide and gas 

ammonia. When moist, sulfur dioxide affects tin. 

It reacts readily with chlorine, bromine, and 

iodine and slowly with phosphorus at room 

temperature. Halogen acids react violently with 

tin, especially when hot and concentrated. Hot 

sulfuric acid melts the tin. Reacts gradually with 

nitric acid; however, it becomes hydrated tin 

oxide when the acid is concentrated. It reacts 

rapidly with sulfuric, chlorosulfuric and 

pyrosulfuric acids. The tin dissolving effect of 

phosphoric acid is much less than other mineral 

acids. In the atmospheric environment, it reacts 

slowly with organic acids such as lactic acid, 

citric acid, tartaric acid, and oxalic acid. The 

effect on diluted solutions such as ammonium 

hydroxide and sodium carbonate are weak; 

However, strong alkalis such as sodium and 

potassium hydroxide dissolve tin when cold and 

diluted to form tin compounds with (+4) valence. 

Oxidizing salts and their solutions, such as 

potassium peroxy sulphate, ferric chloride, 

sulfate, and stannous chloride, dissolve tin. 

X-ray room armouring is one of the foremost 

safety procedures for X-ray rooms. According to 

the medical study regulation prepared by the 

Ministry of Health, it is forbidden to carry out 

radioactive treatment and diagnostic studies 

without radiation shielding. Taking radiation 

shielding measures is very, very important for 

the protection of human health. In addition, it 

includes significant measures for both human 

health and the stable operation of other devices. 

To prevent the radiation emitted by X-rays and 

minimize the harmful effects, it is necessary to 

cover the rooms where the X-ray films are taken. 

In medical treatment environments, especially in 

chemotherapy units where cancer patients 

undergo chemotherapy, the rays that may cause 

radioactive damage should be minimized 

without damaging the room design, and the beam 

source should be well protected. In such 

environments, shielding can be made with 

copper, reducing the radiation intensity. High 

radiation level, maximum ideal level is reached 

with shielding. How to determine the ideal 

armour thickness to reduce the radiation level by 

making some calculations. The calculation is 

based on the radiation dose value and MMED 

value that may occur in case of overwork. 

Products used for armouring can be lead, 

concrete, copper, barite aggregate and heavy 

concrete. The materials used in the armour vary 

according to the radioactive source and radiation 

type. In treatment environments with low 

radiation intensity, the shielding process can be 

made of light aluminium. In high-risk 

environments, the material with the highest 

atomic number among the materials to protect 

the rooms is lead. 



 Tursucu A., Journal of Soft Computing and Artificial Intelligence  03(01): 22-27, 2022 

 

26 
 

In this study, albedo factor analyses were 

performed for some tin compounds, one of the 

most widely used materials for shielding 

environments where radiation-based treatment 

methods are used. Albedo factor is only one of 

the radiations shielding parameters and consists 

of 3 different sub-terms. The sub-terms 

mentioned are called albedo number, albedo 

energy and albedo dose. 

 

4. Discussion 

The calculation of each parameter according to 

the gamma-ray counts obtained from the 

experiment was determined using the relevant 

formulas. The albedo factor values calculated 

using the formulas are given in Figures 1-3. If we 

interpret the numbers, the albedo parameter 

values decrease with the increasing value of the 

atomic numbers of the target samples. The 

increase in photoelectric cross-section and 

decrease in Compton cross-section with a rising 

atomic number are the main reasons for this 

situation. 
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Figure 3 The albedo number distribution of target 

samples is a function of the atomic number 
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Figure 4 The albedo energy distribution of target samples 

is a function of the atomic number 
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Figure 5 The albedo dose distribution of target samples 

is a function of the atomic number 
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 This paper aims to investigate the performances of a semi-active tuned mass damper 

(STMD) used to reduce the vibrations of buildings under different seismic excitation by 

the real-time hybrid simulation (RTHS) method. In the STMD, the MR damper is used 

as a control element with a variable damping feature. The RTHS method is an alternative 

to experimentally studying the STMD system. MR damper is critically significant for 

the system and is experimentally installed. At the same time, the other parts are designed 

in numerical simulation and tested simultaneously. MR damper is a control element 

whose damping value can change according to the amount of voltage transmitted. 

Therefore, the groundhook control method determines the MR damper voltage 

variations. The results show that the control method applied to MR damper-controlled 

STMD effectively suppresses structural vibrations.  

Keywords: 

Structural vibration control, 

MR damper, Real-time 

hybrid simulation (RTHS), 

Semi-active tuned mass 

damper (STMD) 

 

 

 

1. Introduction 

    Passive control applications have been 

implemented to improve the response of a structural 

system under the influence of earthquake excitations. 

In order to increase the performance of passive 

control applications, semi-active control studies[1]–

[4] and active control studies [5]–[7] are performed. 

Tuned mass dampers (TMD) are commonly used in 

control applications in structural systems. TMDs 

applied to structural systems are used as passive 

control elements [8], [9]. Also, the performance of 

suppressing structural vibrations can be improved by 

applying active and semi-active control methods. 

Active control applications are successful in reducing 

structural vibrations. 

     Nevertheless, the cost and reliability of the 

equipment for this application are disadvantageous. 

The performance of TMDs with passive control is 
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limited. Their performance decreases under variable 

conditions. Semi-active control methods applied to 

TMDs are safer than active control and perform 

better than passive control. In this study, STMD 

reduces the vibrations of a building with MDOF 

under seismic excitation. 

     Many simulation studies are related to STMDs 

using MR damper in the literature. Causal sub-

optimal control [10], Clipped optimal control [11], 

LQR control [12], Sky-groundhook control with 

optimal fuzzy control [13], MIMO fuzzy logic 

control [14], Type 1 and 2 fuzzy logic control [15], 

Bang-Bang control [16].  Besides, many 

experimental studies have been made; Groundhook 

control [17], LQR control [18], and model-based 

feed-forward control [19]. Numerical simulations 

may not ultimately reflect reality. Experimental 

studies are of great importance in scientific research. 

https://dergipark.org.tr/en/pub/jscai
mailto:haggumus@sirnak.edu.tr
https://orcid.org/0000-0002-7158-677X
https://orcid.org/0000-0003-0996-7923
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However, the experimental setup and operation of 

structural systems are also significant problems.  

     In recent years, hybrid simulation methods have 

been applied for structural systems, including 

simulation and experimental studies. These methods 

combine the advantages of numerical simulation and 

experimental setups. The objective here is to 

experimentally construct system elements that are 

difficult to model mathematically and to use the 

measurement data obtained in this way in simulation 

in real-time. The responses of structures under 

harmonic excitation were investigated by the RTHS 

method [2]. However, the response of a building 

under earthquake reactions is an issue that needs to 

be investigated.  

     In this study, the performance analysis of the 

STMD, which is used to reduce the vibrations of 

MDOF building under seismic excitations by the 

RTHS method, is investigated. MR damper is a 

control element whose damping value can change 

according to the amount of voltage transmitted. For 

this reason, the groundhook control method is used 

for the voltage changes in the MR damper because it 

is simple and easy to implement. 

 

2. Equation motion of system model 

In this study, the semi-active control application of 

the 10-story building model, where only lateral 

vibrations are taken into account, is shown in Figure 

1. 

 
Figure 1. The building model with the STMD 

The general equation of motion of the model is as 

follows. 

Msẍ(t) + Csẋ(t) + Ksx(t) = −Tsf(t) − MsZẍg            (1) 

The mass, damping, and stiffness matrices of the 

system are Ms, Cs ve Ks ∊ R11x11  and the 

acceleration, velocity, and displacement vectors are 

ẍ(t),  ẋ(t), x(t)  ∊ R11x1 respectively. The damping 

force of the MR damper is f(t), and the earthquake 

ground acceleration is ẍg .  In Equation 2 and 

Equation 3, the displacement and seismic vectors of 

the system are given. 

x = [x1 x2 x3 ⋯ x9 x10 xd]T                      (2) 

Z = [1 1 1 ⋯ 1 1 1]T                                 (3)                                                                  

The vector showing the location of the controller is 

shown below. 

Ts = [0 0 0 0 0 0 0 0 0 1 −1]T      (4)                                             

 

3. Semi-Active Control Application 

   The groundhook configuration shown in Figure 2 

cannot be practiced. Because the damper cannot be 

fixed to a stationary inertia frame, this semi-active 

control policy aims to mimic the ideal structural 

configuration of a passive damper between structure 

and ground [13] [20]. In Figure 2, the relative 

velocity is defined by subtracting the velocity of the 

structure from the velocity of the STMD, that is, 

(dx10 − dxd). Also, x10 is defined as displacement. 

 
Figure 2. The groundhook control configuration 

 

The groundhook control algorithm alternates 

between two different options for voltage 

determination, maximum and minimum. These are 

accomplished with a simple algorithm shown below. 

 

V =  {
Vmax   if    x10(dx10 − dxd) ≥ 0

Vmin    else     x10(dx10 − dxd) < 0
}           (5)
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Here, Vmin  and Vmax  represent the minimum and 

maximum voltages, respectively. As shown in  

Equation (5), the voltage transmitted to the MR 

damper can be determined by the command based on 

groundhook control. It has been effectively applied to  

real-time systems due to its simplicity and ease of 

application [13]. Therefore, the grounhook control is 

preferred for the hybrid system in this study. 

 

4. Experimental System and Performance 

Analysis 

4.1 Introduction of Experimental Setup 

 

In this study, the implementation of the RTHS 

method takes place in two steps. Firstly, the relative 

speed data read from the building model in the 

computer simulation is transmitted to the 

experimental setup. Secondly, the MR damper force 

generated in the experiment set up by the effect of 

control methods is transmitted to computer 

simulation. The schematic view of the RTHS method 

is shown in Figure 3 

 

 
Figure 3. Application scheme of the RTHS method [21]

   Structural control studies with the RTHS method 

are examined using the shaking table in Yıldız 

Technical University Vibration Research and Control 

Laboratory. In the experimental part, where force and 

relative displacement are measured, one force sensor 

and one linear variable position sensor are used. One 

RD-8041-1 type MR damper is used, which is the 

experimental part of the STMD control application. 

A computer communicates with the dSpace interface 

and is used to run the data processing, control, and 

shaking table. 

4.2 Hysteresis properties of MR damper and system 

parameters  

The characteristic features of the MR damper 

connected to the experiment setup are obtained with 

a sinusoidal input of 1 Hz and 5 mm amplitude. The 

determined force-displacement and force-velocity 

curves are shown in Figure 4. 

 

The parameters of a ten-story building are used by 

scaling in STMD control application with the RTHS 

method [22], [23]. Parameters of the model in Figure 

1; m1…10 = 72 t , k1…10 = 13x107 N/m , c1…10 =

1.24x106 Ns/m  [2]. The mass ratio for the tuned 

mass damper is 0.03, and its parameters are 

determined as  md =  21.6t  ve kd = 81x104 [8].  

The system is excited by the accelerations of the El-

Centro and Kocaeli earthquakes. Excitations are 

scaled due to the stroke limitation of the MR damper 

(El-Centro (0.04), Kocaeli (0.075)). The maximum 

and minimum voltages transmitted to the MR damper 

are Vmax = 10 volts and Vmin = 0. 

 

 
Figure 4. MR damper characteristics 

4.3 Time responses 

El-Centro and Kocaeli Earthquake excitations 

effect of the structural system of the maximum 

displacement and displacement RMS responses of all 

floors are researched. Figure 5 shows the 
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displacement and displacement RMS values of all 

floors. The groundhook control method (STMDg) 

has successfully reduced the vibrations of the 

structural system in all excitation situations.  

 

 
a) 

 
b) 

Figure 5. Maximum displacement and displacement RMS 

responses of all floors of the STMD a) El-Centro 

earthquake b) Kocaeli earthquake 

 

 

a) 

 

b) 

Figure 6. 10. Floors PSD responses of the STMD a) El-

Centro earthquake b) Kocaeli earthquake 

 

4.4 Frequency analysis and MR damper data 

For the frequency-domain analysis, power spectrum 

density (PSD) responses of the frequency variations 

of the system are researched. The PSD curves of the 

displacements of the 10th floors for all excitation 

cases are shown in Figure 6. It is observed that the 

semi-active controllers successfully suppress the 

resonance peaks.  

 Table 1 shows the MR damper data read from the 

experimental setup and used in the computer 

simulation. It is seen that the maximum forces are 

almost equal in both earthquake excitations, and 

more force is produced in the Kocaeli earthquake in 

the force RMS values 

 

Table 1. Experimental data of the MR damper  

 

Earthquakes 

Forces [N] Voltages [V] 

Maximum RMS Maximum RMS 

El-Centro 1959.64 490.8016 10 5.80 

Kocaeli 1985.10 624.3378 10 5.94 

 

4.5 Structural Vibration Performance Evaluations 

Performance indices for the structural system are 

given as follows [24]. 

J1 = max {
max

t,i

|di(t)|

hi

δmax }, J2 = max {
max

t,i
|ẍai(t)|

ẍa
max } (6)

         

𝛿𝑚𝑎𝑥 =
|𝑑𝑖(𝑡)|

ℎ𝑖
      (7)

        

Here δmax , ẍa
max, di and hi the maximum inter-

story drift ratio, absolute acceleration, the distance 

between floors, and relative displacement between 

floors, respectively. The performance indices in 

Table 2 compare the cases of no control application, 

and the cases of STMD are compared. Among the 

performance indices, J1 is calculated with the 

maximum displacement between floors, while J2 is 

calculated with the maximum acceleration value. 

Performance indices are expected to be smaller than 

one to improve system responses. It is seen that 

STMDg improves system responses in all 

performance indices in both seismic excitations 

affecting the structural system. In Kocaeli excitation, 

the performance index of j2 in all control cases is 

similar to the uncontrolled state. However, this is 

acceptable due to improvements in displacement 

performance indices. 
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Table 2. Performance Indices 

Performance 

 Indices 

El-Centro Kocaeli 

STMDg STMDg 

J1 0,9126 0,8012 

J2 0,9932 1,0046 

 

5. Conclusion 

This paper investigates the structural vibration 

suppression performances of the STMDs with the 

RTHS method. The software part of the RTHS 

method consists of a building model computer and 

control algorithm, and the experimental part consists 

of an MR damper and sensors. The semi-active 

control element in STMD is the MR damper. The 

groundhook control algorithm determines the voltage 

transmitted to the MR damper. The system is excited 

with the El-Centro and Kocaeli earthquakes, and its 

displacement and PSDs are investigated. In all time 

responses, it has been found that the STMDg has 

improved system responses. PSD curves are analyzed 

for the frequency domain of system responses. 

Displacement PSD analysis shows that the STMDg 

is suppressing resonance peaks. The results show that 

the performances of STMDs used in structural 

vibration control can be effectively executed with 

RTHS, an alternative method to experimental setups. 
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 Due to the nature of hospital emergency services, density cannot be easily estimated. It 

is one of the important issues that should be planned for emergency service managers to 

have sufficient resources continuously in services that develop suddenly, and emergency 

interventions are made for human life. Effective and efficient management and planning 
of limited resources are important not only for hospital administrators but also for people 

who will receive service from emergency services. In this situation, estimating the 

number of people who will request service in the emergency service with the least error 

is of great importance in terms of resource management and the operations carried out 

in the emergency services. The density of patients coming to the emergency department 

may vary according to the season, special dates, and even time zones during the day. The 

aim of the study is to show that more successful results will be obtained because of 

processing the time series by considering the country and area-specific features instead 

of the traditional approach. In this paper, the patient admission dataset of the public 

hospital emergency service in Turkey was used. Data cleaning and arranging operations 

were carried out by considering the official and religious special days of Turkey and the 
time periods during the day. The data set is first handled holistically, and its 

performances are measured by making predictions with the LSTM (Long Short Term 

Memory) model. Then, to examine the effect of time zones, performance values were 

calculated separately by dividing each day into 3 equal time zones. Finally, to investigate 

the effect of triage areas on the total density, the model performance was measured by 

dividing the data forming each time zone into 3 different triage areas in 3 equal time 

periods. Three stages were applied both on the raw data set and on the data created by 

extracting the official, religious holidays, and weekend data specific to Turkey. 

According to the MAPE (Mean Absolute Percentage Error) and RMSE (Root Mean 

Square Error) results, more successful results are obtained thanks to the cleaning and 

editing processes. Thanks to the study, it is thought that the data sets used for demand 
forecasting studies in the health sector will produce results closer to reality by 

determining and standardizing the purification criteria in this way. 

Keywords: 
LSTM 
Data cleaning 

Emergency services 

Time series 

 

 

 

1. Introduction 

Emergency services, unlike polyclinics, provides 

basic care support to patients and accepts patients in 

24 hours a day, 7 days a week [1]. In general, patients 

may come to the emergency services due to a sudden 

onset of illness, an undiagnosed illness or sudden 

injury. As in every field, resources are limited in the 

field of health. In this case, hospital managers must 
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perform effective and efficient resource management 

and planning processes to meet the needs. Personnel 

needs in emergency services are generally met by a 

doctor and nurses on duty, regardless of their 

specialty, in 8-hour shifts. This brings additional 

workload for duty personnel such as doctors and 

nurses. Patients who apply to the emergency 

departments of hospitals operating in Turkey are first 
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determined by the diagnostic desk to which triage 

area they will follow [1]. In some countries in 

Europe, triage categorization is made over 5 colors.  

Red, orange, yellow, green, and blue colors indicate 

urgent, very urgent, urgent, standard, and non-

emergency situations, respectively [2]. Three colors 

are used for triage categorization in Turkey. Category 

1 (red), category 2 (yellow), category 3 (green) 

means immediate intervention, intervention within 

one hour at the latest, and intervention within three 

hours at the latest, respectively. In this way, it is 

aimed to use human and logistic resources correctly 

and effectively and to intervene quickly to patients. 

Today, the increase in people's expectations from the 

health system leads to a lack of capacity and 

resources, which in turn reduces their satisfaction 

with the service provided. In order to minimize such 

negative situations and to perform resource 

management in the most effective way, it has become 

important to dynamically adjust resources according 

to short-term forecasts. There are some factors 

having effects on the time series. These factors, time 

series components, are named as trend (T), regular 

fluctuations (M), irregular fluctuations. Trend shows 

the main tendency of the time series in the long run [3]. 

Regular fluctuations are fluctuations having both 

cyclical and periodicity properties [4].  Clinics may 

be out of service in case of special days (official-

religious holidays), disasters, or epidemics that vary 

according to countries. The number of applications to 

the emergency department may increase in such 

cases. It causes a decrease in the performance of 

estimator models due to the effect of such irregular 

fluctuations on the time series. 

In this study, it is aimed to reveal the effects of the 

above-mentioned conditions on time series 

forecasting performances. First, LSTM (Long Short 

Term Memory) model performance was measured on 

the raw data. Then, raw data was edited by extracting 

daily data for the weekend and holidays in 2015. 

Performance of LSTM was measured again on edited 

data. In addition, using the edited data, performance 

measurement was made with the LSTM model by 

dividing a day into three 8-hour slices and 3 different 

triage situations. In this study, the contribution of 

modifications made in the raw datasets used for 

forecasting of the hospital emergency service units 

was aimed to be revealed by comparing the model 

performance obtained because of the statistical 

metrics. 

This study is divided in 6 sections. Basic 

information about the research subject is given in the 

introduction section. In the literature review section, 

studies on traditional time series models and the 

LSTM model based on deep learning are introduced. 

In the material and method section, it is detailed the 

modifications performed on the data set used in the 

study, the LSTM model used and the performance 

criteria. In the findings section, the performance on 

modified data sets of LSTM model is given. In the 

fifth part, evaluation and conclusion part, the 

performance of the LSTM on the data preparation 

method are evaluated. In the last section, future 

studies, the limitations of this study and 

recommendation for future studies are shared. 

 

2. Literature Review 

Time series are in demand in a very wide area in 

daily life, from stock market to transportation, from 

telecommunication to energy sector. Time series are 

frequently used in decision-making mechanisms as 

they make it easier for us to make predictions for the 

future on management issues such as investment, 

planning and optimization. In the transportation 

sector, models have been developed using time series 

for calculating the transportation times of vehicles, 

especially in metropolitans that have transportation 

problems due to traffic density, for planning urban 

transportation vehicles [5] [6]. There are lots of 

studies on changes and fluctuations on time series 

data sets, especially in areas such as seasonal 

electricity consumption [4], [7], natural gas 

consumption [8], [9], [10] economy [11] and food 

[12]. Box-Jenkins (ARIMA- Autoregressive 

Integrated Moving Average) models (AR-

Autoregression, MA- Moving average, ARMA- 

Autoregressive moving average) [13] have been used 

in many fields such as furniture [14], finance [15], 

energy [16], food [17] for discrete and linear time 

series datasets. In the healthcare field, in addition to 

the emergency department density estimation [18] 

[19], covid-19 [20], the number of calls to the 112-

emergency call center [21], the average cost per 

prescription [22], the need for medical supplies [23], 

serum set consumption [24], Electrocardiogram 

(ECG) signal analyzes [25] and hospital disaster 

preparedness [26] have also been used for estimation 

purposes. LSTM (Long Short Time Memory) with 

recent success in deep learning approaches [27] [28] 

[29] has been used in many fields such as [30] 

financial [31], energy [32], health [33] [34] [35] [36]. 

In addition, the LSTM shows high performance in 

areas such as handwriting recognition [37] [38], 
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translation [39]. It produces more successful results 

than traditional/statistical models in predictions made 

using time series [40]. 

 

3. Material and Method 

3.1 Dataset 

The data set used in the study consists of 

information of patients who applied to emergency 

services of public hospital operating in Turkey 

between 01.01.2015 and 31.12.2015 in yearly, 

monthly, daily, hourly, minutely, and secondly. 

Triage sections which the patients they were referred 

are also included in dataset (Table 1).   

 
Table 1 Emergency service data set sample 

Examination 
Triage Epicrisis 

Entry Date 

Triage 

Information 

Green field 
examination 

1/1/2015 0:17 GREEN 

Green field 

examination 
1/2/2015 19:49 GREEN 

Green field 

examination 
1/2/2015 21:35 GREEN 

Green field 

examination 
1/2/2015 22:16 GREEN 

 

First, the raw data set was grouped to show the total 

number of patients who applied in one day (Data Set-

1). Secondly, weekends, public and religious 

holidays were excluded and grouped in the same way 

(Data Set-2). Finally, for both data sets, a day was 

divided into three equal time periods (shifts) and 

grouped daily for each time period (Data Set-3 and 

Data Set-4). Finally, for both data sets, a day was 

divided into three equal time periods (shifts) and 

grouped daily for each time period (Data Set-3 and 

Data Set-4). While creating Data Set-2, all weekend 

holidays of 2015 were excluded from the dataset. At 

the same time, only the days covering the Feast of 

Sacrifice were extracted from the data set. Only 

public holidays are excluded.  The aim here is that 

official holidays are limited to one day and other 

religious holidays do not have a dominant effect on 

the data. At the same time, it was aimed to keep 

sufficient data to reach realistic results. 

 
Figure 1 Data preparation and make regression process 

steps 

 

3.2 LSTM (Long Short-Term Memory) Model 

 

The LTSM was introduced to the literature by Sepp 

Hochreiter and Jurgen Schmidhuber in 1997 [41]. 

Later, the model took its current form [42] with some 

innovations and regulations such as adding the forget 

gate [43] and the activation function [44]. Since 

LSTM can learn long-term trends with its memory 

that can hold historical data, sequential or time series 

performs well [22]. Equations of input, output, forget 

gates and memory cells using in basic LSTM 

architecture are shown in Equations 1, 2, 3, 4, 5 and 

6, respectively [45]. 

 

𝑖𝑡 = σ(𝑊𝑖𝑥𝑥𝑡 + 𝑊ℎℎℎ𝑡−1 + 𝑊𝑖𝑐𝑐𝑡−1 + 𝑏𝑖)   (1) 

𝑓𝑡 = σ(𝑊𝑓𝑥𝑥𝑡 + 𝑊ℎℎℎ𝑡−1 + 𝑊𝑓𝑐𝑐𝑡−1 + 𝑏𝑓)  (2) 

𝑐𝑡 = 𝑓𝑡 ⨀𝑐𝑡−1 + 𝑖𝑡⨀g(𝑊𝑐𝑥𝑥𝑡 + 𝑊ℎℎℎ𝑡−1 + 𝑊𝑐𝑐𝑐𝑡−1 +

𝑏𝑖)        (3) 

𝑜𝑡 = σ(𝑊𝑜𝑥𝑥𝑡 + 𝑊ℎℎℎ𝑡−1 + 𝑊𝑜𝑐𝑐𝑡−1 + 𝑏𝑜)  (4) 

ℎ𝑡 = 𝑜𝑡⨀ℎ(𝑐𝑡)     (5) 

 σ(x) =  
1

1+ 𝑒−𝑥     (6) 

i, f, o, c, w and σ(x) represents input gate, forget 

gate, output gate, cell activation vector, weight 

matrix and sigmoid function respectively (Eq. 6). The 

⨀ symbol represents the scalar product of two 

vectors or metrics. 
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3.3 Performance Measurements 

Some statistics are used on the estimation results 

produced by the models to measure the model 

performance and to determine which of the generated 

models produces better results. In the performance 

evaluation of the estimation results of the model, 

MAPE (Mean Absolute Percentage Error), and 

RMSE (Root Mean Squared Error) equations are 

used. As the MAPE (Eq. 7), and RMSE (Eq. 8) 

results get closer to 0, it indicates that the model 

performs well, and on the contrary, the model 

performs poorly. Choosing which evaluation metric 

to use may vary depending on the problem. For 

regression problems, RMSE and MAPE are the most 

used performance evaluation tools [46]– [48]. 

For example, Results can be classified according to 

MAPE value. Results and its classifications are given 

below as:  

it means “very good” if the result less than 10%, 

it means “good” if the result is between 10% and 

20%,   

it means “moderate” if the result is between 20% 

and 50%, 

it means “false” or “incorrect” if the result is more 

than 50% [49]. 

 

𝑀𝐴𝑃𝐸 = (
1

𝑛
∑

|𝑌𝑡−�̂�𝑡|

𝑌𝑡

𝑛
𝑡=1 ) ∗ 100   (7) 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑ (𝑌𝑡 − �̂�𝑡)

2𝑛
𝑡=1    (8) 

 

In the above equations 𝑌 , �̂�  and n indicate the 

actual value, predicted value, and total number of 

values, respectively. 

  

4. Experimental Results 

Same LSTM (Long Short-Term Memory) model 

trained and tested on each dataset created. Python 

was used as programming language. In this study, 

very simple LSTM model was used. LSTM model 

architecture consists of 3 layers in total: LSTM with 

10 units, drop out and dense layers. Sigmoid function 

was used as an activation function.  Some training 

data parameters are as follows: 10 batch size,100 

epochs, Adam optimizer and binary cross entropy as 

lost function. If the training loss of the model did not 

change during the 10 epochs, the model training 

process was stopped. Dataset was split into 70% as 

training and 30% as a testing. 

Data Set-1 and Data Set-3 consist of 365 daily data, 

for Data Set-2 and Data Set-4 consist of 257 daily 

data after subtracting holidays. LSTM performance 

results on 4 data set are shown in Table 2. 

 

 
Figure 1 LSTM architecture 

 

Table 2 Datasets total values 

Datasets MAPE RMSE 

Data Set-1 0.207 22.884 

Data Set-2 0.157 15.661 

Data Set-3 

00.00-08.00 0.529 5.031 

08.00-16.00 0.33 13.96 

16.00-00.00 0.163 11.164 

Data Set-4 

00.00-08.00 0.513 4.864 

08.00-16.00 0.28 10.531 

16.00-00.00 0.147 9.28 

 

Considering the results shown in Table 3, if the raw 

data set (Data Set-1) is used without any 

modification, the MAPE (Mean Absolute Percentage 

Error) value is 20% and the RMSE (Root Mean 

Squared Error) value is 22.88. In this case, 

performance can be described as “medium”. It is seen 

that the MAPE and RMSE results of the Data Set-2, 

which was modified by subtracting the determined 

days, are 15% and 15.66, respectively. According to 

the results, Data Set-2 performance can be considered 

in the “good” category. There is a difference of about 

5% between the two dataset performances. 

 

Table 3  Performance results according to triage of Data 

Set-1 and Data Set-2 

Triage 

Group 

Data Set-1 Data Set-2 

MAPE RMSE MAPE RMSE 

Red - 0.419 - 0.393 

Yellow 0.658 6.783 0.756 6.911 

Green 0.223 21.739 0.159 15.177 

Sum 0.207 22.884 0.157 15.661 

 

Data Set-3 and Data Set-4 were obtained by 

separating Data Set-1 and Data Set-2 values 

according to 8-hour time periods and triage sections, 
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respectively. Performance results for Data Set-3 and 

Dataset-4 are shown in Table 4 and Table 5, 

respectively. 

Table 4  Performance results according to triage of Data 

Set-3 

 Red Yellow Green Sum 

00.00-
08.00 

MAPE - - 0.527 0.529 

RMSE 0.193 2.034 4.023 5.031 

08.00-
16.00 

MAPE - - 0.552 0.330 

RMSE 0.350 4.335 14.249 13.960 

16.00-
00.00 

MAPE - 0.919 0.185 0.163 

RMSE 0.151 3.804 11.098 11.164 

 

MAPE value in Table-4 and Table5 couldn't be 

calculated for the “Yellow Triage” between 00.00-

08.00 and 08.00-16.00 and for all time periods “Red 

Triage”. The reason for this is that in the MAPE 

equation (Equation 8) if actual value is 0, division by 

zero cannot be performed. Model performance on 

Dataset-2 is seen as 2% more performant in general. 

When the "Green Triage" field MAPE and RMSE 

values are examined, it is seen that model performs 

much better. 

 

Table 5 Performance results according to triage of Data 

Set-4 

 Red Yellow Green Sum 

00.00-

08.00 

MAPE - - 0.539 0.513 

RMSE 0.201 1.889 4.050 4.864 

08.00-

16.00 

MAPE - - 0.392 0.280 

RMSE 0.300 3.999 9.038 10.531 

16.00-

00.00 

MAPE - 0.929 0.150 0.147 

RMSE 0.177 3.816 8.663 9.280 

 

5. Conclusions 

Time series are frequently used in the field of 

economics and data cleaning forms [50]–[53] 

prepared by considering many factors such as trends 

and seasonal effects are used and constantly 

improved. However, in the health sector, where many 

disciplines work intertwined and coordinated, there 

are some studies [19] that focus on seasonal effects 

in the field of emergency service demand forecasting, 

but there are not enough studies on triage or time 

zones in general. In the study, it has been shown that 

cleaning methods on time series data sets contribute 

positively to the performance of the model, as well as 

the selection of the methods or methods to be applied 

on the time series. As stated in the study, emergency 

service admission criteria may vary according to 

country. Researchers can work on creating cleaning 

and purification forms by country in future studies. 

In addition, future works can be focused on to help 

determine general and special criteria in emergency 

patient admission procedures. 
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