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PREFACE 
 
 
The 4th International Conference on Life and Engineering Sciences has been held in 23-25 September 
2021 in Fenerbahçe University, İstanbul-Turkey. The aim of the conference was to bring together experts 
and young researchers from all over the world working in life and engineering to present their 
researches, exchange new ideas, discuss challenging issues, foster future collaborations and interact with 
each other. 

The main objective of the conference was to discuss recent results in life and engineering and their 
applications, particularly mathematics, pyhsics, agricultural and aquatic sciences, chemistry and. We have 
guested many prominent experts from different countries who have presented best quality papers. The 
conference brought together about 150 participants from 10 countries (Algeria, Bulgaria, Croatia, 
Romania, Serbia, Azerbaijan, India, Iraq, Pakistan, Turkey), out of which 180 were contributing to the 
meeting with oral and 40 with poster presentations. 

It was also a goal of the conference to promote collaborative and networking opportunities among senior 
scholars and graduate students in order to advance new perspectives. Additional emphasis at 4. 
International Conference on Life and Engineering Sciences was put on applications in related areas, as 
well as other science, such as natural science, economics, computer science and various engineering 
sciences.  

The conference was devoted to several natural and applied sciences, including all fields of mathematics 
and variety of its applications. This issue of Kocaeli Journal of Science and Engineering contains 6 papers 
presented at the conference and selected by the usual editorial procedure of the journal. We would like to 
express our gratitude to the authors of articles published in this issue and to the referees for their kind 
assistance and help in evaluation of contributions. Special thanks to Kocaeli Journal of Science and 
Engineering for the support. 

 
Prof.Dr. Fatma KANCA 
Chair of ICOLES 2021 
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   Abstract 

In this publication, We examine the inverse parabolic parabolik with nonlocal and integral 

conditional. Firstly, finding the existence, uniqueness and problem of stability, numerical analysis 

will be done by using the finite difference method for the numerical approximation of this  

problem.The solution is found examining the Fourier and the iteration method and also numerical 

solution are given using the finite difference method and results will be mentioned in the discussion 

section. 

1. Introduction*

The inverse problems are an area of great interest to 

many researchers [1, 3, 5, 4]. Especially, periodic 

conditions are very used conditions especially in physics 

and engineering [2, 1, 3, 6]. 

),,(=)( txhts xxt  (1) 

 ,0,),(=,0)(  xxx (2) 

,0),,(=)(0,),,(=)(0, Tttttt xx   (3) 

,,0),(=)(
0

TtdxtxxtL  


(4) 

 where (1) is the inverse coefficient problem, (2) is the 

initial condition, 

* Corresponding Author: isakinc@kocaeli.edu.tr

(3) are the periodic conditions and (4) is the integral

data,the domain  ,T<t<,0<x<0:=W  )(x

and ),( txf  are known data on  0,   and 

  ,W . 

Nomenclature 

)(x initial condition of x 

)(ts inverse coefficient  

)(tL energy of material 

),( txw dissipation of heat 

)(),(),(0 ttt skck   Fourier coefficients 

 TtxW <<,0<<0:=  domain for tx,
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2. Analysis of the Problem 

 

If the conditions are met, the problem will be solved. 
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According to the condition (S1)-(S3), differentiating (4), 

we obtain 

 

.),0(=),(
0

TttLdxtxx
'

t  


 (6) 

 

(5) and (6) 

 

    













dkth
k

dth

deh
s

ektL

ts

k

tk

sk

t

tk

sk

k

'

2sin,
1

2
,

)(
)(

1
2)(

=
)(

1

01=0

)(2)(2

0

2)(2

1=



























 (7) 

 

 

 



Irem BAGLAN / Koc. J. Sci. Eng., 5(ICOLES2021 Special Issue): (2022) 01-09 

3 

Theorem 1. The problem (1)-(4) has a unique solution if 

the conditions (S1)-(S3) are hold. 

 

Proof. Let’s apply the absolute value to (5),we get 
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Taking Cauchy inequality of the equation,we have 
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Applying Hölder inequality of the equation,we have 
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   WCWCtx 1,02,2),(  .Since (8) is limited, this 

series is uniformly convergent according to the Weierstrass 

theorem. 
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Since sum of x -partial derivative series( )),( txx  is 

limited, this series is uniformly convergent according to 

the Weierstrass theorem. 
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Since sum of xx -partial derivative series( )),( txxx  is 

limited, this series is uniformly convergent according to 

the Weierstrass theorem. So, Fourier series ),( tx has 

been the unique solution. 

From the second kind of Volterra equation : 
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3. Analysis of Stability of the Solution 

 

Theorem 2. When the assumptions (S1)-(S3) be provided, 

the solution of the problem(1)-(4) constantly connected the 

.,,, Eh    

 

Proof. Let  LE ,=   and  LE ,=   be two sets of the 

data. ,iM  1,2,3,4=i  such that  

 

   
,,, 1

0,210,2)(1
MMMh

CCDC



  

., 2
][0,22][0,2 MLML
TCTC
  

 

Let us denote 
   

).(=
0,20,1 


CTC

LE   Let  q,  

and  q,  be solutions of the problems (1)-(4). 

 

 00
2

1
=),(),(   txtx  

  tk

ckck

k

ekx
2)(2

1=

2cos 


   

  tk

sksk

k

ekx
2)(2

1=

2sin 


   

 

    dehqqkx tk

ck

t

k

)(2)2(2

01=

)()()(2cos 


   

 

    deqhhkx tk

ckck

t

k

)(2)2(2

01=

)()()(2cos 


   

 

    dehqqkx tk

sk

t

k

)(2)2(2

01=

)()()(2sin 


   

 

  ,)()()(2sin )(2)2(2

01=

  deqhhkx tk

sksk

t

k




   

 

 

00
2

1
   

skskckck

k

 


1=

 

qqM
T

















34

1


 

hhM
T

















34

1


 

 

 

 

    








dkth
k

dth

ketL

tFtF

k

sk

tk

k

2sin,
1

2
,

2)(

=

)()(

01=0

2)(2

1=















 

 

    








dkth
k

dth

ketL

k

sk

tk

k

2sin,
1

2
,

2)(

01=0

2)(2

1=













  

 

Applying Cauchy, Bessel inequality and taking maksimum 

of ,FF   

 



Irem BAGLAN / Koc. J. Sci. Eng., 5(ICOLES2021 Special Issue): (2022) 01-09 

8 

)()(
1

tLtL
M

FF   

sksk

kM



 



1=

 

 

 

 

 

    












dkth
k

dth

dehq
k

k

tKtK

k

tk'

sk

t

k

2sin,
1

2
,

)()(
2

1
2

=

),(),(

01=0

)(2)2(2

01=





























 

 

 

    










dkth
k

dth

dehq
k

k

k

tk'

sk

t

k

2sin,
1

2
,

)()(
2

1
2

01=0

)(2)2(2

01=



























  

 

,qq
M

KK 


 

 

 

qKKFFrr  Kqq   

  

 

 

00
2

1
   

skskckck

kM



 



1=

 

)()(
1

tLtL
M

''

  

qqq
M




.Kqq  

 

 

00
2

1
=    

skskckck

kM



 



1=

 

 

 

.,
2

1
max=3









M
M


 

 

''''

LLMMEE  43   

 

EEM  5  

 

where  

 .,max= 435 MMM  

 

For EE  then .      
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iu at the j -th iteration step. 

Finally,with the Gaussian elimination method, 
1j

iu and 

jq  can be solved. 

 

5. Conclusions 

 

This problem has been studied with periodic and 

integral conditions. This inverse problem is theoretically 

proved using the fourier method. Also, a finite difference 

scheme is made.  
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   Abstract 

The ground state electronic and fluorescence spectra of unsubstituted copper (II) phthalocyanine 

(CuPc) have been studied in the presence of bovine serum albumin (BSA) in water as a solvent. The 

effect of sodium dodecyl sulfate (SDS) on the solution properties of CuPc: BSA bioconjugate has also 

been investigated. FT-IR, UV-Vis, and fluorescence analysis have been carried to evaluate the BSA: 

CuPc bioconjugation. The optimum bioconjugate ratio of BSA: CuPc has been studied via UV-Vis 

and fluorescence spectral techniques. The collaborative effect of SDS with BSA on the aggregation 

of CuPc suspension has also been studied in terms of UV-Vis, fluorescence, and FT–IR analysis. 

1. Introduction*

As a member of aromatic macrocycle compounds 

based on a delocalized 18- electron system, 

phthalocyanines (Pcs) exhibit very attractive chemical and 

physical properties in many fields [1–4]. Unique properties 

as high thermal stability, planarity, and symmetry encourage 

Pcs to use in many application fields as dyes, photodynamic 

therapy (PDT), semiconductors, Langmuir–Blodgett films, 

non-linear optics, liquid crystals, catalyst, information 

storage systems among others [5–11]. 

Besides their excellent chemical and physical 

properties, unique electronical and optical properties 

promote Pcs utilization in many other fields. 

Phthalocyanines exhibit characteristic Q (600 – 750 nm) 

ascribed to the * transitions from the HOMO to the 

LUMO of the Pc2- core, and B (300-400 nm) bands from the 

deeper * transitions, respectively in UV-Vis spectrum. 

Despite all these properties, their poor solubility in water 

and aggregation restricts the efficiency of Pc applications 

* Corresponding Author: cyagci@kocaeli.edu.tr

[12–14]. 

Usually, spectroscopic techniques are utilized to 

understand the aggregation phenomenon of the 

phthalocyanines [15]. The two characteristic peak areas, Q- 

and B-band (Soret band) areas, dominate the UV-Vis spectra 

of the phthalocyanines [16]. The main characteristic Q-band 

peaks in the UV-Vis spectrum can be attributed to the free 

phthalocyanine molecules or stacked molecules within the 

phthalocyanine aggregates. Therefore, the degree and the 

nature of the aggregation in a specific solution can be 

deduced by examining the relevant peak intensities [17,18]. 

The overlapping between the -systems of phthalocyanine 

molecules leads to Pc aggregates, namely dimeric or 

oligomeric Pc complexes, resulting in a peak at around 620–

630 nm and usually a blue shift in the UV-Vis spectrum [17, 

19–21]. 

Unsubstituted phthalocyanines are known to be poorly 

soluble in water and in most of the common organic 

solvents, strongly influencing the bioavailability, singlet 

oxygen production efficiency, and in vivo distribution [8, 

2667-484X © This paper published in Kocaeli Journal of Science and Engineering is licensed under a Creative 

Commons Attribution-NonCommercial 4.0 International License 

https://doi.org/10.34088/kojose.517520
http://creativecommons.org/licenses/by-nc/4.0/
http://creativecommons.org/licenses/by-nc/4.0/
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22–24]. The planar nature of unsubstituted phthalocyanines 

with extended  electron density stimulates the aggregation 

property arising from the * interactions between Pcs 

molecules [19, 25–29]. 

Having both hydrophilic and hydrophobic sites, 

protein molecules may be introduced to phthalocyanine 

molecules to diminish aggregation behavior in solution [30–

32]. Serum albumins, as bovine serum albumin (BSA) and 

human serum albumin (HSA), are known to be the most 

abundant plasma protein in blood [33]. Serum albumins act 

as carriers for many molecules like bilirubin, fatty acids, and 

hemin in plasma [34,35]. Having both hydrophilic and 

hydrophobic sites and being easy to handle makes BSA a 

good candidate to investigate the effect of the BSA and the 

water-soluble phthalocyanine molecules interaction in 

photodynamic therapy (PDT) [36,37]. There have been 

several studies about the effect of BSA protein on PDT of 

Pc molecules after binding or encapsulation processes [37–

41]. However, there are limited investigations in the 

literature on the effect of the interaction of unsubstituted 

phthalocyanines and BSA on the aggregation of 

phthalocyanines, except for the study of Larroquel, et al., in 

which unsubstituted zinc (II) phthalocyanine and BSA 

coordination are studied [42]. We have previously studied 

the dispersion effect of degraded cellulase enzyme on 

copper (II) phthalocyanine pigment [43]. Here in this work, 

best of our knowledge, the non-covalent binding of BSA 

protein to unsubstituted CuPc has been investigated for the 

first time in the literature. We also studied the effect of the 

increase of BSA concentration and the effect of SDS as a 

low molecular weight dispersant together with BSA on 

CuPc in terms of UV-Vis and fluorescence spectra of CuPc. 

 

2. Materials and Methods 

 

2.1 Materials 

 

Bovine serum albumin, Cu (II) phthalocyanine, and 

sodium dodecyl sulfate were supplied from Sigma-Aldrich. 

In this work, purchased chemicals were used as received and 

solvents used after the purification process according to the 

literature [44]. 

 

2.2. Equipment  

 

The UV-Vis spectra of the bioconjugates were 

recorded on A T80+ UV/VIS Spectrometer in a 1 cm 

pathlength quartz cell between 190-900 nm in water as a 

solvent. Agilent Cary Eclipse spectrophotometer was used 

to determine fluorescence spectra of the bioconjugate 

solutions via 1 cm pathlength quartz cuvettes at room 

temperature in water. The FT-IR spectra of the samples were 

studied with Shimadzu FTIR-8201 PC in the spectral range 

of 4000–400 cm-1. KBr pellets with a 1:1000 mass ratio 

KBr: the sample was prepared to record the transmission. 

The sonication of the bioconjugate solutions was performed 

with QSonica, Q500 Sonicator equipped with a standard 

needle titanium probe (1/2 inch) submerged approximately 

5 mm into the solutions. The sonication process was carried 

out at 20 kHz. All samples were sonicated three times for 20 

seconds at 10-second intervals. 

 

2.3. Methods 

 

Stock BSA solutions were prepared at 2.0 mg/mL 

using the buffer pH 7.4, as physiological pH (adjusted with 

0.2 M Na2HPO4). CuPc-BSA bioconjugations were 

prepared as follows: BSA solutions at 0.2 mg/L, 0.4 mg/L, 

0.6 mg/L, 0.8 mg/L and 1.0 mg/L concentrations using the 

stock BSA solution and 2 mg/L (3.5x10-6 M) CuPc 

compound was added to each one. The suspensions were 

stirred for 20 mins with a magnetic stirrer before the 

homogenization using an ultrasonic apparatus. 

Ultrasonication was performed in a 20 s duty cycle, with 10 

s of rest and 10 s generator acting. 

 

3. Results and Discussion 

 

3.1. FT-IR Spectroscopy 

 

FT-IR spectrum was conducted to investigate the 

interaction between unsubstituted CuPc and BSA. As 

depicted in Figure 1, unsubstituted CuPc showed 

characteristic peaks at 1620 and 1592 cm-1 respectively 

attributed to the vibration bands of aromatic –C=N–, –C=C– 

and –C–H peaks of the phthalocyanine core ring [45]. In-

plane and out plane vibration peaks arising from the bending 

were appeared between 725–877 cm-1 and 1000–1180 cm-1 

as expected [46,47]. After the bioconjugation process, two 

new peaks have appeared at 2972 and 3214 cm-1 attributed 

to the -C-H vibration and to the primary amine, respectively. 

In addition to the bands corresponding to CuPc peaks with 

slight shifts, the characteristic amide I band and amide II 

bands of BSA at 1647 cm-1 and 1574 cm-1, and the –NH and 

–NH2 vibration band at around 700 cm-1 were also detected 

in the FT-IR spectrum [47–49]. It can be said from Figure 1 

that BSA has been successfully adsorbed on CuPc 

molecules according to the FT-IR spectrum. 
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Figure 1. FT-IR spectra of CuPc and CuPc-

BSA bioconjugate. 

 

3.2. Ground State Electronic Spectroscopy 

 

UV-Vis spectrum of CuPc is given in Figure 2. The 

characteristic Q-band peaks attributed to the π→π* 

transitions of metallophthalocyanines can be clearly seen in 

the UV-Vis spectrum of CuPc at 730 and 642 nm and the 

Soret band at 345 nm in water [14, 51,52]. The narrow peak 

at 730 nm is attributed to the monomeric CuPc species and 

the peak at 642 nm is assigned to the aggregated CuPc 

molecules in water [53]. The bands at around 259 and 232 

nm in Figure 2 correspond to the other aromatic sites and 

bis-triazine groups of the CuPc [54].  

 

Figure 2. UV-Vis spectrum of CuPc in water 

(C:3.5x10-6 M)  

 

The UV-Vis spectra of CuPc after bioconjugation with 

BSA together with that of CuPcs’ is depicted in Figure 3. 

The decrease in the Q- and B-bands peak intensities in the 

UV-Vis spectrum may be due to not only to the dilution 

effect as expected but also to the non-covalent interaction of 

CuPc and BSA molecules. Furthermore, the peak at 232 nm 

has been lost in Figure 3 owing to the bioconjugation [43].  

 

 

Figure 3. UV-Vis spectra of CuPc and CuPc–

0.2 mg/L BSA bioconjugate 

 

In Figure 4 and 5, the UV-Vis spectra of CuPc and 

various CuPc-BSA bioconjugate concentrations are given in 

different wavelength ranges. BSA protein exhibits two 

characteristic bands in the UV-Vis spectrum at around 220 

nm and 280 nm due to the -helix structure and amino acid 

residues, respectively [55]. According to Figure 4, there is a 

decrease in the Q-band intensities with the increase of BSA 

concentration in the bioconjugate until CuPc:0.6 mg/L BSA 

ratio. After the mentioned concentration ratio, an increase 

has been observed with the increase of BSA amount. This 

may be the result of the non-covalent binding of BSA 

molecules to unsubstituted CuPc molecules. The anionic, 

cationic, hydrophobic, and hydrophilic nature of proteins 

arises from the carboxyl, amino and methyl functional 

groups of the protein molecule. Hence the interactions of 

proteins with ligands are induced by hydrogen bonding, 

hydrophobic interactions, electrostatic interactions, and van 

der Waals forces, meanly non-covalent interactions [56,57]. 

The supramolecular approach can be used to explain the 

non-covalent interaction between phthalocyanines and 

protein molecules such as BSA, HSA and lipoproteins [35, 

58,59]. As it is well-known that phthalocyanines are 

hydrophobic molecules [60,61], the interaction between 

CuPc and BSA may be attributed to the non-covalent 

binding [42,62]. At higher concentrations as 0,8 mg/L and 

1,0 mg/L BSA, the Q-band absorbance was higher as can be 

seen in Figure 4. As the Q-band absorbance arises from the 

* transitions of phthalocyanine molecules [12], this 

behaviour may be attributed to the lack of protein molecules 

that can form BSA-CuPc bioconjugate after this 

concentration ratio and the increase of CuPc molecules. 
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Figure 4. UV-Vis spectra of CuPc and CuPc–

BSA bioconjugate at various concentrations 

between 500-900 nm 

 

Moreover, similar behavior has also been detected 

between 220-300 nm in Figure 5. As depicted in Figure 5, 

the bands at around 269 and 233 nm disappeared with the 

addition of BSA protein as a result of bioconjugation. 

According to both Figure 4 and Figure 5, with 0.6 mg/L BSA 

addition, the optimal bioconjugate composition is achieved 

in our working conditions. 

 

 

Figure 5. UV-Vis spectra of CuPc and CuPc–

BSA bioconjugate at various concentrations 

between 200-320 nm 

 

3.3. Fluorescence Spectroscopy  

 

Fluorescence spectroscopy is an effective technique to 

evaluate the structural alterations of proteins due to the 

susceptible structure of aromatic amino acid, i.e. tyrosine, 

tryptophan, and phenylalanine, residues to the polarity of 

microenvironments during the excitation [63,64]. The 

fluorescence spectrum of CuPc and CuPc-BSA 

bioconjugates is given in Figure 6. The fluorescence 

intensity of CuPc and CuPc-BSA bioconjugates increased 

with the increase of BSA concentration in the bioconjugate 

due to the increase of aromatic amino acid species. It can be 

said from Figure 6 that, at CuPc-0.2 mg/L BSA bioconjugate 

concentration, the surface of unsubstituted CuPc has been 

covered by BSA molecules. However, there is no red or blue 

shift was observed at the maxima of the emission bands. It 

is known that the shifts of emission bands emerge from the 

changes in the hydrophobicity of the micro-environment 

around tryptophan residues [64]. As can be seen in Figure 6 

emission maxima of the spectra showed a regular increase 

with the increase of BSA ratio without any shifts, suggesting 

that there is no change in the local dielectric environment of 

BSA [65].  

 
Figure 6. Fluorescence emission spectra of 

CuPc and CuPc-BSA bioconjugate solutions 

(excitation wavelength 272 nm) 

 

3.4. SDS Effect on the Bioconjugation of CuPc 

and BSA Protein 

 

The presence of an ionic detergent can affect the 

binding and denaturation capacity of proteins [66]. As a 

surfactant SDS strongly interacts with BSA and induces the 

proteins partial unfolding [67]. This interaction can be 

identified by the changes in UV-Vis and fluorescence 

spectra [68]. First of all, in order to understand the 

synergistic effect of SDS on the non-covalent binding of 

BSA to the CuPc molecule, UV-Vis spectra of a series of 

BSA: SDS mass ratios between 10:0 and 0:10 studied and 

the favorable mass ratio of BSA to SDS was found to be 8:2. 

Figure 7 shows the UV-Vis spectra of CuPc, CuPc-BSA, and 

CuPc-BSA-SDS bioconjugation system. As can be seen 

from Figure 7, the peak at 272 nm, attributed to the aromatic 

residues, blue-shifted 2 nm indicating the binding of SDS 

and BSA molecules. 

 

 

Figure 7. UV-Vis spectra of CuPc, CuPc-BSA 

and CuPc-BSA-SDS bioconjugation system 

 

The fluorescence spectra of CuPc, CuPc-BSA and 

CuPc-BSA-SDS bioconjugation system is given in Figure 8. 

There was an increase in the fluorescence intensity with 

SDS addition as contrary to the expectation. This behavior 

may be the result of the increased interaction of CuPC with 

BSA in presence of SDS [69]. 
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Figure 8. Fluorescence emission spectra of CuPc

–CuPc–BSA and CuPc–BSA–SDS bioconjugatio

n system (excitation wavelength 272 nm). 

 

4. Conclusions  

 

We have studied the bioconjugation of unsubstituted 

CuPc and BSA protein in this work. Bioconjugation was 

investigated via spectroscopic methods. Non-covalent 

interaction of CuPc and BSA was observed according to the 

FT-IR spectrum. The nature of the non-covalent interaction 

was evaluated using UV-Vis and fluorescence spectroscopy 

and the optimum BSA concentration for a stable 

bioconjugation is found to be 0.6 g/mL. SDS effect on 

bioconjugation of CuPc and BSA as a low molecular weight 

dispersant is also studied and 8:2 BSA: SDS mass ratio is 

found to be the most effective ratio. According to UV-Vis 

and fluorescence spectra SDS increased the non-covalent 

interaction of the CuPc-BSA bioconjugation system.  
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   Abstract 

 

The main objective of this work is to establish new upper bounds for different kinds of convex 

functions by using fractal-fractional integral operators with power law kernel. Furthermore, to 

enhance the paper, some new inequalities are obtained for product of different kinds of convex 

functions. The analysis used in the proofs is fairly elementary and based on the use of the well 

known Hölder inequality. 

 
 

 

 

1. Introduction* 

 

Fractional analysis has been a field of rapid 

development with the definition of new integral and 

derivative operators in recent years, but has also closed a 

huge gap in terms of better identification and modeling of 

real-life problems. While the new fractional derivatives 

and integral operators continue to be examined in terms of 

singularity, local availability and convolution properties, 

another focus of researchers working in this field is to 

define more general operators that have applications in 

areas such as modeling, applied mathematics and 

mathematical biology. 

The most frequently used derivatives of the fractional 

derivative in the literature are Riemann Liouville and 

Caputo fractional derivatives [1-3]. But as it is known, 

fundamental fractional derivative definitions like this 

include power kernel function in singular structure. 

Theoretically, this type of kernel functions that arise 

                                                           
* Corresponding Author: yuksel.ebru90@hotmail.com 
 

spontaneously creates difficulties in mathematical 

modeling for two reasons. The first of these is the 

computational difficulty due to singularity and the 

necessity of intensive numerical computations, which can 

often be overcome by the development of highly complex 

computer algorithms. The second difficulty is the 

inadequacy of kernel functions in the form of power 

functions in modeling phenomena that exhibit exponential 

behavior in nature.  

In order to eliminate the weaknesses of fundamental 

derivatives, Caputo and Fabrizio replaced the kernel 

function of the Caputo fractional derivative with the 

exponential function in 2015, Atangana and Baleanu in 

2016, replaced the exponential kernel function in the 

Caputo-Fabrizio fractional derivative with the Mittag-

Leffler function, and obtained a more general definition 

[4,5]. 

These new operators, created by changing the kernel 

function, have been successfully used in heat transfer 

systems, problems such as groundwater flow in closed 

aquifers, wave motion on shallow water, electrical circuits, 

electromagnetic waves in dielectric medium. 
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In 2017, Atangana defined a new fractional operator 

for modeling physical events that exhibit fractal behavior 

in the real world [6]. This new fractional derivative and 

integral operator, called fractal-fractional, have been 

created considering the nonlocality as well as the fractal 

effect. Since then, many authors have applied this 

fractional operator in different fields based on it. 

In recent years, this issue has begun to be handled 

with the theory of inequalities, and classical integer order 

integral inequalities have been generalized with fractional 

integral operators. Many articles, papers and postgraduate 

thesis studies have been made on the fractional calculus [7-

21].  

The fact that the inequalities obtained by the proofs 

can be found more general with the help of the new 

fractional integrals defined in recent years has prompted us 

to study this subject.  

 

2. Materials and Methods 
 

In this section, we will give a brief discussion of 

some important definitions and properties releated to 

convex functions and fractal-fractional calculus that useful 

for this paper. 

Definition 1: [22] The function Ψ:[𝑢,𝑣]→ℝ is said to be 

convex, if we have 

        1 2 1 21 1z z z z                       (1) 

for all  1 2, ,z z u v  and   0,1  . 

m -convexity was defined by Toader as follows: 

Definition 2: [23] The function Ψ:[0,𝑣]→ℝ, 0v  is said 

to be m -convex, where  0,1m , if we have 

        1 2 1 21 1z m z z m z                  (2) 

for all  1 2, 0,z z v  and   0,1  . 

Clearly, when we take 1m  in this definition, then f

reduces to the ordinary convex on  0,v . 

s -convexity introduced by Breckner as a generalization of 

convex functions. 

Definition 3: [22] The function Ψ:[0,∞)→ℝ is said to be 

s -convex in the second sense, where  0,1s , if we have 

        1 2 1 21 1
ssz z z z                  (3) 

for all  1 2, 0,z z    and   0,1  . 

Obviously, s-convexity means just convexity when 1s   

Recently a new concept of differential and integral 

operators called fractal-fractional differential and integral 

operators were introduced by Atangana, as the convolution 

of the generalized Mittag-Lefler law, exponential law and 

power-law with fractal derivative [6]. These operators 

consist of two orders, firstly the fractional-order   then 

the fractal dimension  . The purpose of the new operators 

is to attract nonlocal problems in nature that also display 

fractal behavior.  

The following definitions are discussed in detail in 

[6]. 

Definition 4: [6] Suppose that  t  is continuous 

function and fractal differentiable on an open interval 

 ,u v with order   then,   order fractal-fractional 

derivative of function  t , power-law kernel is given by: 

 
 

  , 1

1

t
FFP

u t
u

d
D t s t s ds

dt

 




   

        (4) 

where 0 , 1    and 

     
lim
t s

d s t s

ds t s  

  



. 

Definition 5: [6] Suppose that  t  is continuous 

function and fractal differentiable on an open interval 

 ,u v with order   then,   order fractal-fractional 

derivative of function  t , exponential decay kernel is 

given by: 
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1
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   (5) 

where 0 , 1    and    0 1 1M M  . 

Definition 6: [6] Suppose that  t  is continuous 

function and fractal differentiable on an open interval 

 ,u v with order   then,   order fractal-fractional 

derivative of function  t ,  the generalized Mittag-

Leffler kernel is given by: 
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1

                     
1

FFM

u t

t
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AB
D t

d
s E t s ds

dt

 













 
 

 
     



  (6) 

where 0 , 1   and  
 

1AB


 


  


 . 

The fractal-fractional integral operators associated with the 

derivatives in Eq. (4), (5), (6) are defined as follows, 

respectively. 

Definition 7: [6] If  t  is continuous in a closed interval 

 ,u v then the fractal integral of  with order  is defined 

as: 

   1 .
t

F

u t
u

J t s s ds                         (7) 

Definition 8: [6] Assuming that  t is a continuous 

function on  ,u v , then  order fractal-fractional integral 

of the function  t  with power-law kernel is given by: 
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1, 1

, .
t

FFP

u t
u

J t t s s s ds
  



    
       (8) 

Definition 9: [6] Assuming that  t is a continuous 

function on  ,u v , then  order fractal-fractional integral 

of the function  t  with an exponential decaying kernel 

is given by: 

 
 

 

   

 

, 1

,

11
                     

t
FFE

u t
u

J t s s ds
M

t t

M

  







 







  

 



.       (9) 

Definition 10: [6] Assuming that  t is a continuous 

function on  ,u v , then    order fractal-fractional integral 

of the function  t  with generalized Mittag-Leffler 

kernel is given by: 

 
 

   

   

 

1, 1

,

11
                       .

t
FFM

u t
u

J t s t s s ds
AB

t t

AB

  







 







   

 



     (10) 

Remark: If the 1   , then the fractal-fractional 

integral operators in Eq. (8), (9) and (10) reduce to 

Riemann-Liouville, Caputo-Fabrizio and Atangana-

Baleanu fractional integral operators respectively. 

Furthermore, if all fractional and fractal orders are equal to 

1, the fractal-fractional integral operators reduce to the 

classical integral. 

The purpose of this paper is to prove some fractional 

integral inequalities which provides the upper bounds via 

fractal-fractional integrals with power-law type kernel. To 

obtain the results, we use the different kinds of convex 

functions and some other features of the functions. 

 

3. Main Results 

 

Theorem 1: Suppose that Ψ:[0,∞)→ℝ be a continuous 

function where 0 u t    and  1 ,L u t . If 
q

 is an 

m -convex function,  0,1m , then we have the following 

inequality for   order fractal-fractional integral operators 

of the function  t  with the power-law kernel: 
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1 1 1 1
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where 
1 1 1p q    and 0 , 1   .  

Proof: By using definition and changing variables can be 

written as 
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By applying Hölder inequality, we have 
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By using m -convexity of 
q

 , we obtain 
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  (14) 

By calculating the above integrals and simplifying, the 

desired inequality is obtained. 

Theorem 2. Suppose that      : , 0, 0,u v     be a 

continuous function and  1 ,L u v . If 
q

 is an s -

convex function with  0,1s , then we have the 

following inequality for   order fractal-fractional integral 

operators of the function  t  with the power-law kernel: 
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where 
1 1 1p q   , 1q  and 0 , 1   . 

Proof: By means of Eq. (12) and Hölder integral 

inequality, we can write that 
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Taking into account the s -convexity of  
q

 , we have 
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By computing the above integrals and simplifying, the 

statement is obtained. 

Corollary 1: If we take 1m   in Eq. (11) and 1s  in Eq. 

(16), then we get the following inequality for   order 

fractal-fractional integral operators of the function  t  

with the power-law kernel: 
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where 
1 1 1p q   , 1q  and 0 , 1   . 

Theorem 3. Suppose that Ψ,Φ:[0,∞)→ℝ be functions 

with 0 u t     and  1,  ,  ,L u t   . If 
q

  is 

1m -convex and 
q

  is 2m -convex function on  ,u t  for 

some fixed  1 2, 0,1m m  , then we have the following 

inequality for   order fractal-fractional integral operators 

of the function  t  with the power-law kernel: 
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where 
1 1 1p q   , 1q  and 0 , 1   . 

Proof: From the Eq. (12) and Hölder integral inequality, 

we get 
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By using m -convexity of 
q

  and 
q

 , we obtain 

 

 
 

  
  

     

   

,

,

1
1 1

0

1
1

1
0

1

1

2

2

1

 1

     1

FFP

u t

p p

q

q q

J t
t u

u t d

t
u m

m

t
u m d

m

 











  

  

  










  

   
          

  
           




          (21) 



Ebru YÜKSEL / Koc. J. Sci. Eng., 5(ICOLES2021): (2022) 18-24 

22 

  
  

     

     

1
1 1

0

1
1 2

0

1
1

2
0

2

1

  

    1

p p

q q

q

q

u t d

u u d

t
m u d

m







  

  

   







  

  

 
    

 







                    

     

   

1
1

1
0

1

1

1 21

1 2
0

1 2

+ 1

1

q

q

q q
q

t
m u d

m

t t
m m d

m m





   

  





 
   

 

   
      
    





 

By a simple computation, we get the desired result. 

Theorem 4. Suppose that      , : , 0, 0,u v      be 

functions and  1,  ,  ,L u v   . If 
q

  is 1s -convex 

and 
q

  is 2s -convex function on  ,u v  for some fixed 

 1 2, 0,1s s  , then we have the following inequality for   

order fractal-fractional integral operators of the function 

 t  with the power-law kernel: 
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where 
1 1 1p q   , 1q  and 0 , 1   . 

Proof: By means of  Eq. (12) and Hölder integral 

inequality, we can get 
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Taking into account the s -convexity of  
q

  and 
q

 , 

we have 
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By calculating the above integrals and simplifying, the 

desired inequality is obtained. 

Corollary 2: If we take 1 2 1m m   in Eq. (19) and 

1 2 1s s   in Eq. (22) then we get the following inequality 

for   order fractal-fractional integral operators of the 

function  t  with the power-law kernel: 
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4. Conclusions 

 

In this paper, new upper bounds for different kinds of 

convex functions are given. To prove the main findings, 

fractal-fractional integral operators with power law kernel, 
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the properties of the functions and Hölder's inequality are 

used. The method adopted for generating fractional 

inequalities is new and simple. Using the appropriate 

fractional integral operators, methods can be followed to 

develop further results for other classes of functions. In 

addition, the results are useful for fractional calculus and 

can be an inspiration for researchers working on this 

subject. 
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   Abstract 

 

Fraud detection identifies suspicious activities, false pretenses, wrongful or criminal deception 

intended to result in financial gain. Fraud is rare, well thought, effortful, and deceiving throughout 

claims. Detecting fraudulent claims is essential for the insurance industry. Therefore, most insurance 

companies must devote time and budget to fraud detection. Fraud detection can be divided into two 

categories; the main and most common type of fraud is individual fraud. Individual frauds can appear 

in many kinds of forms. For example, damage to an asset might be occurred before issuing a policy 

and be reported after. The second category is organized fraud which is much rarer and harder to detect 

than individual fraud. Especially motor insurance fraud is commonly attempted by organized crime 

rings. Counterparties involved in fraudulent claims change frequently, and changes make fraud 

detection difficult. According to Insurance Information and Monitoring Center findings, the 

fraudulent claim payment ratio is 10 to 30 %, and the detection success rate for an individual is at 1.4 

to 5%. At the same time, the annual fraud cost is at 200 to 300 $ million. This study proposes a fraud 

detection platform called SOBE, which assists fraud departments’ claim inquiry more easily and 

shorter than manual investigation made by employees. At its core, SOBE uses a rule engine approach. 

In order to support the rule engine, there is also a machine learning algorithm for fraud detection. In 

addition, the SNA module detects interconnected fraud counterparts among claim files. Consequently, 

the SOBE fraud detection platform allows Anadolu Sigorta to prevent improper payments from 

claiming participants. SOBE platform, the central fraud detection platform at Anadolu Sigorta, was 

developed in-house using different technologies and methods, including KNIME Analytics Platform, 

Python, graph methods, and web service methodologies. 

 
 

 

 

1. Introduction* 

 

Insurance is a binding contract between the insurance 

company and the insurer to protect an asset against uncertain 

risks. In the insurance industry, fraud is one of the major 

problems for insurance companies. Insurance fraud may be 

committed by the policyholder or a third-party insurance 

policy claim. Fraud claim submission includes damages 

based on misleading or untruthful circumstances, including 

exaggeration of how accidents occur. On the other hand, in 

organized crime rings, car owners or drivers would be 

                                                           
* Corresponding Author: fabut@cu.edu.tr 

recruited to make false reports indicating false occurrences 

of vehicle accidents. These claims involve property damage 

or personal injuries as a result of the stated accidents [1-3]. 

Anadolu Sigorta offers motor and non-motor insurance 

policies such as health, fire, liability, marine, and car 

policies. Products coverages include motor policies, 

consisting of vehicle storage and safekeeping, towing, 

healthcare assistance, driver’s coverage, passengers and 

those surrounding the vehicle, as well as legal defense 

expenses and minor repair services. Residential and 

workplace fire insurance offers services such as legal 
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consultancy and medical assistance in case of damages 

caused by theft, explosion, fire, internal water, vehicle 

impact, aircraft impact, and natural disasters such as 

lightning, flood, storm, landslide, and earthquake. 

This study aims to develop a fraud detection platform 

called SOBE to detect individual and organized frauds in the 

insurance industry. Anadolu Sigorta was using an external 

program for fraud detection. We decided to develop a new 

fraud detection platform internally and add more essential 

components and capabilities for detecting frauds more 

efficiently. The name “SOBE” comes from the hide and seek 

game “You’re it” in Turkish. SOBE provides significant 

benefits such as improvement in manual investigation of 

individual organized fraud cases and automation of claim 

files in organized fraud suspicion.  

The rest of the paper is organized as follows. First, the 

details of the proposed SOBE platform are given. Then, the 

methodology and the results are presented. Finally, the 

paper is concluded along with future directions. 

 

2. Related Works 

 

Fraud detection is one of the main and hot topics in the 

insurance industry. It is an open issue for new R&D fields 

and innovation ideas. In order to understand this issue, we 

need to discover major problems. The main purpose is to 

deceive insurance companies into paying false claims [4, 5]. 

In related studies in the literature, some techniques 

have already been proposed for detecting false claims in the 

insurance domain. For example, Sumalatha and Prabha [6] 

presented a system for collecting and analyzing insurance 

data, including current and past insurance claims, hospital 

records, patient data, and offered a single platform for 

checking and providing suspicious claims using Logistic 

Regression. Sowah et al. [7] proposed Genetic Support 

Vector Machine (SVM)-based models using the National 

Health Insurance Scheme claims dataset obtained from 

hospitals in Ghana to detect health insurance fraud and other 

anomalies. Kalwihura and Logeswaren [8] introduced a data 

pre-processing technique, particularly a fraud behavior 

feature engineering approach, to prevent fraud in the auto 

insurance industry. Gomes et al. [9] proposed a novel deep 

learning methodology to gain pragmatic insights into the 

behavior of an insured person with the help of a new 

unsupervised variable importance methodology. Severino 

and Peng [10] evaluated fraud prediction in property 

insurance claims using various machine learning models 

based on real-world data from a major Brazilian insurance 

company. Rukhsar et al. [11] conducted a comparative 

analysis on various classification algorithms, namely SVM, 

Random Forest (RF), Multilayer Perceptron (MLP), 

Decision Tree (DT), Adaboost, K-Nearest Neighbor (KNN), 

Linear Regression (LR), and Naïve Bayes (NB) to detect the 

insurance fraud. The performance of the classifiers has been 

evaluated based on precision, recall, and F1-Score metrics. 

Despite these studies, however, the domain of organized 

fake claims in insurance fraud detection has not been 

sufficiently investigated in the literature.  

Rulesets in fraud detection systems are widely used. 

As mentioned in [12], rule generation and selection 

methodologies give a solid idea of how to effectively deal 

with fraud detection across industry boundaries, including 

applications in insurance fraud, credit card fraud, healthcare 

fraud, telecommunications fraud, and more. A genetic 

algorithm is another method of artificial intelligence that 

was designed so that each individual represents a possible 

behavioral model. This approach increases the detection rate 

and decreases the low false alarm rate [13]. 

If an applicant files a claim, the insurance company 

will perform various checks to flag the claim as suspicious 

or nonsuspicious. When the claim is considered suspicious, 

the insurance firm will first decide whether it’s worthwhile 

to pursue the investigation. Obviously, this will also depend 

on the amount of the claim, such that small amounts of 

claims are most likely not further considered, even if they 

are fraudulent. When the claim is considered worthwhile to 

investigate, the firm might start a legal procedure resulting 

in a court judgment and/or legal settlement flagging the 

claim as fraudulent or not. Also, this procedure is not 100 

percent error-proof, and thus nonfraudulent claims might 

end up being flagged as fraudulent or vice versa [14]. 

Our study aims to internalize traditional fraud 

detection processes in auto and nonauto branches. In 

addition to traditional methods like fraud detection rulesets 

and ML prediction, new features like text processing from 

expert reports, network analysis from organized fraud 

detection, and run-time anomaly detection alerts are 

additional key features. 

 

3. Proposed “SOBE” Platform 

 

The lifecycle of the SOBE project consists of six 

stages. The first stage is to get the data from the Anadolu 

Sigorta source system. We transformed, organized, and 

stabilized the data for the next stages via web service 

configuration. We used REST API methodology and 

KNIME Analytics Platform transformation capabilities for 

the stage. The input data includes 567 and 543 parameters 

for motor and non-motor claim files, respectively, which 

contain both categorical and quantitative parameters. We 

followed the general steps of Exploratory Data Analysis 

techniques.  We employed data transfigurations such as data 

formatting, constant column filtering, correlation filtering, 

missing value, and outlier handling methods for different 
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variables. Also, we used one hot encoding method to 

transform some categorical variables into numerical ones. 

For outlier handling, we used Inter Quantile Range 

methodology. For normalizing the data, we used both min-

max scaling and Z-score normalization according to the 

data. Also, we generated new variables using the existing 

parameters to group the data into meaningful categorical 

variables. We used the cardinality of the historical data, K-

means claustration, and Silhouette Coefficient to determine 

the groups. We applied the weight of evidence methodology 

to generalize the quantitative parameters. We utilized 

forward and backward elimination for feature selection, and 

for dimension reduction, we preferred PCA techniques.   

The second stage is the Social Network Analysis 

(SNA). This stage is running only for motor claims. We 

utilized graph theory to develop the capability to reveal 

claim participant/claimant relationships with insurance 

blacklists or assets on created claim files. We mainly 

employed this stage to discover organized crime relations on 

our full set of data by adding external data sources. We 

selected the participant’s Turkish Identification Number as 

the main entity for constructing the network according to the 

regulations legally to protect the anonymity of the 

participants. We characterized networked structures in 

terms of nodes (i.e., individual actors, people within the 

network) and the ties, edges, or links (relationships or 

interactions and assets) that connect them. Finally, we used 

the shortest path algorithm to determine the direct path 

between the blacklisted people and the participants of the 

claim files. 

The third stage is our machine learning model to 

predict the fraud potential for the claim file itself. Again, this 

stage is running only for motor claims. We employed two 

different machine learning algorithms, including RF and 

MLP. We examined the two model outputs and decided to 

continue with the RF algorithm. Currently, RF has enough 

accuracy and speed to predict the fraud potential of the claim 

file.  

The fourth stage is the claim search history. We collect 

the history of a claim’s participants and subjected asset 

history at this stage. In addition to these, we also search if 

any aspect of the claim, participant, or the asset, ever 

occurred in another fraud case. The fifth stage is the rule 

engine stage which includes business rules determined by 

our claims departments according to their experience in the 

field. We have 600 rules run for every claim. Every rule has 

a score given by our claims department. These are some of 

the examples of the mentioned rules: “Claim city is different 

from customer city”, “Claim party has other policies in force 

for the same vehicle with the same or other insurance 

company at the time of the event”, “There is more than five 

days between the date of the claim occurred and the date of 

the report”. After all the stages, we calculate and send a file 

fraud score to our claim platform within 5 to 10 seconds. 

The SOBE fraud detection lifecycle starts with a web 

service request from Claim Management System (CMS). As 

soon as the claim file is reported, CMS automatically sends 

fraud scoring requests at certain checkpoints. This request is 

sent to the KNIME server via Rest API and includes 

individual claim file details. KNIME server architecture 

accepts only JSON files on REST calls, so the requests and 

SOBE responses are sent in JSON format. To prevent load 

latency, a certain number of jobs are pooled on the KNIME 

server. So, when a request is sent from the CMS, the SOBE 

workflow is immediately executed in the server. Figure 1 

illustrates external data integration via web services. 

 

 

Figure 1. External data integration via web services 

 

Figure 2 represents the overview of a SOBE workflow. 

The steps can be explained as follows:  

1. Data transformation, standardization, and 

normalization step: Webservice request contains data from 

the CMS. Before using this input in the rule engine and ML 

prediction steps, several data transformations are applied. 

2. SNA + Blacklist: The participants of the claim file 

(mainly policyholders) are searched for any existing 

connections in an organized fraud scheme. SNA results 

include Anadolu Sigorta and Insurance Information and 

Monitoring Center data. In this step, the company blacklist 

is also used to label participants of the claim file.  

3. Machine learning model: The RF-based model 

for auto claims classifies the claim as fraudulent or not. 

4. History search: To check recurring claims of a 

certain participant in the claim file, a history search is 

executed in this step (e.g., number of rejected claims for the 

claimant for motor). The results are used in the rule engine 

step. 

5. Rule engine: The claim file is scored according to 

active rules. Also, ML model predictions, SNA, and 

blacklist results are taken into consideration in scoring. 
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Figure 2. Overview of a “SOBE” workflow 

 

4. Methodology 

 

In insurance, a claim file has several phases called 

“touchpoint”. Those phases contain several steps like file 

opening, expert opinion, file status changes. At the very 

beginning, the ML model tries to decide if the claim file has 

a fraud suspicious or not.   

Since the fraud case is a good example of an 

imbalanced dataset, cleaning and selecting the right data to 

balance the target variable with the business side’s opinions 

is crucial for modeling. After applying Exploratory Data 

Analysis (EDA) steps and balancing data as much as 

possible (i.e., 7% fraud cases in target variable), RF-based 

and MLP-based models have been created. With hyper-

parameter optimizations, each model has been implemented 

on validation data that was not used during the training 

phase. For the RF-based model, we generated 100 trees 

using Gini Index and Information Gain Ratio and 100 

different stratified sampled data partitioned via loops. In the 

MLP-based model build, epsilon is kept in 1e-8, and the 

number of maximum iterations is limited by 120 with an 

initial learning rate of 0.001. ReLU is used as the hidden 

layer activation function. In addition, several numbers of 

hidden layers ranging from one to six and different numbers 

of neurons varying between 8 and 35 have been tested 

during the MLP-based model training.  

We evaluated the performance of the two models by 

calculating the precision, recall, F-Measure, and accuracy 

values, as defined in Eqs. (1) through (4), respectively, 

where 𝑡𝑝 is the ratio of true positives, tn is true negatives, 

𝑓𝑛 shows false negatives, and 𝑓𝑝 represents false positives. 

In order to eliminate the overfitting danger while building 

the model, the 10-fold cross-validation method has been 

used to evaluate the generalization error of the models. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑡𝑝

𝑡𝑝+𝑓𝑝
  (1) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑡𝑝

𝑡𝑝+𝑓𝑛
  (2) 

 

𝐹 − 𝑀𝑒𝑎𝑠𝑢𝑟𝑒 =
2∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +𝑅𝑒𝑐𝑎𝑙𝑙
  (3) 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑡𝑝+𝑡𝑛

𝑡𝑝++𝑡𝑛+𝑓𝑝+𝑓𝑛
  (4) 

 

Organized fraud detection is a different discipline that 

uses other techniques than traditional ML methods. Using 

graph theory is one of the solutions to that problem. In that 

phase of fraud detection, the aim is to detect the 

relationships of blacklisted persons with claim file 

participants in a huge network (e.g., a network consisting of 

8 million nodes and 12 million connections). The network 

has been constructed not only with Anadolu Sigorta claim 

data but with external data sources like accident report files 

(KKT-Kaza Tespit Tutanağı) and Insurance Information 

and Monitoring Center (SBM-Sigorta Bilgi Merkezi) 

insurers data. Network connections have been constructed 

basically with vehicle chassis numbers and participants’ 

identification numbers. 

After the network has been established, blacklisted 

people have been labeled within the network to see the 

relationships with other participants. In Figure 3, the red-

colored node is a blacklisted person, and the green-colored 

node is the participant being investigated for an organized 

fraud scenario.  

Once the connections have been established, the next 

challenge is to detect the relationships in terms of closeness, 

strengths, and organized crime suspicious. The main 

solution to that problem is finding the shortest path between 

participants. When the shortest path algorithm has been 

applied to the network, the shortest path between two 

participants can be revealed easily. Within daily incoming 
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claim files, first and second-degree connections of 

participants with blacklisted people, using the same chassis 

number among participants and their degrees, and a 

participant’s number of connections are investigated and 

scored with respect to importance to support the fraud 

detection system. 

 

 
(a) 

 

 

(b) 

Figure 3. The output view of the SNA module 

 

5. Results  

 

The performance of the models has been confirmed by 

applying the cross-validation step for model generalization 

and calculating the precision and recall values. The priority 

is to keep recall as high as possible while also keeping 

precision at an acceptable rate. Considering this priority, the  

RF-based model produced precision, recall, F-measure, and 

accuracy values of 0.274, 0.374, 0.316, and 95.83%, 

respectively, whereas the MLP-based model yielded 

precision, recall, F-measure, and accuracy values of 0.537, 

0.298, 0.383, and 97.51% respectively. 

SOBE platform has replaced the purchased fraud 

application, and it is the central application used by the 

Anadolu Sigorta Claim department. The platform handles 

over 2500 claim cases daily and predicts the probability of 

fraud for each file in less than 10 seconds. Integrated module 
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architecture makes the platform simple and manageable for 

both business and technology-wise.  

All the fraud detection platform stages, the rule set 

determination, score prediction with a machine learning 

algorithm, and SNA results give the fraud score of the claim 

record. Our operational process is triggered based on this 

score, and further steps run until the file is closed. 

The process of developing the SOBE platform has 

resulted in various gains. The benefits of the application can 

be outlined as follows: 

 We tailor our own fraud platform from the beginning of 

the process: data preparation, data enrichment, quality 

study, rule definitions, and SNA platform integrated 

file investigation. This is the first platform ever 

developed in the insurance sector. 

 The purchased platform has been eliminated, and there 

is no subscription/maintenance cost anymore.   

 Our claims department can determine faster for the 

claim investigation on a suspicious file.  

 The system is in-house, so implementation, 

maintenance, and development of the platform can be 

done easier.  

 Platform health check process will be done internally, 

and there is no dependency on a vendor company.  

 

The SOBE platform went live in Sept 2021, and its 

efficiency has been compared to our previous platform 

based on quarter 4 (Q4) of the years 2020 and 2021. Table 

1 shows the comparison results. 

 

Table 1. Comparing the SOBE and our previous platforms 

 
Previous 

Platform 
SOBE Platform 

Total savings 
2020 Q4: 

8.3 million TL 

2021 Q4: 

12.8 million TL 

Fraud 

detection 

ratio 

2020 Q4: 

8.36% 
2021 Q4: 12.69% 

SNA output n/a 
5 organized fraud 

rings 

SNA savings n/a 2.2 million TL 

 

6. Conclusion and Future Work 

 

This study proposed SOBE, a fraud detection platform 

that allows Anadolu Sigorta to prevent improper payments 

from claiming participants. SOBE improves manual 

investigation of individual organized fraud cases and 

automates processing claim files in organized fraud 

suspicion. We managed to perform a detailed analysis and 

determine if a claim has fraud risk or not throughout a claim 

lifecycle.  

In the following steps, the study can be extended in 

multiple ways. SOBE can also be extended to consider 

anomaly detection scenarios. Machine learning algorithms 

can be developed for non-motor claims. The collection of 

historical data could be expanded by adding external data 

sources. From all kinds of reports in the CMS, keyword 

extraction and expert fraud opinions can be extracted from 

the reports. Also, additional ML models could be 

implemented in critical touchpoints to detect fraud cases 

more precisely with the enriched data. 
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   Abstract 

 

Personalizing the e-commerce experience is vital since there are enormous amounts of products to 

offer customers. Each day new products are introduced into the ecosystem, and customer purchase 

behavior is dynamic as well. This mapping between products and customers needs to be optimized. 

E-commerce platforms try to funnel those products by a variety of methods like user clustering and 

product propensity analysis. The brand propensity metric is one of those key features for personalizing 

products offered to the customer. Once the brand propensity is calculated, it can be used to cluster 

customers or list products within the same brand. Since customers periodically interact with different 

products, these interactions (e.g., product visit, favorite, basket, search, and order) are aggregated to 

predict the next actions of the corresponding customer. Typically, the next action might be an order 

action or click. In this study, we develop Logistic Regression (LR) models to investigate the effect of 

the target variable on calculating brand propensity. For comparison purposes, models based on 

Decision Tree (DT), Random Forest (RF), and XGBoost (XGB) have also been developed. The target 

variable to be evaluated for the brand propensity model has been set to both order probability and 

click probability. The “Top N accuracy” metric has been used to evaluate the performance of the 

models. As the study’s outcome, click as a target variable has been revealed to be more beneficial 

since it also shows that customers are more likely to explore what is inside that brand. In addition, the 

LR-based propensity models exhibit the best average performance for both Top 3 and Top 5 

accuracies among the machine learning methods. 

 
 

 

 

1. Introduction 

 

One of the key problems in e-commerce is the mapping 

of products and customers: which product subset should be 

associated with which user cluster? In the personalization 

aspect, these clusters are the customers themselves. So, for 

each person, personalized product recommendations can be 

created. Then comes the next problem: the dimension of 

those product recommendations. The most common 

dimensions are brand, category, and price. All those factors 

can define user behavior such that specific sets of products 

can be recommended [1–3]. 

Services of e-commerce platforms reach the customer 

                                                           
* Corresponding Author: fabut@cu.edu.tr 
 

via applications and web pages. So, product recommen-

dations have user experience (UX) components. In 

applications, those components are called widgets. Each 

widget can cover different dimensions of the product 

recommendation. Some can be associated with categories, 

whereas others with brands or prices. 

This study proposes Logistic Regression (LR) models 

to investigate the effect of changing the target variable on 

brand propensity prediction. For comparison purposes, 

models based on Decision Tree (DT), Random Forest (RF), 

and XGBoost (XGB) have also been developed. The target 

variable to be evaluated for the brand propensity model has 

been set to both order and click probabilities. Personalized 

brands are sorted and recommended to the customers in a 

2667-484X © This paper published in Kocaeli Journal of Science and Engineering is licensed under a Creative 

Commons Attribution-NonCommercial 4.0 International License 

https://doi.org/10.34088/kojose.517520
https://orcid.org/0000-0002-1563-743X
http://creativecommons.org/licenses/by-nc/4.0/
http://creativecommons.org/licenses/by-nc/4.0/
https://orcid.org/0000-0001-5482-2999
https://orcid.org/0000-0001-5876-4116
https://orcid.org/0000-0003-0780-0679


Alptekin UZEL et al. / Koc. J. Sci. Eng., 5(ICOLES2021): (2022) 32-37 

33 

brand slider widget. In this context, it is a ranking and 

sorting problem. Product and customer data of the e-

commerce site Trendyol is used in this problem. Each 

customer interacts with different products through the 

application. These interactions (e.g., product visit, favorite, 

basket, search, and order) constitute the signals/features for 

the machine learning model to interpret. They are 

aggregated by brand and used to predict customers' actions 

on that brand. The problem also has a time domain, so it is 

also related to forecasting. The action features are 

aggregated as time-lagged features (i.e., one day, seven 

days, two weeks, etc.) to tune the effects of those signals in 

the expected actions.  

The rest of the paper is organized as follows. First, the 

related works are summarized. Then, the details of the 

developed models and the methodology are introduced to 

predict the brand propensity for each customer. Next, the 

results are presented. Finally, the paper is concluded along 

with possible future works. 

 

2. Related Works 

 

The next purchase prediction of the customers in an e-

commerce platform based on the customer and product 

interaction data has been investigated for a relatively long 

time. In recent years, deep learning models and ensemble 

methods are also adapted to the problem. The following 

studies helped to shape the idea presented in this paper. 

Zhang [4] compared several LR and RF metrics for 

predicting customer propensity in an e-commerce platform. 

Valecha et al. [5] discussed consumer behavior by applying 

a predictive model to a dataset in Kaggle. Szabó and Geng  

[6] used a novel approach to create a sequence of numbers 

to represent customer behavior and then applied deep 

learning methods to use this as a feature to predict 

purchases. Liu and Li [7] used similar data to predict 

purchase behavior and applied the Support Vector Machine 

(SVM). SVM has high accuracies with high-dimensional 

data. Still, linear separability is always an issue for that 

family of algorithms, and new dimensions need to be 

introduced to solve the problem. Hu 38 and Shi [8] created 

a time-series sequence of customer behaviors, fed this into 

an LSTM model, and then used the outcome as a new feature 

to be fed into a Random Forest model. Zhai et al. [9] used 

an ensemble model combining XGB and LightGBM 

algorithms to predict customer purchases on extensive e-

commerce customer interaction data. Policarpo et al. [10] 

provided a comprehensive and up-to-date survey of machine 

learning techniques used in e-commerce platforms. Stubseid 

and Arandjelovic [11] represented the difference between 

the Naive Bayes approach and the RF approach using real-

world data, which consists of a user to product relation. 

Finally, Sasi et al. [12] applied RFM and Recurrent Neural 

Network using customers’ previous purchases to predict the 

next purchase by including the time factor.  

It is clear from the literature that prediction of the next 

purchase and propensity of customers are becoming more 

critical in e-commerce to optimize customer-product 

relations and provide better options to customers. 

Differently from the rest of the studies in the literature, we 

investigate the effect of changing the target variable from 

order probability to click probability in brand propensity 

prediction. We find that click as a target variable is more 

beneficial in brand propensity prediction. 

 

3. Proposed Brand Propensity Models and 

Methodology 

 

In most of the propensity models, the main features are 

the aggregated actions of the users. In e-commerce 

environments, these actions are related to product: visit, 

favorite, basket, search, and order are the main interactions. 

The first four interactions constitute the signals of the 

customer for buying a product. They all show the 

customer’s interest in a brand, category, and specifically in 

that product. Those signals which translate into an interest 

might turn into an order. Finally, the order itself is a strong 

signal as well. After a completed order based on the product 

category, the customer might continue ordering the same 

product or from the same brand/category. 

An essential problem in brand propensity is related to 

the replenishment of the products. Every product has a 

different purchase frequency. So, in this model, a brand-

based repurchase ratio is calculated for each product. And 

then, these constants are multiplied by the main features to 

scale the features by interaction ratios. The input and the 

target variables of the baseline model are shown in Table 1. 

The idea is to sort those brands for each customer so 

that if they order a product the next day, that brand is in the 

top 5 brands listed for that customer by the model. The 

model is responsible for gathering those signals, giving 

different weights to those signals, and then calculating the 

order probability from that brand in the next 24 hours as the 

output. More specifically, the created dataset includes 

2.153.360 rows and 40 columns. This data has been 

gathered from the users who visited the application. There 

are around 2 million users. Numerous attributes have been 

collected for each user transaction, such as the number of 

basket actions, likes, and orders a user made in the last one 

week, last one day, and last two weeks. 

These features were built into an LR model [13] for 

predicting whether a customer has ordered based on his/her 

signals. So, an LR model is fit into the data using the Sklearn 

package in Python with the parameters listed in Table 2. LR 

has been preferred due to its performance on brand  
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Table 1. The input and output variables used by the baseline model 

Type Variable Description Time period 

Input 

variable 

Basket count (user-based) 
Number of times a brand is added to 

basket 
1d, 1w, 2w, 1m 

Favorite count (user-based) Number of times a brand is favorited 1d, 1w, 2w, 1m 

Search count (user-based) Number of times a brand is searched 1d, 1w, 2w, 1m 

Visit count (user-based) Number of times a brand is visited 1d, 1w, 2w, 1m 

Order count (user-based) Number of times a brand is ordered 1d, 1w, 2w, 1m 

Basket interaction with brand repurchase ratio Basket count * brand repurchase ratio 1d, 1w, 2w, 1m 

Favorite interaction with brand repurchase ratio Basket count * brand repurchase ratio 1d, 1w, 2w, 1m 

Search interaction with brand repurchase ratio Basket count * brand repurchase ratio 1d, 1w, 2w, 1m 

Visit interaction with brand repurchase ratio Basket count * brand repurchase ratio 1d, 1w, 2w, 1m 

Order interaction with brand repurchase ratio Basket count * brand repurchase ratio 1d, 1w, 2w, 1m 

Target 

variable 
Brand ordered Brand ordered the next one day. 1d 

 

Table 2. Logistics Regression parameters for the sklearn function 

Parameter Value 

Penalty l2 

Dual False 

Tol 0.0001 

C 2.0 

Fit intercept True 

Intercept scaling 1 

Class weight “balanced” 

Random state None 

Max iteration 100 

Multi class ‘ovr’ 

Verbose 1 

Warm start False 

 

Table 3. Input and target variables of the CTR propensity model 

Type Variable Description Time period 

Input variable 

Click propensity score 
Propensity probability from the 1st 

propensity model 
1d 

CTR rates for each brand 
CTR ratios for each brand based on widget 

metrics 
1d 

Target variable Brand clicked Brand clicked the next day 1d 

 

propensity prediction and quick training times. For 

comparison purposes, models based on DT, RF, and XGB 

have also been developed. Next, we attempted to improve 

the performance of the baseline model by changing the 

target from order to click. The same features have been used 

to predict the click on the brand. Additionally, click-through 

rate (CTR) has been added to the model to increase the 

conversion rates further. And then, another model used the 
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outcome of the first baseline model and CTR to predict click 

again. So, this turned into an ensemble model called the 

CTR propensity model, as illustrated in Figure 1. 

 

Figure 1. Improved ensemble CTR propensity model 

 

In conclusion, the base model creates propensity 

scores for each user for the corresponding brands. But the 

ensemble model tunes the propensities using CTR data from 

the widget. This way, popular brand features are gathered 

and combined into the model. If some brands are more 

popular than the previous day, this overall aggregated 

feature is also integrated into the model. This feature is then 

used in the second model and thus tunes the propensity 

scores of the users.  

CTR rates are calculated daily for the widget of the 

corresponding brand. Based on the signals obtained from the 

customers, raw propensity scores are weighted and rescored 

to produce the final output. Table 3 shows the input and 

target variables of the CTR propensity model. 

The “Top N accuracy” metric [14] has been used to 

evaluate the performance of the models. The Trendyol 

application consists of different widgets. They correspond 

to a particular place in the application and have different 

functionalities. Figure 2 shows the brand slider widget in the 

Trendyol application. This widget is a slider in the 

application. It consists of brand logos that take the user to 

those brands if clicked. Brands in this slider are calculated 

and ordered by this algorithm in the paper. For each user, 

brand propensities are calculated and used to provide a 

personalized experience to the users. So, the brands and 

their order inside the widget are calculated by the 

corresponding user's interaction with the application. These 

interactions are used as features to predict the brand 

propensity of the user. 

The “Top N” brands calculated are fed into this widget. 

Since the brand slider widget has limited slots for the 

brands, in both models, N was set to 5. 

 

 

Figure 2. Brand slider widget in the Trendyol application 

 

4. Results and Discussion 

 

Table 4 shows the results achieved by evaluating the 

baseline and CTR propensity models. Since the order data 

is sparse, only customers with orders have been selected to 

assess the results of the models. 

 

Table 4. Results achieved by evaluating the models using LR, DT, RF, and XGB  

(Top 3 and Top 5 product purchases - at least one transaction) 

Model Simulation Metric Probability 

LR-based Baseline model Top 3 product purchase 57.36% 

Top 5 product purchase 65.05% 

LR-based CTR propensity model Top 3 product purchase 64.07% 

Top 5 product purchase 80.10% 

DT-based CTR propensity model Top 3 product purchase 61.09% 

Top 5 product purchase 69.33% 

RF-based CTR propensity model Top 3 product purchase 64.19% 

Top 5 product purchase 76.63% 

XGB-based CTR propensity model Top 3 product purchase 64.01% 

Top 5 product purchase 75.43% 

 

According to the results obtained, when the “Top 3” 

product purchase metric is evaluated, the LR-based baseline 

and CTR propensity models yield an order probability of 

57.36% and click probability of 64.07% for the next day, 

respectively. Similarly, when the “Top 5” product purchase 

metric is evaluated, the baseline and CTR propensity models 

produce an order probability of 65.05% and a click 

probability of 80.00% for the next one day, respectively.  

In both “Top 3” and “Top 5” product purchase 

evaluations, it is observed that the CTR propensity model, 

where click is predicted as the target variable, clearly 

outperforms the baseline model predicting the order 

probability. The gain in probability obtained using the CTR 

propensity model instead of the baseline model is 11.69% 

and 22.98% for “Top 3” and “Top 5” product purchase 

metrics, respectively. 
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To compare and validate the accuracy of the LR-based 

CTR propensity prediction, models based on DT [15], RF 

[16], and XGB [17] have also been developed. When the 

“Top 3” product purchase metric is evaluated, the 

probabilities of DT-based, RF-based, and XGB-based 

models range from 61.09% to 64.19%. Similarly, when the 

“Top 5” product purchase metric is evaluated, the 

probabilities of DT-based, RF-based, and XGB-based 

models vary between 64.19% and 75.53%. Although LR 

shows comparable performances to other alternative 

methods in terms of “Top 3” product purchase metric, it 

clearly outperforms other methods in terms of the “Top 5” 

product purchase metric. 

We can conclude that click as a target variable, an 

indirect way to increase the order rates, came out as more 

beneficial. The results have shown that the CTR propensity 

model can sort brands in such a way that the calculated “Top 

5” brands for users with at least one order have an 

acceptable high probability (i.e., 80.00%) of being that 

ordered brand. 

 

5. Conclusion and Future Work 

 

This study investigated the effect of the target variable 

on brand propensity prediction using LR. For comparison 

purposes, models based on DT, RF, and XGB have also been 

developed. The target variable to be evaluated has been set 

to both order and click probabilities. The users’ interactions 

(i.e., product visit, favorite, basket, search, and order) 

constitute the signals/features for the models to interpret. 

They are aggregated by brand and used to predict the 

brand’s order and click probabilities. The results show that 

click as a target variable, an indirect way to increase the 

order rates, has been revealed to be more beneficial in 

predicting brand propensity. In addition, the LR-based CTR 

propensity model exhibits the best average performance 

among the machine learning methods for both Top 3 and 

Top 5 product purchases. 

In the future, we plan to evaluate other promising 

methods, such as general regression neural networks and 

multilayer perceptron, which can be leveraged to improve 

the prediction accuracy of brand propensity. Also, other 

candidate potential features, such as customers’ past 

purchase history and location, can be integrated into our 

prediction models to investigate the correlation of these 

variables with brand propensity.  
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   Abstract 

 

Increasing air pollution affects the environment and life negatively. For a sustainable environment 

and life, people, voluntary organizations, and governments need to work on the solution of this 

problem. The biggest sources of air pollution are transportation vehicles. For this reason, many 

countries in Europe have stated that they will use solely electrified cars to reduce air pollution in the 

future. Therefore, in this study, it is aimed to determine the best electrified car. The result obtained 

can support consumers that to intend to buy an electrified vehicle in the decision-making process. 

This problem is a typical multi-criteria decision making (MCDM) problem and some MCDM 

techniques are used to solve these problems. Here, the Entropy method was used to determine the 

weights of the selection criteria. Selection criteria was determined according to comprehensive 

literature survey and interviews with sales representatives. The EDAS (Evaluation based on 

Distance from Average Solution) method was used to rank the electrified car alternatives that sold 

in Turkey. As a result of the evaluation, the most important criteria was determined by the price of 

the vehicle, the net battery capacity, and the electric motor power. According to these criteria, the 

electrified car manufactured in China was chosen as the best. 

 
 

 

 

1. Introduction* 

 

According to the statement made by the World Health 

Organization, air pollution seriously threatens human life 

and causes the death of approximately two million people 

worldwide every year. Our world is becoming 

uninhabitable due to rapidly increasing population growth, 

unplanned urbanization, industrialization, and many 

reasons [1]. If cautions are not taken to solve this problem, 

there will be no world in which we can live in the future. 

As a result of increasing greenhouse gases, climate 

change threatens the whole world. The biggest factor in the 

increase of greenhouse gases is due to the exhaust gases 

thrown into the air from transportation vehicles especially 

in big cities [2]. For this reason, automobile manufacturers 

have started to use electric motors instead of internal 

combustion engines in their cars for a cleaner environment. 

The world will become more livable due to the usage of 

                                                           
* Corresponding Author: elif.buyukselcuk@fbu.edu.tr 
 

electric vehicles with zero CO2 emissions [3]. Not only 

manufacturers, but also governments have started to act. 

For this reason, many countries have announced that they 

will ban the sale of cars using gasoline and diesel fuel. In 

2016, Norway announced that the sale of these cars would 

be banned as of 2025, while on the same dates it 

announced that it would implement a similar application in 

Germany from 2030. With this decision, the country aims 

to reduce its CO2 emissions by 95% by 2050. Following 

these countries, France, England, Scotland, the 

Netherlands, and many European countries have 

announced that they will follow the same policy [4]. Such 

policies have brought the production, sale, and use of 

electric vehicles all over the world, especially in Europe, to 

the agenda. As a result of these sanctions, the 

determination of the most efficient electrified car is also an 

important issue.  

In this study, it is aimed to determine the best electric 

cars among alternatives sold in Turkey. This is a typical 

multi-criteria decision making problem and integrated 

Entropy and EDAS methods are used to solve the problem. 

2667-484X © This paper published in Kocaeli Journal of Science and Engineering is licensed under a Creative 

Commons Attribution-NonCommercial 4.0 International License 
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A limited number of studies have been reached in the 

literature on electric vehicles evaluation and selection 

process. Xue et al., in their study in 2008, tested six 

different types of drivetrain systems used in the engines of 

electric vehicles [5]. On the other hand, Baghdadi et al. 

examined the electric vehicles of two different brands such 

as Peugeot iOn and Ford Transit Connect in 2013 and 

tested their current battery capacities, ranges and battery 

charging times under real road and laboratory conditions 

[6]. In Scandinavia, an electrical car model was evaluated 

according to its range in the different weather conditions 

[7]. 

In this study, the selection problem was handled by 

using different MCDM techniques. In the literature, there 

are many studies that used these techniques for various 

sector. Zou and his colleagues used the Entropy method to 

determine the weights of the criteria in the water quality 

assessment in 2006 [8]. In 2017, the machines were 

evaluated according to twelve criteria to determine the best 

one among the three different machines. While the Entropy 

method was used to calculate the criteria weights, the best 

machine was determined by the SAW method [9]. To 

determine the appropriate supplier, it was aimed to weight 

the criteria objectively in the study using the Entropy and 

AHP-based TOPSIS method [10]. Lahsini evaluated 

smartphones in terms of seven qualitative features in his 

study in 2017. He solved the problem by using the Entropy 

and MAUT (Multi-Attribute Utility Theory) methods 

together [11]. In another study, performance criteria were 

determined as the first step in measuring the performance 

of companies operating in the automotive sector and traded 

on the Istanbul stock exchange. Entropy method was used 

to weight the performance criteria. The weights obtained 

were first used in MAUT and then in SAW methods, and 

the performances of the companies were evaluated and 

ranked [12]. Nyimbili and Erden developed a hybrid model 

to evaluate emergency facility planning in Istanbul in their 

study in 2020. AHP and Entropy methods were used to 

determine the weights of the criteria objectively and 

subjectively [13]. Kenger (2017) dealt with the bank 

personnel selection problem in his thesis. In the solution of 

the problem, he made evaluations by using different 

MCDM techniques together [14]. Özbek and Engür (2018) 

used the EDAS method to evaluate the websites of 

companies operating in the logistics sector. They 

determined criteria like web site language, customer 

relations, online ordering, visual content etc. and they 

assumed that all criteria have the same weight [15]. In 

energy sector, for high efficiency a MCDM model was 

developed to evaluate five renewable resources. The 

criteria weights were calculated by using Shannon Entropy 

method and EDAS method was applied for selection of 

energy resources [16]. Yalçın and Uncu (2019) applied 

EDAS method to validate industrial robot selection 

process. They examined four different examples in their 

study. They found that EDAS is suitable method for right 

industrial robot selection [17]. Mitra used EDAS method 

for cotton fabric selection process in 2020. 13 different 

alternatives were evaluated according to four different 

criteria (cover, thickness, areal density, porosity) [18]. He 

and his colleagues studied to determine and evaluate green 

supplier by using information entropy and EDAS under 

uncertainty. The novel model developed by them was very 

easy to understand and compute [19]. For a construction 

project, fuzzy EDAS was used to determine the best 

company among five according to four different criteria. 

Technical, management, financial and time are the main 

factors [20]. Mathew and Sahu (2018) compared four 

alternatives to determine the most suitable conveyor 

according to six different criteria. In the selection process, 

fixed cost, variable cost, conveyor speed, product width, 

product weight and flexibility criteria were used. They 

used to EDAS method for the selection process [21]. The 

EDAS method was also used in material selection in the 

automotive industry. Different alternatives were evaluated 

according to different criteria and the result was reached 

[22]. Different multi-criteria decision-making techniques 

and their application areas are summarized in Table 1. 

Finally, it has been observed that multi-criteria 

decision-making methods are used in many different areas 

and in solving many different problems. During the 

solution process, it has been witnessed those different 

methods work together. However, no study has been found 

in the literature on which criteria are important in the 

selection of electric vehicles and in the measurement of 

their performance, and which of the existing vehicles is the 

best. This study was designed to fill this gap. In order to 

fill this gap, it is aimed to select the best electrified 

vehicles available in the market by using Entropy-based 

EDAS methods in the selection process. After the criteria 

were determined, the Entropy method was used to 

determine their weights. The Entropy method is one of the 

most frequently used and easy method for implementation. 

The higher difference in value between alternatives while 

evaluating on the same criterion, the more important that 

criterion is. The more useful a criterion is, it plays the 

greater role in decision making. If a criterion has equal 

value among the alternatives, that criterion is disabled 

during the evaluation process, indicating that the weight of 

that criterion will be zero. EDAS method, which is used to 

determine the best alternative by finding the distance from 

the average solution, is different from other MCDM 

methods based on the logic of the compromise approach. 
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Table 1. Different MCDM methods and application areas. 

Author(s) Methods Application area 

Caloglu 

Buyukselcuk 

[23] 

AHP-VIKOR 

integrated method 
Food industry 

Hussain and 

Mandal [24] 

Entropy based 

COPRAS and 

MOORA 

Material selection 

Ersoy [25] 

Entrophy-TOPSIS 

and GRA integrated 

methods 

White goods industry 

Ocampo et. al. 

[26] 

Fuzzy DEMATEL-

ANP-TOPSIS 
Food Manufacturing 

Kaviani et. al. 

[27] 

Grey-Shannon 

entropy, grey EDAS 
Oil and gas industry 

Yazdani et. al. 

[28] 
FMEA, EDAS Construction industry 

Galankashi et. 

al. [29] 

Mixed Balanced 

Scorecard and fuzzy 

AHP 

Automobile industry 

Liu et. al. [30] 
DEMATEL based 

ANP with VIKOR 

Evaluating employee 

care strategies 

Prakash and 

Barua [31] 

Fuzzy AHP and 

VIKOR 

Indian electronics 

industry 

Mohammed 

et. al. [32] 

ELECTRE and 

TOPSIS 
Vendor selection 

Dweiri et. al. 

[33] 

Integrated AHP based 

decision support 

system 

Automobile industry 

in Pakistan 

Merdivenci 

and Oğuz [34] 

Entropy based EDAS 

method 

Personnel selection in 

logistics sector 

Özaydın and 

Karakul [35] 

Entropy with MAUT, 

SAW and EDAS 

Financal analysis in 

food and beverages 

sector 

Ali et. al. [36] 
Integrated Entropy 

and EDAS methods 

Renewable energy 

technology selection in 

energy sector 

 

2. Materials and Methods 

 

In this study, it is aimed to measure the performance 

of electric cars offered for sale in Turkey by using 

integrated Entropy and EDAS methods. In the first step, 

because of literature review and research, the criteria to be 

considered when buying an electric car were determined 

and these criteria were grouped according to beneficial and 

non-beneficial. Then, electrified car of different brands and 

models sold in Turkey were determined. For the criteria of 

these cars determined in the second step, a decision matrix 

was created by obtaining data from the official web sites 

and catalagoues of the vehicles. The weights of all 

variables were determined using the Entropy method. In 

the third step, the performances of existing electrified cars 

were evaluated using the EDAS method and these vehicles 

were ranked. As a result of this ranking, the best electrical 

cars sold in the market were determined. In this section, 

the beneficial and non-beneficial variables considered in 

the study and the techniques used in problem solving will 

be discussed. The flow chart for this problem was 

represented (Figure 1). 

 

   Figure 1. Flow chart of the problem 

 

2.1. Determination of Criteria 

 

By reviewing the literature on the subject and 

examining the forum pages of electric vehicles, the official 

websites and technical catalogs of brands that sell 

electrified cars, and by interviewing car sales 

representatives, it has been determined which criteria 

should be considered when buying electric vehicles. 

The guarantee of the battery used in the vehicles, the 

net battery capacity, the charging time of the battery, the 

power of the electric motor, the maximum torque of the 

electric motor, the unloaded weight of the vehicle, the 

price of the vehicle, the vehicle's range, maximum speed, 

acceleration performance and energy consumption are 

considered as selection criteria. Since the CO2 emission 

value of the vehicles is zero in all electric vehicles, this 

parameter is not considered as a criterion. 

Criteria are summarized and categorized due to 

beneficial or non-beneficial (Table 2). 

 

 

PREPARATION
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Literature 
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Alternatives 
determination

ENTROPY

Decision 
matrix 

formation

Decision 
matrix 
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Entropy 
values 
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Criteria 
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EDAS

Formation 
average 
decision 
matrix

Positive and 
negative 

distances from 
average

Weighted 
PDA and 

NDA

Weighted 
normalized 
PDA and 

NDA

Ranking of 
alternatives
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Table 2. Criteria definitions, codes, and types. 

Criteria Name and Code Type 

Battery warranty (km)-C1 Beneficial 

Net battery capacity (kW-h)-C2 Beneficial 

Charging time (minute)-C3 Non-beneficial 

Electric motor power (BG)-C4 Beneficial 

Maximum torque (Nm)-C5 Beneficial 

Unloaded weight (kg)-C6 Non-beneficial 

Price (TL)-C7 Non-beneficial 

Range (km)-C8 Beneficial 

Maximum speed (km/h)-C9 Beneficial 

Acceleration time (second)-C10 Non-beneficial 

Consumption (kW-h/100 km)-C11 Non-beneficial 

 

Electric car manufacturers guarantee their batteries 

for a certain year or a certain range of use. In general 

terms, battery capacity is the energy contained in the 

battery in the electric vehicle. This value is as important as 

the torque and engine power of the vehicle because the size 

of the battery used, its capacity and how efficiently it is 

used affect the range of the vehicle [37]. There are 

different types and levels of charging for the battery to 

charge. In this study, the type of long-term charging is 

considered [38]. The task of the electric motor in electric 

vehicles is to give traction to the wheels by converting the 

energy provided by the battery into mechanical energy. 

The driving force for an electric motor is torque. The unit 

of torque is expressed in Newton-meters. Torque is the 

parameter that enables vehicles to reach higher speeds in a 

short time during acceleration and ensures that the traction 

of the vehicle is strong [39]. Weight is also an important 

criterion in electric vehicles. Higher efficiency is achieved 

by producing vehicles with less weight by using lighter 

materials with the same battery capacity. In addition to all 

performance-related criteria, the price of the vehicle is one 

of the criteria considered by the end users. Continuous 

improvement efforts are being made to increase range in 

electric vehicles [40]. The maximum distance that the 

vehicle can travel with a fully charged battery is another 

criterion considered by users. One of the questions 

frequently asked by users during vehicle purchase is the 

maximum speed of the vehicle. The acceleration value of 

the vehicle is determined by expressing the time in seconds 

for the vehicle to reach 100 km speed from the moment of 

stopping [41]. Another critical point that users pay 

attention to when purchasing a vehicle is how much energy 

the vehicle will consume for a range of 100 km. 

 

2.2. Entropy Method 

 

In this part, the steps of the Entropy method used to 

determine the weights of the criteria will be explained. The 

entropy method is one of the objective weight methods and 

is frequently used in the literature. One of the most 

important advantages of the entropy method is that it 

eliminates the necessity of using the intuitive approach and 

verbal judgments of decision makers [42]. The steps of the 

method are as given below [43, 44]: 

 

Step 1. The decision matrix is created by determining 

the performance values of each of the alternatives for 

different criteria. 

 

X =  [xij]  =  [

x11 x12 … x1n

x21 x22 … x2n

⋮ ⋮ ⋱ ⋮
xm1 xm2 … xmn

]

̇

                                (1)   

 

where 𝑥𝑖𝑗  is the performance value of 𝑖𝑡ℎ alternative 

according to 𝑗𝑡ℎ criterion (𝑖 = 1,2, … , 𝑚 and 𝑗 =

1,2, … , 𝑛). 

 

Step 2. The decision matrix is normalized using the 

following equation so that all variables that make up the 

decision matrix are comparable and dimensionless. Eq. (2) 

is used for this purpose. 

 

rij  =  
xij

∑ xij
m
i=1

          (2) 

 

Step 3. Entropy values are calculated for each 

criterion by using Eq. (3). ej is the entropy value of 𝑗𝑡ℎ  

criterion. 𝑒𝑗 values must satisfy the condition of 0 ≤  𝑒𝑗 ≤

 1. 

 

 𝑒𝑗  =  − 𝑘 . ∑ 𝑟𝑖𝑗  .  𝑙𝑛 (𝑟𝑖𝑗
𝑚
𝑖=1 )                                 (3) 

 

where 𝑘 is the entropy coefficient and is calculated by 

using Eq. (4). 

 

𝑘 =  (𝑙𝑛 (𝑛))−1           (4) 

 

Step 4. By using Eq. (6), entropy weights are 

determined. 

 

𝑤𝑗  =  
1 − 𝑒𝑗

 ∑ (1 − 𝑒𝑗)𝑛
𝑗=1

             (5) 

 

∑ 𝑤𝑗  =  1𝑛
𝑗=1           (6) 

1 – 𝑒𝑗 represents the degree of difference of each 

criterion’s intrinsic information. The normalization of 

1 – 𝑒𝑗 values, the final entropy weights of criteria are 

determined. If a criterion has the smallest entropy value, it 

will have the greatest entropy weight. 
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2.3. EDAS Method 

 

EDAS was developed by Keshavarz Ghorabaee and 

his colleagues in 2015 [45]. They tested the validity of the 

method by comparing it with other MCDM techniques 

such as VIKOR, TOPSIS, SAW and COPRAS. The steps 

of EDAS are given below [15, 46]: 

 

Step 1. After the decision matrix containing the 

values of the alternatives according to the criteria is 

created, the average value due to all the criteria is 

determined using Eq. (7). 

 

𝐴𝑉𝑗  =  
∑ 𝑥𝑖𝑗

𝑚
𝑖=1

𝑚
    (7) 

 

AV = [AVj]1xn  (8) 

 

Step 2.  The positive distance and negative distance 

matrices from the average for each criterion are shown as 

expressed in the Eq. (9) and Eq. (10). Positive and negative 

distances from the average are calculated using Eq. (11), 

Eq. (12), Eq. (13) and Eq. (14) according to the types of 

criteria. 

 

PDA = [PDAij]mxn (9) 

 

NDA = [NDAij]mxn (10) 

 

For beneficial criteria: 

 

𝑃𝐷𝐴𝑖𝑗  =  
𝑚𝑎𝑥 (0,(𝑥𝑖𝑗 − 𝐴𝑉𝑗))

𝐴𝑉𝑗
 (11) 

 

𝑁𝐷𝐴𝑖𝑗  =  
𝑚𝑎𝑥 (0,   (𝐴𝑉𝑗 − 𝑥𝑖𝑗))

𝐴𝑉𝑗
 (12) 

 

For non-beneficial criteria: 

 

𝑃𝐷𝐴𝑖𝑗  =  
𝑚𝑎𝑥 (0,(𝐴𝑉𝑗 − 𝑥𝑖𝑗))

𝐴𝑉𝑗
 (13) 

 

𝑁𝐷𝐴𝑖𝑗  =  
𝑚𝑎𝑥 (0,   (𝑥𝑖𝑗 − 𝐴𝑉𝑗))

𝐴𝑉𝑗
 (14) 

 

Step 3. The weighted total PDA and NDA are 

calculated for each alternative. 𝑣𝑗  is the weight of 𝑗𝑡ℎ 

criterion. 

 

𝑆𝑃𝑖  =  ∑ 𝑣𝑗  . 𝑃𝐷𝐴𝑖𝑗
𝑛
𝑗=1  (15) 

 

𝑆𝑁𝑖  =  ∑ 𝑣𝑗  . 𝑁𝐷𝐴𝑖𝑗
𝑛
𝑗=1  (16) 

 

Step 4. SP ve SN values are normalized for each 

alternative by using Eq. (17) and Eq. (18). 

 

𝑁𝑆𝑃𝑖  =  
𝑆𝑃𝑖

𝑚𝑎𝑥𝑖  (𝑆𝑃𝑖)
 (17) 

 

𝑁𝑆𝑁𝑖  =  1 −  
𝑆𝑁𝑖

𝑚𝑎𝑥𝑖 (𝑆𝑁𝑖)
 (18) 

 

Step 5. Assessment score (ASi) is calculated for all 

alternatives by using Eq. (19). ASi values must satisfy the 

condition of 0 ≤ 𝐴𝑆𝑖 ≤ 1. 

 

𝐴𝑆𝑖  =  
1

2
 (𝑁𝑆𝑃𝑖  +  𝑁𝑆𝑁𝑖) (19) 

 

Step 6. Alternatives are ranked by ASi value from 

largest to smallest. The alternative in the first place is 

determined as the best one. 

 

3. Results and Discussion 

 

In this study, integrated entropy and EDAS methods 

were used to determine the best electric vehicles sold in 

Turkey. Electric SUVs available in the market were not 

among the alternatives in the study. Only electrified cars 

have been identified as alternatives. Three of these are 

vehicles from German, one from Chinese and the other 

from French automakers. As a result of the literature 

review, the criteria to be considered when buying an 

electric car were determined, and the Entropy method, 

which is one of the objective methods, was used to 

determine the weights of these criteria. Using the EDAS 

method, the best electrified car was determined. 

 

3.1. Determination of the Criteria Weight via 

Entropy Method 

 

After determining the initial decision matrix of the 

criteria and alternatives obtained from their technical 

catalogues and official web sites (Table 3), a normalized 

decision matrix was created by using Eq. (2) and Eq. (3). 

Normalized matrix results have been represented in Table 

4. The entropy values and entropy weights for each 

criterion were calculated using Eq. (4) and Eq. (6) and 

have been shown in Table 5. 

When Table 5 is examined, it is seen that the criterion 

with the largest entropy value has the least entropy weight 

value. According to these results, it is seen that the most 

important evaluation criterion is the price of the car (𝑤𝑗 =

0.126). It is followed by electric motor power, net battery 

capacity and battery charging time, respectively. 

Maximum speed, unloaded weight and battery warranty 

are the criteria with the lowest weight. 
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Table 3. Initial decision matrix. 

 C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 

A1 100,000 37.9 490 170 250 1345 704,000 310 150 7.3 14.2 

A2 100,000 17.6 193 82 160 1085 156,000 160 130 12.7 16 

A3 100,000 52 565 108 225 1577 368,900 395 135 11.4 17.2 

A4 150,000 40 500 114 270 1460 283,000 320 130 9.5 15 

A5 160,000 71 570 408 357 2130 2,200,000 390 230 5.4 28.7 

 

Table 4. Normalized matrix. 

 C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 

A1 0.164 0.173 0.208 0.193 0.198 0.177 0.190 0.197 0.194 0.158 0.156 

A2 0.164 0.081 0.084 0.093 0.127 0.143 0.042 0.102 0.168 0.274 0.176 

A3 0.164 0.238 0.245 0.122 0.178 0.208 0.099 0.251 0.174 0.246 0.189 

A4 0.246 0.183 0.217 0.129 0.214 0.192 0.076 0.203 0.168 0.205 0.165 

A5 0.262 0.325 0.247 0.463 0.283 0.280 0.593 0.248 0.297 0.117 0.315 

 

Table 5. Entropy values and entropy weights. 

 C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 

Entropy 

values (𝒆𝒋) 
0.661 0.636 0.649 0.591 0.658 0.661 0.494 0.654 0.660 0.653 0.655 

Entropy 

weights (𝒘𝒋) 
0.0841 0.0904 0.0872 0.1016 0.085 0.0842 0.1256 0.0858 0.0845 0.086 0.0856 

 

3.2. Determination of the Best Electrified Car 

via EDAS 

 

The performances of these cars according to the 

evaluation criteria have been obtained from the official 

websites. The data set and the average value of the 

decision problem (by using Eq. (7)) have been given in 

Table 6. Positive and negative distance values from the 

average (PDA and NDA) were calculated using Eq. (11)-

Eq. (12) and have been shown in Table 7 and Table 8. 

Weighted total PDA and NDA values for each alternative 

were calculated using Eqs. 15 and 16. The criteria weights 

used here were predetermined by the Entropy method. The 

obtained 𝑆𝑃𝑖  and 𝑆𝑁𝑖 values were normalized using Eq. 

(17)-Eq. (18) and the results are summarized in the Table 

9. 

 

Table 6. Data set of the problem and average values. 

 C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 

A1 100,000 37.9 490 170 250 1345 704,000 310 150 7.3 14.2 

A2 100,000 17.6 193 82 160 1085 156,000 160 130 12.7 16 

A3 100,000 52 565 108 225 1577 368,900 395 135 11.4 17.2 

A4 150,000 40 500 114 270 1460 283,000 320 130 9.5 15 

A5 160,000 71 570 408 357 2130 2,200,000 390 230 5.4 28.7 

Average 122,000 43.7 461.6 176.4 252.4 1519.4 742,380 315 155 9.26 18.22 

 

Table 7. Positive distance values from average (𝑃𝐷𝐴𝑖𝑗). 

𝑷𝑫𝑨𝒊𝒋 C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 

A1 0 0 0 0 0 0.115 0.052 0 0 0.212 0.221 

A2 0 0 0.582 0 0 0.286 0.790 0 0 0 0.122 

A3 0 0.190 0 0 0 0 0.503 0.254 0 0 0.056 

A4 0.230 0 0 0 0.070 0.039 0.619 0.016 0 0 0.177 

A5 0.311 0.625 0 1.313 0.414 0 0 0.238 0.484 0.417 0 
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Table 8. Negative distance values from average (𝑁𝐷𝐴𝑖𝑗). 

𝑵𝑫𝑨𝒊𝒋 C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 

A1 0.180 0.133 0.040 0.036 0.010 0 0 0.016 0.032 0 0 

A2 0.180 0.597 0 0.535 0.366 0 0 0.492 0.161 0.371 0 

A3 0.180 0 0.224 0.388 0.109 0.038 0 0 0.129 0.231 0 

A4 0 0.085 0.083 0.354 0 0 0 0 0.161 0.026 0 

A5 0 0 0.235 0 0 0.402 1.963 0 0 0 0.575 

 

Table 9. 𝑆𝑃𝑖 , 𝑆𝑁𝑖 and normalized 𝑁𝑆𝑃𝑖 , 𝑁𝑆𝑁𝑖 values. 

 𝑺𝑷𝒊 𝑵𝑺𝑷𝒊 𝑺𝑵𝒊 𝑵𝑺𝑵𝒊 

A1 0.053 0.153 0.039 0.888 

A2 0.184 0.529 0.242 0.308 

A3 0.107 0.307 0.117 0.665 

A4 0.123 0.352 0.067 0.810 

A5 0.348 1 0.350 0 

 

After the normalized SP and SN values were 

determined, the assessment score was calculated for each 

alternative using Eq. (19). 

Considering all criteria, it has been determined that 

the electric car produced in China is the best. In the second 

and third place, it was determined that the electrified cars 

produced in Germany were the best (Figure 2). While 

some researchers discuss that the use of electric vehicles 

will prevent air pollution, some researchers argue the 

opposite. However, it is clear that the use of electric 

vehicles in the long term is one of the important steps to be 

taken in preventing air pollution [47, 48, 49]. 

 

 
Figure 2. Assessment scores of alternatives. 

 

4. Conclusions  

 

With this study, it has been underlined once again 

that some necessary precautions for a sustainable life 

should be taken. To put a stop to air and environmental 

pollution that threatens the whole world, governments need 

to take urgent measures and impose sanctions on a local 

and global scale. In recent years, some measures should be 

taken urgently to prevent air pollution, which adversely 

affects the health of the whole world. While the rapidly 

increasing population, wrong urbanization, a noticeable 

increase in the use of pesticides and chemicals cause air 

pollution, another factor is the exhaust gases from the 

vehicles. Especially in the last eighteen months, there have 

been serious decreases in human activities due to the 

COVID-19 pandemic all over the world. This gave nature 

the opportunity to renew itself. One of the biggest factors 

in air pollution is undoubtedly vehicle traffic, and as it can 

be seen, the decrease in vehicle use plays an important role 

in air pollution control. Alternative ways to reduce 

emissions need to be found not only in automobiles, but 

also in factories, vehicles such as aircraft and ships. At this 

point, experts argue that with the increase in the use of 

electric cars, air pollution will decrease significantly. For 

this reason, many countries, especially Europe, have 

declared that they will ban the use of electric cars in the 

future and encourage their citizens to use these cars. 

For this reason, most of the automobile manufacturers 

have produced and sold vehicles such as cars and SUVs 

that work with 100% electricity. For consumers, the 

critical question here is which vehicle will they buy? This 

problem is a multi-criteria decision-making problem and 

can be solved using MCDM techniques. In this study, the 

problem of choosing the best one among only electric cars 

sold in Turkey is discussed. First, it was determined which 

criteria would be considered while making the selection. 

The weights of these criteria were calculated using the 

Entropy method. As a result of the calculation, it has been 

determined that the first criterion to be considered in the 

process of purchasing and choosing an electrified car is the 

price. Other important criteria are electric motor power, net 

battery capacity and battery charging time, respectively. 

Five electric cars of different brands sold in Turkey 

have been identified. After determining the data of these 

cars for the determined criteria, it was aimed to select the 

best one using the EDAS method. As a result of the 

evaluation, it has been determined that the vehicle 

produced in China is the best. In fact, this selected car is 

the second-cheapest car among all other models. The fact 

that price is the most important criterion is also a factor of 

this result. Although the second alternative is the cheapest 

vehicle in terms of price, however it is the weakest among 

the other models in terms of net battery capacity and 

electric motor power. 

Since the price is such an important factor, the 

reorganization of taxes in terms of incentives for the sale 
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0,419

0,486

0,581

0,5
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of electric vehicles will ensure that these vehicles are sold 

and used more. Another important criterion is the charging 

time of the battery. At this point, it is important to increase 

and expand the number of charging stations. There are still 

deficiencies in the number of charging stations in our 

country, especially in the Central Anatolia and Eastern 

Anatolia Regions on highways. It is inevitable to take 

measures for a sustainable life in Turkey. The use of 

electric vehicles should be encouraged, and the necessary 

infrastructure opportunities should be expanded, and new 

regulations should be made on taxes. Thus, activities 

aimed at reducing air pollution will be supported. 

The lower performance of electric cars compared to 

internal combustion engine vehicles is a limiting factor. 

For this reason, research and development activities 

regarding electric vehicles continue intensively. When the 

performance of vehicles is increased with technological 

developments, the use of these vehicles may become more 

common. In the future, this problem can be solved under 

different evaluation criteria. In addition, comparisons can 

be made by evaluating with different MCDM techniques. 

The sale of electrified vehicles in Turkey is still very new 

and not very common. For this reason, the experiences and 

feedbacks of the users were not included in the evaluation 

and determination of the criteria. In the next study, it is 

planned to expand the evaluation criteria pool by taking 

into account the user feedback and the advantages and 

disadvantages of the use of electrified vehicles. In addition, 

there are currently a limited number of electric vehicles 

from a limited number of automakers. In the future, it will 

be possible to work with a wider alternative pool of 

electric vehicles of different brands and models. 
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