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Research Article

The disconnectedness of certain sets defined after uni-variate
polynomials

VLADIMIR PETROV KOSTOV*

ABSTRACT. We consider the set of monic real uni-variate polynomials of a given degree d with non-vanishing
coefficients, with given signs of the coefficients and with given quantities pos of their positive and neg of their negative
roots (all roots are distinct). For d ≥ 6 and for signs of the coefficients (+,−,+,+, . . . ,+,+,−,+), we prove that the
set of such polynomials having two positive, d − 4 negative and two complex conjugate roots, is not connected. For
pos + neg ≤ 3 and for any d, we give the exhaustive answer to the question for which signs of the coefficients there
exist polynomials with such values of pos and neg.

Keywords: Real polynomial in one variable, hyperbolic polynomial, Descartes’ rule of signs, discriminant set.
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1. INTRODUCTION

We consider questions about the general family of monic uni-variate real degree d polyno-
mials: Qd := xd +

∑d−1
j=0 ajx

j . In the space Rd of the coefficients aj , one defines the discriminant
set ∆d as the set of their values for which the polynomial Qd has a multiple real root. More
precisely, if ∆1

d is the set of values of the coefficients for which Qd has a multiple root (real
or complex), then this is the set of the zeros of the determinant of the Sylvester matrix of the
polynomialsQd andQ′d. One has to set ∆d := ∆1

d \∆2
d, where ∆2

d is the set of values of the coef-
ficients aj for which there is a multiple complex conjugate pair of roots of Qd and no multiple
real root. It is true that dim(∆d) =dim(∆1

d) = d− 1 and dim(∆2
d) = d− 2.

The set
R1,d := Rd \∆d

consists of [d/2] + 1 open components of dimension d ([·] stands for the integer part of ·). The
polynomials Qd from a given component have one and the same number µ of real roots (which
are all distinct); the number ν of complex conjugate pairs can range from 0 to [d/2], because µ+
2ν = d. Given two polynomials with one and the same number ν, one can continuously deform
the roots of the first polynomial into the roots of the second one by keeping the real roots
distinct throughout the deformation. This proves that to any possible number ν corresponds
exactly one component of the set R1,d.

In the same way one can consider the components of the set

R2,d := Rd \ (∆d ∪ {a0 = 0}) .
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The polynomials from one and the same open component (also of dimension d) have one and
the same numbers pos of positive and neg of negative roots (and no vanishing roots). When
deforming the roots of one polynomial into the roots of another one, one has to keep the same
numbers pos and neg throughout the deformation. To each pair (pos, neg) corresponds exactly
one component of the set R2,d. As pos+ neg = µ, 0 ≤ pos, neg ≤ µ and µ+ 2ν = d, there are

(d+ 1) + (d− 1) + (d− 3) + · · · = ([d/2] + 1)([(d+ 1)/2] + 1)

components of the set R2,d.
A more complicated task is to study the components of the set

R3,d := Rd \ (∆d ∪ {a0 = 0} ∪ {a1 = 0} ∪ · · · ∪ {ad−1 = 0})
of monic uni-variate polynomials with no multiple real roots and no zero coefficients.

Definition 1. A sign pattern of length d+1 is a sequence of d+1 symbols + and/or− beginning
with a +. We say that a polynomial Qd with no vanishing coefficients defines the sign pattern
σ0 := (+, βd−1, βd−2, . . . , β0), βj = + or −, (notation: σ(Qd) = σ0), if sign(aj) = βj , j = 0, . . .,
d− 1.

One can ask the question to which couple (sign pattern, pair (pos, neg)) (we call them couples
for short) corresponds at least one component of the set R3,d. The polynomials from a given
component of R3,d have one and the same couple. All components are of dimension d.

When considering the set R3,d, it is self-understood that the couples have to be defined in
accordance with Descartes’ rule of signs. This rule states that a real uni-variate polynomial Qd
has not more positive roots counted with multiplicity than the number c of sign changes in the
sequence of its coefficients; the difference c−pos is even, see [4, 9, 10, 11, 15, 16, 19, 20, 28] or [30].
Hence the sign of the constant term is (−1)pos. When the polynomial has no zero coefficients,
Descartes’ rule of signs applied to Qd(−x) implies that Qd has not more negative roots counted
with multiplicity than the number p of sign preservations in that sequence (hence c+p = d+1),
and the difference p− neg is also even.

Definition 2. A pair (pos, neg) satisfying these conditions w.r.t. a given sign pattern σ0 is called
compatible with σ0 (and vice versa), and the couple (σ0, (pos, neg)) is also called compatible. For a
monic polynomialQd with no vanishing coefficients, with pos positive simple and neg negative
simple roots and no other real roots, we say that Qd realizes the couple (σ(Qd), (pos, neg)).

Yet this compatibility is just a necessary condition which turns out not to be sufficient. That
is, there exist cases when to certain compatible couples correspond no components of R3,d. So
we formulate the first problem which we consider in the present paper:

Problem 1. For a given degree d, for which compatible couples do there exist monic polynomials real-
izing these couples? In other words, to which of the compatible couples there corresponds at least one
component of the set R3,d?

Some results in relationship with Problem 1 are formulated in the next section. The problem
seems to have been stated for the first time in [2]. The first example when to a compatible
couple corresponds no component of the set R3,d (this is an example with d = 4), and the
exhaustive answer to the problem for d = 4, are to be found in [18]. For d = 5 and d = 6, the
result is given in [1]. For d = 7 and partially for d = 8 (resp. completely for d = 8), the answer is
formulated and proved in [12] and [13] (resp. in [22]). Different aspects concerning Descartes’
rule of signs are treated in papers [23, 5, 6, 7, 8] and [14].

Of particular importance is the class of hyperbolic polynomials, i. e. real polynomials whose
roots are all real. The hyperbolicity domain Πd is the set of values of the coefficients aj for which
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the polynomial Qd is hyperbolic. For properties of hyperbolic polynomials and the domain Πd

see [3, 17, 21, 29] and [24].
In what follows we are also interested in another problem:

Problem 2. For a given degree d, to which compatible couples correspond two or more components of
the set R3,d?

To formulate our first result connected with Problem 2, we introduce the following notation:

Notation 1. For d ≥ 4, we consider Rd as the set {(ad−1, ad−2, . . . , a0)|aj ∈ R} of d-tuples of
coefficients (excluding the leading one) of polynomials Qd. We denote by σ• the sign pattern
(+,−,+,+, . . . ,+,+,−,+) and by Π∗d(σ•) (resp. by A(σ•, (2, d − 4))) the subset of Rd of poly-
nomials with signs of the coefficients (all non-zero) as defined by σ• and having four positive
and d − 4 negative distinct real roots (resp. two positive and d − 4 negative distinct roots and
one complex conjugate pair). Hence the polynomials of the set Π∗d(σ•) are hyperbolic while the
ones of the set A(σ•, (2, d− 4)) are not.

The following theorem is proved in Section 3.

Theorem 1. (1) For d ≥ 6, the set A(σ•, (2, d − 4)) is non-empty and consists of more than one
component of the set R3,d. Hence the set A(σ•, (2, d− 4)) is not connected.

(2) For d = 4 and 5, the respective sets A(σ•, (2, 0)) and A(σ•, (2, 1)) are connected.

Remarks 1. (1) One can mention cases in which the components of the set R3,d are contractible
and to each compatible couple corresponds exactly one component of the set R3,d (see [26]).
Namely, such are the cases of hyperbolic polynomials and of polynomials having exactly one
or no real roots at all.

(2) In the case of polynomials having exactly two real distinct roots (hence pos+ neg = 2) to
each compatible couple corresponds either one or no component of R3,d, and all components
are contractible. See more details in the next section or in [26]. Whether in the case of exactly
three real roots to each compatible couple corresponds at most one component of the set R3,d

is an open question.
(3) For d = 4 and d = 5, pictures of the set ∆1

d (from which one can deduce the form of the
set A(σ•, (2, d− 4))) can be found in [27] and [8] respectively.

2. COMMENTS AND FURTHER RESULTS

Given a sign pattern σ̂ with c sign changes and p sign preservations (hence c + p = d),
Descartes’ rule of signs implies that any hyperbolic polynomial with sign pattern σ̂ has exactly
c positive and exactly p negative roots counted with multiplicity. We define the canonical order
of moduli corresponding to σ̂. The sign pattern σ̂ is read from the right and to each sign change
(resp. sign preservation) one puts in correspondence the letter P (resp. the letter N ).

For example, for σ̂ = σ† := (+,−,−,−,+,+) (resp. for σ̂ = σ•) this gives the string
NPNNP (resp. PPNN · · ·NNPP , d − 4 times N ). After this one inserts the symbol < be-
tween any two consecutive letters which in the cases of σ† and σ• gives

N < P < N < N < P and P < P < N < N < · · · < N < N < P < P

respectively. If one denotes by αj and βj the moduli of the positive and negative roots, then
one replaces the letters P and N by these moduli which in the case of σ† defines the canonical
order

β1 < α1 < β2 < β3 < α2



122 Vladimir Petrov Kostov

whereas the canonical order corresponding to σ• is given by (3.1).
It is true that for any sign pattern σ0 of length d+ 1, there exists a degree d monic hyperbolic

polynomial T with σ(T ) = σ0 whose roots define the respective canonical order of moduli, see
Proposition 1 in [25].

Our next step is to consider the cases when the polynomial Qd has not more than three real
roots, i. e. pos + neg ≤ 3 (and hence in the case of equality the possible values of the pair
(pos, neg) are (3, 0), (2, 1), (1, 2) and (0, 3)). For the cases pos = neg = 0 and pos + neg = 1,
see part (1) of Remarks 1. For pos + neg = 2 (hence d is even), we remind some of the results
of [26].

Definition 3. For pos+neg = 2, we define Case 1) (resp. Case 2)) by the conditions the constant
term to be positive, all coefficients of monomials of odd degree to be positive (resp. negative),
the pair (pos, neg) to equal (2, 0) (resp. (0, 2)) and the coefficient of at least one monomial of
even degree to be negative.

Theorem 2. (see [26]). For d even and pos+ neg = 2,
(1) A given compatible couple is realizable if and only if it does not correspond to Case 1) or 2).
(2) If the constant term is positive (hence (pos, neg) = (2, 0) or (0, 2)) and one is not in Case 1)

or 2), a given compatible couple is realizable by polynomials having any ratio different from 1
between the moduli of the two real roots.

(3) If the constant term is negative (hence (pos, neg) = (1, 1)) and there are two monomials of
odd degree with coefficients of opposite signs, then such a compatible couple is realizable by
polynomials with any ratio of the moduli α and β of its positive and negative root respectively.

(4) If the constant term is negative and all coefficients of monomials of odd degree are positive (resp.
negative), then such a compatible couple is realizable by polynomials with any ratio α/β < 1
(resp. α/β > 1) and not realizable by polynomials with α/β ≥ 1 (resp. α/β ≤ 1).

To formulate the new results about the situation with pos + neg = 3, we introduce the
following notion:

Definition 4. For a given degree d, the Z2×Z2-action on the set of compatible couples is defined
by two commuting involutions. The first of them maps a polynomial Qd into (−1)dQd(−x)
(this changes the pair (pos, neg) into (neg, pos), it changes the signs of the coefficients of xd−1,
xd−3, . . . and preserves the signs of the other coefficients). The second involution maps Qd into
xdQd(1/x)/Qd(0) (the pair (pos, neg) is preserved and the sign pattern, eventually multiplied
by −1, is read from the right; the roots of xdQd(1/x)/Qd(0) are the reciprocals of the roots of
Qd). An orbit of the Z2 × Z2-action consists of 2 or 4 compatible couples which are simultane-
ously realizable or not. This allows to formulate the results only for one of the 2 or 4 couples of
a given orbit.

Theorem 3. Suppose that the pair (2, 1) is compatible with the sign pattern σ4 (hence the constant
term is positive). Then

(1) The couple C := (σ4, (2, 1)) is realizable.
Denote by −β < 0, α1 > 0 and α2 > 0 the three real roots of a polynomial realizing the

couple C.
(2) If there are monomials x2m and x2n−1 with negative coefficients (one can have 2m < 2n− 1 or

2n− 1 < 2m), then for any of the five possibilities

β < α1 < α2 , β = α1 < α2 , α1 < β < α2 , α1 < α2 = β and α1 < α2 < β ,

there exist polynomials realizing the couple C.
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(3) If all odd monomials have positive coefficients, then only the possibility β < α1 < α2 is realiz-
able.

(4) If all even monomials have positive coefficients, then only the possibility α1 < α2 < β is
realizable.

The theorem is proved in Section 4. The compatibility of the sign pattern with the pair (2, 1)
implies that in part (3) (resp. in part (4)) of the theorem there is at least one even (resp. odd)
monomial whose coefficient is negative.

Notation 2. For d odd, we denote byD(a, b, c) the sign pattern consisting of 2a pluses followed
by b pairs “−,+” followed by 2c minuses, where 1 ≤ a, 1 ≤ b, 1 ≤ c and 2a+ 2b+ 2c = d+ 1.

Theorem 4. Suppose that the pair (3, 0) is compatible with the sign pattern σ� which is not of the form
D(a, b, c). Then the couple (σ�, (3, 0)) is realizable.

The theorem is proved in Section 5.

Theorem 5. For j = 1, 2, . . ., b, the couple (D(a, b, c), (2j + 1, 0)) is not realizable.

The theorem is proved in Section 6. Its proof resembles the proof of part (i) of Theorem 4
in [27] which treats a particular case of Theorem 5. However the proof of Lemma 1 (used in the
proof of Theorem 5) is more complicated than the proof of its analog which is Lemma 6 of [27].
This renders indispensable giving the whole proof of Theorem 5.

Remark 1. For the sign pattern D(a, b, c), compatible are the following pairs (pos, neg):
1) the ones mentioned in Theorem 5;
2) the pair (1, 0);
3) the pairs (2j + 1, 2r), r = 1, 2, . . ., a+ c− 1, j = 0, 1, . . ., b.

Realizability of the couples (D(a, b, c), (pos, neg)) with (pos, neg) as in 2) and 3) can be proved by
analogy with the proof of parts (ii) and (iii) of Theorem 4 in [27].

3. PROOF OF THEOREM 1

Part (1). A) For d ≥ 6, the set Π∗d(σ•) is non-empty, see Proposition 1 in [25]. Fix a polynomial
Q∗ ∈ Π∗d(σ•). By Proposition 1 of [25], one can choose Q∗ such that the moduli of its positive
and negative roots (denoted by α1 < α2 < α3 < α4 and β1 < β2 < · · · < βd−5 < βd−4
respectively) satisfy the string of inequalities

(3.1) α1 < α2 < β1 < β2 < · · · < βd−5 < βd−4 < α3 < α4 .

So the negative roots ofQ∗ are−βd−4 < −βd−5 < · · · < −β1 < 0. Starting withQ∗, we construct
two polynomials Q1 and Q2 of the set A(σ•, (2, d − 4)) (so this set is non-empty) about which
we show that they belong to different components of R3,d. This implies the theorem.

B) We consider the one-parameter family of polynomials

Q̃t := Q∗ + tx2(x+ β1)(x+ β2) · · · (x+ βd−4) , t ≥ 0 .

For any t ≥ 0, one has σ(Q̃t) = σ•. As t increases, the roots −β1, −β2, . . ., −βd−4 of Q̃t do not
move. The roots α1 and α3 move to the right while α2 and α4 move to the left. For some t0 > 0,
either α1 coalesces with α2 or α3 coalesces with α4 or both these things take place. Indeed, the
values of Q̃t for each fixed x ≥ α1 increase at least as fast as tα2

1

∏d−4
i=1 (α1 + βi).

If for t = t0, α1 and α2 coalesce and α3 and α4 remain positive and distinct, then one can
fix t1 > t0 sufficiently close to t0 for which the roots α1 and α2 have given birth to a complex
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conjugate pair while α3 and α4 are still positive and distinct. We set Q1 := Q̃t1 . Hence the
polynomial Q1 has d− 2 real roots

(3.2)
−βd−4 < −βd−5 < · · · < −β1 < 0 < α3 < α4 such that

0 < β1 < β2 < · · · < βd−4 < α3 < α4

and a complex conjugate pair. After this we set Q2
∗ := xdQ1(1/x). The sequence of coefficients

of Q1, when read from the right, is the string of coefficients of Q2
∗. After this we set Q2 :=

Q2
∗/Q

1(0), so Q2 is monic. The sign pattern σ• is center-symmetric, therefore σ(Q2) = σ• =
σ(Q1). The roots of the polynomial Q2 are the reciprocals of the roots of Q1. The real roots of
Q2 satisfy the conditions

(3.3)
−βd−4 < −βd−5 < · · · < −β1 < 0 < α3 < α4 and

0 < α1 < α2 < β1 < β2 < · · · < βd−4;

the polynomial Q2 has also a complex conjugate pair.
If for t = t0, α3 and α4 coalesce while α1 and α2 remain positive and distinct, then for

some t1 > t0 sufficiently close to t0 we obtain the polynomial Q2 with exactly two positive
and d − 4 negative roots which satisfy conditions (3.3). After this we set Q1

∗ = xdQ2(1/x) and
Q1 := Q1

∗/Q
2(0). The real roots of Q1 satisfy conditions (3.2).

Finally, if for t = t0, one has α1 = α2 = a > 0 and α3 = α4 = b > a, then one constructs the
polynomials

Q± := Q̃t0 ± ε(x− (a+ b)/2) , ε > 0 .

For ε small enough,
1) the coefficients of Q± are non-zero and σ(Q±) = σ•;
2) each of the polynomials Q± has d− 4 distinct negative roots close to −βi;
3) Q+ has two distinct positive roots close to a and a complex conjugate pair close to b;
4) and vice versa for Q−.

We set Q1 := Q− and Q2 := Q+.
C) Suppose that the two polynomials Q1 and Q2 belong to one and the same component of

the set R3,6. Then it is possible to connect them by a continuous path (homotopy) within this
component: Qs, s ∈ [1, 2]. Along the path the two positive, the d − 4 negative and the two
complex conjugate roots of Qs depend continuously on s while remaining distinct throughout
the homotopy. We denote the negative roots by−β̃j , j = 1, . . ., d−4, and the two positive roots
by γ̃j , j = 1, 2, where

for s = 1 , one has β̃j = βj , γ̃j = α2+j ;

for s = 2 , one has β̃j = βj , γ̃j = αj .

Hence there exists s = s0 ∈ (1, 2) such that for s = s0, β̃d−4 = γ̃2. This means that the
polynomial Qs0 has exactly d− 2 real roots such that

−β̃d−4 < · · · < −β̃1 < 0 < γ̃1 < γ̃2 , β̃d−4 = γ̃2 .

Using a linear change x 7→ hx, h > 0, we achieve the condition β̃d−4 = γ̃2 = 1.
D) Suppose that d is even. The fact that ±1 are roots of Qd implies the two conditions:
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ad + ad−2 + ad−4 + · · ·+ a2 + a0 = 0 and ad−1 + ad−3 + · · ·+ a3 + a1 = 0 .

The first of them is possible only if all even coefficients are 0, because in the corresponding
positions the sign pattern σ• contains (+)-signs. However ad = 1. This contradiction means
that the homotopy Qs does not exist, so Q1 and Q2 belong to different components of the set
R3,d and the set A(σ•, (2, d − 4)) is not connected. One can observe that this reasoning is not
valid for d = 2 or d = 4, because in these cases there are no negative roots at all.

E) Suppose that d ≥ 7 is odd. Set δ := β̃d−5 > 0 and Qs0d = (x + δ)U(x), where U =

xd−1 +
∑d−2
j=0 ujx

j . The polynomial U has an even number of positive roots, so u0 > 0. The
conditions

0 > ad−1 = δ + ud−2 and δ > 0

imply ud−2 < 0 whereas from

0 < ad−2 = δud−2 + ud−3 , δ > 0 and ud−2 < 0

one deduces that ud−3 > 0. In the same way one has

0 > a1 = δu1 + u0 , δ > 0 , u0 > 0 , so u1 < 0 and

0 < a2 = δu2 + u1 , δ > 0 , u1 < 0 , so u2 > 0 .

The first three and the last three of the coefficients of the polynomial U(−x) are positive. By
Descartes’ rule of signs it has not more than d−5 positive roots, and it has exactly d−5 positive
roots only if it has d − 5 sign changes. On the other hand, one knows that U(−x) has exactly
d − 5 positive roots −β̃j , j = 1, 2, . . ., d − 6, d − 4. Hence U(x) has d − 5 sign preservations,
therefore uk > 0 for 2 ≤ k ≤ d− 3.

Thus σ(U) = σ• (but here the sign pattern σ• is meant to be of length d, not d+ 1). Suppose
that the homotopy Qs exists. Along this homotopy the root −β̃d−5 is a continuous negative-
valued function. As division of Qs by x + δ gives the polynomials U , there exists a homotopy
between the polynomial U corresponding to Q1 and the one corresponding to Q2. We denote
them by U1 and U2. They are of even degree d − 1 ≥ 6, each of them has exactly two positive
roots γ̃1 < γ̃2, exactly d − 5 negative roots and one complex conjugate pair. For the moduli of
the real roots one has

β̃j < γ̃1 for U1 and γ̃2 < β̃j for U2 , j = 1, 2, . . . , d− 6, d− 4

(see (3.2) and (3.3)). This, however, is impossible, see D). �

Part (2). F) For d = 4, for each polynomial Q ∈ A(σ•, (2, 0)), there exists a unique quantity
g > 0 such that for g′ ∈ [0, g), one has Q + g′ ∈ A(σ•, (2, 0)) and for g′ = g, the polynomial
Q+ g′ has a multiple positive root.

On the other hand, for each polynomial Q ∈ A(σ•, (2, 0)), there exists a unique quantity
h > 0 such that for h′ ∈ [0, h), one has Q − h′ ∈ A(σ•, (2, 0)) and for h′ = h, Q has either a
zero root or a multiple positive root. The quantities g and h are continuous functions of the
coefficients of Q.

Denote by A∗(σ•) the set of monic polynomials whose coefficients have signs as defined
by the sign pattern σ• and which have a multiple positive root and a complex conjugate pair.
Hence the setA(σ•, (2, 0)) is homeomorphic to the direct product of the set A∗(σ•) and an open
interval. Therefore if A∗(σ•) is connected, then such is A(σ•, (2, 0)) as well.
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Denote by A∗0(σ•) the subset of A∗(σ•) for which the multiple root of Q is at 1. Each poly-
nomial Q ∈ A∗(σ•) can be transformed into a polynomial of A∗0(σ•) by a linear change of the
variable x followed by a multiplication with a non-zero constant. Hence A∗(σ•) is homeomor-
phic to A∗0(σ•)× (0,∞).

Any polynomial Q ∈ A∗0(σ•) is of the form

(x− 1)2(x2 +Ax+B) = x4 + (A− 2)x3 + (B − 2A+ 1)x2 + (A− 2B)x+B ,

where A2 − 4B ≤ 0. The set A∗0(σ•) is defined by the conditions

A < 2 , B − 2A+ 1 > 0 , A− 2B < 0 and B ≥ A2/4 .

This is the set of points in the plane (A,B) which are to the left of the vertical line A = 2 and
above or on the graph of the function (of the argument A ∈ (−∞, 2)) max(2A − 1, A/2, A2/4);
strictly above for A ∈ [0, 2) and above or on the graph for A < 0. This is a contractible set.

G) For d = 5, we denote by A†(σ•) the set of monic polynomials the signs of whose coef-
ficients are defined by the sign pattern σ• and which have a simple negative root, a double
positive root and a complex conjugate pair. Denote by A†0(σ•) its subset for which the double
root is at 1. By complete analogy with part F) of the proof we show that connectedness of
A†0(σ•) implies the one of A(σ•, (2, 1)).

Any polynomial Q ∈ A†0(σ•) is of the form

(x− 1)2(x+A)(x2 +Bx+ C) = x5 +

4∑
j=0

fjx
j , where

f4 = A+B − 2 , f3 = AB − 2A− 2B + C + 1 ,

f2 = −2AB +AC +A+B − 2C , f1 = AB − 2AC + C

and f0 = AC ,

with A > 0 and B2 − 4C < 0. For any ρ > 0 and r > 0, the polynomial Qρ,r := Q+ ρ(x− 1)2 +

rx3(x− 1)2 defines the sign pattern σ• and belongs to the set A†0(σ•). Indeed, it is non-negative
for x ≥ 0, with equality only for x = 1; its second derivative at x = 1 is positive, so x = 1
is a double root; the sign pattern σ• and Descartes’ rule of sign imply that Qρ,r has not more
than one negative root, so it has exactly one such root. Hence one can choose ρ and r such that
f2 = f3. The set A†0(σ•) is connected if and only if its subset defined by the condition f2 = f3 is
connected.

H) The condition f2 = f3 allows to express A as a function of B and C:

A = T0/D , where T0 = 3B − 3C − 1 and D = 3B − C − 3 .

For the coefficients fi with A = T0/D one finds

f4 = T4/D , T4 = 3B2 −BC − 6B − C + 5 ,

f3 = f2 = T3/D , T3 = −3B2 + 2BC − C2 + 2B + 2C − 1 ,

f1 = T1/D , T1 = 3B2 − 6BC + 5C2 −B − C .

In Fig. 1 and 2 we represent the following sets:
– L0 : T0 = 0 (in solid line) and L : D = 0 (in dashed line) are straight lines;
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– E3 : T3 = 0 (in dashed line) and E1 : T1 = 0 (in dotted line) are ellipses;
–H : T4 = 0 (in solid line) is a hyperbola;
– P : C = B2/4 is a parabola (in dash-dotted line).

FIGURE 1. The set A†0(σ•) subdued to the condition f2 = f3 (global view).

Remark 2. As C > 0, only the branch ofH belonging to the upper half-plane is represented in
Fig. 1 and 2. The asymptotes of H are the lines B = −1 and C = 3B − 6. We denote by Int(Ei)
and Out(Ei) the intersections with the half-plane C > 0 of the interior and the exterior of the
ellipse Ei. By Int(H) we denote the part of the upper half-plane which is above and by Out(H)
the part which is below the branch ofH with C > 0. Notice that

Int(E3) : T3 > 0, C > 0, Int(E1) : T1 < 0, C > 0, Int(H) : T4 < 0, C > 0,

Out(E3) : T3 < 0, C > 0, Out(E1) : T1 > 0, C > 0, Out(H) : T4 > 0, C > 0.

The ellipse E1 intersects theC-axis at (0, 0) and (0, 1/5) while E3 is tangent to theC-axis at (0, 1).
The leftmost point of the ellipse E1 is at

((8−
√

70)/12 = −0.030 . . . , (10−
√

70)/20 = 0.081 . . .) .

The point (4/3, 1) is a common point for L, L0,H, E1 and E3.
The intersecting lines L0 and L define two pairs of opposite sectors. The ones of opening

> π/2 are denoted by Su : T0 < 0, D < 0 (upper) and S` : T0 > 0, D > 0 (lower). One has A > 0
exactly when the point (B,C) belongs to one of these two sectors.

I) The signs of the coefficients fi and of the quantities A > 0 and C > 0 imply that one must
have one of the two systems of conditions:
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FIGURE 2. The set A†0(σ•) subdued to the condition f2 = f3 (local view).

(i) : (B,C) ∈ S` ∩ Int(E1) ∩ Int(E3) ∩ Int(H) , i.e.

T0 > 0 , D > 0 , T1 < 0 , T3 > 0 and T4 < 0 or

(ii) : (B,C) ∈ Su ∩Out(E1) ∩Out(E3) ∩Out(H) , i.e.

T0 < 0 , D < 0 , T1 > 0 , T3 < 0 and T4 > 0 .

The possibility (i) is to be excluded. Indeed, one has

E3 ∩ L0 = {(2/3, 1/3) , (4/3, 1)} and E3 ∩ L = {(4/3, 1) , (2, 3)} ,
see Fig. 1 and 2, so Int(E3) intersects with Su, but not with S`.

J) We describe the set obtained in case (ii). For B ≤ −1, this is the part of the upper plane
which is above the parabolaP . For−1 < B < (8−

√
70)/12, this is its part between the parabola

P from below and the hyperbolaH from above, see Fig. 1. For each (8−
√

70)/12 ≤ B < 0, this
is the union of two intervals whose endpoints belong to H and E1 for the upper and to E1 and
P for the lower interval. For B ≥ 0, this is the union of two curvilinear triangles, each with one
rectilinear side which is part of the C-axis. The above triangle has vertices at (0, 1), (0, 5) and
(0.34 . . . , 2.42 . . .). The latter point, together with (4/3, 1), is the intersectionH ∩ E3.

The lower triangle has vertices at (0, 1/5), (0, 1) and (0.14 . . . , 0.41 . . .). The latter point,
together with (4/3, 1), is the intersection E1 ∩ E3.

To see that there is no other point of the set defined in case (ii) withB > 0, one has to observe
the order on P of the intersection points of

P ∩ L0 = {(0.36 . . . , 0.03 . . .), (3.63 . . . , 3.29 . . .)}
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and

P ∩ E1 = {(0, 0), (0.47 . . . , 0.22 . . .)}.
The connectedness of the set obtained in case (ii) follows from its description. �

4. PROOF OF THEOREM 3

Part (1). The last component of σ4 is a +. Suppose that there is a minus sign in σ4 corre-
sponding to x2m, 1 ≤ m ≤ [d/2]. The polynomial −x2m + 1 has exactly two real roots, namely
±1, and they are simple. For ε > 0 small enough, the polynomial P0 := εxd − x2m + 1 has
exactly three real roots two of which are close to ±1 and the third is > 1. (One can notice that
by Descartes’ rule of signs it has not more than two positive and not more than one negative
root.)

Fix a degree d polynomial P1 with σ(P1) = σ4. Then for 0 < η � ε, the polynomial P0 +ηP1

has signs of the coefficients as defined by σ4 and has exactly one negative and two positive
simple roots and (d − 3)/2 complex conjugate pairs counted with multiplicity. Thus P0 + ηP1

realizes the couple (σ4, (2, 1)).
Suppose now that there are (+)-signs in σ4 corresponding to all monomials of even degrees.

Then there is a monomial x2m+1, 1 ≤ 2m + 1 < d, whose sign is negative. The polynomial
P2 := xd − x2m+1 has simple roots at ±1 and a (2m+ 1)-fold root at 0. For ε > 0 small enough,
the polynomial P2 + ε has exactly three real roots (two positive and one negative) all of which
are simple. Then with P1 and η as above, the polynomial P2 + ε + ηP1 realizes the couple
(σ4, (2, 1)).

Part (2). We construct a polynomial of the form V := xd−Ax2m−Bx2n−1 +C, A > 0, B > 0,
C > 0, such that V (1) = V ′(1) = V (−1) = 0:

(4.4)
1−A−B + C = 0 , −1−A+B + C = 0 , d− 2mA− (2n− 1)B = 0

hence A = C = (d− 2n+ 1)/2m , B = 1 .

By Descartes’ rule of signs, V has no other real roots. After this one decreases C: C 7→ C − t,
t ≥ 0. For t = 0, the root −1 moves with a finite speed to the right while the double root at 1
splits into two real roots moving for t = 0 with infinite speeds to the left and right respectively.
Hence for t > 0 close to 0, one has α1 < β < α2. The linear system (4.4) with unknown
variables A, B and C has non-zero determinant. Hence for ε > 0 small enough, one can obtain
polynomials V satisfying the conditions

V (1) = V ′(1) = V (−1± ε) = 0 (resp. V (1) = V ′(1)± ε = V (−1) = 0)

which after decreasing C yield polynomials satisfying the inequalities β < α1 < α2 or α1 <
α2 < β (resp. the conditions β = α1 < α2 or α1 < α2 = β). It remains to construct the
polynomial V + ηP1, where 0 < η � ε and σ(P1) = σ4.

Part (3). There exists a monomial x2m with negative coefficient. Then for ε > 0 small enough,
the polynomial W := x2m−1(x− 1)(x− 2) + ε has exactly one negative and two positive roots
whose moduli satisfy the condition β < α1 < α2. Its four non-zero coefficients have the signs
as defined by σ4. After this one constructs the polynomial W + ηP1 with η and P1 as above.

The inequality β ≥ α1 is impossible. Indeed, represent a polynomial W realizing the couple
C in the form W = Wo + We, where Wo is the odd and We is the even part of W . Then for
x ∈ (−β, 0), one has We(x) = We(−x) and Wo(x) < Wo(−x). As W (x) > 0 for x ∈ (−β, 0), one
cannot have W (α1) = 0. This is a contradiction.
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Part (4). Changing the polynomial Y (x) with σ(Y ) = σ4 which realizes the couple C to
Y1 := xdY (1/x)/Y (0) (we set σR4 := σ(Y1)), one obtains a polynomial realizing the couple
(σR4, (2, 1)), where all odd monomials have positive signs, see Definition 4. The roots of Y1 are
the reciprocals of the roots of Y , so one deduces part (4) from part (3).

5. PROOF OF THEOREM 4

The last sign of σ� is a −. Suppose that there are two monomials x2m and x2p, m > p > 0,
whose signs defined by σ� are − and + respectively. Consider the polynomial P3 := −x2m +
Ax2p−B, A > 0, B > 0. By Descartes’ rule of signs it has at most two positive and at most two
negative roots. We define A and B such that P3 has double roots at 1 and (−1):

−1 +A−B = 0 , −2m+ 2pA = 0 hence

A = m/p > 0 , B = (m− p)/p > 0 .

Then for ε > 0 small enough, the polynomial P3+εxd has exactly three real roots, all simple and
positive. Suppose that P4 is a degree d polynomial such that σ(P4) = σ�. Then for 0 < η � ε,
the polynomial P3 + εxd + ηP4 has sign pattern σ� and has exactly three real roots, all simple
and positive.

Suppose that there are no monomials x2m and x2p as above. Then the signs of the first
a even monomials are positive and the ones of the last (d + 1 − 2a)/2 of them are negative,
0 ≤ a ≤ (d − 1)/2. Suppose that there are monomials x2ν , x2µ−1 and x2θ, 2ν > 2µ − 1 > 2θ,
whose signs defined by σ� are−, + and− respectively. By Descartes’ rule of signs a polynomial
of the form P5 := −x2ν + Cx2µ−1 − Dx2θ, C > 0, D > 0, has at most two positive roots and
no negative roots; clearly it has a (2θ)-fold root at 0. One can choose C and D such that the
positive roots are at 1 and 2:

−1 + C −D = 0 , −22ν + 22µ−1C − 22θD = 0 hence

D = (22ν − 22µ−1)/(22µ−1 − 22θ) > 0 , C = D + 1 > 0 .

For ε > 0 small enough, the polynomial P5 + εxd has three positive simple roots and no other
real roots, and the polynomial P6 := P5 + εxd + ηP4 with η and P4 as above has three positive
simple roots, no other real roots and σ(P6) = σ�.

So now we suppose that there are no monomials x2m and x2p, and no monomials x2ν , x2µ−1

and x2θ as above. Suppose that there are monomials x2u−1 and x2v−1, d > 2u− 1 > 2v− 1 > 0,
such that their signs are − and + respectively. One can construct a polynomial P7 := xd −
Ex2u−1 + Fx2v−1, E > 0, F > 0, having double roots at ±1, a (2v − 1)-fold root at 0 and no
other real roots:

1− E + F = 0 , d− (2u− 1)E + (2v − 1)F = 0 hence

F = (d− 2u+ 1)/2(u− v) > 0 , E = F + 1 > 0 .

The absence of other real roots is guaranteed by Descartes’ rule of signs. Hence for 0 < η �
ε� 1, the polynomial P7−ε+ηP4 has sign pattern σ�, three simple positive roots and no other
real roots (recall that P4(0) < 0).

Suppose that there are no couples or triples of monomials x2m, x2p or x2ν , x2µ−1, x2θ or
x2u−1, x2v−1. Then the signs of the first ho ≥ 1 odd monomials (including xd) are positive
and the signs of the remaining (d + 1 − 2ho)/2 odd monomials are negative. The signs of the
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first he ≥ 0 even monomials are positive and the signs of the other (d + 1 − 2he)/2 ones are
negative. The absence of triples x2ν , x2µ−1, x2θ implies ho ≤ he + 1. The cases ho = he + 1 and
ho = he are impossible, because there is only one sign change in the sign pattern. Therefore
1 ≤ ho ≤ he − 1. This means that the sign pattern is D(a, b, c) with a = ho, b = he − ho and
c = (d+ 1− 2a− 2b)/2.

6. PROOF OF THEOREM 5

Suppose that a polynomial P :=
∑d
j=0 ajx

j realizes the couple (D(a, b, c), (3, 0)). Denote by

Po :=

(d−1)/2∑
ν=0

a2ν+1x
2ν+1 and Pe :=

(d−1)/2∑
ν=0

a2νx
2ν

its odd and even parts respectively. In each of the sequences {a2ν+1}(d−1)/2ν=0 and {a2ν}(d−1)/2ν=0

there is exactly one sign change. Descartes’ rule of signs implies that the polynomial Po has
exactly three real roots, namely −xo, 0 and xo, xo > 0, while the polynomial Pe has exactly two
real roots ±xe, xe > 0; all these five roots are simple.

Remarks 2. (1) The polynomial Pe is positive and increasing on (xe,∞) and negative on [0, xe).
The polynomial Po is positive and increasing on (xo,∞) and negative on (0, xo).

(2) One has xo 6= xe, otherwise P (−xo) = 0, i.e. P has a negative root which is a contradic-
tion.

(3) One can assume that all positive roots of P are distinct. Indeed, if this is not the case,
then one can perturb P to make all its positive roots distinct without changing the signs of its
coefficients as follows. If P has an `-fold root λ > 0 (` > 1), i.e. P = (x − λ)`P 0, P 0(λ) 6= 0,
then for ε > 0 small enough, the polynomial (x− λ)`−1(x− λ− ε)P 0 has the same sign pattern
and its `-fold root has split into an (`− 1)-fold and a simple real roots. It remains to iterate this
construction sufficiently many times.

Notation 3. We denote by 0 < ξ1 < ξ2 < ξ3 the smallest three of the positive roots of P and by
ζ a positive number different from xo and xe.

It is clear that P (ζ) > 0 for ζ ∈ (ξ1, ξ2) and P (ζ) < 0 for ζ ∈ (ξ2, ξ3). For ζ ∈ (ξ1, ξ2),
it is impossible to have Pe(ζ) ≤ 0 and Po(ζ) ≤ 0 (with at most one equality, see part (2) of
Remarks 2). It is also impossible to have Pe(ζ) ≥ 0 and Po(ζ) ≥ 0. Indeed, this would imply
that xe ≤ ζ < ξ2 and xo ≤ ζ < ξ2 which means that for x ∈ (ξ2, ξ3), one has Pe(x) ≥ 0 and
Po(x) ≥ 0, i.e. P (x) > 0. This is a contradiction.

Two possible situations are left:
a) Pe(ζ) > 0, Po(ζ) < 0;
b) Pe(ζ) < 0, Po(ζ) > 0

(we skip the cases of equalities, because they were already taken into account).
Situation a) cannot take place, because this would mean that

P (−ζ) = Pe(ζ)− Po(ζ) > 0 ,

and since P (0) < 0 and P (x)→ −∞ for x→ −∞, in each of the intervals (−∞,−ζ) and (−ζ, 0)
the polynomial P would have at least one root – a contradiction.

So suppose that we are in situation b), so xo < ζ < xe. Without loss of generality one can
assume that ξ1 = 1; this can be achieved by a rescaling x 7→ ξ1x. Hence Po(1) = β > 0 and
Pe(1) = −β. Considering the polynomial P/β instead of P, one can assume that β = 1. One
deduces from Lemma 1 which follows that there are no real roots of P larger than 1 (one can
use the Taylor series of P at 1); this contradiction completes the proof.
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Lemma 1. Under the above assumptions, P (m)(1) > 0, for any m = 1, 2, . . . , d.

Proof of Lemma 1. In the proof we allow zero values of the coefficients as well. This is because
we need to deal with compact sets on which minimization arguments are to be applied.

Suppose that the sum δ1 := a1 + a3 + · · · + a2b+2c−1 is fixed (recall that these are all the
negative coefficients of Po). Then for any m = 1, 2, . . ., d, it is true that P (m)

o (1) is minimal for

a2b+2c−1 = δ1 , a1 = a3 = · · · = a2b+2c−3 = 0 .

Indeed, when computing the values of the derivatives at x = 1, monomials of larger degree in
x are multiplied by larger factors (equal to these degrees). We apply here (d − 3)/2 times the
fact that for A + B fixed, the inequalities A ≥ 0, B ≥ 0 and λ > µ > 0 imply that the sum
λA+ µB is maximal when B = 0.

Similarly, if the sum δ2 := a2b+2c+1 + a2b+2c+3 + · · · + ad of all positive coefficients of Po is
fixed, then P (m)

o (1) is minimal for a2b+2c+1 = δ2, a2b+2c+3 = · · · = ad = 0.
For the polynomial Pe, we obtain in the same way that if the sums

δ3 := a0 + a2 + · · ·+ a2c−2 and δ4 := a2c + · · ·+ ad−1

are fixed, then P
(m)
e (1) is minimal for a2c−2 = δ3, a0 = a2 = · · · = a2c−4 = 0, a2c = δ4,

a2c+2 = · · · = ad−1 = 0. Thus the polynomials Po and Pe are of the form

Po = Ex2b+2c+1 − Fx2b+2c−1 , Pe = Gx2c −Hx2c−2 ,
with E := a2b+2c+1 ≥ 0, −F := a2b+2c−1 ≤ 0, G := a2c ≥ 0 and −H := a2c−2 ≤ 0. Recall that

P (1) = 0 , Po(1) = 1 and Pe(1) = −1 , i. e. E − F = 1 and G−H = −1 .

The values of the derivatives at x = 1 are of the form

P (m)(1) = umE − vmF + wmG− tmH , um > vm > wm > tm ,

with um, vm, wm, tm ∈ N. Hence

P (m)(1) = (um − vm)E + vm(E − F ) + (wm − tm)G+ tm(G−H)

= (um − vm)E + (wm − tm)G+ (vm − tm) > 0 .

�
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1. INTRODUCTION

Let G ⊂ Rn (n ≥ 2) be an exterior domain with a smooth boundary ∂G of class C2. We
consider Poisson’s equation concerning some scalar function u:

(1.1) −∆u = f in G, u|∂G = Φ.

Here f is given in G and Φ is the boundary value prescribed on ∂G. As usual, ∆ denotes the
Laplacian in Rn.

It is well-known that in unbounded domains the treatment of partial differential equations
causes special difficulties, and that the usual Sobolev spaces Wm,q(G) are not adequate in this
case: Even for the Laplacian in Rn we find [6] that the operator ∆ : Wm,q(Rn) → Wm−2,q(Rn)
is not a Fredholm operator in general, as it is in the case of bounded domains [16]. Thus
in exterior domains, the equations (1.1) have mostly been studied in connection with weight
functions: Either (1.1) has been solved in weighted Sobolev spaces directly [7, 12, 14] or it has
first been multiplied by some weights and then been solved in standard Sobolev spaces [17].

It is the aim of the present note to prove the solvability of (1.1) in homogeneous spaces
L2,q(G) (1 < q < ∞) of the following type [5, 11]: Let Lq(G) be the space of functions defined
almost everywhere in G such that the norm

‖f‖q,G =

(∫
G

|f(x)|q dx
)1/q

is finite. Then L2,q(G) is the space of all functions being locally in Lq(G) and having all
second order distributional derivatives in Lq(G). We show that for f given in Lq(G) and
some boundary value Φ ∈ W 2−1/q,q(∂G) (see the notations below) there exists always a so-
lution u ∈ L2,q(G). Concerning the uniqueness of this solution we prove that the space of all
u ∈ L2,q(G) satisfying (1.1) with f = 0 and Φ = 0 has the dimension n + 1, independent of q.
This result also holds for the case n = 2.
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Throughout this paper G ⊂ Rn (n ≥ 2) is an exterior domain, i.e. a domain whose comple-
ment is compact. Let G denote its closure in Rn and ∂G its boundary, which we assume to be
of class C2 [1, p. 67].

In the following, all function spaces contain real valued functions. Let D ⊂ Rn be any
domain with a compact boundary ∂D of class C2, or let D = Rn. Besides the spaces Lq(D) we
need the well-known function spaces C∞(D), C∞0 (D), and the space C∞0 (D), containing the
restrictions f|D of functions f ∈ C∞0 (Rn).

We call a function u locally in Lq(D) (1 < q < ∞) and write u ∈ Lqloc(D) if u ∈ Lq(D ∩ B)
for every ball B ⊂ Rn. Note that this space does not coincide with the usual space Lqloc(D) in
general (except for D = Rn).

By Wm,q(D) (m = 0, 1, 2;W 0,q(D) = Lq(D)) we mean the usual Sobolev space of functions
u such that Dαu ∈ Lq(D) for all multiindices α = (α1, . . . , αn) ∈ Nn0 = {0, 1, . . . }n with α1 +
· · ·+ αn ≤ m [1]. Here we use

Dαu = Dα1
1 Dα2

2 . . . Dαn
n u, Di = ∂/∂xi (i = 1, . . . , n; x = (x1, . . . , xn) ∈ Rn).

The spaces Wm,q
loc (D) and Wm,q

loc (D) are defined analogously.
We need the fractional order space W 2−1/q,q(∂D), which contains the trace u|∂D of all u ∈

W 2,q
loc (Rn) [1, p. 216]. The norm in W 2−1/q,q(∂D) is denoted by ‖ · ‖2−1/q,q,∂D.
The term ∇u = (Dju)j=1,...,n represents the gradient of u and ∇2u = (DiDju)i,j=1,...,n

means the system of all second order derivatives of u. For these terms we define the semi-
norms

‖∇u‖q,D =

(
n∑
k=1

‖Dku‖qq,D

)1/q

, ‖∇2u‖q,D =

 n∑
j,k=1

‖DjDku‖qq,D

1/q

,

and introduce for m = 1, 2 and 1 < q <∞ the homogeneous spaces

(1.2) Lm,q(D) =
{
u ∈ Lqloc(D) | ‖∇mu‖q,D <∞

}
.

Finally, concerning the norms and seminorms, we sometimes omit the domain of definition
if it is obvious and use ‖ · ‖q or ‖ · ‖2−1/q,q instead of ‖ · ‖q,G or ‖ · ‖2−1/q,q,∂G′ for example.

2. POTENTIAL THEORY

Besides the Poisson equation (1.1) we also consider the special case of Laplace’ equation
with Dirichlet boundary condition

(2.3) −∆u = 0 in G, u|∂G = Φ.

These equations have mostly been studied with methods of potential theory (see for example
[8, 15]). We collect some well-known facts in this section.

Let En (n ≥ 2) in the following denote the fundamental solution of the Laplacian such that
−∆En(x) = δ(x) where δ is Dirac’s distribution in Rn. It is well-known that

(2.4) E2(x) = − ln|x|
ω2

(n = 2), En(x) =
|x|2−n

(n− 2)ωn
(n ≥ 3),

where ωn is the area of the (n− 1)-dimensional unit sphere in Rn (n ≥ 2).

Proposition 2.1. Let G ⊂ Rn (n ≥ 2) be an exterior domain with boundary ∂G of class C2, and let
Φ ∈W 2−1/q,q(∂G) be given (1 < q <∞). Then there exists a unique function u ∈ L2,q(G) satisfying
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(2.3) in G, if we require the following decay conditions as |x| → ∞:

u(x)− a ln|x| = 0(1) (n = 2), u(x) = 0(|x|2−n) (n ≥ 3),(2.5)

∇mu(x) = O(|x|2−n−m) (n ≥ 2; m = 1, 2).

Here a ∈ R is a fixed prescribed constant.

Proof. To prove uniqueness let u = u1 − u2 be the difference of two solutions u1 and u2 with
the required decay properties above. Define the bounded domain Gr = G ∩ Br(0) where
Br(0) ⊂ Rn denotes an open ball with center at zero and radius r such that ∂G ⊂ Br(0). From
the local regularity theory we find Dju ∈ L2

loc(G) (j = 1, . . . , n). Thus in Gr we may apply
Greens first identity, obtaining

(2.6)
∫
Gr

|∇u|2 dx =

∫
∂Br

(∂Nu)udo,

because the boundary integral over ∂G vanishes. Here N denotes the outward (with respect to
Gr) unit normal vector on the boundary ∂Br = ∂Br(0) and ∂Nu is the normal derivative of u.
Now do to the decay properties of u, the right hand side in (2.6) tends to zero as r → ∞. This
is obvious if n ≥ 3. For n = 2, using the expansion theorem for harmonic functions at infinity
[15, p. 523], we find u(x) = 0(1) and ∇u(x) = 0(|x|−2) as |x| → ∞, which implies the assertion
above, too. It follows ∇u = o in G, hence u = 0 in G because u vanishes on the boundary ∂G.
This proves the uniqueness.

To show the existence of a solution with the required properties we use the boundary inte-
gral equations method: Let us define the simple layer potential

(EnΘ)(x) =

∫
∂G

En(x− y)Θ(y) doy, (x /∈ ∂G),

the double layer potential

(DnΘ)(x) = −
∫
∂G

∂N(y)En(x− y)Θ(y) doy (x /∈ ∂G),

and the normal derivative of the simple layer potential

(HnΘ)(x) = −
∫
∂G

∂N(x)En(x− y)Θ(y) doy (x /∈ ∂G).

Here and in the following, N = N(z) is the outward (with respect to the bounded domain
Gb = Rn/G) unit normal vector in z ∈ ∂G, and Θ ∈ W 2−1/q,q(∂G) is the unknown source
density. Then we have the continuity relation

(2.7) (EnΘ)e = (EnΘ)i = EnΘ on ∂G

and the jump relations

DnΘ− (DnΘ)e = (DnΘ)i −DnΘ = 1/2Θ on ∂G,(2.8)

HnΘ− (HnΘ)e = (HnΘ)i −HnΘ = −1/2Θ on ∂G.(2.9)

The index e stands for the limit from outside, and the index i for the limit from inside. Now
let us first assume n ≥ 3. Following [3, 10] (here for the case of Helmholtz’ equation), for the
solution of (2.3) we choose in G the ansatz

u = DnΘ− αEn(Θ) (0 < α ∈ R).

Then by means of (2.7), (2.8) we obtain the second kind Fredholm boundary integral equation

(2.10) Φ = −1/2Θ +DnΘ− αEnΘ on ∂G
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for the unknown source density Θ ∈ W 2−1/q,q(∂G). To see that (2.10) is uniquely solvable for
all boundary values Φ ∈ W 2−1/q,q(∂G), let 0 6= Ψ be a solution of the homogeneous adjoint
integral equation

(2.11) 0 = −1/2Ψ +HnΨ− αEnΨ on ∂G.

By (2.7) and (2.9), this implies α(EnΨ)i = (HnΨ)i = −(∂NE
nΨ)i, and Green’s first identity

yields
∫
Gb
|∇(EnΨ)|2 dx =

∫
∂G

(EnΨ)i(∂NE
nΨ)i do = −α

∫
∂G
|EnΨ|2 do, hence EnΨ = 0 in

Gb. This implies (EnΨ)e = 0 using (2.7), and the uniqueness statement above yields EnΨ = 0
in G, too. Thus EnΨ = 0 in the whole Rn, and we obtain Ψ = 0 by (2.9), as asserted. This
proves the existence in the case n ≥ 3.

Now let n = 2. As in [9] (for the case of Stokes’ equations) we use in G the ansatz

u = −aω2E
21 +D2Θ− αE2Θ∗ − βbΘ (0 < α ∈ R, 0 6= β ∈ R).

Here a ∈ R is the prescribed constant from (2.5), E21 is the simple layer potential with constant
density Ψ = 1,

bΘ =

∫
∂G

Θ(y) doy

is some constant, and the source density Θ∗ is defined by

(2.12) Θ∗(x) = Θ(x)− bΘ/(meas(∂G)),

which implies bΘ∗ =
∫
∂G

Ψ∗(y) doy = 0. Note that the decay properties (2.5) are fulfilled in this
case. Here again, (2.7) and (2.8) lead to the second kind Fredholm boundary integral equation

(2.13) Φ + aω2E
21 = −1/2Θ +D2Θ− αE2Θ∗ − βbΘ on ∂G.

To see that (2.13) has a unique solution Θ ∈ W 2−1/q,q(∂G) for all boundary values Φ ∈
W 2−1/q,q(∂G) and all a ∈ R, let 0 6= Ψ solve the homogeneous adjoint integral equation

0 = −1/2Ψ +H2Ψ− αE2Ψ∗ − βbΨ on ∂G.

Because for any constant c ∈ R we have −1/2c + D2c = 0 [15, p. 511] and E2c∗ = 0 (see (2.12)
for the definition of c∗), we find

0 = 〈c,−1/2Ψ +H2Ψ− αE2Ψ∗ − βbΨ〉 = −β〈c, bΨ〉,

where here 〈ψ,ϕ〉 =
∫
∂G

ψ(y)ϕ(y) do denotes the corresponding duality. It follows bΨ = 0 and
Ψ∗ = Ψ, hence Ψ is a solution of

0 = −1/2Ψ +H2Ψ− αE2Ψ on ∂G,

too. Now the same arguments as for (2.11) in the case n ≥ 3 yield the assertion and the propo-
sition is proved. �

3. THE POISSON EQUATION

The first theorem ensures the solvability of Poisson’s equation (1.1) in the space L2,q(G),
defined by (1.2).

Theorem 3.1. Let G ⊂ Rn (n ≥ 2) be an exterior domain with boundary ∂G of class C2, and let
1 < q < ∞. Then for every f ∈ Lq(G) and Φ ∈ W 2−1/q,q(∂G) there exists some u ∈ L2,q(G)
satisfying the Poisson equation (1.1) in G.
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Proof. Setting f = 0 in Rn/G we obtain some function f̃ ∈ Lq(Rn) with f̃|G = f in G. Let
f̃i ∈ C∞0 (Rn) denote a sequence such that f̃i → f̃ in Lq(Rn) as i →∞. Consider now for fixed
i the equation −∆ũi = f̃i in Rn. We can solve it by convolution with En (see (2.4)), obtaining
x ∈ Rn the representation

ũi(x) = (En ∗ f̃i)(x) =

∫
Rn

En(x− y)f̃i(y) dy.

Moreover, by the theorem of Calderon-Zygmund [4], for the second order derivatives we ob-
tain the estimate ‖∇2ũi‖q ≤ c‖f̃i‖q with some constant c independent of i ∈ N, which implies
‖∇2(ũi − ũk)‖q → 0 as i, k →∞.

Next consider a sequence of open balls (Bj)j with Bj ⊂ Bj+1

⋃∞
j=1Bj = Rn. Let us define

the space

(3.14) P = {P : x→ P (x) = a+ b · x | b, x ∈ Rn, a ∈ R}

of linear functions P : Rn → R. Then by the generalized Poincaré inequality (compare [11, p.
22] or [13, p. 112]) we obtain for every v ∈ L2,q(Rn) the estimate

(3.15) ‖v‖Lq(Bj)/P := inf
P∈P
‖v + P‖Lq(Bj) ≤ cj‖∇2v‖Lq(Bj)n2

with some constants cj > 0. Because ũi ∈ L2,q(Rn) we conclude that (ũi)i is a Cauchy sequence
with respect to the norm ‖ · ‖Lq(B1)/P on the left hand side of (3.15) for fixed j = 1. This implies
the existence of linear functions Pi ∈ P such that (ũi + Pi)i is a Cauchy sequence in Lq(B1).
Repeating this argument now for j = 2, there exist linear functionsQi ∈ P such that ũi+Qi is a
Cauchy sequence in Lq(B2), hence in Lq(B1), because B1 ⊂ B2. Thus the difference (Pi −Qi)i
is a Cauchy sequence in Lq(B1), and using the representation

Pi(x) = αi +Bi · x, Qi(x) = γi + δi · x,

we obtain that (αi − γi)i and (βi − δi)i are Cauchy sequences in R and in Rn, respectively.
From this we find that (Pi − Qi)i is a Cauchy sequence in Lq(B2), and thus also (ũi + Pi)i =
(ũi +Qi)i + (Pi−Qi)i. Repeating this procedure it follows that (ũi +Pi)i is a Cauchy sequence
in Lq(Bj) for all j = 1, 2, . . . . Thus we can find some ũ ∈ L2,q(Rn) such that (ũi + Pi) → ũ in
Lqloc(R

n) and ‖∇2(ũ − ũi)‖q,Rn → 0 as i → ∞. Moreover, ũ satisfies −∆ũ = f̃ in Rn and the
estimate ‖∇2ũ‖q ≤ c‖f̃‖q . Since ũ ∈ W 2,q

loc (Rn) we conclude from the usual trace theorem [1,
p. 217] that ũ|∂G ∈ W 2−1/q,q(∂G). Following Proposition 2.1 there is a function w ∈ L2,q(G)
satisfying the equations

−∆w = 0 in G, w|∂G = ũ|∂G − Φ,

where Φ ∈W 2−1/q,q(∂G) is the prescribed boundary value. Now setting u = ũ|G−w we obtain
the desired solution and the theorem is proved. �

Because functions u ∈ L2,q(G) have no suitable decay properties at infinity, in general we
cannot expect uniqueness for the solution of (1.1) constructed in Theorem 3.1. Thus we consider
in G the homogeneous equations and defined the nullspace of (1.1) by

(3.16) Nq(G) = {u ∈ L2,q(G) | −∆u = 0 in G, u|∂G = 0}.

Theorem 3.2. Let G ⊂ Rn (n ≥ 2) be an exterior domain with boundary ∂G of class C2, and let 1 <
q < ∞. Then for the dimension dimNq(G) of the nullspace defined in (3.16) we have dimNq(G) =
n+ 1 independent of q.
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Proof. Consider the space P of linear functions defined in (3.14). Because for every P ∈ P we
have P (x) = a+ b · x with some a ∈ R and some vector b ∈ Rn we find dimP = n+ 1. Let uP

denote the uniquely determined solution of the equation

−∆u = 0, u|∂G = −P|∂G

with P ∈ P, according to Lemma 2.1. Here in the case n = 2 we require

(3.17) u(x)− a ln|x| = 0(1) as |x| → ∞,

where the constant a is choosen from P (x) = a+ b · x. Setting

Mq(G) = {uP + P|G | P ∈ P}

we obtain Mq(G) ⊂ Nq(G), obviously. Furthermore, we have dimMq(G) = dimP = n + 1,
which can be shown as follows: Let p(x) = a + b · x and let uP + P|G = 0 in G. Then from
the decay properties of uP and ∇uP established in Lemma 2.1 we find a = 0 and b = 0, hence
P = 0. Here in the case n = 2 we obtain a = 0 due to the special choice of the number a in
(3.17). Together with the uniqueness statement in Lemma 2.1 this means that, if B is a basis of
P, then

Bq(G) = {uP + P|G | P ∈ B}

is a basis of Mq(G). Thus it remains to show

(3.18) Nq(G) ⊂Mq(G).

To do so, let us first determine the null space

Nq(Rn) = {u | u ∈ L2,q(Rn) with −∆u = 0 in Rn}.

From ∆u = 0, hence ∆∇2u = 0 with D2
jku ∈ Lq(Rn) (j, k = 1, . . . , n) we obtain ∇2u = 0 in Rn,

which implies u = P for some P ∈ P. Thus we have shown that

(3.19) Nq(Rn) = P.

Now let u ∈ Nq(G). We extend u on the whole space obtaining a function ũ ∈ L2,q(Rn) with
ũ|G = u [1, p. 83]. Moreover, this function satisfies on Rn the identity −∆ũ = f̃ ∈ Lq(Rn),
where the function f̃ has a compact support in the bounded domain Rn \ G. Consider the
equations

(3.20) −∆w = f̃ in Rn.

Again, it can be solved by convolution with the fundamental solution En of the Laplacian: We
obtain w = En ∗ f̃ in Rn and the Calderon-Zygmund theorem implies D2

jkw ∈ Lr(Rn) for all
1 < r ≤ q (j, k = 1, . . . , n). Here we used f̃ ∈ Lr(Rn)n for all 1 < r ≤ q due to its compact
support. Now using a well-known estimate of Hardy-Littlewood-Sobolev-type [2, p. 242] we
find w ∈ Ls(Rn) for some s ≥ q, hence w ∈ Lsloc(Rn) ⊂ Lqloc(R

n). Thus we have constructed
some solution w of (3.20) such that w ∈ L2,q(Rn). Setting W = ũ − w we obtain W ∈ Nq(Rn),
and (3.19) leads to ũ = w + P for some P ∈ P. Because ũ|∂G = 0 and since ũ|G = u we find
u ∈Mq(G), which proves (3.18) and thus the theorem. �
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Improvements of some Berezin radius inequalities
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ABSTRACT. The Berezin transform Ã and the Berezin radius of an operator A on the reproducing kernel Hilbert
space over some setQwith normalized reproducing kernel kη :=

Kη

‖Kη‖ are defined, respectively, by Ã(η) = 〈Akη , kη〉,

η ∈ Q and ber(A) := supη∈Q

∣∣∣Ã(η)∣∣∣. A simple comparison of these properties produces the inequalities 1
4
‖A∗A+AA∗‖ ≤

ber2 (A) ≤ 1
2
‖A∗A+AA∗‖. In this research, we investigate other inequalities that are related to them. In particular,

for A ∈ L (H (Q)) we prove that

ber2 (A) ≤
1

2
‖A∗A+AA∗‖ber −

1

4
inf
η∈Q

((
|̃A| (η)

)
−
(
|̃A∗| (η)

))2
.

Keywords: Mixed Schwarz inequality, Berezin radius, Furuta inequality.
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1. INTRODUCTION

Many mathematicians and physicists are interested in the Berezin symbol of an operator
defined with the help of a reproducing kernel Hilbert space. Several mathematicians have
done extensive study on the Berezin radius inequality, which is presented in (1.1) (see [23]).
Indeed, researchers are eager to obtain refinements and additions to this inequality given by
(1.1) ([20], [32]). We show various inequalities for Berezin transformations of operators on
the reproducing kernel Hilbert space H (Q) over some set Q in this study. By using Berezin
transforms, we study several sharp inequalities involving powers of Berezin radius of some
operators.

Remember that a reproducing kernel Hilbert space (abbreviated RKHS) is the Hilbert space
H = H (Q) of complex-valued functions on some set Q in which:

(a) the evaluation functionals
ϕη(f) = f(η), η ∈ Q,

are continuous onH;
(b) for every η ∈ Q, there exists a function fη ∈ H such that fη (η) 6= 0.
Then, via the classical Riesz representation theorem, we know that if H is a RKHS on Q,

there is a unique element Kη ∈ H such that h(η) = 〈h,Kη〉H for every η ∈ Q and all h ∈ H.
The reproducing kernel at η denoted by the element Kη . In addition, we shall refer to the
normalized reproducing kernel at η as kη :=

Kη
‖Kη‖ . Let L (H) be the Banach algebra of all
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bounded linear operators on a complex Hilbert space H including the identity operator 1H in
L (H). The Berezin transform (symbol) of A is the complex-valued function on Q defined by

Ã (η) := 〈Akη, kη〉

for an operator A ∈ L (H).
The Berezin transform Ã is obviously a bounded function on Q and supη∈Q

∣∣∣Ã(η)
∣∣∣, which is

known as the Berezin radius (number) of operator A, i.e.,

ber(A) := sup
η∈Q

∣∣∣Ã(η)
∣∣∣ .

The Berezin transform Ã is a bounded real-analytic function on Ω for any bounded operator
A on H. Properties of the operator A are often reflected in properties of the Berezin trans-
form Ã. F. Berezin proposed the Berezin transform in [7], and it has proven to be a valuable
tool in operator theory, since many fundamental features of significant operators are stored in
their Berezin transforms. The Berezin set and number, also known as Ber(A) and ber(A), were
allegedly first publicly proposed by Karaev in [22].

The range of the Berezin transform Ã, which is stated to be the Berezin set of operator A, is
also obvious from the definition of the Berezin transform, i.e.,

Ber (A) := Range
(
Ã
)

=
{
Ã (η) : η ∈ Q

}
.

Recall that the numerical radius of operator A is defined by

w (A) := sup
‖x‖=1

|〈Ax, x〉| .

It is well-known that

(1.1) ber (A) ≤ w (A) ≤ ‖A‖

for any X ∈ L (H) . See [1, 2, 9, 8, 17, 19, 24, 25, 30, 35] for further details.
Berezin set and Berezin radius of operators are new numerical properties of RKHS operators

presented by Karaev in [21]. See [5, 12, 23] for the fundamental features and information about
these new categories.

In 2021, Huban et al. [20] improved the inequality (1.1) by proving that

(1.2) ber (A) ≤ 1

2

(
‖A‖ber +

∥∥A2
∥∥1/2
ber

)
for any A ∈ L(H).

It has been shown in [20] that if A ∈ B (H), then

(1.3)
1

4
‖A∗A+AA∗‖ ≤ ber2 (A) ≤ 1

2
‖A∗A+AA∗‖ .

Inspired by the numerical radius inequalities in [3], this study proves an extension of the
inequality (1.3). In particular, for A ∈ L (H (Q)) we prove that

ber2 (A) ≤ 1

2
‖A∗A+AA∗‖ber −

1

4
inf
η∈Q

((
|̃A| (η)

)
−
(
|̃A∗| (η)

))2
.

Other general-related outcomes have also been established.
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2. AUXILIARY THEOREMS

The following chain of corollaries is required to attain our aim.
According to the basic Schwarz inequality for positive operators, if A ∈ L (H) is a positive

operators, then

(2.4) |〈Ax1, x2〉|2 ≤ 〈Ax1, x1〉 〈Ax2, x2〉
for any x1, x2 ∈ H.

Reid [28] demonstrated an inequality in 1951 that may be regarded a version of the Schwarz
inequality. In fact, he proved that for all x1 ∈ H
(2.5) |〈ABx1, x2〉| ≤ ‖B‖ 〈Ax1, x1〉
for any operators A ∈ L(H) where A is positive and AB is selfadjoint.

Kato [27] established a companion inequality of (2.4), the mixed Schwarz inequality, in 1952,
which claims

(2.6) |〈Ax1, x2〉|2 ≤
〈
|A|2α x1, x1

〉〈
|A∗|2(1−α) x2, x2

〉
, 0 ≤ α ≤ 1

for every operators A ∈ L(H) and any vectors x1, x2 ∈ H , where |A| = (A∗A)1/2.
In 1988, Kittaneh [24] proved a very interesting extension combining both the Halmos-Reid

inequality (2.5) and the mixed Schwarz inequality (2.6). His result reads that

(2.7) |〈ABx1, x2〉| ≤ r (B) ‖f (|A|)x1‖ ‖g (|A∗|)x2‖
for any vectors x1, x2 ∈ H , whereA,B ∈ L(H) such that |A|B = B∗|A| and f, g are nonnegative
continuous functions defined on [0,∞) satisfying that f(t)g(t) = t (t ≥ 0). Clearly, when
we select f(t) = tα and g(t) = t1−α with B = 1H, we are referring to the inequality (2.6).
Furthermore, several alterations that are chosen α = 1

2 pertain to the Halmos version of the
Reid inequality.

Furuta [11] demonstrated another extension of Kato’s inequality (2.6) in 1994, as follows:

(2.8)
∣∣∣〈A |A|α+β−1 x1, x2〉∣∣∣2 ≤ 〈|A|2α x1, x1〉〈|A|2β x2, x2〉

for any x1, x2 ∈ H and α, β ∈ [0, 1] with α+ β ≥ 1.
The inequality (2.8) was generalized for any α, β ≥ 0 with α + β ≥1 by Dragomir in [10].

Indeed, as Dragomir pointed out, Furuta adopted the condition α, β ∈ [0, 1] to match with the
Heinz-Kato inequality, which reads:

|〈Ax1, x2〉| ≤ ‖Tαx1‖
∥∥S1−αx2

∥∥
for any x1, x2 ∈ H and α ∈ [0, 1] where T and S are positive operators such that ‖Ax1‖ ≤
‖Tx1‖and ‖A∗x2‖ ≤ ‖Sx2‖ for any x1, x2 ∈ H .

Lemma 2.1. If B ∈ L(H), B ≥ 0 and x1 ∈ H is any unit vector, then there’s

(2.9) 〈Bx, x〉r ≤ (≥) 〈Brx, x〉 , r ≥ 1 (0 ≤ r ≤ 1) .

Kittaneh and Manasrah [26] discovered this conclusion, which is a refinement of the scalar
Young inequality.

Lemma 2.2. If a, b ≥ 0, and p, q > 1 such that 1
p + 1

q = 1, then we have

(2.10) ab+ min

{
1

p
,

1

q

}(
ap/2 − bq/2

)2
≤ ap

p
+
bq

q
.

Sheikhhosseini et al. [31] recently found the following generalization of (2.10).
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Lemma 2.3. If a, b > 0, and p, q > 1 such that 1
p + 1

q = 1, then for m = 1, 2, 3, ...,

(2.11)
(
a1/pb1/q

)m
+ rm0

(
am/2 − bm/2

)2
≤
(
ar

p
+
br

q

)m/r
, r ≥ 1,

where r0 = min
{

1
p ,

1
q

}
. In particular, if p = q = 2, then(

a1/2b1/2
)m

+ 2−m
(
am/2 − bm/2

)2
≤ 2−m/r (ar + br)

m/r
.

For m = 1, (
a1/2b1/2

)
+ 2−1

(
a1/2 − b1/2

)2
≤ 2−1/r (ar + br)

1/r
.

3. MAIN RESULT

We are now prepared to provide this section’s primary results. The section’s next finding is
a revised Berezin radius inequality.

Theorem 3.1. If A ∈ L(H (Q)) and α, β ≥ 0 such that α+ β ≥ 1, then we get

berm
(
A |A|α+β−1

)
≤ 1

2m/r

∥∥∥|A|2rα + |A∗|2rβ
∥∥∥m/r
ber

(3.12)

− 1

2m
inf
η∈Q

((
|̃A|2α (η)

)m/2
−
(
|̃A∗|2β (η)

)m/2)2

for all r ≥ 1.

Proof. For all m ≥ 1, on choosing x1 = kη and x2 = kτ in the inequality (2.8), we get∣∣∣〈A |A|α+β−1

kη, kτ

〉∣∣∣m ≤ 〈|A|2α kη, kη〉m2 〈|A∗|2β kτ , kτ〉m2 .
By the inequalities (2.9) and (2.11), for η ∈ Q with η = τ we have∣∣∣〈A |A|α+β−1

kη, kη

〉∣∣∣m ≤ 〈|A|2α kη, kη〉m2 〈|A∗|2β kη, kη〉m/2 .
≤


〈
|A|2α kη, kη

〉r
+
〈
|A∗|2β kη, kη

〉r
2

m/r

− 1

2m

(〈
|A|2α kη, kη

〉m/2
−
〈
|A∗|2β kη, kη

〉m/r)2

≤


〈
|A|2rα kη, kη

〉
+
〈
|A∗|2rβ kη, kη

〉
2

m/r

− 1

2m

(〈
|A|2α kη, kη

〉m/2
−
〈
|A∗|2β kη, kη

〉m/2)2

,

and

sup
η∈Q

∣∣∣〈A |A|α+β−1

kη, kη

〉∣∣∣m ≤ 1

2m/r
sup
η∈Q

(〈
|A|2rα kη, kη

〉
+
〈
|A∗|2rβ kη, kη

〉)m/r
− 1

2m
inf
η∈Q

(〈
|A|2α kη, kη

〉m/2
−
〈
|A∗|2β kη, kη

〉m/2)2
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which is equivalent to

berm
(
A |A|α+β−1

)
≤ 1

2m/r

∥∥∥|A|2rα + |A∗|2rβ
∥∥∥m/r
ber

− 1

2m
inf
η∈Q

((
|̃A|2α (η)

)m/2
−
(
|̃A∗|2β (η)

)m/2)2

,

and completes the theorem’s proof. �

We get the following result by putting m = 2 in (3.12).

Corollary 3.1. If A ∈ L(H (Q)) and α, β ≥ 0 such that α+ β ≥ 1, then we have

ber2
(
A |A|α+β−1

)
≤ 1

22/r

∥∥∥|A|2rα + |A∗|2rβ
∥∥∥2/r
ber

(3.13)

− 1

4
inf
η∈Q

(
|̃A|2α (η)− |̃A∗|2β (η)

)2

for all r ≥ 1.

By choosing r = 1 in (3.13), we get

ber2
(
A |A|α+β−1

)
≤ 1

4

∥∥∥|A|2α + |A∗|2β
∥∥∥2
ber

(3.14)

− 1

4
inf
η∈Q

(
|̃A|2α (η)− |̃A∗|2β (η)

)2

for all α, β ≥ 0 such that α+ β ≥ 1.
Also for α = β = 1

2 in (3.14), we get

ber2 (A) ≤ 1

4
‖|A|+ |A∗|‖2ber −

1

4
inf
η∈Q

(
|̃A| (η)− |̃A∗| (η)

)2
.

In particular, take α = β = 1, we have

ber2 (A |A|) ≤ 1

4

∥∥∥|A|2 + |A∗|2
∥∥∥2
ber
− 1

4
inf
η∈Q

(
|̃A|2 (η)− |̃A∗|2 (η)

)2

and

ber2 (A |A|) ≤ 1

4
‖A∗A+AA∗‖2ber −

1

4
inf
η∈Q

(
˜[A∗A−AA∗] (η)

)2
.

A generalization of the above findings may be expressed as follows:

Theorem 3.2. If A ∈ L(H (Q)) and α, β ≥ 0 such that α+ β ≥ 1, then we have

ber2s
(
A |A|α+β−1

)
≤ 1

22/r

∥∥∥|A|2rsα + |A∗|2rsβ
∥∥∥2/r
ber

− 1

4
inf
η∈Q

((
˜|A|2srα (η)

)
−
(

˜|A∗|2srβ (η)

))
(3.15)

for all r, s ≥ 1.
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Proof. Setting x1 = x2 = kη in (2.8) and then using Lemma 2.3 with p = q = 2 and m = 2, we
get ∣∣∣〈A |A|α+β−1 kη, kη〉∣∣∣2s ≤ 〈|A|2α kη, kη〉s 〈|A∗|2β kη, kη〉s (ts increasing)

≤
〈
|A|2sα kη, kη

〉 〈
|A∗|2sβ kη, kη

〉
(by convexity of ts)

≤ 1

22/r

(〈
|A|2sα kη, kη

〉r
+
〈
|A∗|2sβ kη, kη

〉r)2/r
(by the inequality (2.11))

− 1

4

[〈
|A|2srα kη, kη

〉
−
〈
|A∗|2rsβ kη, kη

〉]
≤ 1

22/r

(〈
|A|2rsα kη, kη

〉
+
〈
|A∗|2rsβ kη, kη

〉)2/r
(by the inequality (2.9))

− 1

4

[〈
|A|2srα kη, kη

〉
−
〈
|A∗|2rsβ kη, kη

〉]
.

Equivalenty, we may write∣∣∣∣ ˜
A |A|α+β−1 (η)

∣∣∣∣2s ≤ 1

22/r

(
˜|A|2rsα (η) +

˜|A∗|2rsβ (η)

)2/r

− 1

4
inf
η∈Q

[(
˜|A|2srα (η)

)
−
(

˜|A∗|2srβ (η)

)]
.

By taking the supremum over η ∈ Q, we obtain

ber2s
(
A |A|α+β−1

)
≤ 1

22/r

∥∥∥|A|2rsα + |A∗|2rsβ
∥∥∥2/r
ber

− 1

4
inf
η∈Q

[(
˜|A|2srα (η)

)
−
(

˜|A∗|2srβ (η)

)]
,

which completes the proof. �

We get the following result by setting r = 1 in (3.15).

Corollary 3.2. If A ∈ L(H (Q)) and α, β ≥ 0 such that α+ β ≥ 1, then we have

ber2s
(
A |A|α+β−1

)
≤ 1

4

∥∥∥|A|2sα + |A∗|2sβ
∥∥∥2
ber

− 1

4
inf
η∈Q

((
|̃A|2sα (η)

)
−
(

˜|A∗|2sβ (η)

))
(3.16)

for all s ≥ 1.

In (3.16), let α = β = 1
2 we get

ber2s (A) ≤ 1

4
‖|A|s + |A∗|s‖2ber −

1

4
inf
η∈Q

((
|̃A|s (η)

)
−
(
|̃A∗|s (η)

))
for every s ≥ 1. We have, in particular, for s = 1

ber2 (A) ≤ 1

4
‖|A|+ |A∗|‖2ber −

1

4
inf
η∈Q

((
|̃A| (η)

)
−
(
|̃A∗| (η)

))
.
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By choosing α = β = 1
s , (s ≥ 1), in (3.16) we get

(3.17) ber2s
(
A |A|

2
s−1
)
≤ 1

4

∥∥∥|A|2 + |A∗|2
∥∥∥2
ber
− 1

4
inf
η∈Q

((
|̃A|2 (η)

)
−
(
|̃A∗|2 (η)

))
.

Also for s = 1 in (3.17), we get

(3.18) ber2 (A |A|) ≤ 1

4

∥∥∥|A|2 + |A∗|2
∥∥∥2
ber
− 1

4
inf
η∈Q

((
|̃A|2 (η)

)
−
(
|̃A∗|2 (η)

))
,

and

ber2 (A |A|) ≤ 1

4
‖A∗A+AA∗‖2ber −

1

4
inf
η∈Q

((
|̃A|2 (η)

)
−
(
|̃A∗|2 (η)

))
.

Remark 3.1. By choosing α = β = 1
2 , s = 1, r = 2 in (3.16), we have

ber2 (A) ≤ 1

2
‖|A|+ |A∗|‖2ber −

1

4
inf
η∈Q

((
|̃A|2 (η)

)
−
(
|̃A∗|2 (η)

))

or

(3.19) ber2 (A) ≤ 1

2
‖A∗A+AA∗‖2ber −

1

4
inf
η∈Q

((
|̃A|2 (η)

)
−
(
|̃A∗|2 (η)

))
.

This improves the upper bound of the inequality (1.2).

Theorem 3.3. If A ∈ L(H (Q)) and α, β ≥ 0 such that α+ β ≥ 1, then we have
(i)

ber2s
(
A |A|α+β−1

)
≤
∥∥∥∥1

p
|A|2spα +

1

q
|A∗|2sqβ

∥∥∥∥
ber

(3.20)

− r0 inf
η∈Q

((
|̃A|2sα (η)

)p/2
−
(

˜|A∗|2sβ (η)

)q/2)2

for every s ≥ 1 and p, q > 1 such that 1
p + 1

q = 1, where r0 := min
{

1
p ,

1
q

}
.

(ii)
(3.21)

ber2s
(
A |A|α+β−1

)
≤ 1

2

∥∥∥|A|4sα + |A∗|4sβ
∥∥∥
ber
− 1

2
inf
η∈Q

((
|̃A|2sα (η)

)
−
(

˜|A∗|2sβ (η)

))2

.
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Proof. Now, as in (2.8) but with x1 = x2 = kη , we have by convexity of ts∣∣∣〈A |A|α+β−1 kη, kη〉∣∣∣2s ≤ 〈|A|2α kη, kη〉s 〈|A∗|2β kη, kη〉s
(by the inequaltiy (2.8))

≤
〈
|A|2sα kη, kη

〉 〈
|T ∗|2sβ kη, kη

〉
≤ 1

p

〈
|A|2sα kη, kη

〉p
+

1

q

〈
|A∗|2sβ kη, kη

〉q
(by the inequality (2.10))

− r0
(〈
|A|2sα kη, kη

〉 p
2 −

〈
|A∗|2sβ kη, kη

〉 q
2

)2

≤ 1

p

〈
|A|2spα kη, kη

〉
+

1

q

〈
|A∗|2sqβ kη, kη

〉
(by the inequality (2.9))

− r0
(〈
|A|2sα kη, kη

〉 p
2 −

〈
|A∗|2sβ kη, kη

〉 q
2

)2

for s ≥ 1. Thus,∣∣∣〈A |A|α+β−1 kη, kη〉∣∣∣2s ≤ 1

p

〈
|A|2spα kη, kη

〉
+

1

q

〈
|A∗|2sqβ kη, kη

〉
− r0

(〈
|A|2sα kη, kη

〉 p
2 −

〈
|A∗|2sβ kη, kη

〉 q
2

)2

,

and by taking supremum over η ∈ Q, we then obtain the first inequality

ber2s
(
A |A|α+β−1

)
≤ 1

2

∥∥∥|A|4sα + |A∗|4sβ
∥∥∥
ber
− 1

2
inf
η∈Q

((
|̃A|2sα (η)

)
−
(

˜|A∗|2sβ (η)

))2

as required. Taking p = q = 2, we get the particular case (3.21). �

Several intriguing particular situations might be drawn from this (3.12).
When we put α = β = 1

2 in (3.13), we get

ber2s (A) ≤ 1

2

∥∥∥|A|2s + |A∗|2s
∥∥∥
ber
− 1

2
inf
η∈Q

(
|̃A|s (η)− |̃A∗|s (η)

)2
for every s ≥ 1. We have, in particular, for s = 1

ber2 (A) ≤ 1

2

∥∥∥|A|2 + |A∗|2
∥∥∥
ber
− 1

2
inf
η∈Q

(
|̃A| (η)− |̃A∗| (η)

)2
,

which can be written as

(3.22) ber2 (A) ≤ 1

2
‖A∗A+AA∗‖ber −

1

2
inf
η∈Q

(
|̃A| (η)− |̃A∗| (η)

)2
.

and this refines the upper bound of the refinement of the inequality (1.3). Clearly, (3.22) is
better than (3.19) which in turn bettern that (1.2).
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Remark 3.2. (i) When we set α = β = 1 in (3.20), we get

ber2s (A |A|) ≤
∥∥∥∥1

p
|A|2sp +

1

q
|A∗|2sq

∥∥∥∥
ber

− r0 inf
η∈Q

((
|̃A|2s (η)

)p/2
−
(
|̃A∗|2s (η)

)q/2)2

for every s ≥ 1 and p, q > 1 such that 1
p + 1

q = 1, where r0 := min
{

1
p ,

1
q

}
.

(ii) Choose s = 1 and p = q = 2 in the above inequality, we get

ber2 (A |A|) ≤
∥∥∥∥1

p
|A|4 +

1

q
|A∗|4

∥∥∥∥
ber

− 1

2
inf
η∈Q

((
|̃A|2 (η)

)
−
(
|̃A∗|2 (η)

))2

.

The Berezin radius inequality of Hilbert space operators of a certain kind for commutators
may be proven as follows:

Theorem 3.4. If A,B ∈ L(H (Q)) and α, β, γ, δ ≥ 0 such that α + β ≥ 1 and γ + δ ≥ 1, then we
have

ber
(
A |A|α+β−1 +B |B|γ+δ−1

)
(3.23)

≤ 1

21/r

∥∥∥|A|2rα + |A∗|2rβ
∥∥∥1/r
ber

+
1

21/r

∥∥∥|B|2rγ + |B∗|2rδ
∥∥∥1/r
ber

−1

2
inf
η∈Q

((
|̃A|2α (η)

)1/2

−
(
|̃A∗|2β (η)

)1/2
)2

−1

2
inf
η∈Q

((
|̃B|2γ (η)

)1/2

−
(
|̃B∗|2δ (η)

)1/2
)2

for all r ≥ 1.

Proof. Using the triangle inequality, we get∣∣∣〈(A |A|α+β−1 +B |B|γ+δ−1
)
kη, kη

〉∣∣∣
≤
∣∣∣〈A |A|α+β−1 kη, kη〉∣∣∣+

∣∣∣〈B |B|γ+δ−1 kη, kη〉∣∣∣
≤
〈
|A|2α kη, kη

〉 1
2
〈
|A∗|2β kη, kη

〉 1
2
〈
|B|2γ kη, kη

〉 1
2
〈
|B∗|2δ kη, kη

〉1/2
(by the inequality (2.8))

≤ 1

21/r

(〈
|A|2α kη, kη

〉r
+
〈
|A∗|2β kη, kη

〉r)1/r
(by the inequality (2.11))

−1

2

(〈
|A|2α kη, kη

〉1/2
−
〈
|A∗|2β kη, kη

〉1/2)2

+2
−1
r

(〈
|B|2γ kη, kη

〉r
+
〈
|B∗|2δ kη, kη

〉r)1/r
−1

2

(〈
|B|2γ kη, kη

〉1/2
−
〈
|B∗|2δ kη, kη

〉1/2)2
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≤2
−1
r

(〈
|A|2rα kη, kη

〉
+
〈
|A∗|2rβ kη, kη

〉)1/r
(by the inequality (2.9))

−1

2

(〈
|A|2α kη, kη

〉1/2
−
〈
|A∗|2β kη, kη

〉1/2)2

+
1

21/r

(〈
|B|2rγ kη, kη

〉
+
〈
|B∗|2rδ kη, kη

〉)1/r
−1

2

(〈
|B|2γ kη, kη

〉1/2
−
〈
|B∗|2δ kη, kη

〉1/2)2

,

and so∣∣∣∣( ˜
A |A|α+β−1 +B |B|γ+δ−1 (η)

)∣∣∣∣ ≤ 1

21/r

(
|̃A|2rα (η) +

˜|A∗|2rβ (η)

)1/r

+
1

21/r

(
|̃B|2rγ (η) +

˜|B∗|2rδ (η)

)1/r

− 1

2
inf
η∈Q

((
|̃A|2α (η)

)1/2

−
(
|̃A∗|2β (η)

)1/2
)2

− 1

2
inf
η∈Q

((
|̃B|2γ (η)

)1/2

−
(
|̃B∗|2δ (η)

)1/2
)2

.

By taking supremum over η ∈ Q above inequality, we have

sup
η∈Q

∣∣∣∣( ˜
A |A|α+β−1 +B |B|γ+δ−1 (η)

)∣∣∣∣ ≤ 1

21/r
sup
η∈Q

(
|̃A|2rα (η) +

˜|A∗|2rβ (η)

)1/r

+
1

21/r
sup
η∈Q

(
|̃B|2rγ (η) +

˜|B∗|2rδ (η)

)1/r

− 1

2
inf
η∈Q

((
|̃A|2α (η)

)1/2

−
(
|̃A∗|2β (η)

)1/2
)2

− 1

2
inf
η∈Q

((
|̃B|2γ (η)

)1/2

−
(
|̃B∗|2δ (η)

)1/2
)2

which clearly implies that

ber
(
A |A|α+β−1 +B |B|γ+δ−1

)
≤ 1

21/r

∥∥∥|A|2rα + |A∗|2rβ
∥∥∥1/r
ber

+
1

21/r

∥∥∥|B|2rγ + |B∗|2rδ
∥∥∥1/r
ber

− 1

2
inf
η∈Q

((
|̃A|2α (η)

)1/2

−
(
|̃A∗|2β (η)

)1/2
)2

− 1

2
inf
η∈Q

((
|̃B|2γ (η)

)1/2

−
(
|̃B∗|2δ (η)

)1/2
)2

.

Then the desired result has been obtained. �
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Using r = 1 in the proof of Theorem 3.4, we achieve the desired result.

Corollary 3.3. If A,B ∈ L(H (Q)) and α, β, γ, δ ≥ 0 such that α + β ≥ 1 and γ + δ ≥ 1, then we
have

ber
(
A |A|α+β−1 +B |B|γ+δ−1

)
(3.24)

≤1

2

∥∥∥|A|2α + |A∗|2β + |B|2γ + |B∗|2δ
∥∥∥
ber

−1

2
inf
η∈Q

((
|̃A|2α (η)

)1/2

−
(
|̃A∗|2β (η)

)1/2
)2

−1

2
inf
η∈Q

((
|̃B|2γ (η)

)1/2

−
(
|̃B∗|2δ (η)

)1/2
)2

.

Remark 3.3. (i) Setting α = β = γ = δ = 1
2 in (3.24), we get

ber (A+B) ≤ 1

2
‖|A|+ |A∗|+ |B|+ |B∗|‖ber −

1

2
inf
η∈Q

((
|̃A| (η)

)1/2
−
(
|̃A∗| (η)

)1/2)2

− 1

2
inf
η∈Q

((
|̃B| (η)

)1/2
−
(
|̃B∗| (η)

)1/2)2

.

(ii) In particular, take B = A, we get

ber (A) ≤ 1

2
‖|A|+ |A∗|‖ber −

1

2
inf
η∈Q

((
|̃A| (η)

)1/2
−
(
|̃A∗| (η)

)1/2)2

.

(iii) Setting α = β = γ = δ = 1 in (3.24), we get

ber (A |A|+B |B|) ≤ 1

2

∥∥∥|A|2 + |A∗|2 + |B|2 + |B∗|2
∥∥∥
ber

− 1

2
inf
η∈Q

((
|̃A|2 (η)

)1/2

−
(
|̃A∗|2 (η)

)1/2
)2

− 1

2
inf
η∈Q

((
|̃B|2 (η)

)1/2

−
(
|̃B∗|2 (η)

)1/2
)2

.

(iv) In particular, take B = A, we get

ber (A |A|) ≤ 1

2

∥∥∥|A|2 + |A∗|2
∥∥∥
ber
− 1

2
inf
η∈Q

((
|̃A|2 (η)

)1/2

−
(
|̃A∗|2 (η)

)1/2
)2

=
1

2
‖A∗A+AA∗‖ber −

1

2
inf
η∈Q

((
|̃A|2 (η)

)1/2

−
(
|̃A∗|2 (η)

)1/2
)2

.

For more recent research on Berezin radius inequalities for operators and other relevant
results, we recommend [4, 6, 13, 14, 15, 16, 18, 29, 33, 34].
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ABSTRACT. The rational meromorphic functions on C\R are studied. We consider the some classes of one, as the
generalized Nevanlinna Nκ and generalized Stieltjes Nk

κ classes. By Euclidean algorithm, we can find indices κ and
k, i.e. determine which class the function belongs to Nk

κ.
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1. INTRODUCTION

Recall a generalized Nevalinna class Nκ and a generalized Stieltjes class Nk
κ.

Definition 1.1. A function f meromorphic on C\R with the set of holomorphy hf is said to be in the
generalized Nevanlinna class Nκ (κ ∈ N), if for every set zi ∈ C+ ∩ hf (j = 1, . . . , n) the form

n∑
i,j=1

f(zi)− f(zj)
zi − zj

ξiξj

has at most κ and for some choice of zi (i = 1, . . . , n) it has exactly κ negative squares. For f ∈ Nκ, let
us write κ−(f) = κ. In particular, if κ = 0 then the class N0 coincides with the class N of Nevanlinna
functions. A function f ∈ Nκ is said to belong to the class N+

κ (see [8, 9]) if zf ∈ Nk and to the class
Nk
κ (k ∈ N) if zf ∈ Nk

κ (see [3], [4]). In particular, if k = 0, then N0
κ := N+

κ . The function f ∈ N−kκ ,

if f ∈ Nκ and
1

z
f ∈ Nk (see [5]).

Recall some properties of the generalized Nevanlinna functions and generalized Stieltjes
functions.

Proposition 1.1. ([8]) Let f ∈ Nκ, f1 ∈ Nκ1 , f2 ∈ Nκ2 . Then
(1) −f−1 ∈ Nκ.
(2) f1 + f2 ∈ Nκ′ , where κ′ ≤ κ1 + κ2.
(3) If, in addition, f1(iy) = o(y) as y →∞ and f2 is a polynomial, then

(1.1) f1 + f2 ∈ Nκ1+κ2
.

(4) Every real polynomial P (t) = pνt
ν + pν−1t

ν−1 + . . .+ p1t+ p0 of degree ν belongs to a class
Nκ, where the index κ = κ−(P ) can be evaluated by (see [8, Lemma 3.5])

(1.2) κ−(P ) =

{ [
ν+1
2

]
, if pν < 0; and ν is odd ;[

ν
2

]
, otherwise .
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Proposition 1.2. ([2]) Let f ∈ Nk
κ. Then the following equivalences hold:

(1) f ∈ Nk
κ ⇐⇒ − 1

f ∈ N−kκ ;
(2) f ∈ Nk

κ ⇐⇒ zf(z) ∈ N−κk .

Lemma 1.1 ([7, Lemma 3.2]). Let P (z) be a polynomial of the degree ν and let α ∈ R. Then:

(1) if zP (z) ∈ Nκ, then

(1.3) (z − α)P (z) ∈ Nκ;

(2) if P (z) ∈ Nκ, then

(1.4)
(z − α)

z
P (z) ∈ Nκ′ , where κ′ = κ+ κ−

(
−αP (0)

z

)
;

(3) if ((z − α)P (z)− g(z)) ∈ Nk
κ, then

(1.5) (−αP (0)− g(z)) ∈ N
(k−k1)
κ−κ1

and (αP (0) + g(z))
−1 ∈ N

−(k−k1)
κ−κ1

,

where κ1 = κ−(zP (z)) and k1 = κ−(P (z)).

The indefinite Hamburger moment in the generalized Nevanlinna class Nκ was studied in
[10]. The indefinite Stieltjes moment problem in the generalized Stieltjes class Nk

κ was studied
in [11], [1], [2], [6] and [7]. One is based on the Schur algorithm, i.e. the description of the
solutions are found in terms of the continued fractions. In the present paper, the rational gen-
eralized Stieltjes functions are investigated. The goal is to determine class Nk

κ, such that the
some rational generalized Stieltjes function f belongs to one (i.e. find the indices κ and k).

2. FINDING THE INDEX

2.1. Euclidean algorithm. Let us recall an Euclidean algorithm. Let P0 and Q0 be the polyno-
mials, such that deg(P0) = n0 and deg(Q0) = m0, where n0,m0 ∈ Z+ and let m0 ≤ n0. By
Euclidean algorithm, we obtain

P0(z) = Q0(z)a0(z) + r1(z),

Q0(z) = r1(z)a1(z) + r2(z),

r1(z) = r2(z)a2(z) + r3(z),

...

rn−2(z) = rn−1(z)an−1(z) + rn(z),

rn−1(z) = rn(z)an(z),

(2.6)

where ri are polynomials. Consequently, the ratio
P0(z)

Q0(z)
can be represented as a continued

fraction

(2.7)
P0(z)

Q0(z)
= a0(z) +

1

a1(z) +
1

a2(z) + · · ·+
1

an(z)

.
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2.2. Rational generalized Nevanlinna function and its index κ.

Theorem 2.1. Let P0 and Q0 be the polynomials, such that deg(P0) = n0, deg(Q0) = m0 and

m0 < n0. Let the rational function f(z) =
Q0(z)

P0(z)
be meromorphic on C\R. Then f belongs to the class

Nκ and the index κ is calculated by

(2.8) κ =

n∑
j=0

κ−((−1)j+1aj(z)).

Proof. Assume, the rational function f(z) =
Q0(z)

P0(z)
is meromorphic function on C\R, where the

P0 and Q0 are the polynomials of the power deg(P0) = n0 and deg(Q0) = m0, respectively. By
Definition 1.1, f ∈ Nκ.

Calculating index κ. Due to (2.7), we can rewrite f as follows

(2.9) f(z) =
1

P0(z)
Q0(z)

= − 1

−a0(z)−
1

a1(z)−
1

−a2(z)− · · · −
1

(−1)n+1an(z)

.

By Proposition 1.1 (see (1.2))

κj = κ−((−1)j+1aj(z)), j = 0, n,

i.e. (−1)j+1aj(z) ∈ Nκj
. Moreover, by Proposition 1.1 (see items (1) and (3)), we obtain

− 1

(−1)j+1aj(z)
∈ Nκj

for all j = 0, n,

(−1)nan−1(z)−
1

(−1)n+1an(z)
∈ Nκn+κn−1

.

(2.10)

Let us construct a recursive sequence as

fn(z) :=(−1)nan−1(z)−
1

(−1)n+1an(z)
,

fn−1(z) :=(−1)n−1an−2(z)−
1

fn(z)
,

...

fn−2(z) :=(−1)n−2an−3(z)−
1

fn−1(z)
,

f1(z) :=− a0(z)−
1

f2(z)
.

(2.11)

Hence (see Proposition 1.1)

(2.12) fn ∈ Nκn+κn−1
, fn−1 ∈ Nκn+κn−1+κn−2

, . . . , f1 ∈ Nκn+κn−1+...+κ0
.

By the recursive sequence, the rational function f(z) =
Q0(z)

P0(z)
can be rewritten as

(2.13) f(z) = − 1

f1(z)
.
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Therefore f ∈ Nκ, where the index κ =
n∑
j=0

κ−((−1)j+1aj(z)). This completes the proof. �

Corollary 2.1. Let P0 and Q0 be the polynomials, such that deg(P0) = n0, deg(Q0) = m0 and

m0 ≤ n0. Let f(z) =
P0(z)

Q0(z)
be meromorphic on C\R. Then f belongs to the class Nκ and the index κ

is calculated by

(2.14) κ =

n∑
j=0

κ−((−1)jaj(z)).

Proof. Let the rational function f(z) =
P0(z)

Q0(z)
is meromorphic function on C\R, where the nu-

merator P0 and denominatorQ0 are the polynomials of the power deg(P0) = n0 and deg(Q0) =
m0, respectively. Hence, f belongs to the generalized Nevanlinna class Nκ (see Definition 1.1).

Let us find the index κ. By the representation (2.7), we obtain

(2.15) f(z) =
P0(z)

Q0(z)
= a0(z)−

1

−a1(z)−
1

a2(z)− · · · −
1

(−1)nan(z)

.

By Theorem 2.1 (see (2.10)-(2.13)), f ∈ Nκ and the index κ is calculated by (2.14). This completes
the proof. �

3. RATIONAL GENERALIZED STIELTJES FUNCTION AND ITS INDICES κ, k

First of all, we study the simple case of the rational functions, which belong to the general-
ized Stieltjes classes N±kκ and find the formulas for the indices κ and k.

3.1. Rational function of the generalized Stieltjes class Nk
κ.

Theorem 3.2. Let the rational function f(z) =
Q0(z)

P0(z)
be meromorphic on C\R, where deg(P0) = n0,

deg(Q0) = m0 and m0 < n0. Let f admit the representation (2.9) and let a2i(z) vanish at zero for all
i = 0, [n/2] (i.e. a2i(0) = 0). Then f belongs to the class Nk

κ, where the index κ is calculated by (2.8)
and index k is found by

(3.16) k =


[n/2]∑
j=0

κ−

(
−a2j(z)z

)
+

[n/2]−1∑
j=0

κ−(za2j+1(z)), if n is even;

[n/2]∑
j=0

κ−

(
−a2j(z)z

)
+

[n/2]∑
j=0

κ−(za2j+1(z)), if n is odd.

Proof. By Definition 1.1, the rational function f(z) =
Q0(z)

P0(z)
meromorphic on C\R belongs to

the generalized Stiektjes class Nk
κ (i.e. f ∈ Nκ and zf ∈ Nk) and by Theorem 2.1, the index κ is

calculated by (2.8).
Let us find an index k. Assume f admits the representation (2.9) and a2i(0) = 0 for all

i = 0, [n/2]. Hence, we get the two cases, where n is even or odd.
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First of all we consider the even case (i.e. n = 2m, m ∈ Z+), we obtain

zf(z) =
Q0(z)

P0(z)
=

1

P0(z)

zQ0(z)

= − 1|∣∣∣∣− a0(z)

z

− 1|∣∣∣∣za1(z)− · · · −
1|∣∣∣∣za2m−1(z) −

1|∣∣∣∣− a2m(z)

z

.

(3.17)

The terms −a2i(z)
z

are polynomials, i.e. a2i(0) = 0 for all i = 0, [n/2]. By Theorem 2.1 , we get

k =

[n/2]∑
j=0

κ−

(
−a2j(z)

z

)
+

[n/2]−1∑
j=0

κ−(za2j+1(z)).

The next step, let n is odd (i.e. n = 2m+ 1, m ∈ Z+). Consequently

(3.18) zf(z) = − 1|∣∣∣∣− a0(z)

z

− 1|∣∣∣∣za1(z) − · · · −
1|∣∣∣∣− a2m(z)

z

− 1|∣∣∣∣za2m+1(z)

.

Similarly, −a2i(z)
z

are the polynomials and the index k is

[n/2]∑
j=0

κ−

(
−a2j(z)

z

)
+

[n/2]∑
j=0

κ−(za2j+1(z)).

This completes the proof. �

Corollary 3.2. Let the rational function f(z) =
Q0(z)

P0(z)
be meromorphic on C\R, where deg(P0) = n0,

deg(Q0) = m0 and n0 ≤ m0. Then f belongs to the class Nk
κ and admits the representation (2.15).

Moreover, the index κ is calculated by (2.14). In addition, if the all polynomials a2i+1(z) vanish at
zero in the representation (2.15), then the index k is found by

(3.19) k =


[n/2]∑
j=0

κ− (za2j(z)) +
[n/2]−1∑
j=0

κ−(−a2j+1(z)
z ), if n is even;

[n/2]∑
j=0

κ− (za2j(z)) +
[n/2]∑
j=0

κ−(−a2j+1(z)
z ), if n is odd.

Proof. By Definition 1.1, the rational function f(z) =
Q0(z)

P0(z)
belongs to the generalized Stieltjes

class Nk
κ and by Corollary 2.1, f admits the representation (2.15) and the index κ is calculated

by (2.14). By Theorem 3.2, the index k can be found by (3.19). This completes the proof. �

Corollary 3.3. Let the rational function f(z) =
Q0(z)

P0(z)
be meromorphic on C\R, where deg(P0) = n0,

deg(Q0) = m0 andm0+1 < n0. Then the rational function zf(z) admits the following representation

(3.20) zf(z) = − 1|
| − ã0(z)

− 1|
|ã1(z)

− · · · − 1|
|(−1)n+1ãn(z)

and f belongs to the class Nk
κ.
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Furthermore, in addition, if ã2i+1 vanish at zero for all i = 0, [n/2], then the indices κ and k can be
found by

(3.21) k =

n∑
j=0

κ−((−1)j+1ãj(z)),

(3.22) κ =


[n/2]∑
j=0

κ− (−zã2j(z)) +
[n/2]−1∑
j=0

κ−

(
ã2j+1(z)

z

)
, if n is even;

[n/2]∑
j=0

κ− (−zã2j(z)) +
[n/2]∑
j=0

κ−

(
ã2j+1(z)

z

)
, if n is odd.

Proof. By Euclidean algorithm, the rational function zf(z) = zQ0(z)
P0(z)

admits the representa-
tion (3.20). By Theorem 3.2, the rational function f belongs to the generalized Stieltjes class
Nk
κ, where the indices k and κ are found by (3.21) and (3.22), respectively. This completes the

proof. �

Corollary 3.4. Let the rational function f(z) =
Q0(z)

P0(z)
be meromorphic on C\R, where deg(P0) = n0,

deg(Q0) = m0 and n0 ≤ m0+1. Then the rational function zf(z) admits the following representation

(3.23) zf(z) = â0(z)−
1|

| − â1(z)
− 1|
|â2(z)

− · · · − 1|
|(−1)nân(z)

and f belongs to the class Nk
κ.

Furthermore, if â2i vanish at zero for all i = 1, [n/2], then the indices κ and k can be found by

(3.24) k =

n∑
j=0

κ−((−1)j âj(z)),

(3.25) κ =


[n/2]∑
j=0

κ− (−zâ2j+1(z)) +
[n/2]−1∑
j=0

κ−(
â2j(z)
z ), if n is even;

[n/2]∑
j=0

κ− (−zâ2j+1(z)) +
[n/2]∑
j=0

κ−(
â2j(z)
z ), if n is odd.

3.2. Rational function of the generalized Stieltjes class N−kκ .

Theorem 3.3. Let the rational function f(z) =
Q0(z)

P0(z)
be meromorphic on C\R, where deg(P0) = n0,

deg(Q0) = m0 and m0 ≤ n0. Let f admits the representation (2.9) and let the all odd polynomials
a2i+1(z) vanish at zero (i.e. a2i+1(0) = 0). Then f belongs to the class N−kκ , where the index κ is
calculated by (2.8) and index k is found by

(3.26) k =


[n/2]∑
j=0

κ− (−za2j(z)) +
[n/2]−1∑
j=0

κ−

(
a2j+1(z)

z

)
, if n is even;

[n/2]∑
j=0

κ− (−za2j(z)) +
[n/2]∑
j=0

κ−

(
a2j+1(z)

z

)
, if n is odd.

Proof. By Definition 1.1, the rational function f(z) =
Q0(z)

P0(z)
meromorphic on C\R belongs to

the generalized Stieltjes class N−kκ (i.e. f ∈ Nκ and f
z ∈ Nk) and by Theorem 2.1, the index κ is

calculated by (2.8).
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Suppose f admits representation (2.9) and the all odd polynomials a2i(0) vanish at zero (i.e.
a2i+1(0) = 0).

If n is even (i.e. n = 2m, m ∈ Z+), then
f(z)

z
=

Q0(z)

zP0(z)

=
1

zP0(z)

Q0(z)

= − 1|∣∣∣∣− za0(z) −
1|∣∣∣∣a1(z)z

− 1|∣∣∣∣− za2(z) − · · · −
1|∣∣∣∣a2m−1(z)z

− 1|∣∣∣∣− za2m(z)

.

(3.27)

Due to the all odd polynomials a2i+1(0) = 0, a2j+1

z are polynomials and by Theorem 2.1, we
obtain

k =

[n/2]∑
j=0

κ− (−za2j(z)) +
[n/2]−1∑
j=0

κ−

(
a2j+1(z)

z

)
.

If n is odd (i.e. n = 2m+ 1, m ∈ Z+), then
f(z)

z
= − 1|∣∣∣∣− za0(z) −

1|∣∣∣∣a1(z)z

− · · · − 1|∣∣∣∣a2m−1(z)z

− 1|∣∣∣∣− za2m(z)

− 1|∣∣∣∣a2m+1(z)

z

.

Obviously, a2i+1(0) = 0, a2j+1

z are polynomials and by Theorem 2.1, we find index k as follow

k =

[n/2]∑
j=0

κ− (−za2j(z)) +
[n/2]∑
j=0

κ−

(
a2j+1(z)

z

)
.

This completes the proof. �

Corollary 3.5. Let the rational function f(z) =
Q0(z)

P0(z)
be meromorphic on C\R, where deg(P0) = n0,

deg(Q0) = m0 and n0 ≤ m0. Then f belongs to the class N−kκ and admits the representation (2.15).
Moreover, the index κ is calculated by (2.14). In addition, if the all polynomials a2i(z) vanish at zero

in the representation (2.15), then the index k is culculated by

(3.28) k =


[n/2]−1∑
j=0

κ− (−za2j+1(z)) +
[n/2]∑
j=0

κ−(
a2j(z)
z ), if n is even;

[n/2]∑
j=0

κ− (−za2j+1(z)) +
[n/2]∑
j=0

κ−(
a2j(z)
z ), if n is odd.

Proof. By Definition 1.1, the rational function f(z) =
Q0(z)

P0(z)
belongs to N−kκ and by Corol-

lary 2.1, f admits representation (2.15) and the index κ can be calculated by (2.14). By Theo-
rem 3.3, the index k can be found by (3.19). This completes the proof. �

Corollary 3.6. Let the rational function f(z) =
Q0(z)

P0(z)
be meromorphic on C\R, where deg(P0) = n0,

deg(Q0) = m0 andm0 < n0+1. Then the rational function zf(z) admits the following representation

(3.29)
f(z)

z
=

Q0(z)

zP0(z)
= − 1|
| − ã0(z)

− 1|
|ã1(z)

− · · · − 1|
|(−1)n+1ãn(z)
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and f belongs to the class N−kκ .
Furthermore, if ã2i vanish at zero for all i = 0, [n/2], then the indices κ and k can be found by

(3.30) k =

n∑
j=0

κ−((−1)j+1ãj(z)),

(3.31) κ =


[n/2]∑
j=0

κ−

(
− ã2j(z)z

)
+

[n/2]−1∑
j=0

κ−(zã2j+1(z)), if n is even;

[n/2]∑
j=0

κ−

(
− ã2j(z)z

)
+

[n/2]∑
j=0

κ−(zã2j+1(z)), if n is odd.

Proof. By Euclidean algorithm, the rational function f(z)
z = Q0(z)

zP0(z)
admits the representa-

tion (3.29). By Theorem 3.3, the rational function f belongs to the generalized Stieltjes class
N−kκ , the indices k and κ are found by (3.30) and (3.31), respectively. This completes the
proof. �

Corollary 3.7. Let the rational function f(z) =
Q0(z)

P0(z)
be the meromorphic on C\R, where deg(P0) =

n0, deg(Q0) = m0 and n0 + 1 ≤ m0. Then the rational function zf(z) admits the following represen-
tation

(3.32)
f(z)

z
= â0(z)−

1|
| − â1(z)

− 1|
|â2(z)

− · · · − 1|
|(−1)nân(z)

and f belongs to the class N−kκ .
Furthermore, if â2i+1 vanish at zero, then the indices κ and k can be found by

(3.33) k =

n∑
j=0

κ−((−1)j âj(z)),

(3.34) κ =


[n/2]∑
j=0

κ−

(
− â2j+1(z)

z

)
+

[n/2]−1∑
j=0

κ−(zâ2j(z)), if n is even;

[n/2]∑
j=0

κ−

(
− â2j+1(z)

z

)
+

[n/2]∑
j=0

κ−(zâ2j(z)), if n is odd.

4. GENERAL CASES

4.1. General case in the class Nk
κ.

Proposition 4.3. Let the rational function f(z) =
Q0(z)

P0(z)
be the meromorphic on C\R, where deg(P0) =

n0, deg(Q0) = m0 and m0 < n0, let f admits representation (2.9). Then f belongs to the class Nk
κ,

such that

(4.35) κ =

n∑
j=0

κj and k ≤
n∑
i=0

ki +

[n/2]∑
i=0

k0i ,
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where the indices κi, ki and k0i can be found by

κi = κ−((−1)i+1ai(z)), k2i = κ−

(
−a2i(z)− a2i(0)

z

)
,

k2i+1 = κ−(za2i+1(z)), k0i =

{
1, if a2i(0) < 0;
0, if a2i(0) > 0.

(4.36)

Proof. (i) The first case. Let n = 2m + 1, m ∈ Z+, then the rational function f(z) =
Q0(z)

P0(z)
can

be rewritten by formula (2.9) as follows

(4.37) f(z) = −
1

∣∣∣∣∣∣∣∣− a0(z)− 1

a1(z)

−
1

∣∣∣∣∣∣∣∣− a2(z)− 1

a3(z)

− · · · −
1

∣∣∣∣∣∣∣∣− a2m(z)− 1

a2m+1(z)

.

Setting

fm(z) := − 1

−a2m(z)− 1

a2m+1(z)

,

then zfm takes the following form

zfm(z) = − z

−a2m(z)− 1

a2m+1(z)

= − 1

−a2m(z)− a2m(0)

z
− a2m(0)

z
− 1

za2m+1(z)

.

By Proposition 1.1 and Proposition 1.2, fm ∈ Nk̃m
κ̃m

, where

κ̃m = κ−(−a2m) + κ−(a2m+1) and k̃m ≤ k2m + k2m+1 + k0m,

where

k2m := κ−

(
−a2m(z)− a2m(0)

z

)
, k2m+1 = κ−(za2m+1),

k0m := κ−

(
−a2m(0)

z

)
=

{
1, if a2m(0) < 0;
0, if a2m(0) > 0.

(4.38)

The next step. Let us define the function fm−1 by

fm−1(z) = −
1

−a2m−2(z)−
1

a2m−1(z) + fm(z)

.

Consequently, zfm−1 takes the following form

zfm−1(z) = −
1

−a2m−2(z)− a2m−2(0)
z

− a2m−2(0)

z
− 1

za2m−11(z) + zfm(z)

.

Hence fm−1 ∈ N
k̃m−1

κ̃m−1
(see Propositions 1.1 and 1.2), where the indices κ̃m−1 and k̃m−1 are

κ̃m−1 = κ̃m + κ−(−a2m−2) + κ−(a2m−1) and k̃m−1 ≤ k2m−2 + k2m−1 + k0m−1 + k̃m,
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where

k2m := κ−

(
−a2m(z)− a2m(0)

z

)
, k2m+1 = κ−(za2m+1),

k0m := κ−

(
−a2m(0)

z

)
=

{
1, if a2m(0) < 0;
0, if a2m(0) > 0.

(4.39)

Step-by-step, we obtain that f ∈ Nk
κ and (4.35)–(4.36) hold.

(ii) The second case. Let n = 2m+2,m ∈ Z+∪{−1}, then the rational function f(z) =
Q0(z)

P0(z)
can be rewritten by

(4.40) f(z) = −
1

∣∣∣∣∣∣∣∣− a0(z)− 1

a1(z)

− · · · −
1

∣∣∣∣∣∣∣∣− a2m(z)− 1

a2m+1(z)

−
1

∣∣∣∣∣∣∣∣− a2m+2(z)

.

Let us set the function fm+1 by

fm+1(z) = −
1

−a2m+2(z)
.

Hence, the function zfm+1 takes the form

zfm+1(z) = −
z

−a2m+2(z)
= − 1

−a2m+2(z)− a2m+2(0)

z
− a2m+2(0)

z

.

By Proposition 1.1 and Proposition 1.2, fm+1 ∈ N
k̃m+1

κ̃m+1
, where the indices κ̃m+1 and k̃m+1 are

defined by

κ̃m+1 = κ−(−a2m+2),

k̃m+1 ≤ κ−
(
−a2m+2(z)− a2m+2(0)

z

)
+ κ−

(
−a2m+2(0)

z

)
.

By the first case (i), we obtain f ∈ Nk
κ, where the indices κ and k satisfy the formulas (4.35)–

(4.36). This completes the proof. �

Corollary 4.8. Let the rational function f(z) =
Q0(z)

P0(z)
be the meromorphic on C\R, where deg(P0) =

n0, deg(Q0) = m0 and n0 ≤ m0. Then f admits representation

(4.41) f(z) = a−1(z)−
1|

| − a0(z)
− 1|
|a1(z)

− · · · − 1|
|(−1)n+1an(z)

.

Furthermore, f belongs to the class Nk
κ, such that

(4.42) κ =

n∑
j=−1

κj and k ≤
n∑

i=−1
ki +

[n/2]∑
i=−1

k0i ,

where the indices κi, ki and k0i can be found by

k2i+1 = κ−(za2i+1(z)), κi = κ−((−1)i+1ai(z)),

k0i =

{
1, if a2i(0) < 0;
0, if a2i(0) > 0.

k2i = κ−

(
−a2i(z)− a2i(0)

z

)
.

(4.43)
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Proof. Assume the rational function f(z) =
Q0(z)

P0(z)
be the meromorphic on C\R, where deg(P0) =

n0, deg(Q0) = m0 and n0 ≤ m0. By Euclidean algorithm, the function f admits representation
(4.41).

By Proposition 1.1, a−1 ∈ N
k−1
κ−1 , where indices κ−1 and k−1 are defined by (4.43).

By Proposition 4.3, (f − a−1) ∈ Nk̃
κ̃ , where the indices κ̃ and k̃ are defined by formu-

las (4.35)–(4.36). Therefore, the rational function f(z) =
Q0(z)

P0(z)
belongs to the class Nk

κ and the

formulas (4.42)–(4.43) hold. This completes the proof. �

Theorem 4.4. Let τ ∈ Nk∗

κ∗ and let f(z) =
Q0(z)

P0(z)
+ τ(z), where the P0 and Q0 are polynomials, such

that deg(P0) = n0, deg(Q0) = m0 and m0 < n0. Then f ∈ Nk
κ, where

(4.44) κ ≤ κ∗ +
n∑
j=0

κj and k ≤ k∗ +
n∑
i=0

ki +

[n/2]∑
i=0

k0i ,

where the indices κi, ki and k0i can be found by (4.43).

Proof. This proof is based on Proposition 4.3 and Proposition 1.1. �

4.2. General case in the class N−kκ .

Proposition 4.4. Let the rational function f(z) =
Q0(z)

P0(z)
be the meromorphic on C\R, where deg(P0) =

n0, deg(Q0) = m0 and m0 < n0 and let f admits representation (2.9). Then f belongs to the class
N−kκ , such that

(4.45) κ =

n∑
j=0

κj and k ≤
n∑
i=0

ki +

[n/2]∑
i=0

k0i ,

where the indices κi, ki and k0i can be found by

κi = κ−((−1)i+1ai(z)), k2i+1 = κ−

(
a2i+1(z)− a2i+1(0)

z

)
,

k2i = κ−(−za2i(z)), k0i =

{
1, if a2i+1(0) > 0;
0, if a2i+1(0) < 0.

(4.46)

Proof. By Euclidean algorithm, the rational function f(z) =
Q0(z)

P0(z)
admits the representation

(2.9) and by Theorem (2.1), f ∈ Nκ, where the index κ are calculated by

κ =

n∑
j=0

κj =

n∑
j=0

κ−((−1)j+1aj(z)).

By Defenition (1.1), the function f is the meromorphic on C\R, then f ∈ N−kκ . Find index k.
(i) The first case. Let n = 2m+ 1 in (2.9), then

f(z)

z
= −

1

∣∣∣∣∣∣∣∣− za0(z)− 1

a1(z)

z

− · · · −
1

∣∣∣∣∣∣∣∣− za2m(z)− 1

a2m+1(z)

z

.
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Setting

φm(z) = − 1

−za2m(z)− 1

a2m+1(z)

z

= − 1

−za2m(z)− 1

a2m+1(z)− a2m+1(0)

z
+
a2m+1(z)

z

,

by Proposition 1.1, φm ∈ Nk̃m
, where the index k̃m is defined by

k̃m ≤ k2m + k2m+1 + k0m,

where the indices k2m, k2m+1 and k0m can be calculated by

k2m = κ−(−za2m(z)), k2m+1 = κ−

(
a2m+1(z)− a2m+1(0)

z

)
,

k0m =

{
1, if a2m+1(0) > 0;
0, if a2m+1(0) < 0.

So, let φm−1 is defined by

φm−1(z) = −
1

−za2m−2(z)−
1

a2m−11(z)

z
+ φm(z)

= − 1

−za2m−2(z)−
1

a2m−1(z)− a2m−1(0)
z

+
a2m−1(z)

z
+ φm(z)

.

Due to Proposition 1.1, φm−1 ∈ Nk̃m−1
, where the index k̃m−1 is

k̃m ≤ k2m−2 + k2m−11k2m + k2m+1 + k0m−1 + k0m,

where the indices k2m−2, k2m−1 and k0m are defined by

k2m−2 = κ−(−za2m−2(z)), k2m−1 = κ−

(
a2m−1(z)− a2m−1(0)

z

)
,

k0m =

{
1, if a2m−1(0) > 0;
0, if a2m−1(0) < 0.

By induction, we obtain the sequence φm, φm−1, ..., φ1, where φ1(z) = f(z)
z and φ1 ∈ Nk and

k is defined by (4.45)–(4.46). Therefore, the function f ∈ N−kκ , where the indices κ and k are
generated by (4.45)–(4.46).

(ii) The second case. Let n = 2m+ 2 in (2.9), then

f(z)

z
= −

1

∣∣∣∣∣∣∣∣− za0(z)− 1

a1(z)

z

− · · · −
1

∣∣∣∣∣∣∣∣− za2m(z)− 1

a2m+1(z)

z

−
1

∣∣∣∣∣∣∣∣− za2m+2(z)

.
.
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Let us set

φm+1(z) = −
1

−za2m+2(z)
.

By Proposition 1.1, φm+1 ∈ Nk2m+2 , where k2m+2 = κ−(−za2m+2(z)). The next step, we apply
the first case (i) and obtain f ∈ N−kκ , where the indices κ and k satisfy (4.45)–(4.46). This
completes the proof. �

Corollary 4.9. Let the rational function f(z) =
Q0(z)

P0(z)
be the meromorphic on C\R, where deg(P0) =

n0, deg(Q0) = m0 and n0 ≤ m0. Then f admits representation

(4.47) f(z) = a−1(z)−
1|

| − a0(z)
− 1|
|a1(z)

− · · · − 1|
|(−1)n+1an(z)

.

Furthermore, f belongs to the class N−kκ , such that

(4.48) κ =

n∑
j=−1

κj and k ≤
n∑

i=−1
ki +

[n/2]∑
i=−1

k0i ,

where the indices κi, ki and k0i can be found by

k2i = κ−(−za2i(z)), κi = κ−((−1)i+1ai(z)), k
0
i =

{
1, a2i+1(0) > 0;
0, a2i+1(0) < 0,

k−1 = κ−1

(
a−1(z)− a−1(0)

z

)
, k2i+1 = κ−

(
a2i+1(z)− a2i+1(0)

z

)
.

(4.49)

Proof. Suppose the rational function f(z) =
Q0(z)

P0(z)
is the meromorphic on C\R, where deg(P0) =

n0, deg(Q0) = m0 and n0 ≤ m0. By Euclidean algorithm, the function f admits representation
(4.41).

We can rewrite the ratio a−1(z)
z as

a−1(z)

z
=
a−1(z)− a−1(0)

z
+
a−1(0)

z
.

By Proposition 1.1 and Proposition 1.2, a−1 ∈ N
−k̃−1
κ−1 , where k̃−1 ≤ k−1+k0−1 and κ−1, k−1, k0−1

are defined by (4.49).
By Proposition 4.3, (f − a−1) ∈ Nk̃

κ̃ , where the indices κ̃ and k̃ are defined by formu-

las (4.45)–(4.46). Therefore, the rational function f(z) =
Q0(z)

P0(z)
belongs to the class N−kκ and

the formulas (4.48)–(4.49) hold. This completes the proof. �

Theorem 4.5. Let τ ∈ N−k
∗

κ∗ and let f(z) =
Q0(z)

P0(z)
+ τ(z), where the P0 and Q0 are polynomials,

such that deg(P0) = n0, deg(Q0) = m0 and m0 < n0. Then f ∈ N−kκ , where

(4.50) κ ≤ κ∗ +
n∑
j=0

κj and k ≤ k∗ +
n∑
i=0

ki +

[n/2]∑
i=0

k0i ,

where the indices κi, ki and k0i can be found by (4.46)

Proof. This proof is based on Proposition 4.4 and Proposition 1.1. �
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ABSTRACT. As one new result, for a symmetric Toeplitz sinc n× n-matrix A(t) depending on a parameter t, lower
estimates (tending to infinity as t vanishes) on the pertinent condition number are derived. A further important finding
is that prior to improving the obtained lower estimates it seems to be more important to determine the lower bound on
the parameter t such that the smallest eigenvalue µn(t) ofA(t) can be reliably computed since this is a precondition for
determining a reliable value for the condition number of the Toeplitz sinc matrix. The style of the paper is expository
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1. Introduction

This paper is organized as follows. In Section 2, a symmetric Toeplitz sinc n×n-matrix A(t) =
An(t) is defined and the problem with its pertinent condition number κ2(t) is described. The
entries of this n×n-matrix are made up of s(0) := 1 and s(jt) := sin(jπt)/(jπt), j = 1, . . . , n−1
and are investigated for 0 < t < 1. Such a matrix appears frequently in the study of minimum
phase filter designs [10] and numerical integration/differentiation of bandlimited systems [11].
As properties of the matrices A(t), we found that the limit limt→0 A(t) = A exists and also that,
for the eigenvalues µj(t), j = 1, . . . , n of A(t), the limits limt→0 µj(t) = µj = µj(A), j = 1, . . . , n
exist and, further, that the values of the entries of A and µj , j = 1, . . . , n can be given explicitly.
In Section 3, two-sided estimates on µj(t), j = 1, . . . , n are derived. The eigenvalues are arranged
according to µ1(t) ≥ · · · ≥ µn(t) and µ1 ≥ · · · ≥ µn. In Section 4, two upper bounds on the
smallest eigenvalue µn(t) are obtained. Thereby, in Section 5, three lower estimates on the
condition number κ2(t) = µ1(t)/µn(t) can be derived. These lower bounds are new and tend to
infinity as t tends to zero. For comparison reasons, in Section 6, a lower bound on µ1(t) and an
upper bound on µn(t) are stated from a paper of D. Hertz delivering an upper bound on the
condition number. Section 7 contains numerical verifications of the obtained estimates on κ2(t)
for some examples. In Section 8, linearly independent eigenvectors of the matrix A = limt→0 A(t)
are derived that form a basis of Rn. Then, in Section 9, appropriate computational methods
for the determination of µn(t) and µ1(t) are presented, and in Section 10, these computational
methods are applied to a series of matrices A(t) = An(t). Finally, Section 11 contains the
conclusions followed by the References.
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2. Some Properties of a Toeplitz Sinc Matrix A(t)

A Toeplitz sinc matrix is defined as

(2.1) A(t) = An(t) =


s(0) s(t) s(2 t) · · · s((n− 2) t) s((n− 1) t)
s(t) s(0) s(t) · · · s((n− 3) t) s((n− 2) t)
s(2 t) s(t) s(0) · · · s((n− 3) t)

...
s((n− 1) t) s((n− 2) t) · · · s(t) s(0)

 ,
where 0 < t < 1 and s(0) = 1 as well as s(t) = sinc(t) = sin(πt)/(πt). From [9, Theorem 2.2],
it follows that this matrix is positive definite by setting there t1 = 0, ti = (i− 1) t, i = 2, . . . , n
and taking into account that s(-t)=s(t) for 0 < t < 1. As t gets smaller, the condition number
of this matrix deteriorates quickly. The question that one might ask therefore is: Can one find
a way to estimate the largest and smallest eigenvalues of this matrix? This would help us to
monitor the condition number of the above Toeplitz sinc matrix and is the starting point of our
investigation.

The following theorem presents some properties of the matrices A(t).

Theorem 2.1. Let the matrix A(t) = An(t) in (2.1) be given. Further, let the eigenvalues
µj(t) = µj(A(t)) = µj(An(t)) be arranged according to
(2.2) µ1(t) ≥ µ2(t) ≥ · · · ≥ µn(t).
Then, the limits
(2.3) A := lim

t→0
A(t)

as well as
(2.4) µj = µj(A) := lim

t→0
µj(t) = lim

t→0
µj(A(t)), j = 1, . . . , n

exist and

(2.5) A = An = lim
t→0

A(t) = lim
t→0

An(t) =



1 1 1 · · · 1 1
1 1 1 · · · 1 1
1 1 1 · · · 1 1

...
1 1 1 · · · 1 1


.

Further, the limits in (2.4) are eigenvalues of A, and with appropriate enumeration of the eigen-
values µj := µj(A), j = 1, . . . , n, one has
(2.6) lim

t→0
µ1(A(t)) = lim

t→0
µ1(An(t)) = µ1(A) = µ1 = n,

(2.7) lim
t→0

µj(A(t)) = lim
t→0

µj(An(t)) = µj(A) = µj = 0, j = 2, . . . , n.

Proof. (2.5): The Toeplitz matrix A(t) = An(t) ∈ Rn×n according to (2.1) reads

A(t) = An(t) =


s(0) s(t) s(2 t) · · · s((n− 2) t) s((n− 1) t)
s(t) s(0) s(t) · · · s((n− 3) t) s((n− 2) t)
s(2 t) s(t) s(0) · · · s((n− 3) t)

...
s((n− 1) t) s((n− 2) t) · · · s(t) s(0)
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for 0 < t < 1 and s(0) := limt→0 s(t) := limt→0 sinc(t) := limt→0 sin(π t)/(π t) = 1. From this,
apparently (2.5) follows.

(2.6) and (2.7): This is seen as follows. Matrix A = An in (2.5) is a rank-one symmetric
matrix. Hence, there is only one non-zero eigenvalue, namely µ1(A), and therefore µ1(A) must
equal tr(A) = n. Since the limits limt→0 µj(t) exist and are equal to µj for j = 1, . . . , n if one
chooses an appropriate enumeration, the assertion follows.

(2.3): This follows immediately from (2.5).
(2.4): This follows immediately from (2.6) and (2.7).
So, on the whole, Theorem 2.1 is proven. �

For later use, we arrange the eigenvalues µj = µj(A) according to
(2.8) µ1 ≥ · · · ≥ µn.

Remark 2.1. Another elementary proof of Theorem 2.1 will be given at the end of Section 3.

Remark 2.2. Theorem 2.1 also follows from [4, Theorem 17, p. 263] that is a much more
general result.

3. Two-Sided Estimates on the Eigenvalues µj(t), j = 1, . . . , n of A(t)

(i) Upper Estimate on µ1(t) According to [5, Section 5.4, Formula (7), p. 89], we have

µ1(t) = |µ1(t)| ≤ ‖A(t)‖∞ = max
j=1,··· ,n

n∑
k=1
|ajk(t)| .

Now,
s((n− 1) t) < · · · < s(2 t) < s(t) < s(0) = 1

yielding the upper estimate

(3.9) 0 < µ1(t) ≤
n−1∑
k=0

1 = n.

(ii) Lower Estimate on µ1(t)
We use [5, Section 5.4, Formula (28), p. 94]. Thereby, employing (2.2) and (2.8),

|µ1 − µ1(t)| ≤ ‖A−A(t)‖∞ = max
j=1,··· ,n

n∑
k=1
|ajk − ajk(t)|

with
(3.10)

A−A(t)

=


0 1− s(t) 1− s(2 t) · · · 1− s((n− 2) t) 1− s((n− 1) t)

1− s(t) 0 1− s(t) · · · 1− s((n− 3) t) 1− s((n− 2) t)
1− s(2 t) 1− s(t) 0 · · · 1− s((n− 3) t)

...
1− s((n− 1) t) 1− s((n− 2) t) · · · 1− s(t) 0

 .
Because of

1 > s(t) > s(2 t) > · · · > s((n− 1) t),
we obtain

−s(t) < −s(2 t) < · · · < −s((n− 1) t)
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and thus
(3.11) 1− s(t) < 1− s(2 t) < · · · < 1− s((n− 1) t).

Therefore,
µ1(t) = µ1(t)− µ1 + µ1 ≥ µ1 − |µ1 − µ1(t)|

≥ µ1 − ‖A−A(t)‖∞ ≥ µ1 − n [1− s((n− 1) t)]
= n− n [1− s((n− 1) t)] = n s((n− 1) t)

so that we obtain the lower estimate
(3.12) µ1(t) ≥ n s((n− 1) t) .

(iii) Two-Sided Estimate on µ1(t)
On the whole, we have the two-sided estimate

(3.13) n s((n− 1) t) ≤ µ1(t) ≤ n .
(iv) Two-Sided Estimates on µj(t), j = 2, . . . , n

Since µj = 0, j = 2, . . . , n, one has

0 < µj(t) = | − µj(t)| = |µj − µj(t)| ≤ ‖A−A(t)‖∞ ≤ max
j=1,...,n

n∑
k=1
|ajk − ajk(t)|.

Along with (3.10) and (3.11), we herewith conclude that
(3.14) 0 < µj(t) < (n− 1) [1− s((n− 1) t)], j = 2, . . . , n .

(v) Elementary Proof of limt→0 µ1(t) = n

Taking the limit as t→ 0 in the two-sided estimate (3.13), we get
(3.15) lim

t→0
µ1(t) = n

since
lim
t→0

s((n− 1) t) = 1 .

(vi) Elementary Proof of limt→0 µj(t) = 0, j = 2, . . . , n
Taking the limit as t→ 0 in the two-sided estimate (3.14), we get

(3.16) lim
t→0

µj(t) = 0, j = 2, . . . , n

since
lim
t→0

s((n− 1) t) = 1 .

(vii) Elementary Proof of limt→0 µ1(t) = µ1 = n
One has the chain of implications

det(A(t)− µ1(t) I) = 0
⇒

lim
t→0

det(A(t)− µ1(t) I) = 0
⇒

det(lim
t→0

A(t)− lim
t→0

µ1(t) I) = 0
⇒

det(A− lim
t→0

µ1(t) I) = 0.

Thus, lim
t→0

µ1(t) is an eigenvalue of A that is denoted by µ1. Therefore,

det(A− µ1 I) = 0.
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Together with
µ1 = n,

one obtains
(3.17) lim

t→0
µ1(t) = n = µ1 .

(viii) Elementary Proof of limt→0 µj(t) = µj = 0, j = 2, . . . , n
The Proof is similar to that in (vii).

Remark 3.3. The points (v) - (viii) deliver an elementary proof of Theorem 2.1. This is
because they show that the limits lim

t→0
µj(t), j = 1, . . . , n exist and are eigenvalues of A. In

particular, the elementary proof is independent of [4] the application of which is in a way like
using a sledge-hammer to crack a nut.

4. Two Upper Estimates on Smallest Eigenvalue µn(t)

(i) First Upper Estimate
As is known,

0 < |A(t)| := det(A(t)) = µ1(t)µ2(t) · · · µn(t) < 1
at least for sufficiently small t in 0 < t < 1 since from Section 3 we know that µj =
µj(A) = 0, j = 2, . . . , n so that in particular µn(t)→ 0 as t→ 0. This entails

0 < [µn(t)]n ≤ |A(t)| < 1
for 0 < t ≤ t1 with sufficiently small t1 or the first upper estimate

(4.18) 0 < µn(t) ≤ |A(t)| 1
n < 1

for 0 < t ≤ t1 with sufficiently small t1.
(ii) Second Upper Estimate

The derivation of the second upper estimate is based on [3, Corollary 8.1,4, p.411]
that, in turn, is proven in [8, pp. 103-104] using the Courant-Fischer Minimax Theorem.
The cited corollary is called Theorem 4.2 here and, in our notation, reads as follows:

Theorem 4.2. If Ar denotes the leading r-by-r principal submatrix of an n-by-n symmetric
matrix A, then for r = 1 : n− 1 the following interlacing property holds:

µr+1(Ar+1) ≤ µr(Ar) ≤ µr(Ar+1) ≤ · · · ≤ µ2(Ar+1) ≤ µ1(Ar) ≤ µ1(Ar+1) .

For r = n− 1, Theorem 4.2 delivers
µn(An) ≤ µn−1(An−1),

where An = A. Now, we apply the last estimate to the Toeplitz sinc matrix (for short: Tsinc
matrix) A(t) = An(t) ∈ Rn×n and remark that the leading (n− 1)× (n− 1) submatrix of this
matrix is the Tsinc matrix An−1(t). This entails the chain of inequalities

µn(An(t)) ≤ µn−1(An−1(t)),

µn−1(An−1(t)) ≤ µn−2(An−2(t)),
· · ·

µ3(A3(t)) ≤ µ2(A2(t)),
where

µ2(A2(t)) = 1− s(t)
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and
µ1(A2(t)) = 1 + s(t)

which follows from
|A2(t)− µ(t)I| =

∣∣∣∣ 1− µ(t) s(t)
s(t) 1− µ(t)

∣∣∣∣ = 0 .

This yields the second upper estimate

(4.19) 0 < µn(t) := µn(An(t)) ≤ 1− s(t), 0 < t < 1 .

5. Three Lower Estimates on Condition Number κ2(t) := µ1(t)/µn(t)

(i) First Lower Estimate on κ2(t)
From the first upper estimate on µn(t), we obtain

1
µn(t) ≥

1
|A(t)| 1

n

> 1

for 0 < t ≤ t1 with sufficiently small t1. This yields the first lower estimate

(5.20) κ2(t) = µ1(t)/µn(t) ≥ n s((n− 1) t)
|A(t)| 1

n

:= e1(t)

for 0 < t ≤ t1 with sufficiently small t1.
(ii) Second Lower Estimate on κ2(t)

From the second upper estimate on µn(t), we obtain
1

µn(t) ≥
1

1− s(t)
for 0 < t ≤ t1 with sufficiently small t1. This yields the second lower estimate

(5.21) κ2(t) = µ1(t)/µn(t) ≥ n s((n− 1) t)
1− s(t) := e2(t)

for all t in 0 < t < 1.
(iii) Third Lower Estimate on κ2(t)

Combining the preceding results, one gets the third lower estimate

(5.22) κ2(t) = µ1(t)/µn(t) ≥ max{e1(t), e2(t)} := e3(t)

for 0 < t ≤ t1 with sufficiently small t1.

6. Bounds Stated by D. Hertz and Application

In this section, we apply the bounds on the extreme eigenvalues of Toeplitz matrices stated
in [1] to our symmetric Toeplitz matrix A(t) defined in (2.1). As application, one obtains upper
bounds on κ2(t) = µ1(t)/µn(t).

Let

(6.23) a(t) = [a1(t), a2(t), . . . , an(t)], 0 < t < 1

be the first row of A(t), and define

(6.24) ã(t) := [a1(t), |a2(t)|, . . . , |an(t)|], 0 < t < 1.

From (2.1), we have

(6.25) ã(t) = a(t), 0 < t < 1.
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Further, define

(6.26) λk = −λk = 2 cos
(

π

floor[(n− 1)/(k − 1)] + 2

)
, k = 2, . . . , n.

As in Section 2, we assume that the eigenvalues µk(t), k = 1, . . . , n are arranged according
to (2.2). Then, one has, in our notation, the following theorem.

Theorem 6.3. The maximal eigenvalue µ1(t) of the symmetric Toeplitz matrix A(t) in (2.1) is
bounded from above by the inner product
(6.27) µ1(t) ≤ (a(t), w), 0 < t < 1,
where a(t) is as in (6.23) and the vector w is defined by
(6.28) w = [1, λ2, . . . , λn]
and λk is as in (6.26).

Proof. The theorem is a direct consequence of [1, Theorem 1]. �

Remark 6.4. Theorem 6.3 can hold only if (a(t), w) > 0, of course.

Further, one has the following theorem.

Theorem 6.4. The minimal eigenvalue µn(t) of the symmetric Toeplitz matrix A(t) in (2.1) is
bounded from below by the inner product
(6.29) µn(t) ≥ (a(t), w), 0 < t < 1,
where a(t) is as in (6.23) and the vector w is defined by
(6.30) w = [1, λ2, . . . , λn].
Note that using (6.26), we obtain
(6.31) w = [1,−λ2, . . . ,−λn].

Proof. The theorem is a direct consequence of [1, Theorem 2]. �

Remark 6.5. Theorem 6.4 can hold only if (a(t), w) > 0, of course.

Remark 6.6. From Theorems 6.3 and 6.4, we get the upper estimates
(6.32) κ2(t) = µ1(t)/µn(t) ≤ (a(t), w)/(a(t), w), 0 < t < 1
provided that (a(t), w) > 0 and (a(t), w) > 0 for 0 < t < 1.

7. Numerical Verification of the Estimates on κ2(t) := µ1(t)/µn(t) for Some
Examples

In this section, we present estimates on κ2(t) = µ1(t)/µn(t) for fixed t = 0.1 and n = 2, . . . , 6.
For this, corresponding Matlab computations were carried out. The expressions e1(t), e2(t), e3(t)

are estimates from below (tending to ∞ as n→∞ and t→ 0) on κ2(t), expression e4(t) is de-
fined as condition number κ2(t) = µ1(t)/µn(t), whereas expression e5(t) is an estimate from
above on κ2(t) provided that (a(t), w) > 0 and (a(t), w) > 0. Its derivation follows from two
theorems stated by D. Hertz. The pertinent upper estimate should at least be positive since
κ2(t) is so. But, it turns out to be negative since (a(t), w) < 0 for n ≥ 3. Consequently, e5(t)
cannot deliver an upper bound on κ2(t).

In the following estimate e1(t), the determinant |A(t)| = det(A(t)) enters. This is computed in
two ways, namely first with Matlab routine det and second, for comparison reasons, as a product
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of the eigenvalues of A(t). From numerical considerations, it is clear that the determination of
|A(t)| can be achieved through elementary operations by casting matrix A(t) into triangular
form without changing the determinant so that the product of the diagonal elements gives the
determinant. We think that this technique is behind the Matlab routine det. The second
way via the product of the eigenvalues that is computationally much more costly is used only
for comparison reasons. This is because if one computes the determinant via the product of
eigenvalues µj(t), j = 1, . . . , n, then one has immediately κ2(t) = µ1(t)/µn(t) and needs no
estimates.

Now, the details of the computations follow.
For n = 2, we obtain

A(t) =
[

1.000000000000000 0.983631643083466
0.983631643083466 1.000000000000000

]
,

µ(t) =
[

0.016368356916534
1.983631643083466

]
,

d(n, t) := µ1(t)µ2(t) = 0.032468790724921,
|A(t)| = det(A(t)) = det(An(t)) = 0.032468790724921,

and 
e1(t)
e2(t)
e3(t)
e4(t)
e5(t)

 :=


n s((n− 1)t)/|A(t)| 1

n

n s((n− 1)t)/(1− s(t))
max{e1(t), e2(t)}
µ1(t)/µn(t)

(a(t), w)/(a(t), w)

 =


10.917656600748638
1.201869739399289 ×102

1.201869739399289 ×102

1.211869739399293 ×102

1.211869739399306 ×102

 .
For n = 3, we obtain

A(t) =

 1.000000000000000 0.983631643083466 0.935489283788639
0.983631643083466 1.000000000000000 0.983631643083466
0.935489283788639 0.983631643083466 1.000000000000000

 ,
µ(t) =

 0.000145422566712
0.064510716211361
2.935343861221926

 ,
d(n, t) :=

n∏
j=1

µ1(t) . . . µj(t) = 0.032468790724921,

|A(t)| = det(A(t)) = det(An(t)) = 0.032468790724921,
and 

e1(t)
e2(t)
e3(t)
e4(t)
e5(t)

 :=


n s((n− 1)t)/|A(t)| 1

n

n s((n− 1)t)/(1− s(t))
max{e1(t), e2(t)}

n s((n− 1)t)/(1− s(t))
µ1(t)/µn(t)

(a(t), w)/(a(t), w)

 =


92.936401783180301
1.714569071090478 ×102

1.714569071090478 ×102

2.018492677986877 ×102

−2.507665165149629

 .
For n = 4, we obtain

A(t) =


1.000000000000000 0.983631643083466 0.935489283788639 0.858393691334140
0.983631643083466 1.000000000000000 0.983631643083466 0.935489283788639
0.935489283788639 0.983631643083466 1.000000000000000 0.983631643083466
0.858393691334140 0.935489283788639 0.983631643083466 1.000000000000000

 ,
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µ(t) =


0.000001113119258
0.000870415161304
0.157973552463136
3.841154919256300

 ,
d(n, t) :=

n∏
j=1

µ1(t) . . . µj(t) = 5.879147433554857× 10−1,

|A(t)| = det(A(t)) = det(An(t)) = 5.879147434765446× 10−1,

and 
e1(t)
e2(t)
e3(t)
e4(t)
e5(t)

 :=


n s((n− 1)t)/|A(t)| 1

n

n s((n− 1)t)/(1− s(t))
max{e1(t), e2(t)}
µ1(t)/µn(t)

(a(t), w)/(a(t), w)

 =


6.972971989701032 ×102

2.097690551864878 ×102

6.972971989701032 ×102

3.450802681898942 ×106

−1.838422415548006

 .
For n = 5, we obtain

A(t) =


1.000000000000000 0.983631643083466 0.935489283788639 0.858393691334140 0.756826728640657
0.983631643083466 1.000000000000000 0.983631643083466 0.935489283788639 0.858393691334140
0.935489283788639 0.983631643083466 1.000000000000000 0.983631643083466 0.935489283788639
0.858393691334140 0.935489283788639 0.983631643083466 1.000000000000000 0.983631643083466
0.756826728640657 0.858393691334140 0.935489283788639 0.983631643083466 1.000000000000000

 ,

µ(t) =


0.000000008008103
0.000008896854399
0.003035674827786
0.307675090716305
4.689280329593409

 ,

d(n, t) :=
n∏

j=1
µ1(t) . . . µj(t) = 3.120469248845038× 10−16,

|A(t)| = det(A(t)) = det(An(t)) = 3.120469141684447× 10−16,

and 
e1(t)
e2(t)
e3(t)
e4(t)
e5(t)

 :=


n s((n− 1)t)/|A(t)| 1

n

n s((n− 1)t)/(1− s(t))
max{e1(t), e2(t)}
µ1(t)/µn(t)

(a(t), w)/(a(t), w)

 =


4.776639739123309 ×103

2.311859194236440 ×102

4.776639739123309 ×103

5.855669475721616 ×108

−1.549163591209945

 .
For n = 6, we obtain

A(t) =


1.000000000000000 0.983631643083466 0.935489283788639 0.858393691334140 0.756826728640657 0.636619772367581
0.983631643083466 1.000000000000000 0.983631643083466 0.935489283788639 0.858393691334140 0.756826728640657
0.935489283788639 0.983631643083466 1.000000000000000 0.983631643083466 0.935489283788639 0.858393691334140
0.858393691334140 0.935489283788639 0.983631643083466 1.000000000000000 0.983631643083466 0.935489283788639
0.756826728640657 0.858393691334140 0.935489283788639 0.983631643083466 1.000000000000000 0.983631643083466
0.636619772367581 0.756826728640657 0.858393691334140 0.935489283788639 0.983631643083466 1.000000000000000

 ,

µ(t) =


0.000000000055683
0.000000080040530
0.000039987658742
0.008055094169584
0.521314905500388
5.470589932575071

 ,
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d(n, t) :=
n∏

j=1
µ1(t) . . . µj(t) = 4.094114597934044× 10−24,

|A(t)| = det(A(t)) = det(An(t)) = 4.094097171079637× 10−24,

and
e1(t)
e2(t)
e3(t)
e4(t)
e5(t)

 :=


n s((n− 1)t)/|A(t)| 1

n

n s((n− 1)t)/(1− s(t))
max{e1(t), e2(t)}
µ1(t)/µn(t)

(a(t), w)/(a(t), w)

 =


3.019986597952274 × 104

2.333599306077634 × 102

3.019986597952274 × 104

9.824603336342802 × 1010

−1.460059391749488

 .
Discussion of the Computational Results on the Estimates on κ2(t) := µ1(t)/µn(t) for the
Examples

The computational results underpin the theoretical findings. In particular, they show that the
lower estimates e1(t), e2(t), e3(t) on e4(t) = κ2(t) = µ1(t)/µn(t) tend to ∞ as t → 0, as it
must be. Further, apparently expression e3(t) is the best lower bound out of the lower bounds
ej(t), j = 1, 2, 3. But, with growing dimension n, it underestimates the condition number
κ2(t) = µ1(t)/µn(t) significantly. In order to find out more on the reason for this, in the
next sections, it will be investigated for what values of t and to how many decimal places the
eigenvalues µ1(t), µn(t), and the condition number κ2(t) = µ1(t)/µn(t) can be determined. We
hope that the pertinent results will deliver upper bounds on n and lower bounds on t that form
estimates for the applicability of the best estimate e3(t) on e4(t) = κ2(t).

The estimates stated by D. Hertz for n ≥ 3 are not applicable since (a(t), w) < 0 for n ≥ 3.

8. The Eigenvectors of A = limt→0 A(t)

For symmetric matrices A(t) and A, when A(t) → A (t → 0), one uses, as a rule, the eigen-
vectors of A(t) associated with an eigenvalue µ(t) of A(t) as an approximation of an eigenvector
of A provided the eigenvectors of A(t) can be determined much easier than those of A. Here, it
is almost the other way around. The reason for this is that the eigenvalues of matrix A can be
determined very simply, and various linearly independent associated eigenvectors can likewise
be determined very easily.

This will be shown in the present section.
In the next section, these eigenvectors of A will be used as initial vectors for the power method

resp. the inverse power method to compute µ1(t) resp. µn(t).
Now, the computational details follow. n = 3:
(i) Determination of the eigenvector w1 associated with µ1 = 3
One has

A =

 1 1 1
1 1 1
1 1 1


so that

A =

 1 1 1
1 1 1
1 1 1

  1
1
1

 =

 3
3
3

 = 3

 1
1
1

 .
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Therefore, the eigenvector w1 pertinent to µ1 = 3 is equal to

w1 = e :=

 1
1
1

 .
The associated normed eigenvector reads

w1 = 1√
3

 1
1
1

 ∈ R3.

The generalization to the case A ∈ Rn×n clearly is

w1 = 1√
n

 1
...
1

 ∈ Rn.

(ii) Determination of the eigenvector w2 and w3 associated with µ2 = 0 and µ3 = 0
From

A =

 1 1 1
1 1 1
1 1 1

  v1
v2
v3

 = 0

 v1
v2
v3

 =

 0
0
0

 ,
we obtain

v1 + v2 + v3 = 0
or

v3 = −v1 − v2.

v1 = 1, v2 = 1:
With these values,

v =

 v1
v2

−v1 − v2

 =

 1
1
−2

 .
v1 = 1, v2 = −1:

With these values,

v =

 v1
v2

−v1 − v2

 =

 1
−1
0

 .
The normed eigenvectors are thus

w1 = 1√
3

 1
1
1

 , w2 = 1√
6

 1
1
−2

 , w3 = 1√
2

 1
−1
0

 .
Apparently,

(wj , wk) = δj,k, j, k = 1, 2, 3 .
There are other eigenvectors, for example,

w1 = 1√
3

 1
1
1

 , w2 = 1√
2

 0
1
−1

 , w3 = 1√
2

 −1
0
1

 .
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n = 5: Let

w1 = 1√
5


1
1
1
1
1

 , w2 = 1√
2


0
1
−1
0
0

 , w3 = 1√
2


0
0
1
−1
0

 , w4 = 1√
2


0
0
0
1
−1

 , w5 = 1√
2


−1
0
0
0
1

 .

Then, w1 ∈ Rn = R5 is a normed eigenvector corresponding to the largest eigenvalue µ1 = n = 5
of A ∈ Rn×n = R5×5, whereas wj , j = 2, . . . , n = 5 are linearly independent normed eigenvectors
corresponding to the eigenvalues µj = 0, j = 2, . . . , n = 5 that are linearly independent, but not
pairwise orthogonal. However, one has

(w1, wj) = 0, j = 2, . . . , 5 .
Let

e±1 =


1
−1

0
0
0

 , e±2 =


0
1
−1

0
0

 , e±3 =


0
0
1
−1

0

 , e±4 =


0
0
0
1
−1

 , e±5 =


−1

0
0
0
1

 ∈ Rn = R5

and

e =


1
1
1
1
1

 ∈ Rn = R5.

Then, the components of e±j , j = 2, 3, 4, 5 are cyclic permutations of e±1:
e±2 = P (23451)(e±1), e±3 = P (34512)(e±1), e±4 = P (45123)(e±1), e±5 = P (51234)(e±1)

so that
w1 = 1√

5
e, w2 = 1√

2
e±2, w3 = 1√

2
e±3, w4 = 1√

2
e±4, w5 = 1√

2
e±5.

A set of pairwise orthogonal eigenvectors can be obtained when we apply Schmidt’s orthogonal-
ization method to these linear independent eigenvectors wj , j = 1, . . . , 5.

The generalization from n = 5 to arbitrary n ∈ N of eigenvectors wj , j = 1, . . . , n as above
can be done in a straightforward way.

9. Appropriate Computational Methods for the Determination of µn(t) and µ1(t)

Since µn(t) → 0 (t → 0) and µ1(t) → n (t → 0), it is clear that κ2(t) → ∞ (t → 0) which
posed the problem to determine lower estimates on κ2(t). A related important question is how
µn(t) and µ1(t) can be computed such that the outcome is reliable.

For the determination of the largest eigenvalue µ1(t) of A(t) ∈ Rn×n, the power method
is appropriate as described, for example, in [5, Section 10.1.1] and for compact symmetric
operators in [7, Section 7]. As initial vector x0 ∈ Rn, one can use every non-zero real n-vector.
However, the eigenvector w1 = (1/

√
n) [1, . . . , 1]T ∈ Rn corresponding to µ1 = µ1(A) seems to

be especially advantageous as initial vector x0.
For the determination of the smallest eigenvalue µn(t) of A(t), the inverse iteration can be

used as described in [5, Section 10.1.3]. This is a modification of the power method where the
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n t µn(t) µ1(t)
5 0.1 0.800810× 10−10 4.68928
10 0.3 0.586776× 10−12 3.33055
15 0.6 0.669565× 10−8 1.66666

Table 1. Computational Results for µn(t) and µ1(t)

power method is applied to the inverse of a non-singular matrix. For short, we call this method
inverse power method.

Based on these methods, pertinent Matlab programs were developed. For comparative rea-
sons, also Matlab routine eig.m is applied that computes not only the largest and smallest
eigenvalues of a square matrix, but all eigenvalues which is computationally disadvantages, of
course.

10. Application of the Computational Methods to a Series of Matrices A(t)

First, with the inverse power method mentioned in Section 9, for n = 5, 10, 15 and t = 0.1,
we tried to determine the smallest eigenvalues µn(t). For n = 5 and t = 0.1, this was possible.
For n = 10 and t = 0.1, the developed Matlab program issued the error code NaN meaning
Not a Number. This error code is typically put out by Matlab, for instance, when a division
by zero is tried. For short, the determination of µn(t) by the inverse power method was not
possible for n = 10 and t = 0.1. It was neither possible for n = 10 and t = 0.2. However,
the determination of µn(t) was possible for n = 10 and t = 0.3. Similarly for n = 15 and
t = 0.1, . . . , 0.5, µn(t) could not be determined by the inverse power method. However, µn(t)
could be successfully determined for n = 15 and t = 0.6.

Further, for all those pairs (n, t) the smallest eigenvalues µn(t) could be computed successfully
for, also the pertinent largest eigenvalues µ1(t) could be determined by the power method. In
Table 1, the computational results are compiled. For comparison reasons, we applied also the
Matlab routine eig.m.

For n = 5, t = 0.1, we obtained the following vector of not-arranged eigenvalues
µ(t) = [−0.1224, −0.6286, −0.5261, 0.3238, 0.4326]T .

Since µj(t) < 0, j = 1, 2, 3, program eig.m delivers a false result without issuing a warning or
error code.

For n = 10, t = 0.3, we obtained the following vector of not-arranged eigenvalues

µ(t) = [0.0075, −0.1683, −0.4915, −0.2763, 0.2189, 0.2698, „; 0.3038, −0.2039,
−0.3721, 0.0683]T .

Since µj(t) < 0, j = 2, 3, 4, 8, 9, program eig.m delivers a false result without issuing a warning
or error code.

For n = 15, t = 0.6, we obtained the following vector of not-arranged eigenvalues

µ(t) = [0.0037, 0.0758, −0.3355, 0.2519, 0.2716, 0.1537, 0.0616, −0.0000,
0.0219, −0.0291, 0.1980, −0.4128, 0.2169, 0.0254, −0.0006]T .

Since µj(t) < 0, j = 3, 8, 10, 12, 15, program eig.m delivers a false result without issuing a
warning or error code.

As we see, the computation of µj(t), j = 1, . . . , n by the Matlab routine eig.m is not only
costly since it computes all eigenvalues, but it also delivers false results without any error warn-
ing.
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n t = t µn(t) µ1(t)
5 0.004256 0.01148× 10−17 4.999
10 0.3300 0.3514× 10−11 3.028
15 0.5350 0.1698× 10−10 1.868

Table 2. Determination of minimal t = t in 0 < t < 1 such that µn(t) can be
reliably computed

Consequences of the Computational Results
The computational results of this section shows that the critical point in the determination

of the condition number κ2(t) = µ1(t)/µn(t) is the smallest eigenvalue µn(t) of A(t) = An(t).
As a consequence, instead of trying to derive better closed-form lower estimates on κ2(t) than
those we have already obtained, the efforts should be laid on the reliable computation of the
smallest eigenvalue µn(t) as a function of n and t.

For n = 5, 10, 15, we have determined the minimal t = t up to four significant places such that
µn(t) can be computed by the inverse power method. For these values of t, we then determined
also µ1(t). The results are assembled in Table 2.

11. Conclusions

Starting point of this paper was the aim to derive lower estimates on the condition number
κ2(t) of the symmetric Toeplitz sinc matrix A(t) = An(t). This is of interest since κ2(t) → ∞.
The aim was achieved, but numerical calculations showed that the derived lower estimates signif-
icantly underestimate the condition number with growing n and vanishing t. Thus, this finding
shifted the effort to the problem of effectively and reliably determining the smallest eigenvalue
µn(t) of the symmetric Toeplitz sinc matrix A(t) = An(t). It turned out that the inverse power
method is most appropriate to do this. The pertinent computational experiments showed, for
instance, that for n = 5 and t = 0.1, µn(t) can be determined by this method. But, for n = 10
and t = 0.1 and t = 0.2, this was not possible. However, for n = 10 and t = 0.3, the inverse
power method was successful in determining µn(t). For n = 15 and t = 0.1, . . . , 0.5, again µn(t)
could not be determined, but for n = 15 and t = 0.6, this was possible. These results were
somehow surprising since, for example, t = 0.6 is not near zero so that the problems begin
(depending on n) with much larger values of t than we thought. The reason for the numerical
problems are, of course, that the computations are done with a restricted number of digital
places of the used machine numbers as opposed to the computation with real numbers that have
an unlimited number of places. Comparative computations with the Matlab routine eig.m de-
livered false results for all the mentioned pairs (n,t) since some of the eigenvalues were negative,
which cannot be correct because A(t) is positive definite. The most important implication of
all these results is that, for calculations with machine numbers (i.e., on computers), priority
should be given to the determination of the lower bound t := inf t of the parameter t such that
µn(t) can be reliably computed for 0 < t = inf t ≤ t < 1. This was done for n = 5, 10, 15
with a precision of four significant places by applying the inverse power method. So, one can
also say that, for calculations on computers, the expression lim

t→0
0<t<1

κ2(t) has to be replaced by

lim
t→t

0<t<t<1, t∈M

κ2(t), where M is the set of machine numbers of the used computer, and further that

the problems begin already with around n = 15 in the sense that with n = 15, the minimal
value t = t reads t = 0.5350 > 0.5 indicating that problems must be expected when using
machine numbers, i.e., when using a computer in calculations involving the Tsinc matrix for
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n ≥ 15 such as the solution of a system of linear equations. The calculations were carried out in
single precision. Corresponding computations in double precision might deliver better results,
but were not done because we think that this would not give new insight in the problem. For
information on the effects of finite precision arithmetic on numerical algorithms, the reader is
referred to [2, Chapters 1 and 2] or [6, Sections 13 and 14]. We mention that in the English
translation of the First Edition [5], Sections 13 and 14 are not yet contained.
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