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Abstract: The purpose of this study is to develop Education Value Perception Scale 

(EVPS) based on Bronfenbrenner's Ecological Theory and to investigate its 

psychometric properties according to Classical Test Theory (CTT) and Item 

Response Theory (IRT). The data were collected from 2872 secondary school 

students by stratified purposeful sampling method. Measurement invariance of 

EVPS was tested by multigroup confirmatory factor analysis based on gender, and 

scalar invariance was observed to have been provided. The estimations based on 

IRT were conducted based on Graded Response Model. While high positive 

correlations were found between the item discriminations estimated according to 

different test theories, high negative correlations were identified between item 

means. McDonald’s Omega was calculated to be .79 according to CTT from 

reliability estimation methods, marginal reliability coefficient was determined to 

be .77 according to IRT. In the test-retest applications performed at 20-day 

intervals, the stability coefficient was found to be.81. 

1. INTRODUCTION 

There are many psychological factors affecting students learning, and these factors influence 

education and training process (Özbay, 2018). A student should be motivated in order to 

become successful during education and training process, yet this motivation is not sufficient 

alone. External factors such as teacher feedback and assignments in line with skill level should 

also be appropriate (Kelecioğlu, 1992). As it can be understood, there are external factors 

affecting academic success. Prior studies show that academic success is affected by family 

attitudes, circle of friends, teachers, school dynamics, social environment (Arıcı, 2007; Sarıer, 

2016; Sezgin et al., 2016; Tuncer & Bahadır, 2017). Bronfenbrenner (1977) explains such 

factors affecting academic success and an individual’s interaction with environment under 

Ecological Theory. People interact with the environment where they live during their lives 

actively and passively, and these environmental factors influence people’s development process 

in active and passive manners. As a result of the interaction of an individual with his/her family, 

friends and social environment, changes occur in his/her perceptions. These environmental 

factors are discussed in the Ecological Theory developed by Bronfenbrenner (1977; 1979; 
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1986; 1994). The Ecological Theory argues that there are five systems (microsystem, 

mesosystem, exosystem, macrosystem and chronosystem) surrounding an individual from close 

to far (Bronfenbrenner, 1979). While chronosystem was not mentioned in the first period when 

the theory was coined, its importance was emphasized by Bronfenbrenner (1994) in the 

following periods (Shelton, 2019). Although it was developed in a relatively old period, the 

Ecological Theory still draws interest and continues to develop by current studies (Aliyev et 

al., 2021; Santrock, 2011; Shelton, 2019). The systems explained by the Ecological Theory are 

as follows:  

Microsystem: As the first system of the Ecological Theory, the microsystem refers to anybody 

in the close circle of an individual and with whom s/he has direct contact. Family, friends, 

teachers can be given as examples of microsystem elements. As a result of the relationships an 

individual has with these people, his/her subjective perceptions develop, and these perceptions 

affect an individual’s development (Bronfenbrenner, 1979; Shaffer, 2009). 

Mesosystem: Mesosystem, which is made up of microsystems, focuses on the relationships 

among the elements in the microsystem. This refers to the effect of the interactional relationship 

of at least two elements in the microsystem on an individual’s development (Bronfenbrenner, 

1979). This system may be exemplified by the relationship between a family and teachers, the 

relationship between teachers themselves, the relationship of a family with an individual's 

friends.  

Exosystem: The elements of this system, with whom an individual does not have active 

relationships, affect an individual and his/her immediate circle. The results of events in this 

system influence an individual’s perceptions indirectly (Santrock, 2011). Working environment 

of parents and decisions taken by the school administration can be given as examples of this 

system. 

Macrosystem: In this system, the effect of countries, societies, ideologies, belief systems on an 

individual’s development is examined (Bronfenbrenner, 1979). This system covers important 

decision-makers about the lives of individuals such as those who manage a government or 

education policies, and the elements guiding large masses such as media organs. The decisions 

taken by the elements covered in this system result in what individuals will learn, what kind of 

a life they will live (Shaffer, 2009).  

Chronosystem: Indicating the effect of time change on the development, the chronosystem 

argues that when the properties of an individual change over time, the environment she lives 

also changes (Bronfenbrenner, 1994). This change occurs in two ways: expected changes and 

unexpected changes (Bronfenbrenner, 1986). While the transition between levels in school life, 

entry to business life, marriage, retirement can be given as examples of expected changes, death 

of a relative, immigration, divorce, diseases can be presented as examples of unexpected 

changes. 

There are environmental elements affecting a student’s education in the aforementioned 

Ecological Theory. These elements cause a student to have a perception regarding his/her 

education. The perception of education value is the perception of an individual regarding the 

factors affecting his/her education and the relations between them (Aliyev et al., 2021). 

Investigating peer bullying, its effects, causes and consequences under the Ecological Theory, 

Doğan (2010) emphasized the necessity to develop programs that would raise awareness and 

prevent peer bullying across the country. Hong and Eamon (2012) examined the perceptions of 

students aged between 10-15 about their insecurity of schools according to the microsystem, 

mesosystem and exosystem level of the Ecological Theory. The study concluded that the 

perceptions about the insecurity of schools differed in terms of sociodemographic aspects. 

Espelage (2014) discussed aggression, bullying and victimization of young people in 

accordance with microsystem and mesosystem. He stated the necessity to conduct informative 
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studies for students, school staff, teachers and adults, emphasized the importance of cooperation 

and studies should be carried out in other systems of the Ecological Theory. In their study, 

Özenç and Doğan (2014) developed “Functional Literacy Experience Scale” based upon 

Ecological Theory for 5th grade students with 3 factors and 32 items. Gençtanırım (2015) 

discussed the prevention of adolescent suicides in line with the Ecological Theory. He stated 

the necessity to carry out prevention studies covering each system of the Ecological Theory in 

order to prevent adolescent suicides. Aslantürk (2018) developed the "School Safety Scale" 

consisting of 61 items with 12 factors based on Ecological Theory. Zorbaz and Bilge (2019) 

indicated that the approaches based on the Ecological Theory could be effective on the 

psychosocial skills of delinquent children. Kopan (2019) argued that nutritional habits of 10th 

grade students are associated with all systems of the Ecological Theory, and Ecological Theory 

based studies would urge students to a healthier nutrition. Aliyev et al. (2021) urges that 

perception of education value is among the predictors of academic resilience. 

As seen above, the Ecological Theory is used in many fields, especially in educational 

psychology. In addition, parents consider education of their children valuable before they start 

school and make plans for the future (Mapp, 2002). For this reason, it was considered important 

to measure how children perceive the value given to their education. The reason for developing 

the measurement instrument for secondary school level is the fact that the students at this stage 

are between 10-14 age range and are in a developmental threshold. Secondary school students 

in adolescence are in the period of cognitive and psychosocial development and change (Arı, 

2008). Determination of education perceptions of children in this period is of importance for 

taking required measures and fulfilling responses.  

Dated back to the 20th century, Classical Test Theory (CTT) has been used by many researchers 

and is still used in ability tests, cognitive tests, personality measurements, and psychological 

measurements. In CTT, allowing to achieve true score based on the observed score by focusing 

on the whole test, the less the amount of error in the measurement, the closer the true score is. 

True score is formulated as follows in CTT: T = X + e. In this formula, “T” refers to true score, 

“X” indicates observed score and “e” shows the amount of error in the measurement (Crocker 

& Algina, 2008). In CTT, individual, test and item parameters depend on the group (Hambleton 

& Jones, 1993), and this is a basic limitation of the theory (Fan, 1998). This limitation is 

overcome by estimations based on Item Response Theory (IRT) (Ostini & Nering, 2006).  

In IRT, parameter estimations are carried out based on the responses given to each item instead 

of whole test (Baker, 2001). In IRT, there are dichotomous and polytomous models according 

to the way the items are answered. Likert-type scales are classified under polytomous models. 

In this study, the Graded Response Model (GRM), which is a polytomous IRT model based on 

the 2-parameter logistic model, in which the responses are categorical and ordered, and the 

probability of responding to the categories above the category to which the individual reacts is 

estimated, was used (Embretson & Reise, 2000). The parameters estimated based on different 

theories were compared. 

There are studies conducted based on different theories. Sarı and Karaman (2018) has examined 

the General Mattering Scale in terms of both CTT and IRT. Yaşar and Aybek (2019) have 

developed a Resilience Scale according to IRT. Arıcak et al. (2020) have attempted to validate 

the Cyberbullying Sensibility Scale, which has been developed for high school students, for 

university students based on IRT. In recent years, it is seen that IRT-based scale studies have 

been carried out. 

2. METHOD 

2.1. Study Group 

When determining the participant number, it was considered that at least 200 participants should 
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be included in CTT based studies (Comrey & Lee, 1992), and at least 600 participants should 

be involved in IRT based studies (De Ayala, 2009). Though the study was planned on two 

applications, after the first application, schools were closed in Turkey as a result of the global 

COVID-19 pandemic. Therefore, the planned second application could not be actualized. 

However, since the data was collected from a large student group with the first application, the 

group was divided into two as it is accepted in the literature and the study is completed even 

though the study was initially planned on two groups. In this study, more than 300 students 

from each grade level were included. 2872 students were reached by the stratified purposeful 

sampling method, which aims to reveal the characteristics of a group and describe a group 

(Büyüköztürk et al., 2018). Next, the data set was divided into two groups randomly. While the 

first group (sample 1) was utilized for the development of Education Value Perception Scale 

(EVPS), the second group (sample 2) was used for the investigation of the psychometric 

properties of EVPS. The distribution of the data used by grades and genders is provided in 

Table 1.  

Table 1. Distribution of students in the study group by grade and gender. 

Sample 1 Sample 2 

Grade  Male Female Total Grade Male Female Total 

5th grade 160 185 345 5th grade 170 171 341 

6th grade 202 169 371 6th grade 191 198 389 

7th grade 161 154 315 7th grade 156 158 314 

8th grade 186 210 396 8th grade 194 207 401 

Total 709 718 1427 Total 711 734 1445 

2.2. Data Collection Instruments  

EVPS was developed under this study (see Appendix). The literature was reviewed before 

preparing items form (Aliyev et al., 2021; Bronfenbrenner, 1986; Bronfenbrenner & Ceci, 

1994; Darling, 2007; Leonard, 2011; Tudge et al., 2009; Onwuegbuzie et al., 2013). Later on, 

a total of 24 secondary school students, studying in different grades, were asked to answer an 

open-ended question to measure the extent that their surrounding attaches importance to their 

own education. The answers of these students were examined, and it was seen that their answers 

progressed towards the macrosystem, while no expression was determined in the chronosystem 

stage. For example, one of the students expressed as follows: “Textbooks are given, there are 

smart boards in the classroom, the Ministry of National Education publishes sample questions 

and I examine these questions. All these are done so that I can get a good education”. As a result 

of these studies, an item pool of 29 items was achieved. Receiving a high score from the scale 

indicates that the perception of education value is high. There is no reversed item in the scale.  

Next, in order to receive expert opinion, these items were sent to a total of nine experts (7 PhD’s 

and 2 PhD candidates), three of which were expert in assessment and evaluation in education, 

two of them in educational psychology, four of them in psychological counseling and guidance, 

all of them had studies on education value, scale development, developmental psychology. The 

expert opinions were analyzed by the Lawshe technique that is a method used to identify content 

validity of the items in items form (Yurdugül, 2005). As a result of the analysis, one item was 

removed by considering the criteria suggested by Ayre and Scally (2014), and the content 

validity index for 28 items was calculated as .93. Four items recommended by experts were 

added to the scale, and the items form of 32 items was provided. Before conducting a pilot study 

with this items form, a pre-pilot study was administered with 17 secondary school students 

studying at different grade levels in order to determine the clearness of the items at the student 

level. In this study, students were requested to explain why they marked the category, they 
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chose, in each item. These explanations were examined, and 13 items, perceived and interpreted 

differently by students, were decided to be removed. A pilot study was carried out with the 

remaining 19 items, which had four response categories as follows: “Not Proper For Me”, “A 

Little Proper For Me”, “Significantly Proper For Me”, “Completely Proper For Me”.  

In order to specify criterion-related validation of the developed measurement instrument, the 

“family support sub-scale” of the Social Relationship Factors Scale developed by Turner et al. 

(1983) and adapted into Turkish by Duyan et al. (2013) was used. The answers that may be 

provided for items consisted of five categories ranging between “Never Applicable for Me” and 

“Completely Applicable for Me”. A high score from the scale indicates high family support. 

The reason for using the family support sub-scale of this scale as a criterion is that the family 

has an important place at the microsystem level of the Ecological Theory. 

In addition to family support, examinations regarding scale validity were carried out by 

Vallerand et al., (1992) Academic Motivation Scale (AMS) developed by Vallerand et al., 

(1989) and adapted into English. The scale was adapted into Turkish by Yurt and Bozer (2015). 

Consisting of seven graded items (1- non-compliant, 7- fully-compliant), the AMS involves 

seven factors, each of which has four items, as follows: Intrinsic Motivation to Know (IMTK), 

Intrinsic Motivation Toward Accomplishments (IMTS), Intrinsic Motivation to Experience 

Stimulation (IMTES), Extrinsic Motivation-Introjected Regulation (EMIR), Extrinsic 

Motivation- External Regulation (EMER), Identified Regulation (IR) and Amotivation (A). 

Receiving a high score in each sub-scale refers that the structure in that sub-scale has a high 

degree. The reason for using AMS as a criterion validity is that a positive relationship was 

determined between the perception of education value and academic motivation in the study 

carried out by Aliyev et al., (2021).  

2.3. Data Collection 

The items form was administered in the spring term of the 2019 – 2020 school year. EVPS and 

the family scale were administered to 84 secondary students in the classroom environment. 51 

of the students were male and 33 of them were female. 33 of them were in the 5th grade, 20 in 

the 6th grade, 15 in the 7th grade and 16 in the 8th grade. 

EVPS and AMS were administered to 96 secondary schools in the classroom environment. 51 

of the students were male and 44 of them were female. 27 of them were in the 5th grade, 30 in 

the 6th grade, 21 in the 7th grade and 18 in the 8th grade. 

In order to determine the stability of the developed EVPS, a test-retest administration was 

carried out. EVPS was administered to a total of 22 students (8th grade), 12 males and 10 

females, with an interval of 20 days. 

2.4. Data Analysis 

It was seen that there was a 3.02% missing data The distribution of the missing data per 

substance, category and gender, their probability of occurring together were examined and no 

systematic pattern has been identified. The missing with the Missing Completely at Random 

mechanism were removed from the data set with the listwise method. In the remaining data, it 

was examined whether there were multivariate outliers. The results before and after the 

deduction of outliers were examined; it was observed that they were similar and that it is 

appropriate for them to be included in the data set in order to prevent the sample from getting 

smaller. Thus, it was decided to keep some of the determined outliers in the data set by assuming 

that they could be considered reasonable for samples of this size (Akbaş & Koğar, 2020). In 

order to specify the construct validity of EVPS, exploratory factor analysis (EFA) with R 

program and confirmatory factor analysis (CFA) were performed according to gender and grade 

level. In EFA, principal axis method, which allows factor extraction by analyzing the common 

variance, was used (Tabachnick & Fidell, 2013). The EFA and CFA estimates have been 
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calculated with polychoric correlation.  The Unweighted Least Squares maximum likelihood 

method was utilized for the CFA estimates. CFA estimates have been conducted by using The 

Unweighted Least Squares method (Katsikatsou et al., 2012; Koğar & Yılmaz Koğar, 2015) 

with lavaan package (Rosseel, 2012). Prior to the analysis, the normal distribution hypothesis 

for CTT and one-dimensionality, local independence hyptoheses for the IRT were tested. 

Subsequently, the model data compliance for the IRT estimations were designated by pairwise 

comparison IRT analyzes were performed with the mirt package (Chalmers, 2012) of the R (R 

Core Team, 2020) program. While the interactions between hypotheses were being examined, 

when consistency and normality were ensued and the Pearson Moments correlation coefficient 

is not present, the Spearman’s rank correlation coefficient was utilized 

3. RESULT 

Kaiser-Meyer-Olkin (KMO) value and Bartlett sphericity test analysis, which are preconditions 

for performing EFA on the collected data, were administered firstly according to whole data 

set, then only female and male students and finally grade levels. The EFA analysis were 

conducted by utilizing polychoric correlation matrix. The KMO value is .83 or higher for all 

data sets and the Bartlett’s tests for sphericity are meaningful.  

For various categories and sexes, it was observed that the determinant is positive, the VIF values 

are lower than 2, the tolerance values are higher than .5 and no multicollinearity problem is 

present. The correlation between the substances were examined with dispersion diagrams and 

it was observed that there is a linear correlation (Tabachnik & Fidell, 2013). 

According to analysis results, it was identified that the eigenvalue of the 1st factor was 3 times 

the eigenvalue of the 2nd factor in all groups, when the scree plot was examined in all groups 

(Erkuş, 2016), there was a high decrease after the 1st factor, and all items had a high factor 

loading in the 1st factor (Büyüköztürk, 2018). Parallel analysis results also supported one factor 

result (Watkins, 2000). Based on these data, the scale was determined to have one dimension. 

As a result of the analysis, 11 items were removed due to cross loading and low factor loading, 

and it was seen that there were eight items with a factor loading above .32 (Tabachnick & Fidell, 

2013). The factor loadings and corrected item-total correlations of the remaining items in the 

scale are shown in Table 2. 

Table 2. Factor loadings (λ) of items by groups and corrected item total correlations (rjx). 

 Total Male Female 8the grade 7th grade 6th grade 5th grade 

 λ rjx λ rjx λ rjx λ rjx λ rjx λ rjx λ rjx 

I8 .76 .58 .75 .56 .76 .60 .78 .59 .82 .64 .69 .49 .70 .50 

I6 .73 .55 .72 .53 .75 .57 .69 .49 .77 .60 .72 .52 .75 .57 

I5 .73 .51 .69 .47 .76 .55 .73 .51 .67 .47 .70 .45 .78 .53 

I9 .67 .49 .66 .46 .68 .51 .66 .47 .65 .47 .61 .41 .70 .51 

I14 .65 .47 .62 .43 .68 .51 .61 .43 .67 .50 .66 .45 .63 .43 

I12 .63 .46 .57 .44 .68 .49 .57 .43 .64 .46 .51 .40 .65 .41 

I15 .66 .45 .63 .39 .68 .51 .62 .40 .64 .48 .61 .33 .63 .41 

I2 .61 .42 .58 .39 .63 .44 .60 .40 .57 .39 .59 .38 .65 .44 

 ω  = .82 

EV1= %46.3 

ω  = .82 

EV= %43.0 

ω  = .83 

EV= %49.6 

 ω  = .80 

EV= %43.4 

ω  = .83 

EV= %46.4 

ω  = .80  

EV= %41.0 

ω  = .84 

EV= %47.4  

1EV, extracted variance 
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When examining Table 2, the factor loadings were between .57 and .82 for all groups. Item 

discrimination index varies between .33 and .64.  Item discrimination index should be .30 and 

above (Crocker & Algina, 2008). The extracted variance ratio are between 41% and 49%. For 

a one factor scale, it is sufficient that the extracted variance rate is 30% or more (Büyüköztürk, 

2018). Based on these data, it was observed that extracted variance ratio, factor loadings and 

item discrimination indexes were acceptable. The fit of the one factor model identified by EFA 

was tested CFA by using the data obtained from the second sample. For various categories and 

sexes, it is observed that the determinant is positive, the VIF values are lower than 2, the 

tolerance values are greater than .5 and there is no multicollinearity problem. The correlation 

between the substances were examined with dispersion diagram and that there is a linear 

correlation (Tabachnick & Fidell, 2013). The fit indices obtained as a result of CFA are 

provided in Table 3. 

Table 3. Confirmatory Factor Analysis results. 

  total male female 
8th 

grade 

7th 

grade 

6th 

grade 

5th 

grade 

N  1445 711 734 401 314 389 341 

χ2  115.18 72.52 47.68 67.68 45.60 25.32 17.54 

df  20 20 20 20 20 20 20 

CFI .90 ≤ good fit ≤ .95 ≤ perfect fit .98 .97 .99 .96 .97 .99 1.00 

TLI .90 ≤ good fit ≤ .95 ≤ perfect fit  .97 .96 .98 .94 .96 .99 1.00 

SRMR perfect fit ≤ .05 ≤ good fit ≤ .08  .04 .05 .04 .06 .06 .04 .04 

RMSEA 
perfect fit ≤ .05 ≤ good fit ≤.08 

≤ poor fit ≤ .10  
.06 .06 .07 .07 .06 .03 .00 

When the values shown in Table 3 are compared with the limit values recommended in the 

literature (Browne & Cudeck, 1993; Moosburger & Müller, 2003; Schumacker & Lomax, 2004; 

Kline, 2016), it is seen that the CFI, TLI, SRMR and RMSEA values are in ranges of the limit 

values recommended literature. 

The Composite Reliability (CR) and Average Variance Extracted (AVE) values calculated to 

determine the convergent validity of the structure confirmed by CFA analysis were given in 

Table 4. 

Table 4. Composite Reliability and Average Variance Extracted values. 

 CR AVE 

Total .91 .56 

male .93 .62 

female .89 .51 

8th grade .91 .60 

7th grade .91 .63 

6th grade .90 .55 

5th grade .88 .45 

When Table 4 is examined, it is seen that the CR values are greater than .70 and the AVE values 

are greater than .50, except for the 6th grades. These values show that convergent validity has 

been achieved (Hair et al., 2014). 
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3.1. Measurement Invariance 

It was examined by multigroup confirmatory factor analysis (MCFA) whether the developed 

EVPS resulted in the same structure according to gender. The measurement invariance has four 

stages: configural invariance, metric invariance, scalar invariance and strict invariance 

(Meredith, 1993; Steenkamp & Baumgartner, 1998; Kline, 2016). If the CFI index obtained in 

different stages of MCFA is lower than |.01|, this shows that invariance is provided between 

stages (Cheung & Rensvold, 2002; Ho, 2006). Another value accepted as a criterion for 

measurement invariance is the SRMR value. The SRMR values being less than |.01| at each 

stage shows that measurement invariance has been achieved (Chen, 2007). MCFA results by 

gender are given in Table 5. 

Table 5. Multigroup Confirmatory Factor Analysis results by gender. 

Stages χ2 df CFI GFI RMSEA SRMR ΔSRMR ΔCFI 

Configural Invariance 198.66 40 .921 .965 .052 .041 - - 

Metric Invariance 207.69 47 .920 .963 .049 .045 .004 .002 

Scalar Invariance 207.82 48 .920 .963 .048 .047 .006 .002 

Strict Invariance 221.82 56 .917 .960 .045 .050 .009 .005 

It is shown in Table 5 that strict invariance was provided according to gender, measurements 

referred to the same structure for female and male students.  

As a result of the CFA, the measurement invariance of the EVPS which was confirmed to be 

unidimensional, were tested in accordance with the grade levels. According to the invariance 

stages, it was seen that only the configural invariance was ensured. It was seen that ΔCFI and 

ΔSRMR  levels are greater than .01 in the other stages.  

3.2. Criterion-Related Validity and Stability 

In order to examine the criterion-related validation of EVPS, the correlation calculated using 

the family support sub-scale of the Social Support Scale, was found to be highly positive 

relationship between scales (r = .43, p < .01). The Pearson Product-Moment Correlation 

Coefficients, calculated by the data obtained with the AMS used in the other examination for 

the criterion-related validity of the EVPS are given in Table 6. 

Table 6. Correlations between Education Value Perception Scale and Academic Motivation Scale. 

 x̄ df IMTK IMTS IMTES EMIR EMER IR A EVPS 

IMTK 23.30 4.74  .60 .62 .45 .45 .60 -.29 .49 

IMTS 21.97 5.09 .60  .67 .61 .54 .62 -.28 .46 

IMTES 20.48 5.21 .62 .67  .51 .51 .62 -.27 .38 

EMIR 19.46 6.06 .45 .61 .51  .58 .36 .00 .21 

EMER 21.52 5.19 .45 .54 .51 .58  .49 -.81 .32 

IR 24.67 4.57 .60 .62 .62 .36 .49  -.39 .42 

A 6.43 4.12 -.29 -.28 -.27 .00 -.81 -.39  -.41 

EVPS 24.89 5.02 .49 .46 .38 .21 .32 .42 -.41  

IMTK: Intrinsic Motivation to Know 

IMTS: Intrinsic Motivation Toward Accomplishments 

IMTES: Intrinsic Motivation to Experience Stimulation  

EMIR: Extrinsic Motivation-Introjected Regulation 

EMER: Extrinsic Motivation- External Regulation  

IR: Identified Regulation 

A: Amotivation 
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As it is seen in Table 6, there were positive correlations among EVPS with IMTK, IMTS, 

IMTES, EMIR, EMER, IR scores as expected, while there were negative correlations between 

EVPS and A scores as expected.  

A test-retest administration was carried out for examining the stability of the data obtained by 

EVPS. It was observed that the correlation coefficient calculated by the data obtained from 22 

students with an interval of 20 days was ρ = .81 (p < .05). 

3.3. Model-Data Fit in IRT 

For analyses regarding the IRT, in order to determine with which categorical model that the 

scale is in compliance, the model-data fit analysis was conducted with pairwise comparisons. 

The comparisons made between Graded Response Model (GRM) and Partial Credit Model 

(PCM) and Generalized Partial Credit Model are presented in Table 7. 

Table 7. Results of the Item Response Theory model comparisons. 

 AIC AICc SABIC HQ BIC LL 2 df p 

PCM 27228.44 27229.36 27280.92 27277.67 27360.34 -13589.22    

GRM 27098.97 27100.43 27166.14 27161.98 27267.79 -13517.48 72.603 0 0 

Upon examining Table 7, it is observed that the AIC, BIC  and logLikelihood values are lower 

in GRM and that the p value of statistic is meaningful signifies that the GRM model is more 

appropriate.   

Table 8. Results of the Item Response Theory model comparisons. 

 AIC AICc SABIC HQ BIC LL 2 df p 

GPCM 27171.57 27173.07 27238.74 27234.58 27340.40 -13553.78    

GRM 27098.97 27100.43 27166.14 27161.98 27267.79 -13517.48 72.603 0 0 

Upon examining Table 8, it is observed that the AIC, BIC and  logLikelihood values are lower 

in GRM and that the p value of statistic is meaningful signifies that the GRM model is more 

appropriate. As a result of pairwise comparisons, it was observed that the model best suitable 

for the data is the GRM. 

In the fit of the data obtained by sample 2 in the model, firstly, the fit of each item in GRM was 

examined, which was followed by the examination of the fit of whole scale in GRM.  In order 

to ensure model-data fit according to the items, RMSEA value should be less than .08, p 

significance value should be greater than .05 and the χ2/df value should be below 3. The results 

obtained for GRM are provided in Table 9. 

Table 9. The fit of items in Graded Response Model. 

Statistics I1 I2 I3 I4 I5 I6 I7 I8 

χ2 47.91 52.14 51.32 57.36 57.18 52.88 59.24 51.80 

df 49 46 43 42 45 47 46 48 

RMSEA .00 .01 .01 .02 .01 .01 .01 .01 

p .52 .25 .18 .06 .11 .26 .10 .33 

When Table 9 is examined, it is seen that all items fitted in the model (p > .05), RMSEA values 

were lower than .08 and χ2/df ratio was lower than 3. When examining the model-fit of the 

whole scale, it is observed that CFI value was .95, NNFI value was .93, RMSEA value was .08, 

SRMSR value was .05. These findings show that model fit was provided.  
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The invariance of item parameters was tested by randomly dividing 1445 students into two 

groups to determine parameter invariance, and the invariance of ability parameters was tested 

by dividing 8 items into 2 groups. The correlation between the invariance of the b1, b2, b3 item 

parameters which estimated according to the two groups was found to be positive excellent (ρ 

= 1.00, p <. 05), and the correlation between a parameters was found to be positive high (ρ 

= .92, p < .01). The relationship between abilities (θ) was found to be positive moderate level 

(r = .60, p < .01). 

The item information functions obtained according to GRM are shown in Figure 1, and the test 

information function for the whole test is demonstrated in Figure 2. In Figure 2, it is seen that 

most information was provided between ability -2 and +1.5 in the scale. 

 

3.3. Examination of Measurements According to Different Test Theories 

The relationship between the item discriminations estimated by the CTT and IRT of the EVPS 

was examined. Corrected item-total correlation coefficient according to CTT, and a parameter 

according to IRT were estimated. The findings related to estimation are given in Table 10. 

Table 10. Item discrimination indices. 

Items CTT 
IRT  

(a parameter) 
SEa 

1. Ailem, evde ders çalışmam için uygun bir ortam hazırlar. (My family 

prepares an appropriate environment for me to study at home.*) 

.36 .94 .08 

2. Öğretmenlerim, eğitimimle ilgili beni yönlendirir. (My teachers guide me 

about my education.*) 

.45 1.49 .10 

3. Ailem ve öğretmenlerim eğitimimi iyileştirmek için iş birliği yapar. (My 

family and my teachers collaborate to better my education.*) 

.50 1.49 .10 

4. Derslerime giren öğretmenlerim, eğitimim için iş birliği yaparlar. (My 

teachers in my classroom collaborate for my education.*) 

.56 1.91 .12 

5. Okul idaresi, ailemi eğitim faaliyetleri hakkında bilgilendirir. (School 

administration informs my family about educational activities.*) 

.46 1.24 .08 

6. Okulumda yapılan sosyal etkinlikler, eğitim sürecime katkıda bulunur. 

(Social activities in my school contribute my education process.*) 

.43 1.12 .08 

7. Ülkemde, iyi bir eğitim almam için fırsatlar sunulmaktadır. (Opportunities 

are provided to me to get a good education in my country.*) 

.48 1.30 .09 

8. Bu eğitim sisteminde başarılı olabilirim. (I can be successful at this 

education system.*) 

.40 1.03 .08 

* Unvalidated English translation    

Figure 1. Item information functions.                                 Figure 2. Test information functions. 
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When examining Table 10, item discriminations range between .36 (2nd item) and .56 (8th item) 

according to CTT. According to the CTT, it is sufficient for an item discrimination of .30 and 

above (Büyüköztürk, 218). It is observed that a parameter changed between .94 (2nd item) and 

1.91 (8th item) according to IRT. According to IRT, the distinctiveness of a parameter was 

specified to be very low between .01-.34, moderate between .35-.64, high between 1.35-1.69 

and very high in 1.70 and above (Baker, 2001).  The correlation between discriminations which 

tested according to CTT and IRT was found to be a highly positive significant (ρ = .90, p <. 

05). 

The relationship between the item means estimated according to the CTT and IRT was 

examined. Item means were determined by taking the average of the responses given by 

participants to categories according to the CTT. b parameter was estimated as one less than the 

number of categories according to the IRT. Three b-parameters were estimated, as the EVPS 

had four categories. The findings for the item means are shown in Table 11. 

Table 11. Item means rates. 

Item CTT sd b1 SE b2 SE b3 SE 

1 3.23 .03 -3.32 .25 -1.42 .12 -.16 .07 

2 3.38 .02 -2.67 .16 -1.45 .09 -.35 .05 

3 2.78 .03 -1.47 .08 -.40 .05 .57 .06 

4 2.89 .03 -1.51 .08 -.50 .05 .39 .05 

6 2.84 .03 -1.64 .10 -.50 .06 .46 .06 

6 3.00 .03 -2.19 .14 -.89 .08 .32 .06 

7 2.89 .03 -1.68 .10 -.62 .06 .41 .06 

8 3.15 .03 -2.83 .20 -1.32 .10 .15 .06 

When Table 11 is examined, it is seen that participants mostly reacted to high categories. The 

relationship between item means which estimated according to the both theories, was found to 

be negative high (ρ = -.94, p < .05). In CTT, as the difficulty increases, the item becomes easier. 

In IRT, on the other hand, it is the opposite. Therefore, the item means showed great similarity 

according to both theories.  

The relationship between students' total score according to CTT and their perceptions of 

education value estimated by the Expected a Posteriori (EAP) method according to IRT was 

examined. EAP method enables to estimate θ levels of students, who had full score or the lowest 

score from the scale (Embretson & Reise, 2000). The relationship between students’ perception 

of education value which estimated according to the both theories was found to be positive 

highly significant (r = .98, p < .01). 

The McDonald’s Omega level of internal consistency estimated according to the CTT of the 

scale was calculated as .79, and the marginal reliability coefficient estimated according to the 

IRT was calculated to be .77. Accordingly, it is seen that the reliability coefficients are 

considered satisfactory for measurement instruments used in education and psychology 

(Nunnally & Bernstein, 1994). 

4. DISCUSSION and CONCLUSION 

The EVPS that has been developed based on the Ecological Theory is a scale of eight items and 

represents four systems of the theory. Among the substances remaining in the scale, the 1st and 

the 2nd are related to the factors in the microsystem stage of the Ecological Hypothesis, the 

3rd, the 4th and the 5th are related to the factors in the mesosystem stage, the 6th substance is 

related to the factors in exosystem stage. Therefore, the total score received from the scale is 
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able to unidimensionally present the perception of the student regarding education. Though they 

are not at the same educational stage, the scale developed by Aliyev et al. (2021) with the 

purpose of assessing the educational perspective of university students, is also unidimensional. 

Thus, the argument claiming that the educational value perspective in the Turkish culture is a 

unidimensional structure is further supported. Even if the items, which represent chronosystem 

level were written in the items form, they were not included in the final scale as they were 

identified to be inadequate as a result of EFA, and students were determined not to have 

perceived chronosystem level after examining their responses they gave to open ended 

questions. It was observed that strict invariance was provided in the measurement invariance of 

the EVPS according to gender. In this case, the scores to be obtained from the scale may be 

compared between groups. The reason for differences between groups will arise due to 

perceptions of education value.  

When examining the item discriminations of the EVPS, it is seen that they are highly distinctive 

according to both CTT and IRT. It has been observed that there are high positive correlations 

between the parameters estimated according to different theories. The findings show similarity 

with the previous studies in this respect (Ferhan, 2018; Karakılıç, 2009; Köse, 2015; Nartgün, 

2002; Uysal, 2015; Yaşar, 2019). 

It has been achieved that EVPS can be used in studies not only based on CTT but also IRT. In 

this regard, ability estimations independent from sample can be made, and standard error can 

be calculated according to different ability levels. It enables to choose the most proper model 

to make more accurate estimations. It also allows to have detailed information by focusing on 

the responses to items. As it is likely to make probability estimations about how individuals 

will response to any item, it can be benefited from advantages of determining ability levels of 

individuals more accurately (Crocker & Algina, 2008; Hambleton et al., 1991).  

Secondary school students' perceptions of education value can be measured by taking advantage 

of qualitative methods to eliminate the missing chronosystem level in EVPS. Although attention 

was paid to reach a heterogeneous study group at the development of the EVPS, city of 

Gaziantep takes places at lower side of education level. EVPS can be used in studies that are 

focused on comparing groups which have different educational levels.  Changing of students’ 

perceptions of education value can be examined through longitudinal studies. 
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1. Ailem, evde ders çalışmam için uygun bir ortam hazırlar. 

    

2. Öğretmenlerim, eğitimimle ilgili beni yönlendirir. 

    

3. Ailem ve öğretmenlerim eğitimimi iyileştirmek için iş birliği yapar. 

    

4. Derslerime giren öğretmenlerim, eğitimim için iş birliği yaparlar. 

    

5. Okul idaresi, ailemi eğitim faaliyetleri hakkında bilgilendirir. 

    

6. Okulumda yapılan sosyal etkinlikler, eğitim sürecime katkıda bulunur. 

    

7. Ülkemde, iyi bir eğitim almam için fırsatlar sunulmaktadır. 
    

8. Bu eğitim sisteminde başarılı olabilirim. 

    

 



 

International Journal of Assessment Tools in Education 

 2022, Vol. 9, No. 3, 565–582 

https://doi.org/10.21449/ijate.907186 

Published at https://ijate.net/              https://dergipark.org.tr/en/pub/ijate                         Research Article 

 

 565 

 

The role of individual differences on epistemic curiosity (EC) and 

self-regulated learning (SRL) during e-learning: the Turkish context 

 

Ergun Akgun 1,*,  Enisa Mede 2 ,  Seda Sarac 3 

 
1Bahçeşehir University, Faculty of Educational Sciences, Department of Preschool Education, İstanbul, Türkiye 
2Bahçeşehir University, Faculty of Educational Sciences, Department of English Language Education, İstanbul, 

Türkiye  
3Bahçeşehir University, Faculty of Educational Sciences, Department of Preschool Education, İstanbul, Türkiye 

 

ARTICLE HISTORY 

Received: Mar. 31, 2021 

Revised: June 28, 2022 

Accepted: July 22, 2022 

 

Keywords: 

E-learning,  

Epistemic curiosity,  

Self-regulated learning,  

Data mining,  

Association rule. 

Abstract: This study aims to examine the relations and associations between 

gender, epistemic curiosity (EC), self-regulated learning (SRL), and attitudes 

toward e-learning in higher education students. The participants were 2438 

(862 males, 1576 females) undergraduate students enrolled in a Turkish 

university. The regression analysis findings showed that although the effect 

size was low, attitudes towards e-learning can be predicted significantly by 

gender, EC, and SRL. Datasets are further analyzed using data mining. The 

findings of the association rule mining revealed that gender plays an 

influential role. Several association rules among EC, SRL, and attitudes 

towards e-learning were detected for female students.  The results provide 

recommendations about using data mining as a statistical method in 

educational and psychological research. 

1. INTRODUCTION 

With the increasing prevalence of Internet-based courses, attention has been placed on e-

learning in educational institutions due to its numerous benefits including the absence of 

physical and temporal limits, the ease of accessing the material, and the cost-effectiveness 

(Altun et al., 2021; Howland & Moore, 2002). Specifically, the constructivist approach has had 

an impact on e-learning which resulted in the design of “constructivist e-learning 

environments” (CEEs) such as WebQuests, online courses, courses with simulations via 

computer management games and simulations (Martens et al., 2007, p.82). More specifically, 

the CEEs are based on constructivist principles which aim to provide challenging, authentic, 

and meaningful context. In this way, the learners can become intrinsically motivated during 

their learning process (Bastiaens & Martens, 2000). 

As for the field of education, the e-learning environments accompanied by the widespread use 

and availability of computers and smartphones led to a shift in the process of teaching and 

learning (Erarslan & Topkaya, 2017). E-learning has started to offer platforms that are learner-

centered, convenient for the learners’ own pace of learning, motivating, and available in various 
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forms of sources to practice and interact with others through web-based tools (Mohammadi et 

al., 2011). Recent research indicated that the adoption of e-learning has been widely affected 

by student-related factors (Bhuasiri et al., 2012). Student attitudes toward e-learning have been 

crucial in various learning environments. As highlighted by Maio et al. (2018), strong attitudes 

can guide behavior and positive attitudes toward learning which contributes to the effective use 

of learning strategies. Therefore, possessing positive attitudes and behaviors regarding e-

learning has been considered crucial for the acceptance, easiness, usability, and adoption of 

online learning (Aixia & Wang, 2011; Martins & Kellermanns, 2004; Selim, 2007).  

The current COVID-19 pandemic led to a sudden shift to e-learning in higher education. This 

sudden transition to e-learning took place beyond the preferences of the students. To put it 

another way, with the emergency action plan put into effect by the universities, not only the 

students who deliberately and willingly preferred distance education, but all students had to 

take all their courses remotely. Under these conditions, it became more important to find out 

which variables affect students’ development of positive or negative attitudes towards e-

learning.  As Gunnarsson (2001) and Suanpang (2007) revealed in their studies, there is a 

significant relationship between the students’ attitudes and their learning achievement in an 

online course. 

1.1. Gender and Attitudes Towards E-Learning  

Gender is considered among the influential factors in students’ attitudes toward e-learning. 

Attitudes toward learning in technology-enhanced environments, such as e-learning, are closely 

related to how much people are engaged with technology. According to Colley and Comber 

(2003), males approach computers like toys. They tend to figure out how it works and try to 

master using them. On the other hand, females regard computers as tools rather than a puzzle 

to solve. Consistent with these views, several studies showed that men are more interested and 

more engaged in technology than women, as a result, they are more experienced in using 

computers (Chen, 1986; Gnambs, 2021; Heo & Toomey, 2020; Temple & Lips, 1989).  Due to 

this prior experience, males were more positive toward computers and computer-related tasks 

and jobs (Whitley, 1997), which may lead to more positive attitudes toward e-learning as found 

in several studies (Liaw & Huang, 2011; Ong & Lai, 2006; Wang et al., 2009).  

1.2. Self-Regulated Learning and Attitudes Towards E-Learning  

Effective learning requires students to self-regulate their motivation, cognition, and behavior 

(Zimmerman, 1989). Self-regulated learning (SLR) is defined as “the degree to which students 

are metacognitively, motivationally, and behaviorally active participants in their learning 

process” (Zimmerman, 2008, p.2). In other words, self-regulated learning involves high 

motivation and self-direction. According to Zimmerman (2000), self-regulated learning (SRL) 

comprises three cycles (1) forethought, (2) performance or volitional control, and (3) self-

reflection. The forethought phase includes two components namely, task analysis and 

motivational beliefs. In this stage, students are expected to create an effective learning plan by 

identifying their learning goals. These goals should be challenging but attainable, proximal, and 

hierarchically organized with larger overarching goals. Apart from setting goals, students 

should allocate the appropriate amount of time to complete the learning tasks which should be 

framed and reframed by the educators to serve basis for future planning. As for the performance 

phase, self-control and self-observation components are emphasized for students which are 

expected to use different strategies towards achieving their learning goals as well as to observe 

the effectiveness of these to complete their learning tasks. Educators can help students at this 

phase by teaching and modeling various strategies that can be used for completing a learning 

task. In this stage, educators should equip students with a variety of strategies they can use for 

completing a task. Finally, the self-reflection phase includes self-judgment and self-reaction 
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which requires students to self-reflect on their learning outcomes and experiences. This phrase 

highlights the importance of focusing on what students can learn from their experiences and 

improve it next time. Simply, self-regulation addresses the self-generated thoughts, feelings, 

and actions of students which helps them attain the pre-defined goals (Zimmerman, 1994) and 

aids with the achievement of students in their learning (McCoach, 2002). 

Recent research on SRL revealed that many factors are closely related to students’ self-

regulated learning. To illustrate, in a study conducted by Cazan (2012), self-regulation was 

found to have a positive relationship with academic adjustment. Similarly, Zimmerman and 

Kitsantas (2014) emphasized the predictive role of self-regulation in students’ grade point 

average (GPA) and their academic performance. All learning environments, online or not, 

require learners to attend class, learn the material, submit homework, and do group work (Paul 

& Jefferson, 2019). However, e-learning environments, unlike face-to-face learning 

environments, are learner-centered and require autonomy as they present many choices for the 

learners (Andrade & Bunker, 2011).  In addition, e-learning requires them to be digitally skillful 

to be able to find their way around the learning interface (Hillman et al., 1994). Thus, in e-

learning, the control of the process is mostly with the learner and requires the learner to manage 

his learning and to choose among different options to manage the process. Therefore, success 

in e-learning is closely related to the self-regulated learning levels experienced by learners 

(Nikolaki et al., 2017).  

1.3. Curiosity and E-learning Attitudes 

Apart from the importance of e-learning, the interest in curiosity has gained attention and 

highlighted the scientific interest in multiple disciplines (Dan et al., 2020). Different 

disciplinary approaches have proposed various models and reported different to measure 

curiosity. Initially, epistemic curiosity (EC) is defined as the motive to seek, obtain and make 

use of new knowledge (Berlyne, 1954; Litman, 2005; Loewenstein, 1994). To put it simply, it 

is a multifaceted construct consisting of distinctive yet highly correlated dimensions (Nakamura 

et al., 2021). Berlyne (1966) emphasized two dimensions of EC: diversive and specific. While 

diversive EC is motivated by feelings of boredom and desire to seek stimulation regardless of 

source or content and specific EC is motivated by curiosity and initiated a detailed investigation 

of novel stimuli to acquire new information (p.31). These two dimensions were found to be 

highly correlated by Litman and Spielberger (2003) who introduced another dimension, the 

feeling of deprivation. Additionally, Litman (2005) added two more dimensions to EC labeled 

as Interest-type (I-type) and Deprivation-type (D-type).  First, I-type EC is defined as “a desire 

for new information anticipated to increase pleasurable feelings of situational interest” whereas 

D-type EC is based on “a motive to reduce unpleasant experiences of feeling deprived of new 

knowledge” (Lauriola et al., 2015, p. 202). The two dimensions were investigated by 

distinguished scholars who explored their association with learning and school performance 

(Eren & Coskun, 2016), acquisition of knowledge (Rotgans & Schmidt, 2014), and self-

regulated behavior (Lauriola et al., 2015). Finally, research on individual differences in EC 

suggests that its I-type and D-type dimensions are related to the variety of underlying processes, 

information-seeking activities as well as self-directed learning goals (Lauriola et al., 2015). 

Among the predictors of these differences is the use of different regulations strategies by the 

learner during the learning process.  

Considering the current COVID-19 pandemic which led to a sudden shift to online learning, 

determining the impact of individual characteristics on students’ attitudes towards e-learning is 

an important research area for educational researchers. Gender, EC, and SRL may be influential 

factors in students’ attitudes toward e-learning. To this end, this study aims to find out the 

relations and associations among higher education students’ gender, SRL, EC, and attitudes 

towards e-learning. 
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2. METHOD 

2.1. Setting and Participants 

The data of the study were collected in the 2020-2021 Fall semester. The sample comprised 

2348 (862 males, 1576 females) undergraduate students enrolled in a foundation (non-profit, 

private) university in Turkey. The participants were studying in various disciplines such as 

Foreign Languages (N=506), Social Sciences (N=362), Medical Sciences (265), 

Communication (N=184), Architecture (N=175), Law (N=144), and Other (802) (see Table 1).  

Due to the COVID 19 pandemic, all students were taking all their courses online. For this study, 

they volunteered and filled in the online questionnaires. It was stated to all participants that the 

questionnaires were anonymous and that they could withdraw at any time. Informed consent 

was received with yes / no screen questions from all participants before filling out the online 

questionnaires. 

Table 1. Summary of participants’ gender, department, and EL, SL, E-Learn Scales Quarters*. 

Sex f % Department f % Quarter 
Scale 

EC (f) SL (f) E-Learn (f) 

Man 862 35% Foreign Languages 506 21% First 390 478 489 

Woman 1576 65% Social Sciences 362 15% Second 834 719 796   
 Medical Sciences 265 11% Third 778 792 691   
 Communication 184 8% Forth 436 449 462   
 Architecture 175 7% 

    

  
 Law 144 6% 

    

  
 (Other) 802 32% 

    

TOTAL 2438 100%  2438 100%  2438 2438 2438 

*Rounded to the nearest decimal. 

2.2. Data Collection Tools 

2.2.1. The curiosity and exploration inventory-ii 

For this study, the Turkish version (Acun et al., 2013) of The Curiosity and Exploration 

Inventory-II (Acun et al., 2013) developed by Kashdan (2009) was used to measure the 

epistemic curiosity levels of the students. The self-report scale consists of 10 items with two 

subscales. The two subscales are the stretching subscale, which is the motivation for seeking 

information and new experience, and the acceptance of uncertainty and embracing subscale, 

which reflects the desire to discover the new, uncertain, and unpredictable in daily life.  Students 

responded on a four-point frequency scale where 1=never and 4= always. Higher scores indicate 

higher epistemic curiosity. The validity and reliability of the original English version of the 

scale were tested with three different samples and alpha reliability coefficients were reported 

between .75 and .86 for these samples. The validity and reliability of the Turkish version were 

tested with two different samples and alpha reliability coefficients for these two samples were 

calculated as .81 and .82 (Acun et al., 2013). For the current study, the alpha reliability 

coefficient was calculated as .80. 

2.2.2. Self-regulation scale 

To measure the self-regulation of the students, the Turkish version (Duru et al., 2009) of the 

Self-Regulation Scale developed by Tuckman (2002) was used.  The scale consists of 9 items 

–e.g. “I seem to have enough time to complete my work” and “I organize my time”. Students 

responded on a four-point frequency scale where 1=never and 4= always. Higher scores indicate 

higher levels of self-regulation. The Alpha reliability coefficient for the original version was 
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.88 and for the Turkish version was.73. For the current study, the alpha reliability coefficient 

was calculated as.73. 

2.2.3. Attitudes toward the e-learning scale 

To measure students' attitudes towards online learning, the Attitude Scale Towards E-Learning 

Scale developed by Haznedar and Baran (2012) was used. The scale is a five-point Likert scale 

where 1= definitely disagree and 5= definitely agree. The scale consists of 20 items, e.g. “I like 

working at my own pace with e-learning” and “E-learning increases the productivity of the 

learner”. Higher scores indicate a positive attitude towards e-learning. The Alpha reliability 

coefficient of the scale was calculated as.93. For the current study, the alpha reliability 

coefficient was .97. 

2.3. Data Analysis  

The data in this study were analyzed in two steps.  In the first step, multiple regression analysis 

was carried out to examine whether gender, EC, and SRL predict attitudes towards e-learning. 

Before the analysis, the suitability of the dataset for the analysis was tested. There was linearity 

as assessed by partial regression plots and a plot of studentized residuals against the predicted 

values. There was the independence of residuals, as assessed by a Durbin-Watson statistic 

of.086. Homoscedasticity was assessed by visual inspection of a plot of studentized residuals 

versus unstandardized predicted values and confirmed. For multicollinearity, tolerance values 

were assessed. All the values were greater than 0.1. No evidence of multicollinearity was 

detected. There were no studentized deleted residuals greater than ±3 standard deviations, no 

leverage values greater than 0.2, and values for Cook's distance above 1. Investigation of the 

Q-Q Plot confirmed the normality of the data.  

In the second step, to further understand the relationships among the variables, the association 

rule mining was run. With the change in the type and amount of data, it was understood that it 

would not be possible to obtain meaningful information in the analysis of the available data 

with existing methods and technologies (Ayık et al., 2007). This limitation prompted 

researchers to study in-depth for new analysis methods. As a result of these studies, a new data 

analysis method, data mining has emerged, which enables the analysis of data from different 

angles and to summarize this data by converting it into useful information (Delavari et al., 2008; 

Narli et al., 2014). The researchers defined the data analysis method as the process of 

discovering meaningful information from data stacks using methodologies such as artificial 

intelligence, statistics, and machine learning (Tan et al., 2006; Aran et al., 2019). The purpose 

of data mining is to reveal the whole systematic relationships between variables that do not 

appear to be relational or are assumed to be unrelated (Luan, 2002). Data mining includes 

different analysis models within itself. Many studies have categorized these models in different 

classifications (Ayık et al., 2007; Baker & Yacef, 2009; Baradwaj & Pal, 2012; Delavari et al., 

2008; Luan, 2002; Narli et al., 2014).  The most general definition of the association rule is 

categorized in the descriptive model which tries to reveal which events can occur 

simultaneously by examining the relations of the variables in the dataset with each other. The 

analysis methods used in this study are described below. 

2.3.1. Association rules mining 

The association rule is aimed at examining the 𝑋 → 𝑌 events in the form of cause and effect 

with each other. Analysis of association rule is performed with sequential or parallel and 

scattered algorithms depending on the characteristics of the data set. Algorithms such as 

Apriori, STEM, and AIS are called sequential algorithms and are preferred in cases in which 

the analyzed data set can be counted (Garcia et al., 2010). Methods such as count distribution, 

parallel data mining, and common candidate partitioned database are parallel and distributed 

algorithms and are used for the analysis of large data sets (Agrawal & Srikant, 1994; Inokuchi, 
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et al., 2000; Zaki et al., 1997). In case the data set has a categorical structure, the apriori 

algorithm, which is one of the sequential algorithms, is often preferred in the analysis for the 

association rule (Agrawal & Srikant, 1994). In the scope of this study, the apriori algorithm was 

used for the association rule. 

The Apriori Algorithm developed by Agrawal and Srikant (1994) is an algorithm that is 

generally used to determine product sales strategy, banking services, and social trends. Findings 

obtained with this algorithm are presented with support, confidence, lift, and coverage values 

(Zaki et al., 1997). The support value is the percentage equivalent of the data set of the rule 

obtained in the whole data set and is calculated with the following formula (Garcia et al., 2010; 

Merceron et al., 2010; Özçalıcı, 2017). 

𝑆𝑢𝑝𝑝𝑜𝑟𝑡 =
𝑛(𝑋 ∪ 𝑌)

𝑁
 

In this formula 𝑛(𝑋 ∪ 𝑌) refers to all cases in which X and Y are present together and N refers 

to the number of all cases in the total data set. In other words, this value shows the ratio of 

events or clusters in which X takes place to all events or sets for X and Y, which are different 

from each other (Güngör et al., 2013). The percentage equivalent of how much of the cases in 

which the X of the examined situation includes Y is the confidence value and is calculated with 

the following formula. 

𝐶𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒 =
𝑛(𝑋 ∪ 𝑌)

𝑛(𝑋)
 

In this formula, 𝑛(𝑋 ∪ 𝑌) corresponds to the number of cases in which both X and Y, while 

𝑛(𝑋) only corresponds to the number of cases in which X is presented. The confidence value 

can only be zero if and only if there is no case in 𝑛(𝑋 ∪ 𝑌) value, that is, X and Y together. 

Another important value obtained with the apriori algorithm is the lift value. The lift value, 

which expresses the rate of statistical realization of X and Y independently of each other, is 

calculated with the following formula.  

𝐿𝑖𝑓𝑡 (𝑋 → 𝑌) =
𝐶𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒 (𝑋 → 𝑌)

𝑆𝑢𝑝𝑝𝑜𝑟𝑡 (𝑌)
 

Lift value, which can take a value between 0 and ∞ according to this formula, is a parameter 

that helps to interpret how often events occur (Brin et al., 1997). Another important parameter 

for the apriori algorithm is the coverage value. Coverage values are parameters that show how 

often the present rule can be applied and it is calculated by the following formula (Garcia et al, 

2010; Merceron et al., 2010). 

𝐶𝑜𝑣𝑒𝑟 = 𝑆𝑢𝑝𝑝𝑜𝑟𝑡(𝑋) = 𝑃(𝑋) 

According to this formula, the coverage value of a situation is equal to the ratio of the cases in 

which X is located. Therefore, it takes a value between 0 and 1.  

For association rules mining, all the variables should be categorical. In this study all the 

variables, except gender, were continuous. Therefore, EC, SRL, and attitudes towards e-

learning variables were divided into 4 groups. For grouping, the students into curiosity, self-

regulation, and attitudes towards e-learning groupings, the visual binning procedure was 

employed using SPSS. Binning was performed by applying cut-points at the mean and ±1 

standard deviation. For each variable, four binned categories were established. (Q1 =  low , Q2 

=  moderately low, Q3 =  moderately high, Q4 =  high). 
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For regression we used IBM SPSS 25 and the association rules analyses were carried out using 

R Studio 1.3.1093 with R version 4.0.3 rules package. For the visualization of findings, we used 

diagrams.net 14.1.8.  

3. RESULT 

As previously stated, in the present study we proposed a possible relationship between gender, 

EC and SRL, and attitudes towards e-learning. The following section examines and reports the 

obtained results in detail. 

3.1. Regression Analysis 

To predict attitudes towards online learning from gender, EC, and SRL, a multiple regression 

analysis was run (see Table 2). Based on the results of regression analysis gender, EC and SRL 

statistically significantly predicted attitudes towards online learning, F(3, 2447) = 44.570, p < 

.001. All four variables added statistically significantly to the prediction, p < .05. R2 for the 

overall model was 5% with an adjusted R2 of 5%. However, the effect size was small according 

to Cohen (1988).  

Table 2. Multiple regression results for attitudes towards online learning. 

Online Learning Attitude B 

95% CI for B 

SE B β R2 ΔR2 
Lower Bound Upper Bound 

Constant 15.292 8.31 22.27 3.559  .05 .05 

Gender 2.005 .172 3.84 .935 .043*   

Curiosity .348 .816 1.23 .090 .079**   

Self-Regulation 1.022 .172 3.84 .105 .198**   

Note: B= unstandardized regression coefficent; CI= confidence interval; SE B= standard error of the coefficient; β = 

standardized coefficient; R2 = coefficient of determination; ΔR2 = adjusted R2. 

*p< .05. **p<.01 

3.2. Association Rules Mining 

To gain an in-depth analysis of the obtained data, data mining was further employed. We used 

the association rule mining technique. Association rule mining is generally defined as the 

process of exploring meaningful knowledge within data sets by making use of such 

methodology as artificial intelligence, statistics, and machine learning (Tan et al., 2006). To put 

it simply, association rule data mining (descriptive category) was applied by searching data for 

frequent if-then patterns and identifying the most important relationships. The following section 

of this study summarizes the results.  

While establishing the association rule, the minimum support value was determined as 0.01 and 

the confidence value as 0.8. A total of 29 rules were reached that provide these values. The 

summary information on rule length distribution, support, confidence, coverage, lift, and 

frequency values regarding all rules were given in Table 3. 
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Table 3. Summary of quality measures of association rules*. 

 
Rule length distribution 

(lhs + rhs) 
Support (%) Confidence (%) Coverage (%) Lift Count (f) 

Minimum 3 0.01 0.8 0.01 1.23 26 

1st Quarter 3 0.01 0.82 0.01 1.26 29 

Median 3 0.01 0.86 0.02 1.33 35 

Mean    3.20 0.02 0.87 0.02 1.35 40 

3rd Quarter 3 0.02 0.91 0.02 1.4 47 

Maximum 4 0.04 1 0.04 1.54 86 

*Rounded to the nearest decimal. 

When the distribution of the found rules was examined, it was seen that the minimum rule 

length (lhs + rhs) was 3 (n = 33) and the maximum rule length was 4 (n = 18).  The minimum 

support and coverage value obtained was 0.01, and the highest was 0.04. It was found that the 

highest Conf value was obtained as 100%. The least repeating rule was n=26, while the most 

repeating rule was repeated n=86 times. Lastly, the average lift value was found to be 1.36 

(min: 1.23, max: 1.50). 

The 29 rules within the scope of this research will be presented in two categories. 22 of the 

rules were composed of different rule sets, including department variables of students, and the 

remaining 7 rules were composed of only quarters in measurement tools. 

3.2.1. Department based findings 

A total of 3 rules were found for students who enrolled in EduIns. (n=80, 3,3%), (see Table 3) 

When these rules were examined, it was revealed that students with 3rdQ (supp: 0.02; conf: 

0.95; cov: 0.02; lift; 1.47; f: 39) on the E-Learn scale, 2ndQ (supp: 0.01; conf: 1; cov: 0.01; lift; 

1.54; f: 26) on the SRL scale, and 3rdQ (supp: 0.01; conf: 0.87; cov: 0.01; lift; 1.34; f: 27) on 

the EC scale were female (see Table 4).   

Table 4. Association rules and their support, confidence, coverage, and lift values*. 

Rule 
Mathematical Rule 

lhs → rhs 

Support 

(%) 

Confidence 

(%) 

Coverage 

(%) 
Lift 

Count 

(f) 

[R1] (Dep=EduIns)  ( E-Learn=3rdQ) 

→ (Sex=F) 

0.02 0.95 0.02 1.47 39 

[R2] (Dep=EduIns)  ( SRL=2ndQ) 

→(Sex=F) 

0.01 100 0.01 1.54 26 

[R3] (Dep=EduIns)  ( EC=3rdQ) 

→(Sex=F) 

0.01 0.87 0.01 1.34 27 

*F: Female, Dep: Department, Q: Quarter 

In EduFa (n=122, 5%), it was understood that female participants were in the 2nd and 3rd 

quarters [R4…R9] in all E-Learn, SRL, and EC scales (see Table 5). In other words, in one or 

more of these scales, no pattern was found for education faculty students who were in the 1st 

and 4th quarters.   

 

 

 



Int. J. Assess. Tools Educ., Vol. 9, No. 3, (2022) pp. 565–582 

 573 

Table 5. Association rules and their support, confidence, coverage, and lift values*. 

Rule 
Mathematical Rule 

lhs → rhs 

Support 

(%) 

Confidence 

(%) 

Coverage 

(%) 
Lift 

Count 

(f) 

[R4] (Dep=EduFa)  ( E-Learn=3rdQ) →(Sex=F) 0.01 0.92 0.02 1.42 35 

[R5] (Dep=EduFa)  ( SRL=2ndQ) →(Sex=F) 0.01 0.82 0.02 1.26 36 

[R6] (Dep=EduFa)  ( EC=3rdQ) 

→(Sex=F) 

0.01 0.83 0.01 1.28 29 

[R7] (Dep=EduFa)  ( SRL=3rdQ) →(Sex=F) 0.01 0.88 0.02 1.35 35 

[R8] (Dep=EduFa)  ( E-Learn=2ndQ) →(Sex=F) 0.01 0.85 0.02 1.31 34 

[R9] (Dep=EduFa)  ( EC=2ndQ) →(Sex=WF 0.02 0.90 0.02 1.38 43 

*F: Female, Dep: Department, Q: Quarter 

A total of 7 rules for MedVoc (n=144, 5.9%) and MedSci (n=265, 10.8%) were obtained (see 

Table 5). MedVoc students, those in the 2nd [R10] and 4th [R11] quarters in SRL, and those in 

the 2nd [R12] quarter in EC were identified as female.  

Table 6. Association rules and their support, confidence, coverage, and lift values*. 

Rule 
Mathematical Rule 

lhs → rhs 

Support 

(%) 

Confidence 

(%) 

Coverage 

(%) 
Lift Count (f) 

[R10] (Dep=MedVoc)  ( SRL=2thQ) 

→(Sex=F) 

0.01 0.82 0.01 1.26 27 

[R11] (Dep=MedVoc)  ( SRL=4ndQ) 

→(Sex=F) 

0.01 0.90 0.01 1.39 27 

[R12] (Dep=MedVoc)  ( EC=2ndQ) 

→(Sex=F) 

0.02 0.86 0.02 1.33 50 

[R13] (Dep=MedSci)  ( SRL=3rdQ) 

 ( E-Learn=1stQ) →(Sex=F) 

0.01 0.91 0.01 1.4 30 

[R14] (Dep=MedSci)  ( EC=2ndQ) 

 ( SRL=2ndQ) →(Sex=F) 

0.01 100 0.01 1.54 29 

[R15] (Dep=MedSci)  ( EC=2ndQ) 

 ( SRL=3rdQ) →(Sex=F) 

0.01 0.97 0.01 1.5 32 

[R16] (Dep=MedSci)  ( EC=2ndQ) 

 ( E-Learn=2ndQ) →(Sex=F) 

0.01 0.95 0.02 1.46 36 

*F: Female, Dep: Department, Q: Quarter 

Furthermore, as shown in the Table 6 above, For MedSci students, those in SRL 3rdQ and E-

Learn 1stQ (supp: 0.01; conf: 0.91; cov: 0.01; lift; 1.4; f: 30) were determined to be women, and 

along with that, both EC 2nd and;  [R14] those in SRL 2nd (supp: 0.01; conf: 1; cov: 0.01; lift; 

1.54; f: 29) quarter, [R15] those in SL 3rd (supp: 0.01; conf: 0.97; cov: 0.01; lift; 1.5; f: 32) 

quarter or, [R16] those in E-Learn 2nd (supp: 0.01; conf: 0.95; cov: 0.02; lift; 1.46; f: 36) quarter 

were obtained as the pattern of female students.  

The last section of the department-based rules consists of 6 rules involving Arch students. The 

findings revealed that the participants from Arch in E-Learn 1st [R18] and 3rd [R19] quarter, in 

1st [R17] and 2nd [R22] quarters in EC and SRL 2nd [R20] and 3rd [R21] were female students 

(see Table 7).  
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Table 7. Association rules and their support, confidence, coverage, and lift values*. 

Rule 
Mathematical Rule 

lhs → rhs 

Support 

(%) 

Confidence 

(%) 

Coverage 

(%) 
Lift 

Count 

(f) 

[R17] (Dep=Arch)  ( EC=1stQ) 

→(Sex=F) 

0.01 0.91 0.01 1.4 29 

[R18] (Dep=Arch)  ( E-Learn=1stQ) →(Sex=F) 0.02 0.81 0.02 1.25 47 

[R19] (Dep=Arch)  ( E-Learn=3rdQ) →(Sex=F) 0.01 0.83 0.02 1.28 34 

[R20] (Dep=Arch)  ( SRL=2ndQ) →(Sex=F) 0.02 0.81 0.02 1.25 43 

[R21] (Dep=Arch)  ( SRL=3rdQ) →(Sex=F) 0.02 0.81 0.03 1.25 50 

[R22] (Dep=Arch)  ( EC=2ndQ) 

→(Sex=F) 

0.02 0.81 0.02 1.25 48  

*F: Female, Dep: Department, Q: Quarter 

Finally, based on the gathered data all department-based rules were given in Figure 1. When all 

these rules were examined, it was understood that there was a pattern in the data of EduIns, 

EduFa, MedVoc, MedSci, and Arch departments in this data set, which includes participants 

from 17 different departments. Therewithal, no pattern was obtained for male participants even 

though there were both female and male participants. The most unusual finding regarding the 

department-based rules was that the predictor variable of all rules points to female participants. 

In other words, the main element of the pattern created in all rules was the gender variable of 

the female participants.  

Figure 1. Departmental rules. 
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3.2.2. Scales based findings 

All rules based on scales were given in the Table 8. When all these rules were examined, it was 

concluded that those with EC 1stQ and also those in [R23] SL 4th quarter (supp: 0.02; conf: 

0,93; cov: 0.02; lift; 1.44; f: 54), [R24] E-learn 3rdQ (supp: 0.03; conf: 0.80; cov: 0.04; lift; 

1.23; f: 76), [R24] SRL 3rdQ (supp: 0.04; conf: 0.84; cov: 0.04; lift; 1.3; f: 86) were female.  

Table 8. Association rules and their support, confidence, coverage, and lift values*. 

Rule 
Mathematical Rule 

lhs → rhs 

Support 

(%) 

Confidence 

(%) 

Coverage 

(%) 
Lift 

Count 

(f) 

[R23] (EC=1stQ)  ( SRL=4thQ) 

→(Sex=F) 

0.02 0.93 0.02 1.44 54 

[R24] (EC=1stQ)  ( E-Learn=3rdQ) →(Sex=F) 0.03 0.80 0.04 1.23 76 

[R25] (EC=1stQ)  ( SRL=3rdQ) 

→(Sex=F) 

0.04 0.84 0.04 1.3 86 

[R26] (EC=1stQ)  ( SRL=2ndQ) 

 ( E-Learn=2ndQ) →(Sex=F) 

0.01 0.81 0.01 1.26 29 

[R27] (EC=2ndQ)  ( SRL=4thQ) 

 ( E-Learn=2ndQ) →(Sex=F) 

0.01 0.87 0.01 1.34 26 

[R28] (EC=2ndQ)  ( SRL=3rdQ) 

 ( E-Learn=1stQ) →(Sex=F) 

0.01 0.81 0.02 1.25 34 

[R29] (EC=2ndQ)  ( SRL=3rdQ) 

 ( E-Learn=2ndQ) →(Sex=F) 

0.03 0.85 0.04 1.31 74 

*F: Female, Dep: Department, Q: Quarter 

The remaining 4 rules on scale-based were 4 rule lengths. Accordingly, all participants who 

fulfilled the requirements [R26] (EC=1stQ)  (SRL=2ndQ)  (E-Learn=2ndQ) and [R27] 

(EC=2ndQ)  (SRL=4thQ)  (E-Learn=2ndQ) were women. Finally, along with EC 2ndQ and 

SRL 3rdQ, all participants in E-Learn, both from 1stQ and 2ndQ were also stated as women. 

All scale-based rules were given in Figure 2 below.  

Figure 2. Scale based rules. 
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4. DISCUSSION and CONCLUSION 

As previously stated, in the present study we proposed that individual differences might be an 

active and influential on higher education students’ attitudes toward e-learning. The statistical 

analysis of multiple regression revealed that gender, EC and SRL were significant predictors of 

attitudes towards e-learning. However, the effect size was low. So, to further analyze the 

relations among the variables, we conducted association rule mining. As expected, we could 

detect several associations among variables that cannot be detected via regression models. 

According to the association rule in the descriptive model category, gender was found to have 

a predictive role in the two behaviors. Specifically, females outperformed males both in SRL 

and EC during online learning. These findings were contrary to previous studies that revealed 

no significant gender differences with respect to SRL (Çalışkan & Sezgin-Selcuk, 2010; 

Hargittai & Shafer, 2006; Yükseltürk & Bulut, 2009). Besides, the findings were opposite to 

the study conducted by Bashir and Bashir (2016) indicating that males showed higher self-

regulation as compared to females. The only partial similarity was reported by Senler and 

Sungur-Vural (2012) stating that females showed higher self-regulation and effort regulation 

compared with males.  

Considering the statistical analysis methods used in the study, it is important to evaluate the 

findings revealed by data mining.  The association rule used in this study, although it is less 

used in educational sciences, has wide usage in several areas as Computer Science (Chen et al. 

2021), Engineering (Çakır et al., 2021), Decision Sciences (Prathama et al.2021), Mathematics 

(Li et al., 2020) Business, Management and Accounting (Moodley et al., 2020), Medicine and 

Dentistry (Tandan et al., 2021), Social Sciences (Cömert & Akgün, 2021), Energy (Odabaşı & 

Yıldırım, 2019), Environmental Science (Nagata et al., 2014) and Psychology (Elia et al., 2019). 

Besides, in order to compare the performance of this analysis method, which includes more 

than one algorithm, many variables such as the distribution, features, and characteristics of the 

data set should be considered. Therefore, it can be said that which algorithm gives better 

performance from association rules varies according to the properties of the dataset (Borgelt & 

Kruse, 2002). With data mining techniques in which appropriate algorithms are selected, it 

seems possible to reveal detailed characteristic relationships about students and to make 

predictions for the future (Arora & Badal, 2014). 

Based on these overviews, the present study revealed that gender might have a predictive role 

on SRL and EC among higher education students during e-learning which should be addressed 

in further studies. Similar to face-to-face education, individual differences have an active and 

influential role in teaching and learning online as well. Therefore, we propose that future 

research should examine the role of such personal characteristics in various educational 

contexts to provide suggestions for more effective pedagogical practices. To gather in-depth 

information, we also recommend that data mining can be used as a statistical method in 

educational and psychological research. 
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Abstract: The purpose of this study is to identify which scale short-form 

development method produces better findings in different factor structures. A 

simulation study was designed based on this purpose. Three different factor 

structures and three simulation conditions were selected. As the findings of this 

simulation study, the model-data fit and reliability coefficients were reported for 

each factor structure in each simulation condition. All analyses were conducted 

under the R environment. According to the findings of this study, the increase in 

the level of misspecification and the decrease in the sample size can significantly 

affect the model-data fit. In a situation where the factor structure of the scale is 

getting more and more complex, model-data fit and Omega coefficients decrease. 

For scales with a unidimensional factor structure, all of the scale short-form 

development methods are recommended. For scales with multidimensional factor 

structure, Ant Colony Optimization, and Stepwise Confirmatory Factor Analysis 

algorithms and for scales with bifactor factor structure, the ACO algorithm is 

recommended. When viewed from the framework of metaheuristic algorithms, it 

has been identified that ACO produces better findings than Tabu Search. 

1. INTRODUCTION 

The use of short forms of psychological measurement tools has become widespread, especially 

in the last 20 years. Is it more important than the scale has a well-prepared factor structure but 

contains many items, or is it more important to obtain sufficient proof of validity by using time 

correctly with fewer items? This question has accelerated the work on short-form development. 

The main reason for this situation is to reduce the time and cost required for the application of 

the test, and the effort and length of the test that the participant would spend on the test items 

are appropriate (Kleka & Soroko, 2018). Due to these important reasons, academic studies to 

shorten the long forms of the scales have started to gain an important place in the social science 

literature. It should be noted that this situation has theoretical reasons as well as practical 

reasons. According to the Classical Test Theory (CTT), the high number of items makes 

significant contributions to the reliability of test scores, construct, and content validity. Many 

items are needed based on CTT to make valid and reliable measurements (Anastasi, 1982; 

Nunnally, 1978). 
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Nowadays, many new methods have been developed for scale short-form development (Leite 

et al., 2008; Olaru et al., 2015). It is possible to talk about dozens of methods within the 

framework of Metaheuristic Algorithms, Factor Analysis, Item Response Theory, and Rasch 

analysis. However, it is still known in the literature that classical approaches are frequently used 

in short-form development. These approaches are mostly based on item statistics or factor 

analysis approach. Item-total correlation and factor loadings or removing items with a low 

contribution to internal consistency constitute the basic implementation form of these 

approaches. This means determining the short form according to the item characteristics 

(Janssen et al., 2017). However, developing a short form of a scale is a much more complex 

and comprehensive process.  

Classical short-form development approaches potentially have a significant disadvantage when 

it is desired to reduce the number of items of a previously validated measurement instrument. 

In these techniques, psychometrically poor items can be detected through item reliability or 

item-total correlation. However, in this case, depending on the test item excluded, the statistical 

findings of the remaining items and the findings of the general test will vary. Therefore, a 

stepwise item selection for the development of a short form will result in different item groups 

depending on the order of items eliminated (Janssen et al., 2017). 

One of the methods developed to overcome many of the disadvantages of these classical 

approaches is Stepwise Confirmatory Factor Analysis (SCOFA). With this method, latent 

variable models are used, which provide a comprehensive framework for testing measurement 

models. This model overcomes one of the disadvantages of classical approaches by focusing 

directly on dimensionality and factor structure. Reducing the item pool in a measurement 

process can affect the factor structure of the instrument (Schroeders et al., 2016). 

Obtaining a short form with both a strong factor structure and a high validity is quite difficult 

with traditional short-form development methods. Metaheuristic optimization algorithms have 

the potential to solve these difficulties because they can optimize and test with multiple validity 

criteria simultaneously for the developed short forms. Ant Colony Optimization (ACO), the 

first of the metaheuristic algorithms discussed within the scope of this research, was firstly 

developed by Colorni et al. (1991) as a metaheuristic to solve a wide range of combination-

based problems and can be applied to situations where there are many possible solutions for a 

problem to be graded based on various criteria. This approach does not require the best solution 

to existing scale but instead focuses on finding a solution within the set of possible solutions 

that best meet certain criteria. One of the potential problems that this approach can solve is the 

development of the short form of the scales, undoubtedly. In this context, any combination of 

selected items is a possible solution, and these possible solutions will vary according to the 

previously established degree of competence (Janssen et al., 2017). 

Tabu Search (TS), another metaheuristic algorithm, was designed by Marcoulides & Falk 

(2018) for short-form development.  

“TS examines each set of short forms created by changing one item at a time. The main idea 

behind the TS method is to consistently identify the best short-form currently selected by 

examining other short forms neighbor the best available short form. If a neighbor examined 

short form fits better than the existing short form, it is selected as the most suitable new short 

form. If not, the neighbor short form under study is marked as "taboo." In other words, it is 

placed in a separate list so that it will not be re-evaluated until certain criteria are met." (Raborn 

et al., 2020, p. 5). 

Within the scope of this research, ACO and TS algorithms were selected from metaheuristic 

algorithms with the simulation study conducted by Raborn et al. (2020), taking into account 

other application-oriented studies and prevalence. In addition, due to the frequent use of 

classical approaches in the literature, the SCOFA technique, which is thought to represent these 

approaches and is based on iterations such as metaheuristic algorithms, was chosen. A 
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simulation study was designed based on the technique of developing the short forms of these 

three scales. The research questions of this study are as follows: 

1. How are the model-data fit and reliability coefficients obtained from different scale short-

form development methods according to different factor structures? 

2. How are the model-data fits and reliability coefficients obtained from different scale short-

form development methods according to different sample sizes, the correlation between 

factors, and model misspecification? 

3. Which scale short-form development method performs best under various conditions? 

2. METHOD 

2.1. Simulation Conditions 

In this study, various factor structures were primarily defined. Unidimensional, 

multidimensional, and bifactor structures were selected for this study. For each factor structure, 

research findings from real data sets were used. Simulation-based data sets were produced on 

various other features, especially the factor loadings of these measurement tools. Instructor 

Self-Disclosure Scale with 18 items for unidimensional structure (Cayanus & Martin, 2004), 

the Multidimensional Health Locus of Control Scale (LaNoue et al., 2015) with 3 factors and 

18 items for the multidimensional structure, and The Anxiety Sensitivity Index-3 (Ebesutani et 

al., 2014) with 3 factors and 18 items for the bifactor structure were selected. Factor loading 

values of the scale vary between 0.28 - 0.70. The correlation coefficients between the factors 

vary between 0.41 - 0.45. Especially attention has been paid to ensure that each of these studies 

has an equal number of items. It is aimed to reduce the number of items in each factor structure 

by half. In this way, it is planned to develop the short form of the Instructor Self-Disclosure 

Scale with 9 items and a unidimensional scale, and the other scales with a total of 9 items, 3 

items in each factor. Confirmatory Factor Analysis (CFA) was repeated on 9 items determined 

by each scale short form method. 

Three different conditions have been manipulated for the purpose of the simulation study based 

on Raborn et al., (2020). These features are sample size, model misspecification, and correlation 

between factors.  

- Sample Size: In CFA, it is stated that a sample size of at least 200 is required for accurate 

model estimates (Gatignon, 2010; Singh et al., 2016). Considering other similar simulation 

studies (French & Finch, 2011; Yang & Liang, 2013), two different sample sizes were 

determined as 200 and 500. Only findings based on sample size are included in the 

unidimensional structure. 

- Correlation between factors: This condition were identified to be 0.00, 0.25 and 0.50 in a 

study by Batley & Boss (1993), 0.20, 0.50 and 0.70 in a study by Jiang et al. (2016), 0.10, 0.40 

and 0.70 in a study by Van Abswoude et al. (2004a) and 0.00, 0.20, 0.40, 0.60, 0.80 and 1.00 

in a study by Van Abswoude et al. (2004b). In this study, based on the correlations determined 

by these studies, two different correlation values were selected: 0.30 and 0.70 only for 

multidimensional factor structure. There is no correlation between factors in a unidimensional 

structure. In addition, in bifactor models, correlations between dimensions were not included 

as a simulation condition because “The bifactor model incorporates a general factor, onto which 

all items load directly, plus a series of orthogonal (i.e., specified as uncorrelated) factors each 

loading on a sub-set of items.” (Reise, 2012, p. 682). 

- Model Misspecification: Model Misspecification was applied by ensuring that some of the 

observed variables were included in the factor that was not loaded. In the multidimensional and 

bifactor models, 6 items were selected, and it was ensured that these items were loaded in the 

factors where these items were not loaded in pairs. Three different models of misspecification 

have been selected: No Misspecification (0.00), 0.30, and 0.60 (Raborn et al., 2020). The 
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misspecified loadings (loading on the incorrect factor) were not the same as the loadings 

simulated to be real datasets. Misspecification was not applied to the model in unidimensional 

structure. 

2.2. Data Simulation and Analysis 

All data sets were simulated in R v4.0.4 (R Core Team, 2018) using the simulateData function 

on lavaan 0.6-8 package (Rosseel, 2012). All factor structures fitted on lavaan 0.6-8 package 

(Rosseel, 2012). First, population models were created with the findings of real data in the 

production of data belonging to unidimensional, multidimensional, and bifactor structures. 

These models are then calibrated to the null model. This process is repeated for each simulation 

condition. 100 iterations have been used per each simulation condition.  

The scale short-form selection with ACO and TS was implemented with the ShortForm 0.4.6 

package (Raborn & Leite, 2018). This package uses the lavaan package (Rosseel et al., 2012) 

to fit unidimensional, multidimensional, and bifactor CFA analysis. Based on previous research 

(Marcoulides & Falk, 2018; Raborn et al., 2020), some tuning parameters were used for each 

meta-heuristic algorithm. For ACO, 20 consecutive steps for convergence, 0.9 evaporation, 20 

ants, and 50 maximum steps for no improvement were tuned. For TS, 5 tabu sizes for each 

condition and 50 iterations were specified. Since the iterations made with the ShortForm 

package were very slow, the number of iterations was limited (Raborn et al., 2020). 

SCOFA analysis was implemented with lavaan 0.6-8 package (Rosseel, 2012). SCOFA 

algorithm, which iteratively deletes the item with the lowest factor loading from the item pool, 

is a standard scale short-form development procedure (Kruyen et al., 2013). “After estimating 

a CFA for the original factor structure, the item with the lowest factor loading is removed. The 

model is then re-estimated with the reduced item set and again the item with the lowest factor 

loading is removed. This procedure is repeated until the predetermined number of items for the 

short version is reached.” (Schroeders et al., 2016, p. 8). Weighted Least Squares Mean and 

Variance adjusted (WLSMV) estimator are used for parameter estimation.  

Model-fit was checked using several fit indices, including the Comparative Fit Index (CFI), the 

Tucker–Lewis Index (TLI), and the Root Mean Square Error of Approximation (RMSEA). CFI 

and TLI values above 0.90 and 0.95 reflect acceptable and excellent fit, respectively, while 

RMSEA below or near 0.05 indicates an acceptable fit of data to a model (Hu & Bentler 1999, 

pp. 24-26).  

Omega coefficients were computed from semTools package 0.5-4 (Jorgensen et al., 2014). For 

all factor structures, omega coefficients as composite reliability is computed. Omega 

hierarchical (ωH) and omega hierarchical subscale (ωHS) are computed for bifactor structures. 

Omega hierarchical subscales are computed for multidimensional and omega total coefficients 

are computed for unidimensional structures. 

As the findings of this simulation study, model-data fit and reliability coefficients were reported 

for each factor structure in each simulation condition. 

3. RESULT 

3.1. Findings from Unidimensional Factor Structure 

In the unidimensional factor structure, findings were reported only according to the changes in 

the sample size according to the simulation conditions. 
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Table 1. Model-data fits and omega coefficients from the unidimensional factor structure. 

SS 
ACO TS SCOFA 

CFI TLI RMSEA RF-g CFI TLI RMSEA RF-g CFI TLI RMSEA RF-g 

200 .980 .985 .034 .830 .985 .989 .024 .778 .980 .985 .034 .830 

500 .998 .998 .011 .812 .972 .979 .036 .794 .999 .999 .009 .812 

SS: Sample Size, RF-g: Reliability of general factor 

In Table 1, it has been observed that all model-data fits obtained according to the 

unidimensional factor structure indicate a good fit. When the sample size is 200 TS algorithm, 

it is seen that the SCOFA method produces the best results when it is 500. When the sample 

size is 200, the model-data fit and Omega coefficients obtained from ACO and SCOFA 

techniques are the same. In case the sample size is 500, the model-data fit and Omega 

coefficients obtained from ACO and SCOFA techniques are very close to each other. The 

Omega coefficients produced by ACO and SCOFA methods for both sample sizes are the same 

and higher than the coefficient produced by the short form obtained with TS. As the sample 

size increases, the model data fit generally increases, while the Omega coefficients decreases 

except for TS. 

3.2. Findings from Multidimensional Factor Structure 

In the multidimensional factor structure, findings were reported for all simulation conditions. 

Table 2. Model-data fits from the multidimensional factor structure. 

MS SS CBF 
ACO TS SCOFA 

CFI TLI RMSEA CFI TLI RMSEA CFI TLI RMSEA 

None 

(0.0) 

200 
0.3 .998 .998 .006 .994 .996 .010 .991 .994 .013 

0.7 .994 .996 .012 .994 .996 .012 .974 .983 .027 

500 
0.3 .984 .989 .017 .983 .989 .015 .972 .981 .022 

0.7 .990 .993 .015 .984 .989 .017 .994 .996 .012 

Minor 

(0.3) 

200 
0.3 .995 .997 .009 .998 .998 .007 .924 .950 .045 

0.7 .915 .943 .053 .922 .948 .049 .856 .904 .078 

500 
0.3 .913 .942 .040 .895 .930 .042 .902 .935 .049 

0.7 .979 .986 .026 .963 .975 .032 .984 .990 .024 

Major 

(0.6) 

200 
0.3 .936 .957 .054 .892 .928 .057 .934 .956 .054 

0.7 .943 .962 .060 .789 .859 .079 .949 .966 .063 

500 
0.3 .937 .958 .058 .890 .926 .051 .937 .958 .058 

0.7 .974 .982 .037 .952 .968 .039 .990 .994 .026 

MS: Misspecification, SS: Sample Size, CBF: Correlation Between Factors 

According to the findings obtained from the multidimensional factor structure, in Table 2, all 

model-data fit values of the situation where there was no misspecification showed a good fit. 

When the sample size was 200 and the correlation between factors was 0.3, the model-data fit 

values were the highest. Although all three scale short-form development methods produced 

similar findings, it can be said that the findings of ACO and TS were better. In the case of minor 

misspecification, when the sample size was 200 and the correlation between factors was 0.3, 

the sample size was 500 and the correlation between factors was 0.7, with high model-data fits. 

Some minor and major misspecification conditions findings were obtained with TS and 

SCOFA, it is observed that sufficient model-data fit was not achieved. In case the major 

misspecification, when only the sample size was 500 and the correlation between factors was 

0.7, all scale short-form development methods showed sufficient model-data fit. Findings 
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obtained from ACO and SCOFA showed sufficient model-data fit and were similar, specifically 

in no misspecification conditions; it is seen that the TS algorithm can generally obtain values 

far from adequate model-data fit. 

Table 3. Omega coefficients from the multidimensional factor structure. 

MS SS CBF 
ACO TS SCOFA 

RF-1 RF-2 RF-3 RF-1 RF-2 RF-3 RF-1 RF-2 RF-3 

None 

(0.0) 

200 
0.3 .583 .606 .664 .437 .575 .585 .586 .595 .635 

0.7 .679 .577 .698 .575 .431 .421 .681 .735 .696 

500 
0.3 .639 .648 .665 .552 .492 .498 .737 .758 .458 

0.7 .662 .577 .604 .576 .507 .501 .665 .716 .697 

Minor 

(0.3) 

200 
0.3 .483 .563 .466 .536 .561 .410 .536 .563 .529 

0.7 .487 .490 .563 .487 .490 .563 .526 .456 .563 

500 
0.3 .485 .541 .545 .464 .542 .422 .485 .507 .544 

0.7 .462 .561 .511 .389 .457 .487 .473 .562 .512 

Major 

(0.6) 

200 
0.3 .426 .529 .392 .550 .440 .600 .559 .528 .615 

0.7 .399 .653 .336 .425 .532 589 .449 .643 .494 

500 
0.3 .508 .438 .525 .511 .409 .519 .504 .592 .525 

0.7 .475 .612 .527 .472 .476 .548 .474 .640 .546 

MS: Misspecification, SS: Sample Size, CBF: Correlation Between Factors, RF-1: Reliability of First Factor, RF-

2: Reliability of Second Factor, RF-3: Reliability of Third Factor 

According to the findings obtained from the multidimensional factor structure, in Table 3, there 

was a decrease in the Omega coefficient of none to major misspecification, generally. The better 

Omega coefficient values were the case where the sample size was 500 and the correlation 

between factors was 0.7 in the no misspecification compared with other short-form techniques. 

It can be said that the Omega coefficients of ACO and SCOFA are similar. Especially in the no 

misspecification, the Omega coefficients obtained by the TS algorithm are lower than the other 

algorithms. 

3.3. Findings from Bifactor Factor Structure 

In the bifactor factor structure, findings were reported according to the changes in the sample 

size and the correlation between factors according to the simulation conditions. 

Table 4. Model-data fits from the bifactor factor structure. 

MS SS 
ACO TS SCOFA 

CFI TLI RMSEA CFI TLI RMSEA CFI TLI RMSEA 

None 

(0.0) 

200 .983 .992 .028 .981 .990 .027 .981 .990 .030 

500 .994 .997 .016 .991 .996 .020 .976 .988 .033 

Minor 

(0.3) 

200 .991 .996 .021 .969 .987 .039 .969 .987 .039 

500 .994 .998 .018 .897 .945 .068 .828 .908 .093 

Major 

(0.6) 

200 .881 .941 .072 .869 .934 .077 .892 .946 .076 

500 .914 .957 .068 .918 .959 .057 .955 .977 .045 

MS: Misspecification, SS: Sample Size 

In Table 4, according to the findings obtained under the bifactor structure, all model-data fits 

obtained in the no misspecification showed a good fit. However, in the case of minor 

misspecification, the model-data fit in the case where the sample size obtained from TS and 

SCOFA algorithms is 500 was not sufficient. Findings obtained with only ACO showed a good 
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fit. In case of major misspecification and the sample size of 200, no scale short-form 

development method could show enough model-data fit. In the case of the sample size of 500, 

although the whole scale short-form development method showed sufficient model-data fit, the 

better findings were obtained with SCOFA compared with other short-form techniques. 

Table 5. Omega coefficients from the bifactor factor structure. 

MS SS 
ACO TS SCOFA 

RF-1 RF-2 RF-3 RF-g RF-1 RF-2 RF-3 RF-g RF-1 RF-2 RF-3 RF-g 

None 

(0.0) 

200 .528 .160 .368 .763 .426 .483 .410 .844 .502 .176 .383 .760 

500 .327 .152 .186 .772 .396 .155 .176 .774 .428 .104 .229 .770 

Minor 

(0.3) 

200 .444 .507 .437 .403 .485 .284 .378 .713 .424 .456 .537 .344 

500 .365 .447 .543 .413 .684 .202 .518 .675 .336 .419 .308 .560 

Major 

(0.6) 

200 .213 .219 .351 .467 .211 .465 .464 .585 .183 .237 .217 .506 

500 .019 .170 .215 .417 .214 .384 .153 .534 .285 .174 .273 .490 

MS: Misspecification, SS: Sample Size, RF-1: Reliability of First Factor, RF-2: Reliability of Second Factor, RF-

3: Reliability of Third Factor, RF-g: Reliability of general factor 

In Table 5, according to the findings obtained from the bifactor factor structure, there is a 

decrease in the Omega coefficient of none to major misspecification. The best Omega 

coefficients were obtained when there was no misspecification and the sample size was 200. 

Although the Omega values obtained from the scale short-form development methods are 

similar, it can be said that the Omega values obtained with the TS algorithm are higher. 

4. DISCUSSION and CONCLUSION 

It has been determined that all the methods of developing the short form of the scale in the 

unidimensional factor structure can select the short form with sufficient psychometric 

properties. Although it is not possible to mention a significant difference between the methods, 

the Omega coefficients produced by ACO and SCOFA methods are the same and higher than 

the coefficient produced by the short form obtained with TS. As the sample size increased, the 

model-data fit generally increased, while a slight decrease was observed in the Omega 

coefficients. In this case, for scales with unidimensional factor structure, all of the scale short-

form development methods used in this study can be recommended. 

In the multidimensional factor structure, all model-data fit values for the situation where there 

is no misspecification shows a good fit. In the case of minor misspecification, it was determined 

that some findings obtained by TS and SCOFA did not provide sufficient model-data fit. In the 

case of major misspecification, the findings obtained from ACO and SCOFA show sufficient 

model-data fit and are similar; it can be said that the TS algorithm can generally obtain values 

far from adequate model-data fit. It has been determined that the Omega coefficients of ACO 

and SCOFA are similar. Especially in the absence of misspecification, the Omega coefficients 

obtained by the TS algorithm are lower than the other algorithms. It is possible to say that the 

Omega coefficients increased with the increase in the sample size. In this case, for scales with 

multidimensional factor structure, ACO and SCOFA, which are among the scale short form 

development methods used in this study, can be recommended. 

According to the findings obtained under the bifactor structure, all model-data fits obtained 

under no misspecification condition show a good fit. In the case of minor misspecification, TS 

and SCOFA algorithms could not show sufficient model-data fit, but in the case of major 

misspecification, no scale short form development technique could show sufficient model-data 

fit. In this case, it is recommended to use ACO, one of the short form development methods 

used in this study, for scales with a bifactor factor structure. 
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When viewed from the framework of metaheuristic algorithms, it has been determined that 

ACO produces better findings than TS. This finding is similar to the study of Raborn et al. 

(2020). In Raborn et al.’s (2020) study, the simulated annealing (SA) technique showed better 

performance in terms of fit indices and reliability indices. Next comes the ACO. Since the SA 

technique was not included in this study, it is possible to say that the findings of both studies 

are similar. 

According to the findings of this study, the increase in the level of misspecification and the 

decrease in the sample size can significantly affect the model-data fit. In a situation where the 

factor structure of the scale is getting more and more complex, model-data fit and Omega 

coefficients decrease. Especially in cases where the factor structure is complex and the sample 

size is relatively low, it may be recommended to apply multiple scales short-form development 

methods and to continue studies on the methods that produce the best results. 

This study was not carried out on two samples as suggested in the scale short form development 

studies. Using the required first sample as a "training sample" and choosing the item for the 

short form with this sample; the second sample should be used as a "testing sample" and the 

validity of the short form should be ensured with this sample. With such an application, it is 

ensured that the new short-form is validated in a new sample (Raborn et al., 2020). It is 

recommended to use these techniques and similar ones. 
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Abstract: This study aimed to adapt the COVID-19 Stress Scales (CSS) into 

Turkish and provide evidence for construct validity. For this purpose, firstly, 

Confirmatory factor analysis (CFA) was applied for the 5-factor model obtained 

during the development of CSS and the theoretically expected 6-factor model with 

total of 546 respondents. The findings revealed that the 6-factor model of CSS had 

a better fit in the Turkish sample. Factor loadings varied between .62 - .95 and 

correlations between subscales were between .44 - .76. Cronbach's Alpha and 

McDonald’s ω coefficients for each subscale indicated good-to-excellent internal 

consistency. To evaluate the criterion-related validity, the Turkish version of The 

Fear of COVID-19 Scale (FCV-19S) was administered to the participants and the 

correlation coefficients between this scale and the six subscale of CSS were 

calculated. We also conducted the Rasch analysis with related items to provide 

psychometric evidence for their unidimensional structure of each of the six 

subscales. Lastly, Differential item functioning (DIF) analysis was performed 

across subgroups by gender, having COVID-19, and being a student. Overall, the 

results of both CFA and Rasch analyses provided evidence to support the 

substantive aspect of validity and the appropriateness of the CSS as a measure of 

COVID-19 stress level in a Turkish sample. 

1. INTRODUCTION 

World Health Organization (WHO, 2020) announced COVID-19 as a novel coronavirus disease 

outbreak of international importance in January 2020, shortly after the first case in Wuhan, 

China, and subsequently declared it a pandemic in March 2020. With this announcement, WHO 

(2020) made a statement based on the experiences from the previous pandemics, emphasizing 

that individuals may suffer from stress and mental health problems.  

The COVID-19 pandemic has been affecting individuals’ mental health since its beginning. 

While the virus has been spreading worldwide, people’s fear of contracting the disease and 

dying has increased (Valiente et al., 2021). However, getting the disease and dying have not 

been the only sources of people’s fear and anxiety during the pandemic. Various stressors that 

may affect individuals economically and socially have emerged, including economic problems 
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due to loss of employment or changes in work life, loved ones’ health problems and the 

possibility of losing them, being socially labeled, and experiencing social exclusion due to 

catching the disease, restriction of freedom, and staying away from loved ones due to being 

kept in quarantine or social isolation. The collapse of the health system and scarcity of food and 

other necessities are among the stress sources of the COVID-19 pandemic that may have long-

term effects (Liu et al., 2021; Mertens et al., 2020; Porcelli, 2020; Wang et al., 2021). 

Theoretical and empirical studies have confirmed that stress and anxiety due to COVID-19 have 

a strong association with emotion and behavior problems, such as dis-functionality, depression, 

health anxiety  (Gallagher et al., 2020; Mertens et al., 2020); generalized anxiety disorder and 

death anxiety (Lee et al., 2020); obsessive-compulsive disorder (Seçer & Ulaş, 2020); post-

traumatic stress disorder (Boyraz & Legros, 2020); eating disorder (Baenas et al., 2020); panic 

buying and coping challenges (Taylor et al., 2020a) and sleeplessness and acute stress (Wang 

et al., 2021). The studies also revealed that COVID-19 related anxiety and stress have a more 

severe effect on those who already had a mental problem before the pandemic. For example, 

Asmundson et al. (2020) showed that individuals who had anxiety or mood disorders showed 

the symptoms of psychological distress, xenophobia, and traumatic stress to a greater extent 

compared to those who did not have anxiety or mood disorders. This study points out that the 

stress and anxiety associated with COVID-19 may increase the vulnerability of individuals to 

various mental health disorders and behavioral problems.  

Research has demonstrated a high prevalence of mental health problems worldwide due to 

COVID-19. For example, a study with about 53,000 participants in China indicated that 35% 

of the participants experienced psychological distress (Qiu et al., 2020). In Italy, 27% of the 

participants had high stress levels, 32% had high depression levels, and 18% had high anxiety 

levels (Mazza et al., 2020). A study in Spain reported that 22.1% of the participants had 

depression, and 19.6% had anxiety. Later studies reported increases in these percentages 

compared to former studies (Valiente et al., 2021). 

Furthermore, a meta-analysis of twelve large-scale studies showed that the pooled prevalence 

of depression was 25% during the COVID-19 outbreak (Bueno-Notivol et al., 2021). Finally, 

another study revealed that 16% of the participants had COVID-19 related stress syndrome at 

a level requiring mental health services (Taylor et al., 2020a). These results demonstrated the 

severity of the negative effects of COVID-19 on mental health.  

Both mental health professionals and World’s governments have essential duties to prevent or 

minimize the mental health and behavioral problems due to COVID-19 related stress and 

anxiety (Wang et al., 2020). Therefore, the first step is to examine people’s COVID-19 related 

stress and anxiety levels and evaluate their change over time at specific sessions. In addition, 

when the COVID-19 outbreak will end is uncertain. Hence, people’s hope that the COVID-19 

outbreak will end is gradually decreasing while their anxiety and stress levels are increasing 

(Bernardo & Mendoza, 2020). Moreover, it is predicted that the effects of economic and social 

problems caused by the outbreak will continue for a long time, even after the pandemic (Gavin 

et al., 2020; Valiente et al., 2021). Hence, COVID-19 will certainly threaten individuals’ 

physical and mental health for a while. In this sense, while the outbreak continues to develop 

and progress, the potential effects of factors specific to COVID-19 on mental health should be 

constantly monitored (Gallagher et al., 2020). As a result, we need valid and reliable 

measurement instruments to assess COVID-19 related stress and anxiety.  

Various instruments assessing COVID-19 related stress and anxiety have been developed 

shortly after the emergence of the outbreak. One of these was The Fear of COVID-19 Scale 

(FCV-19S), developed by Ahorsu et al. (2020). The scale has seven items and a single factor. 

The FCV-19S was originally developed in Iran, and it was adapted to Turkish by Satici et al. 

(2020). Another scale was Coronavirus Anxiety Scale (CAS), containing five items measured 
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by a single factor. Developed by Lee (2020), the scale assesses individuals’ dysfunctional 

anxiety levels, and two different research teams adapted it to Turkish (see, Biçer et al., 2020; 

Evren et al., 2020). Finally, COVID-19 Stress Scales (CSS) was developed by Taylor et al. 

(2020b) using Canadian and US samples to better understand COVID-19 related distress. CSS 

comprises 36 items and five factors. It was previously adapted for use with Persian (Khosravani 

et al., 2021) and Arabic (Abbady et al., 2021) populations.  

Selecting the most appropriate instrument that researchers and mental health practitioners can 

use to identify the COVID-19 related stress and anxiety levels and support the aims of their 

studies is of particular importance in research. Pakpour et al. (2020) stated that FCV-19S is 

more advantageous when data need to be collected in a short time since it is a single factor 

instrument with few items. However, CSS would be more appropriate for assessing individuals’ 

anxiety and stress levels more comprehensively. Taylor et al. (2020b) mentioned that they 

developed CSS because no other comprehensive instrument existed to measure COVID-19 

related distress symptoms, such as fear of being infected, fear of contacting things and surfaces, 

xenophobia towards people who may have an infection, fear due to socio-economic results of 

the outbreak, traumatic stress symptoms, and compulsive checking and reassurance-seeking 

about possible threats related to the pandemic. 

In conclusion, various scales are available to measure COVID-19 related stress and anxiety 

symptoms in Turkish culture; however, none of them comprehensively assess individuals' 

COVID-19 related stress and anxiety levels. Most of the previous scale validation studies on 

COVID-19 related stress scale validation studies have been conducted using only factor 

analytic methods (Abbady et al., 2021; Khosravani et al., 2021; Taylor et al., 2020b). Thus, the 

purpose of the current study was to address these two gaps in the literature by adapting the CSS 

(Taylor et al., 2020b) into the Turkish language (CSS-T) using confirmatory factor analysis 

(CFA) and Rasch analysis. Several other psychometric properties of the Turkish version of CSS 

were also examined. To this end, the present study examined the following research questions: 

1. Does CSS-T yield sufficient validity evidence supported by Rasch model and CFA? 

2. Do CSS-T items function differently for persons who have been tested positive for COVID-

19? 

3. Do CSS-T items function differently across gender groups? 

4. Do CSS-T items function differently between students and non-students? 

2. METHOD 

2.1. Sample 

A total of 546 adult volunteers participated in an online survey through a non-probability 

convenience sampling. The survey included demographic questions, questions about the 

participants’ COVID-19 history, and CSS-T. After the Anadolu University ethics committee 

approved the project, the survey was disseminated using different platforms, such as cell 

phones, e-mails, and social networks (e.g., Twitter). The data were collected from participants 

located in different regions of Turkey in the same month, from March 16 to April 2, 2021. 

Based on the boxplot created to detect outliers, one participant was removed, and the analyses 

were conducted with 545 participants. Respondents were 18 to 64 years of age (M = 30.1 years, 

SD = 9.8). Most participants (69.9%) were women. About half of the participants were students 

(50.6 %). 

Furthermore, 13.95% stated that they had previously tested positive for COVID-19. Twelve 

percent of the participants answered “no” to whether there is anyone other than themselves who 

has tested positive for COVID-19 in their family, relatives, friends, or family friends. Twenty-

two percent stated that someone in their nuclear family had this disease. Sixty-six percent of 
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them stated that their close relatives, family friends, or friends had this disease.  The descriptive 

information of the respondents is presented in Table 1. 

Table 1. Demographics of the participants. 

Age 

( X ) 

Gender Student Status COVID-19 History 
Infected People in 

Your Close Circle? 

Female Male Student Non-Student Yes No Yes No 

30.1 

(SD=9.8) 
69.9% %0.1% 50.6% 49.4% 13.95% 86.05% 12% 88% 

2.2. Instrument 

2.2.1. Demographic Information 

The demographic questionnaire contained items assessing the participants' age, gender, student 

status, and COVID-19 history. Items assessing COVID-19 history inquired about whether the 

participants themselves tested positive for COVID-19 disease. Subsequent questions asked 

whether someone in their nuclear family had COVID-19 and whether other relatives, family 

friends, or friends had this disease. 

2.2.2. The COVID-19 Stress Scales (CSS) 

The CSS is a self-report measure developed by Taylor et al. (2020b) to measure COVID-19 

related stress symptoms and based on five factors associated with perceived threat and fear of 

disease. The first 24 items of the 36-item scale evaluate the extent to which individuals have 

experienced various kinds of worries over the last seven days on a 5-point scale ranging from 

“not at all” to “extremely.” Five of the remaining items assess the frequency with which they 

have experienced the situations described by the items in the last seven days, and seven items 

measure the frequency with which they have experienced the situations mentioned in the items 

in the last seven days. These 12 items were also rated on a 5-point scale ranging from “never” 

to “almost always.”  

CSS theoretically consists of six domains, the dangerousness of COVID-19 (danger), fears 

about sources of COVID-19-related contamination (contamination), COVID-19-xenophobia 

(xenophobia), fears about the personal social and economic consequences of COVID-19 (socio-

economic consequences), COVID-19-related checking (compulsive checking), and traumatic 

stress symptoms related to COVID-19 (traumatic stress), assessed with six items. On the other 

hand, a parallel analysis conducted through the same measurement tool revealed five factors in 

a Canadian sample revealed five factors (Taylor et al., 2020). Specifically, danger and 

contamination loaded on the same factor, while all other items worked theoretically as expected. 

The researchers preferred to preserve all 12 items underlying the two factors instead of reducing 

the number of items. The authors explained that keeping the number of items for each domain 

would allow subsequent studies to measure them separately (Taylor et al., 2020b). The 

researchers concluded that the theoretically expected 6-factor model should also be tested 

together with the 5-factor model in future studies. 

In a follow-up study, the 5-factor structure was tested in the US sample (Taylor et al., 2020b). 

The fit statistics for the CFA were acceptable, RMSEA = .05, SRMR = .042, CFI = .93, and it 

was concluded that the model fit the data well. Internal consistency values, assessed by 

Cronbach’s alpha, were above .80 for all subscales of the scale in both samples. 

To determine the convergent validity, Taylor et al. (2020b) examined the correlations between 

the subscales of the CSS and pre-COVID health anxiety, obsessive-compulsive checking, and 

contamination symptoms. Moderate significant correlation coefficients supported the 
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convergent validity of the CSS. First, for discriminant validity, the correlations of five CSS 

subscales with the social desirability scale were all close to 0. On the other hand, correlations 

between most CSS subscales and current anxiety were significantly higher compared to 

correlations with current depression, supporting the discriminant validity of CSS. 

To validate the Turkish version of the CSS, the existing translation that take place in the 

developers’ web page (Psychology of Pandemics Network, n.d.) was examined first. However, 

since this translated version had many misconceptions, we decided to translate the CSS again 

with the permission of the scale developers. Two psychometricians and a psychological 

counselor who were the primary investigators of this study carried out the translation process. 

The researchers first translated the original version into Turkish independently, and 

subsequently, they came together and tried to reach an agreement on the different translated 

items. An English language expert was consulted for items that could not be agreed upon. This 

expert was given the original version of the articles, the researchers’ translations, and the issues 

with which they disagreed. The translation was finalized according to this expert’s opinions. A 

Turkish language expert also approved the resulting CSS-T. 

2.3. Data Analysis 

The analyses to determine the validity of the CSS-T in the Turkish sample were carried out in 

two parts. The CFA was conducted first to compare the fit indices for the theoretical 6-factor 

model of the scale and the 5-factor model obtained during the development phase. The 

goodness-of-ft indices were based on conventional guidelines introduced by Hu and Bentler 

(1998). We used Hu and Bentler's (1999) empirically derived cut-off values to interpret whether 

a given factor model fit the data well. Accordingly, RMSEA < .06, SRMR < .08 and CFI & 

TLI > .90 were interpreted as good fit values. CFAs were performed with Mplus 7.0 (Muthen 

& Muthen, 2017). To establish the criterion-related validity, a one-dimensional Fear of COVID-

19 Scale (FCV-19-S) developed by Ahorsu et al. (2020) and adapted into Turkish by Satici et 

al. (2020) was used. The correlations between the FCV-19-S and each subscale of CSS-T 

supported the CSS-T’s criterion-related validity. 

To determine internal consistency, Mc Donald’s Omega was reported for each dimension along 

with Cronbach’s Alpha. Stratified Alpha coefficient was also reported for the entire scale. 

Another round of Rasch analyses was conducted to determine which items contribute to 

measurement of the scale dimensions identified through CFA.  Analyses were conducted for 

each dimension separately. Construct unidimensionality was also checked for each dimension 

before proceeding to other Rasch-related analyses. A principal components analysis (PCA) of 

standardized residual correlations was conducted to determine if the extra variance was 

explained after the Rasch construct was extracted. The Rasch construct should account for at 

least 40% of the total variance, and the value of the first contrast in the “unexplained variance” 

(residual variance) should be less than or equal to 2.0 (Linacre, 2004). 

We also evaluated the CSS-T using the following rating scale guidelines suggested by Linacre 

(1999, 2004). 

#1: At least ten frequencies should be observed for each category. 

#2: Observation distribution should be regular. 

#3: Average measures should advance monotonically with each category. 

#4: Outfit mean-squares should be less than 2.0. 

#5: Step calibrations should advance monotonically with each category. 

#6: Ratings should imply measures, and measures should imply ratings. 

#7: Step difficulties should advance by at least 1.4 logits and by less than 5.0 logits. 
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WINSTEPS Version 3.68.2 software (Linacre, 2009) was used to analyze Likert-type responses 

by calibrating a Rasch Rating Scale model (Andrich, 1978). The response distribution of the 36 

items across six agreement options and their association with overall item variance (i.e., point-

biserial correlation [PTMEA]) were analyzed. PTMEA correlations should all be positive and 

higher than .50. In addition to response category frequencies and distributions, the Rasch model 

was used to estimate item location parameters, step parameters, average measures, and fit 

statistics to evaluate the first five criteria of Linacre’s guideline. Two item fit values (outfit and 

infit mean square statistics) were examined to determine which items should be flagged for 

revision due to misfit between items and the Rasch model (Bond & Fox, 2007; Sick, 2010). The 

acceptable range for infit (information-weighted fit) or outfit (outlier-sensitive fit) mean square 

statistics included values between 0.5 and 1.5 (Linacre, 2004; Sick, 2010). The values within 

this range indicate the fit between the item and model. Values below 0.5 may indicate less 

productive items, and items with values greater than 1.5 may indicate unproductive 

measurement construction. Person and item reliability indices along with separation indices 

were computed to determine the internal consistency of ratings. The “person reliability” 

obtained from WINSTEPS is equivalent to the traditional “test” reliability. Low values of the 

person and item reliability statistics may indicate a narrow range of person and item measures, 

respectively. Reliability values greater than .80 and separation indices greater than 2.0 are 

considered adequate (Crocker & Algina, 1986). 

An item/person map (aka Wright map) was also created for each dimension to examine the item 

severity. This map shows the relationships between respondents’ abilities (on the left side) and 

item difficulties (on the right side) on a linear scale in a unit logit to help us see whether the 

item difficulties were appropriate for the targeted respondents. Finally, differential item 

functioning (DIF) analyses were employed to examine the functioning of items across 

subgroups, including respondents’ gender, student status, and COVID-19 history (having 

COVID-19 or not). When assessing DIF, two values (DIF contrast and p-value) were used to 

assess whether an item can be flagged as showing significant DIF. DIF contrast is calculated 

by taking the difference in item locations (item difficulty) between subgroups. Values greater 

than 0.5 logits may indicate a DIF situation (Linacre, 2006; Bond and Fox, 2015). The Rasch-

Welch and the Mantel-Haenzsel tests that are available in WINSTEPS software can be used to 

obtain a p-value for DIF analysis. Due to many items being compared, alpha (set at .05) was 

controlled when making comparisons using a Bonferroni correction. Therefore, p-values had to 

be less than .008 (i.e., .05 divided by six items) with a contrast greater than 0.5 logits to show 

evidence of DIF. 

3. RESULT / FINDINGS 

3.1. CFA and Criterion Related Validity Results 

To evaluate the construct validity of CSS-T, the fit values of the theoretically predicted 6-factor 

model and the fit values of the 5-factor model obtained during the development process were 

compared. Since maximum likelihood (ML) requires multivariate normality assumption to be 

met, robust-maximum likelihood (MLR) was used as the estimator. The results obtained are 

shown in Table 2. 
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Table 2. Fit indices obtained for five- and 6-factor model. 

Model Solution Modification Status RMSEA CFI TLI SRMR 

5 Factors 
Before Modification .082 (.078 -.085) .829 .816 .064 

After Modification .063 (.060 .067) .898 .889 .057 

6 Factors 
Before Modification .072 (.069  .075) .869 .857 .058 

After Modification .056 (.053  .059) .921 .913 .047 

*Applied modifications: 3-4; 7-8; 22-23 

As shown in Table 2, the values obtained for the 6-factor model were slightly better, but the fit 

indices obtained for both structures were not acceptable. Therefore, three theoretically valid 

modifications based on correlating the error terms that significantly reduced the chi-square 

value in both models were conducted. These items, which are very similar in expression, are 

indicated at the bottom of the table. Item 3 and Item 4 assess worries about the healthcare system 

(Item 3: “I am worried that our healthcare system won’t be able to protect my loved ones;” Item 

4: “I am worried that our healthcare system is unable to keep me safe from the virus.”). Item 7 

and Item 8 assess worries about grocery stores (Item 7: “I am worried about grocery stores 

running out of food;” Item 8: “I am worried that grocery stores will close down.”). Finally, Item 

22 and Item 23 assess monetary transactions (Item 22: “I am worried about taking change in 

cash transactions;” Item 23: “I am worried that I might catch the virus from handling money or 

using a debit machine.”). While only SRMR indicated that the 5-factor model had a good fit 

after modification, all fit indices obtained for the 6-factor model had good fit values when the 

same modifications were applied. These findings confirmed the theoretical 6-factor model of 

CSS-T in the Turkish sample. The results for the 6-factor model are given in Appendicies. 

Factor loadings are between .62 - .95 (see Table 1A in Appendices), and correlations between 

subscales are between .44 - .76 (see Table 2A in Appendices). 

Cronbach’s Alpha and McDonald’s ω coefficients for each CSS-T subscale are shown in Table 

3. As shown, all values are greater than .80, indicating good-to-excellent internal consistency 

(Tavakol & Dennick, 2011). Stratified Alpha calculated for the whole scale is .97. 

Table 3. Internal consistency measures of CSS-T. 

Subscale Cronbach’s Alpha Mc Donald’s ω 

COVID Danger (D) .87 .85 

COVID Socio-Economic Consequences (SEC) .91 .91 

COVID Xenophobia (X) .93 .93 

COVID Contamination (C) .93 .93 

COVID Traumatic Stress (TS) .92 .92 

COVID Compulsive Checking (CH) .89 .89 

To evaluate the criterion-related validity of CSS-T, the Turkish version of unidimensional FCV-

19-S was administered to the participants. The correlation coefficients between this scale and 

the six subscale of CSS-T were calculated. Accordingly, five of the CSS-T subscales showed a 

moderate and statistically significant relationship with FCV-19-S and a relatively stronger 

relationship between Traumatic Stress. The obtained results support CSS-T's criterion-related 

validity. 
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3.2. Rasch Analysis 

We also conducted Rasch analysis for each subscale’s items to provide additional psychometric 

evidence for unidimensional structures. The Rasch analysis enables us to obtain different 

information that cannot be obtained with CFA. The Rasch analysis process included the 

evaluation of the rating scale functioning analysis, item fit, reliability, dimensionality, and 

differential item functioning analysis. 

Table 4. Dimensionality results. 

 D SEC X C TS CH 

Raw variance 

explained by 

measures 

11.9 (66.4%) 7.5 (55.4%) 15.3 (71.9%) 13.3 (68.8%) 
10.2 

(63.1%) 
7.2 (54.7%) 

Raw variance 

explained by 

persons 

7.3 (40.6%) 5.4 (40.0%) 10.6 (49.8%) 9.5 (49.5%) 5.5 (33.8%) 3.7 (28.0%) 

Raw Variance 

explained by 

items 

4.6 (25.8%) 2.1 (15.4%) 4.7 (22.1%) 3.7 (19.3%) 4.8 (29.3%) 3.5 (26.7%) 

Raw unexplained 

variance (total) 
6.0 (33.6%) 6.0 (44.6%) 6.0 (28.1%) 6.0 (31.2%) 6.0 (36.9%) 6.0 (45.3%) 

Unexplained 

variance in 1st 

contrast 

1.5 (8.5%) 2.0 (14.7%) 1.8 (8.4%) 2.5 (13.1%) 1.5 (9.0%) 2.2 (16.8%) 

Unexplained 

variance in 2nd 

contrast 

1.4 (7.7%) 1.2 (9.1%) 1.2 (5.7%) 1.2 (6.1%) 1.4 (8.5%) 1.8 (13.7%) 

Note. D = Danger, SEC = Socio-Economic Consequences, X = Xenophobia, C = Contamination, TS = Traumatic 

Stress, CH = Compulsive Checking 

3.2.1. Dimensionality analysis 

For the present investigation, the dimensionality of six individual CSS-T subscales was 

assessed first by employing a PCA of standardized residual correlations. Individual PCAs were 

performed to determine whether another dimension is present in the residuals after estimating 

the primary measurement dimension. The amount of variance explained by each extracted 

principal component was computed based on separate PCAs, which is presented in Table 4 for 

each subscale. In all instances, the Rasch construct explained more than 50% of the variance. 

As shown in Table 4, the variance explained by the six subscales of CSS ranged from 54.7% 

(Compulsive Checking) to 71.9% (Xenophobia), just meeting the recommended level. The 

variance explained by the persons ranged from 28.0% to 49.8%, and the variance explained by 

the items ranged from 15.4% to 29.3%. In all instances, the eigenvalues of the first contrast 

were between 1.5 and 2.5. Only two subscales had values (2.2 and 2.5) greater than 2.0. These 

are above the cut-off value (i.e., 2.0) but not substantially higher than 2.0. The unexplained 

variances in the first extracted component were higher than the recommended lower bound of 

5% for all subscales and less than 15%, except for Compulsive Checking. Dimensionality 

analyses showed that all six subscales had >50% of the variance explained by the Rasch 

dimensions, and that first contrasts of four subscales had eigenvalues less than 2.  Therefore, it 

is concluded that all subscales could be considered as unidimensional. 
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3.2.2. Reliability analysis 

Consistency and spread of persons or items on the measured variable were evaluated with 

reliability and separation indices. These measures were used to examine the degree to which 

measures are reproducible. Two different reliability and separation indices were estimated for 

each subscale, as presented in Table 5.  

Table 5. Reliability and separation estimates. 

Scale Real Reliability Model Reliability Real Separation Model Separation 

D     

Persons .85 .87 2.37 2.54 

Items .99 .99 8.22 8.79 

SEC     

Persons .70 .71 1.51 1.58 

Items .96 .96 5.11 5.17 

X     

Persons .84 .86 2.32 2.51 

Items .99 .99 12.32 12.77 

C     

Persons .88 .90 2.72 2.95 

Items .99 .99 8.38 8.68 

TS     

Persons .82 .85 2.14 2.34 

Items .99 .99 11.20 11.49 

CH     

Persons .81 .83 2.05 2.22 

Items .98 .98 7.64 7.79 

 

Real reliability refers to reliability at its worst. Model reliability refers to reliability at its best. 

True reliability falls somewhere in between. As shown in Table 5, model reliability estimates 

ranged from .71 to .99, while real reliability estimates varied between .70 and .99. Item 

reliability estimates were found to be higher than person reliability estimates (see Table 5). 

Socio-Economic Consequences appeared to have the smallest person and item reliability 

estimates. The item reliability values in Table 5 indicate high internal consistency, while person 

reliability values indicate moderate consistency, except for Socio-Economic Consequences. As 

shown in Table 5, separation estimates for persons ranged from 1.51 (Socio-Economic 

Consequences) to 2.72 (Contamination). Item separation estimates varied between 5.11 (Socio-

Economic Consequences) and 12.32 (Xenophobia). Item separation indices were higher than 

person separation indices. Except for Socio-Economic Consequences, person separation 

estimates indicated a reasonable spread and the scale’s ability to separate persons into different 

levels of ability. According to Bond and Fox (2015), an instrument with separation estimates 

greater than 1.0 can be considered minimally useful. All item and person separation measures 

exceeded cut-off in this study, indicating a sufficient spread of items across subscales.  

3.2.3. Rating scale category effectiveness 

Rasch-based estimates were computed to determine whether the rating scales are functioning 

properly according to Rasch model assumptions. Table 6 shows the rating scale’s effectiveness, 

including the frequency and percentage values for each rating scale category and the scale’s 

inferential values such as infit and outfit, mean-square fit statistics, structure calibration, and 

category measure. 
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Table 6. Rating scale effectiveness. 

Category Count % Infit MNSQ Outfit MNSQ Structure Calibration Category Measure 

D       

1 452 16 1.38 1.40 NONE -3.03 

2 595 21 0.76 0.77 -1.75 -1.29 

3 660 23 0.89 0.94 -0.56 0.00 

4 617 22 0.84 0.87 0.57 1.30 

5 532 19 1.06 1.05 1.73 3.02 

SEC       

1 704 33 1.03 0.98 NONE -3.44 

2 842 39 0.73 0.82 -2.26 -1.31 

3 379 18 0.95 1.04 -0.15 0.23 

4 148 7 0.97 1.07 0.89 1.39 

5 75 3 1.49 1.80 1.51 2.90 

X       

1 936 32 1.01 1.01 NONE -3.62 

2 787 27 0.81 0.80 -2.39 -1.68 

3 628 22 0.89 0.99 -0.82 0.04 

4 341 12 0.97 1.00 0.94 1.68 

5 206 7 1.54 1.56 2.28 3.54 

C       

1 191 7 1.24 1.26 NONE -4.27 

2 502 18 0.96 0.94 -3.10 -2.04 

3 740 26 0.97 1.02 -0.88 -0.02 

4 934 33 0.84 0.86 0.84 2.04 

5 501 17 1.08 1.05 3.14 4.31 

TS       

1 732 24 1.14 1.14 NONE -2.69 

2 625 20 0.87 0.84 -1.31 -1.19 

3 658 22 0.95 0.91 -0.65 -0.11 

4 664 22 0.84 0.86 0.23 1.14 

5 381 12 1.16 1.11 1.73 2.98 

CH       

1 452 16 1.38 1.40 NONE -3.03 

2 595 21 0.76 0.77 -1.75 -1.29 

3 660 23 0.89 0.94 -0.56 0.00 

4 617 22 0.84 0.87 0.57 1.30 

5 532 19 1.06 1.05 1.73 3.02 

Counts and percentages were investigated to determine the extent to which survey respondents 

utilized the various rating scale categories. Infit and outfit mean square (MNSQ) fit statistics 

are used to determine if any rating scale category is “noisy” or produces calibrations that are 

not desirable for a productive measurement value. Structure calibration shows the transition 

between categories and how difficult it is to observe each category. As shown in Table 6, most 

of the criteria proposed by Linacre (2002) appeared to hold for the current scale: (a) each 

response category had a frequency count greater than 10, (b) average measures by each rating 
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scale category advanced from smallest to largest, (c) most response categories (except for 

Xenophobia and Contamination) had outlier- outfit MNSQ values less than 2, (d) step 

calibrations (distance between ratings) increased monotonically, and (e) advance in step 

difficulties between step calibrations were at least one logits (for a five-category rating scale) 

and less than five logits.  Based on the collective evidence, we can conclude that the scale is 

functioning properly. 

3.2.4. Item fit 

Item quality of each subscale was investigated with several item parameter estimates as  

presented in Table 7, including item difficulty calibrations, standard errors, fit statistics (infit 

and outfit), and point–measure correlations. As can be seen in Table 7, item difficulty 

calibrations ranged from −0.82 to 0.78 logits for Danger, from −0.82 to 0.78 logits for Socio-

Economic Consequences, from −1.30 to 1.25 logits for Xenophobia, from −1.15 to 0.81 logits 

for Contamination, from −0.71 to 1.04 logits for Traumatic Stress and from −0.68 to 0.58 logits 

for Compulsive Checking. These ranges indicated a good amount of spread in the item 

locations, which is desirable for Rasch measurement scales to cover the full theoretical range 

of the construct’s continuum.  Standard errors ranged in size from 0.05 to 0.08. Concerning the 

present data, the estimated infit and outfit MNSQ values were within the acceptable range, 

ranging from 0.52 to 1.55 (Table 7). As shown in Table 7, only two items measuring Danger 

and Xenophobia (Items 13 and 30) were identified as misfitting (infit MNSQ values >1.5, 

Wright & Linacre, 1994). The remaining 34 items fit the criteria for noise-free calibrations. All 

the infit MNSQ values were within the suggested guidelines, illustrating an acceptable fit to the 

Rasch RSM. Infit is a weighted index while the outfit is unweighted. Thus, large outfit values 

are generally considered less problematic than large infit values (Bond & Fox, 2007). As shown 

in Table 7, point–measure correlations ranged from .68 to .89. All point-measure correlations 

were positive and above the suggested .3 cut-off for all 36 items, supporting item-level polarity 

and unidimensionality of each subscale. All scenarios demonstrated good properties based on 

the criteria proposed by Wright and Linacre (1994). 

Table 7. Item fit statistics. 

Item # Logit (δ) SE Infit MNSQ Outfit MNSQ PTMEA 

CH      

1 -0.07 0.06 1.06 1.08 .74 

2 -0.68 0.05 1.09 1.10 .71 

3 -0.26 0.05 0.95 0.92 .74 

4 -0.01 0.05 0.80 0.79 .78 

5 0.58 0.05 1.01 1.03 .76 

6 0.45 0.05 1.09 1.12 .74 

SEC      

7 0.74 0.08 1.01 1.05 .74 

8 0.30 0.08 0.98 0.98 .76 

9 -0.13 0.07 0.86 0.93 .82 

10 -0.22 0.08 0.98 1.01 .82 

11 -0.24 0.07 1.07 1.13 .78 

12 -0.45 0.07 1.07 1.11 .82 

D      

13 -0.37 0.06 1.38 1.51 .77 

14 0.47 0.06 1.14 1.16 .81 

15 -0.07 0.06 0.60 0.59 .88 
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Table 7. Continues. 

16 0.00 0.06 0.52 0.52 .89 

17 -0.82 0.06 1.17 1.20 .80 

18 0.78 0.06 1.17 1.11 .81 

C      

19 -0.32 0.07 1.07 1.15 .83 

20 -1.15 0.07 1.20 1.15 .81 

21 0.03 0.07 1.14 1.16 .83 

22 0.29 0.07 0.81 0.79 .87 

23 0.34 0.07 0.77 0.76 .88 

24 0.81 0.07 0.97 0.97 .87 

X      

25 -1.30 0.07 0.97 0.96 .86 

26 -0.60 0.07 0.97 0.96 .85 

27 0.60 0.07 0.69 0.64 .83 

28 -0.93 0.07 0.93 0.94 .86 

29 0.70 0.07 1.12 1.45 .75 

30 1.25 0.07 1.28 1.55 .68 

TS      

31 -0.22 0.05 0.81 0.82 .81 

32 0.28 0.05 1.03 1.03 .76 

33 0.32 0.05 0.93 0.91 .79 

34 -0.71 0.05 0.99 0.96 .78 

35 1.04 0.06 1.17 1.05 .72 

36 -0.71 0.05 1.11 1.11 .76 

3.2.5. Results of person-item map  

Figure 1 presents a person–item map in which information about the relation between item 

difficulty (easiest at the bottom to hardest at the top) and construct is shown on the right side. 

On the left side of the map are the person ability measures, showing the placement of 

respondents along the latent dimension. The map is centered at a score of 0 for the items, and 

because both sets of measures are on the same scale, meaningful comparisons can be made 

based on the map between items and persons. For person and item distributions, the mean (M) 

is provided in the center of the distribution with one (S) and two (T) standard deviations from 

the mean noted. The left side of the Wright map reports the distribution of measure scores for 

respondents, while the right side of the Wright map reports the calibrated scores for items of 

each subscale.  

As shown in Figure 1, items are distributed mostly along the trait dimension, and the items 

appeared to be well-targeted to the sample. Most of the items align vertically across the logit 

scale. As shown in Table 7, Item 30 (item difficulty of 1.25) was the most difficult item for 

respondents to endorse, whereas Item 20 (item difficulty of -1.15) was the easiest to endorse 

(see Table 7). The mean of the person ability measures was close to the mean of the item 

difficulty measures for Subscales 1, 3, 4, and 6. As expected, the ability scores of each subscale 

were distributed normally, and the variance among the participants indicated a heterogeneous 

mix of responses. 
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Figure 1. Item/Person map. 

 

3.2.6. Differential item functioning 

The Rasch-Welch and the Mantel Haenzsel tests, as well as the DIF contrast, were examined to 

detect DIF across subgroups by gender, having COVID-19 history and school enrollment status. 

Items that were problematic in terms of both p-values (<.008) and contrast (>0.5) were flagged, 

indicating bias between different subgroups. The p-value was nonsignificant, and DIF contrasts 

were less than 0.50 logits for all items across gender, suggesting the absence of DIF or 

invariance of the items across the subgroups. DIF results for gender showed that CSS-T items 

could be considered invariant based on the criteria used. We explored DIF for matched ability 

levels for the following variables: COVID-19 (having COVID-19 before vs. not having 

COVID-19 yet) and enrollment status (student vs. non-student). DIF was observed between 

students and non-students for Item 7 (“I am worried about grocery stores running out of food.”) 

and Item 13 (“I am worried that foreigners are spreading the virus in my country.”). For Item 

7, the estimated item location parameter was higher for students compared to non-students, 

illustrating higher levels of stress (p = .0034, contrast = 0.50). For Item 13, the estimated item 

location parameter was lower for students compared to non-students, illustrating lower stress 

levels (p < .0001, contrast = −0.61). DIF was also observed between respondents who tested 

positive for COVID-19 and not tested positive for COVID-19 before for Item 7. For Item 7, the 

estimated item location parameter was higher for COVID-19 patients compared to non-patients, 

illustrating higher levels of stress (p = .0150, contrast = 0.62). 

Overall, the results of Rasch analyses provided evidence to support the substantive aspect of 

validity and the appropriateness of the CSS-T as a measure of COVID-19 stress level in a 

Turkish sample. 

4. DISCUSSION and CONCLUSION 

In this study, the English version of the CSS developed using American and Canadian samples 

was adapted into Turkish culture. In addition to CFA-related analyses, Rasch analysis was 

performed to provide additional evidence for the validity of the Turkish form. Within the scope 

of the study, translation and back-translation were performed, and subsequently, the CSS-T was 
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administered online to an adult Turkish sample. Its validity and reliability were examined with 

several methods. 

The internal consistency coefficients for each subscale and the overall scale were relatively 

high. While the reliability coefficients of the original scale varied between .85 and .95 (Taylor 

et al., 2020b), the CSS-T in this study varied between .85 and .93. 

To reveal the construct validity of CSS-T, the results of CFA and criterion-related validity 

findings were reported. In addition, Rasch analysis was performed to determine the contribution 

of the items to relevant dimensions as well as the entire scale.  

As Taylor et al. (2020b) suggested testing both the proposed 6-factor model and the 5-factor 

model that emerged in their study, this study compared the 5-factor structure of the original 

CSS found for the Canadian and American samples with the expected 6-factor model. The 

CFAs revealed acceptable item fit statistics for the 6-factor model but not for the 5-factor model. 

In the original form of CSS, COVID Danger and COVID Contamination subscales formed a 

single factor (Taylor et al., 2020b). This 5-factor model was confirmed in Persian (Khosravani 

et al., 2021) and Arabic (Abbady et al., 2021). However, in this study, the theoretical 6-factor 

model showed a better fit. While the items related to COVID Danger measure the person’s 

concerns about getting infected directly, COVID Contamination, on the other hand, measures 

the sensitivity to factors that may cause transmission of the disease. Therefore, it was expected 

that these items would load on two different scales. It is noteworthy that the predicted 6-factor 

model was confirmed in the Turkish sample but not in the US and Canadian samples. It appears 

that the items of these two factors are more comprehensible in the Turkish Language. 

The Turkish version of FCV-19-S (Satici et al., 2020) was used for criterion-related validity. 

The results indicated a moderate correlation between five of the CSS-T subscales and FCV-

19S, but a relatively higher correlation was observed with Traumatic Stress. A meta-analysis 

showed a strong relationship between fear of COVID-19 and traumatic stress (Şimşir et al., 

2021). Based on this finding, it can be concluded that the Traumatic Stress subscale and FCV-

19S measure constructs are more similar, unlike the other subscales. Overall, the study proved 

that CSS-T is a valid measurement tool that can be used to assess COVID-19 anxiety more 

comprehensively compared to FCV-19S. 

Rasch analysis was performed separately for each dimension to further support the validity of 

the CSS-T. First, the unidimensionality of each dimension of CSS-T was tested using PCA 

results. In the next step, reliability analysis was performed, and it was observed that all item 

and person separation measures exceeded cut-off values, indicating a sufficient spread of items 

across subscales. Item fit analysis was performed by evaluating item difficulty calibrations, 

standard errors, fit statistics (infit and outfit), and point–measure correlations. These values 

indicated a good amount of spread in the item locations, which is necessary for Rasch 

measurement scales to cover the full theoretical range of the construct’s continuum. While the 

infit values of all items indicated a good fit, the outfit values were high only for Item 13 (“I am 

worried that foreigners are spreading the virus in my country.”) and Item 30 (“I had bad dreams 

about the virus.”) (1.51 and 1.55, respectively). However, these values are close to the 1.50 cut-

off value suggested by Wright and Linacre (1994). Moreover, since infit is a weighted index 

while the outfit is unweighted, large outfit values are generally considered less problematic than 

large infit values (Bond & Fox, 2007). 

Point–measure correlation values supporting were all above the cut-off point, supporting item-

level polarity and unidimensionality of each subscale. When the person-item map was 

examined, the person’s ability scores for each subscale appeared to be distributed normally, and 

the between-person variance indicated a heterogeneous mix of responses. Finally, Rasch-Welch 

and the Mantel Haenzsel tests were applied to determine whether any items showed DIF 

according to gender, student status, and COVID-19 history. The results indicated that no item 
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showed DIF by gender, but DIF was observed for COVID-19 history Item 7. This Item’s 

location parameter was higher for persons who had COVID-19 before compared to non-

patients, illustrating higher stress levels. The fear of catching the virus and the fear of losing 

one’s life due to COVID-19 brings are exacerbated by being separated from loved ones due to 

quarantine, withdrawal from social life, and exclusion. These situations can have traumatic 

effects on individuals. A previous study revealed that individuals who experience quarantine 

experience show more symptoms of anxiety and depression compared to those who were not 

quarantined (Wang et al., 2021). Therefore, the possibility of running out of food in the markets 

may affect individuals who tested positive for COVID-19 more compared to those who did not. 

DIF was also observed between students and non-students for Item 7 (“I am worried about 

grocery stores running out of food.”) and Item 13 (“I am worried that foreigners are spreading 

the virus in my country.”). Accordingly, for Item 7, the item location parameter indicated a 

higher stress level for students compared to non-students. One of the most important concerns 

related to COVID-19 is the possibility of running out of basic needs, such as food and cleaning 

materials in the markets, and not being able to meet these needs. This anxiety can also lead to 

panic buying (Mertens et al., 2020). Individuals can easily communicate disaster scenarios to 

others, especially through social media, which can increase panic. University students 

participating in the study were among the youngest participants. Therefore, they are likely to 

use social media more actively compared to their older counterparts (see Turkish Statistical 

Institute, 2020).  

Finally, for Item 13, the item location parameter had higher stress levels for non-students than 

for students. This item measures the level of hostility towards foreigners. This finding can also 

be explained by the difference in attitudes and behaviors between generations, as in item 7. As 

individuals age, they may not tolerate change and thus develop more negative attitudes towards 

individuals who differ from them, such as immigrants and foreigners. Indeed, a previous study 

reveals that today’s youth may be more tolerant of strangers compared to middle age and older 

age groups (Janmaat & Keating, 2019). Therefore, the finding that university students, who are 

the youngest participants, had lower stress levels compared to non-students in this study would 

be expected. 

4.1. Strengths, Limitations, and Future Directions 

There are many strengths and some limitations of this study. An obvious strength is that the 

study sample comprised individuals from a wide age range living in different regions of Turkey. 

Another strength of the study is that compared to the original CSS (Taylor et al., 2020b) and 

other adaptation studies (Abbady et al., 2021; Khosravani et al., 2021), more sophisticated 

analyses were utilized in this study to support the validity of CSS-T. 

This study validated a 6-factor model of the CSS-T. This finding shows that CSS-T is more 

compatible with the originally proposed structure rather than the 5-factor one that was 

supported in different cultures. Despite this strength, there is a need to compare the differences 

between cultures with further analysis, such as cross cultural measurement invariance and DIF.  

As a result, a reliable and valid measurement tool was obtained in this study to measure adults’ 

anxiety about COVID-19 across different factors. Another important strength of the CSS-T is 

that it can measure the long-term effects of COVID-19 that researchers and mental health 

practitioners can use to determine the long-term effects of COVID-19 on individuals. Taylor et 

al. (2020b) stated that the original CSS could be easily adapted to future pandemic situations. 

In this respect, the Turkish version of the scale could be used in future pandemics. 
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APPENDIX 

Table 1A. STDYX Estimate of the items according to CFA results. 

Subscale Item # STDYX Estimate SE 

 

D 

1 .772 .030 

2 .731 .034 

3 .614 .035 

4 .677 .032 

5 .719 .036 

6 .689 .038 

SEC 

7 .704 .040 

8 .726 .041 

9 .831 .028 

10 .839 .023 

11 .778 .032 

12 .816 .023 

X 

13 .733 .027 

14 .788 .021 

15 .921 .012 

16 .945 .008 

17 .786 .021 

18 .769 .023 

C 

19 .836 .021 

20 .820 .019 

21 .859 .017 

22 .811 .024 

23 .816 .024 

24 .810 .024 

TS 

25 .828 .021 

26 .840 .019 

27 .862 .015 

28 .844 .017 

29 .750 .027 

30 .686 .032 

CH 

31 .823 .020 

32 .744 .024 

33 .769 .024 

34 .758 .024 

35 .693 .028 

36 .715 .026 

All p values < .001 
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Table 2A. Correlations among the CSS-T dimensions. 

Subscale D SEC X C TS 

D -     

SEC .54     

X .51 .43    

C .76 .43 .64   

TS .66 .47 .47 .60  

CH .53 .32 .37 .54 .64 

   All p values < .001 
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Abstract: This study is intended to explore an applicable and effective model of 

simulated situation for English as a Foreign Language (EFL) learners and also 

investigate the effects of the simulated environment on Willingness to 

Communicate (WTC) of the learners. To carry out this study, 300 elementary level 

EFL learners were chosen. A Key English Test (KET) was administered to ensure 

homogeneity on the learners. They were divided into two groups of experimental 

and control. A WTC questionnaire developed by Macintyre, Baker, Clement, and 

Conrod (2001) was used, after validation through Exploratory Factor Analysis 

(EFA), Confirmatory Factor Analysis (CFA) and Modeling, as an instrument to 

obtain primary data.  The results of Mann- Whitney U test revealed that simulated 

environment had positive effects on the participants’ WTC. The findings of this 

study suggest that understanding how a simulated environment affects EFL 

learners’ success in speaking proficiency can help institutes to provide such 

environments for EFL learners and instructors. This method can be presented at 

different levels of English proficiency. The focus of this study was mainly on 

speaking skill; therefore, similar studies can be conducted regarding other language 

skills, e.g., writing, listening and reading. 

1. INTRODUCTION 

Nowadays, it is undeniable that learning a foreign language has become a significant part of 

people’s lives. In this increasingly globalized world, learning a foreign language can help 

people progress in their career, become aware of other cultures and help them to increase 

understanding and knowledge of their own language. The global significance of English 

education has affected the society of Iran. Therefore, Iranians try to learn English and improve 

their English proficiency to get a good job, achieve better employment prospect, enhance social 

status, immigrate to other countries, etc. In Iran English is particularly a means of having access 

to new information and technology, though there is emphasis on reading comprehension. 

(Kiany et al., 2011). In the past, the emphasis of teaching English was on teaching grammar 

rules and vocabularies. But nowadays the emphasis is on teaching oral aspects of the target 

language. According to Dörnyei (2005), the goal of teaching is “the learners’ communicative 

competence in the target language” (p.207). Speaking is an important skill in learning foreign 

language, since EFL learners should use that skill to convey messages and express ideas. 
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According to Lazarton (2001), when a learner is able to communicate orally, it means that s/he 

knows the given language because speaking is the primary tool for communication. 

Aleksandrzak (2011) states that the main problem in EFL learning process is the insufficient 

speaking varieties and lack of appropriate chances of speaking in the classrooms compared to 

opportunities in the real-life situations. Teaching English in learning contexts is so helpful for 

learners. Most Iranian EFL learners are taught grammar rules, vocabularies and pragmatic 

features without immersion in contexts. According to Witmer and Singer (1998) immersion is 

the psychological response to the technology. Based on several recent studies, immersion is 

like a product of technology in which the user is provided by the production of multimodal 

sensory “input” (Bystrom et al., 1999; Draper et al., 1998; Slater & Wilbur, 1997). 

One way to create such a situation for learners in EFL classrooms is through simulation which 

simulate EFL classes to real world life. Since classroom is a small symbol of the real world, 

simulation will help EFL learners to have many opportunities to engage in communication as 

if they were in a real situation. 

Few studies have suggested an appropriate and cheap simulated design. Wang, Petrina and Feng 

(2015) have suggested 3D virtual environment in their study for immersion in a real life. 

However, providing computers for learners in the classroom is a costly way for most institutes.  

This computer-assisted environment cannot be a real and tangible environment for learners and 

they do not have real interactions with other peers. To fill these gaps, one purpose of this study 

is to suggest an applicable and effective model of simulated situation for EFL learners. In this 

model teachers can change the environment of the class according to the context of the lesson 

and the learner would use their background language knowledge in that simulated area.  

This study investigates the provision of a simulated environment for learners to make them feel 

that they are in the target country and encourage them to express themselves to other peers and 

make communication with them. The important point is that the learners do not need to go to 

the target country physically to be in such situation. The simulation may provide simulated 

situations or scenes for EFL learners.  

This study aimed at describing the process of learning a foreign language in a simulated 

environment in the classroom among 14-17-year-old female children. This study attempted to 

investigate the effects of simulation of real-life situations on EFL learners considering different 

influential factors, such as autonomy of learners, willingness to communicate and their 

speaking proficiency. 

1.1. Review of Literature 

1.1.1. Willingness to communicate 

One of the factors which has recently been presented in Second Language Acquisition (SLA) 

studies is willingness to communicate (WTC). MacIntyre, Baker, Clement and Donovan (2002) 

characterize WTC as “…the inclination toward or absent from communicating, given the 

choice” (p.538). 

WTC is one of the emotional variables which is expected to impact success in language 

learning. According to Richmond and Roach (1992), in case a speaker has high WTC, s/he is 

more likely to be successful in learning a second language. That demonstrates the noteworthy 

part of WTC in learning foreign languages. Hashimoto (2002) examined the impacts of WTC 

and motivation on second language in a Japanese setting. The results appeared that, in the event 

that the learners’ competence information expanded and his/her anxiety decreased, WTC and 

using the second language expanded within the classroom. Instructors can increment WTC of 

learners by creating less threatening environment within the classroom and propelled learners 

to extend their perceived competence. 
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As the emphasis in L2 teaching and learning has been moving to communication, both as an 

essential process and as an objective of learning a L2, a way to account for individual contrasts 

in L2 communication is required. Zarei et al., (2019) illustrated the plausibility by combining 

insights from two disciplines, L2 acquisition and communication. 

In Japan, as the Ministry of Education, Culture, Sports, Science, and Technology’s rules for 

foreign language (generally English) educating inside the school instruction curriculum (Mon-

busho, 1989; 1999a; 1999b) have put expanding emphasis on communication, a more 

noteworthy portion of reading material and classroom exercises has centered on face-to-face 

interaction in theoretical intercultural contact circumstances. There is expansion to inspiration 

and states of mind toward the individuals with whom students will communicate. In this respect, 

WTC, psychology of communication, and intercultural stances have to be inspected as factors 

that influence communication results. Amirian, Karamifar and Youhanaee (2020) stated that 

second language learners’ WTC can be expanded by giving opportunities to form an 

environment for learners that they would feel comfortable to communicate with each other since 

the learners with high WTC use second language in authentic communications. They expressed 

that WTC in language settings exists as personal physiological variables and situational factors. 

Assuming that numerous variables impact a person’s readiness to communicate, such as fear of 

talking, need of self-esteem and the issue of introversion and extroversion (McCroskey, 1992), 

the significance of assessing the degree of the impact of WTC in success in SLA becomes clear. 

Yashima (2002) demonstrates a direct connection between students’ WTC and their attitude 

toward worldwide community within the EFL (English as a Foreign Language) context. In the 

ESL (English as a Second Language) context, Clement et al., (2003) appear an indirect 

connection through linguistic self-confidence between WTC and attitude toward the other 

language group. 

MacIntyre et al., (1998) characterized WTC as “the likelihood of engaging in communication 

when free to select to do so” (p.546). However, Sheybani (2019) did not treat WTC in L2 as an 

identity characteristic but as a situational variable that has both temporal and enduring impacts. 

In addition, they theorized that WTC impact not only talking mode but also listening, writing 

and reading modes. 

Wen and Clement (2003) examined Chinese social context impacts on learners’ WTC. Further 

analysis shows that features including interpersonal relations such as other-directed self and 

submissive way of learning are the components which shape the Chinese students’ learning 

behaviors within the course. In another study, Mallahi and Hosseini (2020) explored Iranian 

EFL learners’ unwillingness to communicate. The results appeared that unwillingness to 

communicate is related to language anxiety, language proficiency and access to English. 

1.1.2. WTC in a L2 

One of the factors which has recently been presented in SLA investigate is WTC. 

Communication apprehension in a L1 and its negative impact on communication have been a 

matter of insightful attention by communication analysts (Daly & McCroskey, 1984; 

McCroskey, 1977). 

McCroskey and associates (e.g., McCroskey, 1992; McCroskey & Richmond, 1990) proposed 

the construct, WTC, that captures the major suggestion that communication apprehension, 

introversion, hesitance, and modesty have for communicative behavior. MacIntyre (1994) 

created a path model that hypothesizes that WTC is based on a combination of more prominent 

seen communicative competence and a lower level of communication anxiety (Figure 1).  
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Figure 1. Portion of MacIntyre’s (1994) WTC model. 

 

Studies conducted in different Canadian contexts combined the WTC show with Gardner’s 

socio-educational model to look at the relations among factors underlying WTC in a L2. In 

these studies, WTC was a predictor of frequency of communication in a L2, though motivation 

was a predictor of WTC, frequency of communication in a L2, or both (MacIntyre & Charos, 

1996; MacIntyre & Clément, 1996; see Figure 2 as an example). MacIntyre did not regard WTC 

in a L2 as a simple manifestation of WTC in a L1; a much greater range of communicative 

competence is obvious in a L2 than in a L1. In addition, according to MacIntyre et al. (1998) 

“L2 use carries a number of intergroup issues, with social and political implications, that are 

usually irrelevant to L1 use” (p. 546). 

Figure 2. MacIntyre and Charos’ (1996) model of L2 WTC applied to monolingual university students. 

 

MacIntyre et al. (1998) conceptualized WTC in a L2 in a hypothetical model. In this model, 

learner identity, inter-group climate, intergroup attitudes, inter-group motivation, L2 self-

confidence, and communicative competence, among other components, are interrelated in 

affecting WTC in L2. 

1.1.3. Simulation 

Simulations as a language learning approach/tactic have been interpreted in different resources 

and/or by diverse authors in different ways. The terms utilized within the role 

playing/simulation literature are regularly utilized interchangeably as well, such as: 

“simulation”, “game”, “simulation game”, “role-playing game”, “role-play simulation”. 

In spite of the fact that the word “simulation” and its definition in a dictionary may suggest that 

in simulations the participants simulate (act, play, and pretend), the simulations in language 

educating and learning displayed are not the same as a role-play or game. They are based on 

Jones’s (1986) definition of a simulation “as reality of function in a simulated and structured 

environment” (p. 173). In other words, rather than a role to play, students have a real-life task 

to achieve. 
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1.1.3.1. Difference Between Simulations and Role Plays. As simulations are most 

frequently mixed up with Role plays, the main differences between these two language learning 

activities are shown in the table below (Table 1). 

Table 1. Difference between simulations and role plays. 

Simulations Role Plays 

The (simulated) environment is provided, using 

text, audio or video input. 

Participants have to create (imagine) aspects of 

the environment. 

Key facts are provided for the background (sex, 

age, job etc.) 

Participants invent key facts or have to act 

descriptions according to a specific script or no 

script provided “You are angry because your 

friend broke your watch.” 

Participants take on a role (accept duties/ 

responsibilities and perform task according to 

their own personalities) 

Participants play/act out a pre-defined role. 

(Pretend to be someone else according to the 

provided role-card) 

Imagination may be involved. Invention is not 

allowed. 

Participants are encouraged to invent/create 

whatever is necessary to play the role. 

Real communication in a controlled realistic 

situation. 

Dialogues in a fixed context of speech in an 

improvisational and imaginary one. 

In a Role Play, one student might be told that she is a supermarket checkout assistant whilst 

another is a customer. Students might also be given fairly tight guidelines outlining the nature 

of their exchange or the language points they are expected to cover. Role Play involves 

participants to ‘act’ in a given role which is clearly defined on a role-card. It is very much akin 

to acting in a play. Simulations, however, allow students to express themselves to their peers in 

a group setting (3 or 4 students in a group) where they retain their own personalities and are not 

required to pretend to be someone else. Or, as Wang (2005) says: 

“... simulations, where simple or complex, do not specify the role a person has to play. On the contrary, a 

task is given which requires participants to resolve a problem of some kind using their own life experience 

and character. Simulation mimics real life situation as closely as possible. For example, if you have a 

group of doctors learning English as a second language and they need to practice in a “real life” context, 

you would set up a simulated situation in a hospital or health center in which doctors have to meet 

‘patients’ and diagnose their problem, and give treatment or prescriptions. The ‘patients’ may be given 

(or create themselves) their symptoms, and the doctors have to find out the cause of the illness (using 

their own experience) by interacting with the patients. The problem is resolved when the doctor diagnoses 

the problem and prescribes therapy (p. 20).” 

1.1.3.2. Simulation in Teaching English. These days, English learning is more 

coordinated at the communications function. Learning English is aiming that students are able 

to utilize English to communicate not only learn the science of language itself. This is in line 

with the communicative approach which emphasizes that learning a language is learning to 

communicate (Richards, 1985) however, in practice, learning models are still not able to supply 

many opportunities for learners to utilize language that has been examined. This is proved from 

the number of students who are still afraid to talk English even in spite of the fact that they have 

sufficient lexicon. This is not a portion of the methods and strategies utilized by instructors. 

Numerous instructors are split between teaching materials and the ultimate objective of 

learning, for example, teachers might give their own lexicon without entering the lexicon of a 

context for communication. 

Another problem that is found in learning process is that the students are in classroom 

environments that provide few opportunities to engage in communication in realistic situations, 

whereas practice plays an important role in improving communication skills, but learners have 
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a lack of opportunities to do so language teaching is ideally suited to language practice. 

Language teaching can be an interesting process when teachers make the effort to explore a 

variety of approaches. However, unfortunately, only a few teachers can do it. It can be caused 

by the lack of experience and knowledge about the varieties of teaching methods and 

techniques. There are many techniques can be applied in teaching English for elementary school 

students, one of them is simulation. Simulation is a language learning model which allows 

students to express themselves to their peers in a group setting, groups comprising usually three 

or four. Some benefits of simulation allow students to experiment with new vocabulary and 

structures and gives students the chance to carry out a task or solve a problem together 

Simulation technique follows from the interactional view. This view sees language as a vehicle 

for the realization of interpersonal relations and for the performance of social transactions 

between individuals. Language teaching content, according to this view, may be specified and 

organized by “patterns of exchange and interaction or may be left unspecified, to be shaped by 

the inclinations of learners as interactors.” (Richards & Rodgers, 2001, p.17)  

Simulation clearly promotes effective interpersonal relations and social transactions among 

participants. "In order for a simulation to occur the participants must accept the duties and 

responsibilities of their roles and functions and do the best they can in the situation in which 

they find themselves" (Jones, 1982, p.113). 

The problem with English classes in Iran is that there are not many opportunities for learners 

to utilize what they have already learned, practically in the class. In some cases, the learners 

have the knowledge of English grammar or vocabulary but due to the lack of opportunities they 

cannot use them to speak fluently and accurately. One way to solve this problem is that learners 

should experience living in an English-spoken country to learn English effectively since they 

would immerse in that situation. According to Kemp (2003), people who have mastered a 

foreign language believed that the most beneficial way of learning a foreign language occurred 

while the person is immersed in the target-language spoken environment. However, it is quite 

difficult for EFL learners to travel or immigrate to target countries in order to learn English and 

enhance speaking proficiency and it is almost impossible for most English language institutes 

in Iran to send EFL learners to target language countries due to financial challenges. Therefore, 

creating a simulated environment of the target country situations in the classrooms can be an 

alternative approach instead of costly and time-consuming way of sending learners to target 

countries. In simulated environment, EFL learners would feel that they are in a real and tangible 

situation, so they will inevitably communicate in English with each other and even create 

conversations according to the environment in which they are.  

Although many role-playing researchers support the effects of digital games on EFL learners’ 

performances (Liang, 2012; Peterson, 2011; Thorne et al., 2009), few studies focused on the 

virtual contexts for elementary students using language effectively in real situations. Using 

digital games would not be possible to use in every class and there should be special facilities 

to be used by students.  

Few studies have suggested an appropriate and cheap simulated design. Wang, Petrina and Feng 

(2017) have suggested 3D virtual environment in their study for immersion in a real life. 

However, providing computers for learners in the classroom is a costly way for most institutes. 

This computer-assisted environment cannot be a real and tangible environment for learners and 

they do not have real interactions with other peers.  

Although many researchers (Lan, 2017; Li & Topolewski, 2002; Wang et al., 2015) have 

focused on the benefits of using simulation in EFL classrooms by using real objects or visual 

games by providing these objects and facilities through changing the environment for different 

contexts, it is costly and difficult for teachers. For instance, Lyu (2006) believed that using 

simulation for basic level classes by creating simple simulations with less complicated 
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processes is a good idea. He suggested that teachers can provide real objects for learners to 

simulate the environment. For example, learners can use some maps in order to learn the 

directions. Using map can be a useful technique for simulation, however it cannot simulate the 

whole context for them to immerse in it. 

Many studies investigated the effects of the environment or simulated situation on learning a 

foreign language (e.g., Lan, 2017; Wang, Petrina & Feng, 2017); however, a few studies have 

considered the effects of simulated environment on WTC of the EFL learners. 

Response to the aforementioned gaps will definitely have important implications for second 

language learning research in general, and EFL teachers in particular. Thus, the following 

research question guided the present study: 

RQ: What effects does language-learning simulation have on willingness to communicate of 

Iranian elementary EFL learners? 

2. METHOD 

2.1. Design 

This research is a survey study to find the effect of a simulated environment on WTC of Iranian 

elementary EFL learners. To this end, quantitative data was gathered based on related 

questionnaires. The study design was quasi-experimental. Regarding the grouping procedures, 

the participants were assigned to two groups of experimental groups using the treatment 

(simulated environment) and control group (traditional method). The experimental group 

included 150 participants and the control group had 150 participants, too. There were pre-tests 

and post-tests for both groups. Elementary EFL learners were selected as the population of this 

study. A simple random sampling technique was used in this study. The dependent variables 

included WTC of the learners. The independent variable was simulated environment. There 

were some control variables like age, social class, background of language knowledge and 

bilingualism. 

2.2. Participants 

To carry out the present study, two elementary classes were selected from a private language 

institute in Zanjan, Iran. Their level was elementary i.e. A2 on the Common European 

Framework of Reference (CEFR). They were specified to this level based on institute’s criteria 

and the placement test. In order to homogenize the participants, they all participated in a sample 

of Cambridge KET (2007). The ones who took the test and their scores fell between one 

standard deviation above or below the mean were chosen to participate in the study. 

The participants were 300 elementary EFL learners that were divided into two equal groups, 

i.e., experimental (n=150) and control (n=150). Each group was assigned to five classes each 

containing 30 students; in other words, there were altogether 10 classes for both the 

experimental and control group participants. All the students were selected from various state 

high schools in Zanjan, Iran; however, as indicated before, they were all homogenized through 

Cambridge KET (2007) Placement Test. All the students were non-native speakers of English 

who had learned English as a foreign language in a non-English learning context. They were 

bilingual speakers of Persian and Turkish. The learners in the experimental group were exposed 

to the treatment (simulated environment), whereas the learners in the control group were 

involved in traditional method. They were all female and the age range of the learners was 14-

17. All the leaners studied Pearson’s Top Notch fundamentals (Saslow & Ascher, 2005) during 

the term. The population of this study was monolingual and bilingual (Persian & Turkish). Their 

first language was Persian. The social class of participants was middle-class. 
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2.3. Instruments 

The course book which was used in this study was Pearson’s Top Notch. This series are co-

authored by Saslow and Ascher and came out in 2005. The whole series are divided into three 

classes of volumes according to the proficiency of the learners (two Fundamentals, six Top 

Notches and four Summits) and include different units and subsections like warm-ups, starting 

conversation (dialogue), grammar spot, structural drills and lexical exercises, reading and 

checkpoints. The participants studied Top Notch fundamentals during the term. This book was 

used as the main course book in the institute.  

To show different pictures or video clips on the walls, two video projectors were used. Some 

professional 3D computer graphics program such as 3D Max, Revit and Maya were used for 

making 3D images and animations related to the contents. A detailed explanation of the 

application of the treatment is given in the procedure section.  

The instruments used in this study included: A) Key English Test (KET), and B) WTC 

questionnaire, which will be discussed in more details below: 

2.3.1. Key English test 

The first instrument which was used in this study was the Cambridge KET also known as ‘Key’. 

Cambridge tests include all four skills – listening, speaking, reading and writing. They are 

arranged around four necessary qualities: “validity, reliability, impact and practicality” 

(university of Cambridge ESOL Examinations, 2008, p.2). KET is an English language test 

which is in sync with A2 level on the Common European Framework of Reference (CEFR) 

which is used to demonstrate the communication ability in simple situations. The only purpose 

of running KET test was to ascertain the homogeneity of the students before applying the 

treatment in order to assign the participants to experimental and control groups. Besides, since 

the focus of this was on oral communication (to be published in forthcoming papers), only the 

speaking section of KET was administered to the participants.  

2.3.2. WTC questionnaire 

To measure the students’ WTC, a modified version of the Likert-type WTC questionnaire was 

used. This questionnaire includes 27 items and was developed by Macintyre, Baker, Clement, 

and Conrod (2001) to measure the learners’ WTC both inside and outside the classroom. The 

questionnaire which is used in this study includes 23 items which range from 1 to 4 (1= almost 

never willing, 2= sometimes willing, 3 = willing half of the time, 4 = almost always willing). 

The reason for the elimination of four items in the questionnaire and reducing item numbers 

from 27 to 23 was due the fact that those four items contained western cultural issues and 

concepts which did not comply with the students’ background who were raised in the context 

of Iran. Thus, in order not to cause confusion for the participants of this study, those items were 

crossed out to ensure the suitability and understanding of the questionnaire in the context of 

administration. The learners were asked to demonstrate that how much willing they were to 

communicate both during the class time and outside of the classroom. The questionnaire was 

translated to Persian, their first language, since their proficiency level was elementary and 

understanding the questions might be difficult to them. Having translated the questionnaire into 

Persian language, it was pilot-run and the reliability of the questionnaire was measured through 

Cronbach Alpha r = 0.696 (see Table 3 for a detailed analysis). According to Cohen’s Table of 

Effect Size, the reliability measure was found much larger than typical. Therefore, it can be 

concluded that the questionnaire possessed an acceptable internal reliability. The validity of the 

questionnaire was confirmed through CFA, EFA and modeling. For measuring EFA and CFA, 

the researcher had to obtain the scree plot figure of the questionnaire in order to determine how 

many factors could be identified as the significant factors under which the items of the 
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questionnaire could be loaded. This will pave the way to specify the number of influential 

significant factors of the WTC questionnaire. 

2.4. Data Collection Procedures 

Data were collected by two teachers in order to determine the impact of simulation of WTC of 

the participants. In the beginning, to homogenize the participants, KET was applied. They were 

homogenized according to institute criteria. However, to make sure they are at the same level, 

they were tested by KET once more. Ultimately, 300 participants were classified as 

experimental and control groups (see Table 2 for data analysis). 

Before running the treatment, Macintyre et al.’s (2001) WTC questionnaire was given to the 

participants of both groups and they were asked to fill them in after 20 sessions of treatment, 

the WTC questionnaire was given again to both groups to complete. The outcomes of the 

questionnaire were compared to those of the same questionnaire distributed to participants 

before the treatment.  

In the next phase, the treatment began. The two classes were taught by the same instructor. Both 

groups were taught Top-Notch fundamentals. The number of sessions for each group was 20 

sessions. Treatment was conducted in June 2019 and continued for two months. It is noteworthy 

to mention that the instructor used the same course book, materials and activities for both 

classes, but in the experimental group, the dialogues and related contents, tasks and 

conversation-related activities were exposed in the simulated designed environment. During the 

treatment, appropriate images and animations that were related to their course book’s contents 

were displayed through video projectors every session. The video projection was designed in a 

form of a four-sided OHP (Overhead Projector) that was used to project the environmental 

screens to which the content of the course was related on the wall. For example, if the content 

of the course was related to the hospital setting, a four-sided projection representing the hospital 

environment would be displayed on the walls of the class making the students feel like they are 

in the real context. This would simulate the real situation using virtual reality technique to better 

help the students visualize themselves in the real context to better comprehend the related 

materials.  

Learners were taught the input and became aware of the content of the lesson, then they saw 

the related images or videos on the screens around them. It was like that they were in the real 

environment. Gradually they started to speak and make communication with each other by 

using what they have learned.  

After 20 sessions of treatment, WTC questionnaire was given to both groups again to fill it in. 

The results of the questionnaire were compared to the results of the same questionnaire, which 

was distributed to participants before the treatment. The learner autonomy questionnaire was 

given to the learners after the treatment. 

2.5. Data Analysis 

Several analyses were done by SPSS software, such as Mann-Whitney U test, exploratory factor 

analysis (EFA) and Pearson Correlation. Confirmatory factor analysis (CFA) was done by 

Amos (version 22.0).  

To examine whether the difference found between two groups regarding WTC was statistically 

meaningful or not, a Mann-Whitney U test was employed as the data were non-parametric and 

the data distribution was not normal. In the first phase of validating process, EFA was 

conducted to construct the validity of WTC questionnaire and also to identify factor structures. 

The correlation between the extracted factors was determined by Pearson correlation. In the 

next phase, CFA was run to neutralize the loading effects of the items on the factors and to keep 

the significant loadings of the significant items on the factors. 
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3. FINDINGS 

As one of the most important assumptions for running parametric statistical analyses, is the 

assumption of the normal distributions of the scores, the researcher ran Kolmogorov-Smirnov 

and Shapiro-Wilk tests on the obtained scores to ensure the normality of the distributions based 

on the participants’ performance on the speaking section of KET test. Table 2 presents the 

results. 

Table 2. Tests of normality for participants’ fluency and accuracy across control and experimental 

groups obtained from KET. 

  Kolmogorov-Smirnova Shapiro-Wilk 

  Statistic df Sig. Statistic df Sig. 

Fluency Control .119 15 .200* .967 15 .804 

Experimental .114 15 .200* .937 15 .346 

Accuracy Control .207 15 .084 .908 15 .126 

Experimental .218 15 .053 .893 15 .074 

As is illustrated in Table 2, the significant for each set of scores is higher than 0.05; therefore, 

all sets of scores have normal distributions which indicated that the participants were 

homogeneous prior to running the treatment. Based on this homogeneity, the participants were 

assigned randomly to experimental and control groups afterwards. 

Cronbach alpha reliability coefficient, Kaiser-Meyer-Olkin (KMO) test, Bartlett’s test, 

Varimax Rotation and Maximum likelihood method were used to determine the reliability and 

validity of this questionnaire. To examine the reliability of the WTC questionnaire, the 

Cronbach alpha was used. 

Table 3. Reliability statistics of WTC questionnaire. 

Cronbach's Alpha N of Items 

.696 23 

According to Table 3, the Cronbach’s Alpha reliability for the WTC questionnaire is 0.696. 

According to Cohen’s Table of Effect Size, the reliability measure was found much larger than 

typical. Therefore, it can be concluded that the questionnaire possessed an acceptable internal 

reliability.  

Having made sure about the reliability of the instruments in use, we can deal with the analysis 

of the research question.  

RQ: What effects does language-learning simulation have on willingness to communicate of 

Iranian elementary EFL learners? 

Kaiser Meyer Olkin (KMO) and Bartlett Test (see Table 4) were carried out to check the 

appropriateness of the data for factor analysis. The significant valid for the validity must be 

lower than 0.05 degree of probability and in the current questionnaire, the validity measure was 

found to be 0.000. It shows that the validity could be measured. 

Table 4. The results of the KMO and Bartlett's test for WTC questionnaire. 

Kaiser-Meyer-Olkin Measure of Sampling Adequacy .397 

Bartlett's Test of Sphericity 

Approx. Chi-Square 619.740 

df 253 

Sig. .000 
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Exploratory factor analysis (EFA) was conducted to extract the new factor structure and to 

examine the construct validity. Since confirmatory factor analysis (CFA) was carried out after 

EFA, maximum likelihood method was conducted. A scree plot was used to confirm that current 

scale includes eight factors. The scree plot graph in Figure 3 indicates that there are eight 

components at the elbow. It means that the questionnaire items were loaded in eight significant 

factors. 

Figure 3. Scree plot of WTC questionnaire. 

 

Pearson's correlation coefficient is used to measure of the strength of the association between 

the eight factors which were extracted. 

Table 5. The results of the KMO and Bartlett's test for WTC questionnaire. 

Factor 1 2 3 4 5 6 7 8 

1 1.00 -.003 .068 .014 .054 .108 .219 -.022 

2 -.003 1.00 .120 -.083 -.061 -.033 .025 .051 

3 .068 .120 1.00 -.079 -.017 .069 .164 -.082 

4 .014 -.083 -.079 1.00 .049 .072 .002 .134 

5 .054 -.061 -.017 .049 1.00 -.057 .145 .007 

6 .108 -.033 .069 .072 -.057 1.00 .088 -.081 

7 .219 .025 .164 .002 .145 .088 1.00 -.104 

8 -.022 .051 -.082 .134 .007 -.081 -.104 1.00 

Extraction method: Maximum likelihood, rotation method: Oblimin with Kaiser Normalization. 

Table 5 presents that all the correlation between factors is below 0.300. It means that there is a 

weak correlation between factors. The correlations between factors was weak and rotated 

solution was obtained through Varimax rotation in order to clarify the factor structure. 

According to the results of EFA, confirmatory factor analysis (CFA) was conducted to 

determine whether the current model is confirmed or not. The model obtained from the analysis 

can be seen in Figure 4. 
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Figure 4. Confirmatory factor analysis model of WTC questionnaire. 

 

Figure 4 shows the items have loadings higher than 0.3.it means all the items of questionnaire 

were significant. As illustrated, items (16) and (23) loaded onto Factor 1. Items (4) and (5) 

loaded onto Factor 2. Items (19), (2), (22) and (9) loaded onto Factor 3. Items (1), (8) and (11) 

loaded onto Factor 4. Items (17), (20), (19) and (7) loaded onto Factor 5. Items (5), (10) and 

(18) loaded onto Factor 6. Items (12), (14), (13) and (15) loaded onto Factor 7. Items (21), (3) 

and (6) loaded onto Factor 8. 

Table 6. The results of chi-square analysis of goodness of fit index. 

Model NPAR CMIN DF P CMIN/DF 

Default model 104 370.605 195 .000 1.901 

Saturated model 299 .000 0   

Independence model 46 724.052 253 .000 2.862 

Table 6 shows the chi-square fit statistics. As it can be seen, the chi-square statistics of 

χ2=370.605, df = 195, p = 0.000 and relative chi-square (CMIN/df) = 1.901 which is smaller 

than 5.0 indicating an acceptable fit. P-value is 0.000 which is less than 0.5. It means that it is 

significant. Significant value shows that this model is different than the default one. 

A good model fit has some criteria for goodness-of-fit indices. The TLI, CFI and NFI should 

be 1. However, according to Ho (2006), a cut-off value close to 0.90 is commonly used for 
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these incremental fit indices. For current model, CFI is 0.827, TLI is 0.816 and NFI is 0.812. 

The results indicate an acceptable fit. All the results were summarized in Table 7. 

Table 7. Baseline comparisons for goodness of fit index. 

Model                               NFI 

                                        Delta1 

RFI 

rho1 

IFI 

Delta2 

TLI 

rho2 
CFI 

Default model                   .812 .336 .768 .816 .827 

Saturated model               1.00  1.00  1.00 

Independence model         .000 .000 .000 .000 .000 

It can be said that one of the most commonly used goodness of fit indexes in CFA is RMSEA. 

The RMSEA value of this model is 0.074 which is below 0.07 and it indicates an acceptable 

model (see Table 8). 

Table 8. Goodness of fit values obtained from CFA. 

Model                              RMSEA LO 90 HI 90 PCLOSE 

Default model                    .074 .104 .143 .000 

Independence model         .178 .163 .193 .000 

If the Standardized RMR value is lower than 0.08, it can be considered as an acceptable value 

that indicates the model-data fit (Byrne, 2001). In this current model standardized RMR is 0.078 

which is an acceptable value for a good model. According to these results, it can be confirmed 

that model-data fit is acceptable. 

Table 9. Descriptive statistics of the results of WTC questionnaire. 

 Group N Mean Rank Sum of Ranks 

WTC_Pre 

Control 150 18.27 2740.00 

Experimental 150 12.73 1910.00 

Total 300 31.00  

WTC_Post 

Control 150 11.17 1670.50 

Experimental 150 19.83 2970.50 

Total 300 31.00  

Table 9 represents the mean rank of the control and experimental groups in pre-test and post-

test, for their WTC. To see whether there is significant difference between control and 

experimental groups in pre-test and post-test, regarding their WTC, Mann-Whitney U test was 

run. Table 10 displays the Mann-Whitney U test examining the difference between control and 

experimental groups in pre-test and post-test. 

As it can be seen in Table 10, the significant (0.085) of control and experimental groups in pre-

test is higher than 0.05. It is concluded that there is no significant difference between the groups 

in pre-test. In other words, they were homogenous regarding WTC before the study. Based on 

the results (Table 10), the significant (0.007) in post-test is less than 0.05 meaning that there is 

a significant difference between experimental and control groups regarding WTC. It can be 

concluded that the treatment had significant effects on the level of WTC of the participants.  
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Table 10. The Mann-Whitney U test exploring the effect of simulation on WTC. 

 WTC_Pre WTC_Post 

Mann-Whitney U 71.000 47.500 

Wilcoxon W 191.000 167.500 

Z -1.724 -2.707 

Asymp. Sig. (2-tailed) .085 .007 

Exact Sig. [2*(1-tailed Sig.)] .089 .006 

Table 9 presents mean ranks of the groups in pre-test and post-test, regarding their level of 

WTC. The mean rank of post-test shows that the mean of control group is 11.17 and the mean 

of experimental is 19.83. The difference is 8.66. The results indicated that the students in the 

experimental group has a significant higher mean rank compared to the students in the control 

group. In other words, after the treatment the learners in experimental group became more 

willing to communicate in English learners in control group. It means that the treatment 

positively influenced learners’ WTC. 

4. DISCUSSION and CONCLUSION 

The results of the current study illustrate that simulated environment affected learners’ WTC. 

To evaluate the WTC measure of learners, a WTC questioner was used. This questionnaire was 
developed by Macintyre, et al. (2001). The findings of pre-test indicated that the learners WTC 

level was almost equal. However, the post-test results illustrated that the difference between 

both groups is meaningful. In other words, learners become more willing to communicate in 

simulation environment classes. Simulation has significant effect on WTC of the learners. In 

the simulated environments, EFL learners get more willing to communicate with others. 

Simulation provides more chances for them to speak in target language. Through simulation, 
learners are encouraged to participate and be involved in class interactions and it is an 

opportunity to practice a full range of communication skills (Jones, 1982; Jones, 1983). 

This finding is in line with a paper by Lyu (2006) which was entitled as "Simulation and 

Second/ Foreign Language learning: Improving communication skills through simulations" has 

witnessed the practical effects of language simulations in improving communication skills. In 

this research, many useful suggestions were shown on how simulations can be used in EFL 
class of basic level, intermediate level and advanced level, which was also implicitly indicated 

as the significance of the current study. Moreover, the results of this study showed that through 

learning in the light of the simulation technique, learners perceived their classroom activities 

joyfully. It inherently tends to promote real-life and authentic communication (Crookall et al., 

1987; Crookall & Oxford, 1990; Nemitcheva, 1995), “enhances instrumental motivation by 

making the coursework more engaging” (Jones, 1986, p. 10), lowers affective barriers to 
acquisition by reducing the fear of making mistakes (Nemitcheva, 1995), and presents real time 

scenarios and instantaneous feedback (Jones, 1986). 

The outcomes of this study also match up with the findings of researchers (Shankar et al., 2012), 

which reveal that this technique can expose students to different situations they are likely to 

face in their future career. From this approach, the students have a chance to explore different 

situations of real life that enable them to speak confidently and fluently in their second 

language. 

In fact, this study states that learners were highly willing to communicate in simulated 

environment inside the classroom. They feel that they are in real-life situations, so they are 

eager to make communications. The reason is that Iranian EFL learners don’t always have the 

chance to talk to some native speakers or travel to target-language countries. They can 
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communicate in English only in English classes. Therefore, it can be said that Iranian EFL 

learners get more willing to communicate in situations in which they experience 

communicating in their daily life. Creating such familiar environments for them inside the 
classrooms affect their willingness to express their ideas, thoughts and feeling in target 

language. 

In simulated environment the learners become more comfortable and safer to speak in a foreign 

language. In fact, they psychologically make connections with the environment around them, 

which make it simple and accessible for them to make communication in target language. In 

formal and strict environment of some English classes, they feel unsecure and uncomfortable 
to speak in foreign language, however, by presenting such situations to them, they gradually 

feel they are in target language-speaking countries. Thus, they communicate with others and 

don’t be afraid of speaking in a foreign language.  

The main purpose of using simulation for EFL learners is to provide an environment where 

learners have ample opportunity for creating communication. Moreover, it provides a simulated 

of real-life situations in which learners experience real communications of real world. Since 
simulations focus on communication rather than language itself, they are real communicative 

activities. It can be concluded that simulation has significant effect on WTC of the learners. In 

the simulated environments, EFL learners get more willing to communicate with others. 

Simulation provides more chances for them to speak in target language. Through simulation, 

learners are encouraged to participate and be involved in class interactions. 

The findings of the present study have important implications for second language learning 
research in general, and EFL teachers in particular. Considering the positive outcomes of this 

study, it is recommended that there is no denying the fact that this modern teaching 

methodology is quite instrumental and helpful in teaching English language as second or 

foreign language. The findings of this study suggest that understanding how a simulated 

environment affects EFL learners’ success in speaking and communicating in foreign language 

can help institutes to provide such environments for EFL learners and instructors. The results 
of this study may be useful to the organizations of language testing and assessment. The 

organizations and institutes which administer testing exams for EFL learners can use the results 

of this study to use in speaking tests.  

As pointed out earlier, simulation environment class is completely modern design. EFL 

learners, who are sick of traditional methods or dull atmosphere in classes, get motivated to 

learn English through this novel treatment. It promotes learners’ engagement and enjoyment in 

learning. Results of this study, in accordance with previous studies, illustrate that using 
simulation help EFL learners shape their perceptions and conceptions toward learning English. 

Furthermore, the students experience being in simulated environment of the target country 

situations and they are provided many opportunities to engage in different communications. 

Some EFL learners always complain about the lack of opportunities or situations whereby they 

could use input that they have already learned. These classes are the best choice for these 

students.  

This study has focused on only female students. The same study can be performed for male and 

female students. Moreover, the elementary participants were chosen to conduct this study. This 

method can be presented in different levels of English proficiency. The focus of this study was 

mainly on speaking skill. The same study can be conducted regarding other language skills 

(writing, listening and reading). This research was confined to the adjustment during the 

institute’s semester. Research may be extended to a longer period to see the effects of simulated 
environment on the students in variety of contexts. Research may be conducted on the native 

students’ WTC to see how the simulated environment could affect shy students. This study can 

be performed at high schools in order to evaluate the effects of simulated environment on their 
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English-speaking proficiency. Furthermore, this study could be done in a facilitated institute, 

in a room with blank walls and four video projectors. If future research compensates these 

items, they will access to more valid data. In this study one variable was considered, i.e., WTC; 
however, the effect of simulated environment could be investigated on different variables like 

non-verbal behaviors of learner, which demands specialized psychological investigations. 
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Abstract: The aim of this study is to investigate the presence of DIF over the 

gender variable with the latent class modeling approach. The data were collected 

from 953 students who participated in the PISA 2018 8th-grade financial literacy 

assessment in the USA. Latent Class Analysis (LCA) approach was used to identify 

the latent classes, and the data fit the three-class model better in line with fit indices. 

In order to obtain more information about the characteristics of the emerging 

classes, uniform and non-uniform DIF sources were identified by using the 

Multiple Indicator Multiple Causes (MIMIC) model. The findings are very 

important in terms of contributing to the interpretation of latent classes. According 

to the results, the gender variable was a source of DIF for latent classes. It is 

important to include direct effects by gathering unbiased estimates for the 

measurement and structural parameters. Disregarding these effects can lead to 

incorrect identification of implicit classess.  A sample application of MIMIC model 

was performed in a latent class framework with a stepwise approach in this study. 

1. INTRODUCTION 

One of the basic aims of measurement studies is to develop and construct valid items measuring 

latent variable. In many studies, Differential Item Functioning (DIF) can be a threat to the 

validity of a test or a scale. DIF concept is defined that the situation in which “different groups 

of test takers with similar overall ability, or similar status on an appropriate criterion, have, on 

average, systematically different responses to a particular item” in AERA & NCME (2014). 

Definition of two types of DIF called uniform and non-uniform DIF was emphasized in the 

literature (Ackerman, 1992; Mellenbergh, 1982; Millsap & Everson, 1993; Swaminathan & 

Rogers, 1990). Uniform DIF occurs while students in one group consistently have a better 

chance of giving a correct answer than those with the similar ability level in another group. If 

the relationship is not consistent, in this situation non-uniform DIF occurs (Swaminathan & 

Rogers, 1990).  

The concept of DIF is directly related to the concept of fairness and bias. Fairness means that 

for different groups of students, inferences made according to test scores are valid (ETS, 2019). 

Thus, fairness in the test is related to bias. If a fair test is applied, students with the similar level 

of competence have the similar probability of answering an item correctly. Therefore, items 
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having DIF cause bias, which is a problem in psychological and educational testing. Bias is 

concerned to construct-irrelevant factors such as education, gender, culture, age, although 

students have the same trait or ability (Lee & Zhang, 2017; Messick, 1989). The construct is 

accepted as the test of interest and can explain the variance of student’s performance in a test. 

According to Messick (1989), construct-irrelevant variance refers to variables unrelated to the 

construct, and it can occur when the test scores are affected by factors that are irrelevant to the 

construct. Test preparation, test development and administration, scoring, students’ background 

knowledge, personality, answering strategies, and cognitive ability can be construct-irrelevant, 

and efforts are needed to minimize such effects (Gallagher et al., 2002; Haladyna & Downing, 

2004). In addition, The Standards state that any bias causing students’ scores in systematically 

high or low is construct-irrelevant variance (AERA & NCME, 2014). 

Studies to examine item and test bias are based on two fundamental perspectives in 

measurement theory. First, from the Classic Test Theory (CTT) perspective, the Multi-group 

Confirmatory Factor Analysis (MG-CFA) method is tested for the relationship between 

observed variable and the latent trait for measurement invariance across groups. The second 

one is evaluated according to whether the ability levels of individuals in separate groups are 

equivalent on substance behavior with the Item Response Theory (IRT) and DIF approach 

(Embretson & Reise, 2000). In IRT framework for detecting DIF; differences in the probability 

to reply the item correctly for two groups are taken into account. Therefore, IRT methods focus 

on comparing item parameters of the groups i.e item characteristic curves (Thissen et al., 1993). 

In DIF studies that were conducted according to manifest grouping approach, assume that the 

groups come from a homogenous subgroups, and this homogenity means that items do not have 

DIF within the subgroups (De Ayala, et al., 2002). Latent classes can occur whether all students 

do not have homogeneous response patterns (De Ayala et al., 2002; Samuelsen, 2008). On the 

other hand, it is debated that DIF results obtained from groups may be biased (Rupp & Zumbo, 

2006). Hence, it is proposed to use mixture models that reject the homogeneity of the data for 

DIF in latent classes. Mixture models consider a mixture of latent classes to compose the sample 

(Mislevy & Verhelst, 1990; Rost, 1990; De Ayala & Santiago, 2017). According to this mixture 

modeling approach, invariance assumption is no longer essential, and thus, item parameters are 

estimated for each latent class (Cho, 2007; Cohen & Bolt, 2005; De Mars & Lau, 2011; Oliveri, 

et al., 2013; Park et al., 2016; Rupp & Zumbo).  Thanks to these studies, , DIF studies should 

be examined between latent classes. The MIMIC modeling is used by researchers within 

mixture modeling approach to explore the latent classes (Nylund-Gibson & Choi, 2018). In 

these studies, the researchers examined the effect of covariates on latent class variable. With 

this perspective, the direct effects can be examined from covariates to items determining 

possible sources of DIF, which is called MIMIC modeling (Masyn, 2017). Moreover, it can be 

examined if the identified latent classes are invariant whenthe students in a class have the 

similar responses (Kankaraš et al., 2011).  

The MIMIC model can be defined as a form of Structural Equation Modeling (SEM). The 

model combines covariates into a CFA model. MIMIC model includes a measurement model 

enabling to detect the link within latent variable and items, and also a structural model bringing 

out the direct effect of a covariate. There are studies stating that MIMIC models are more useful 

compared to other techniques such as multigroup CFA in examining DIF (Vandenberg & 

Lance, 2000; Millsap, 2011). MIMIC modeling contributes to external validity by examining 

the relationship between covariate and latent structure, and to internal validity by estimating 

IRT parameters (Tsaousis et al., 2020). 

MIMIC modeling allows us to see the effect of covariates. In addition, estimates can be obtained 

from all other grouping variables (covariates) in the model (Asparouhov & Muthén, 2015; 

Cheng et al., 2016). These variables can be observed or latent, and they can also be categorical 
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or continuous (Glockner-Rist & Hoitjink, 2003). These flexibilities support the MIMIC model 

for DIF studies.  

Next, in international large scale assessments like Program for International Student 

Assessment (PISA; OECD, 2019a) and Trends in International Mathematics and Science Study 

(TIMSS; IEA, 2017a) DIF analysis requires having the scores that are fairly comparable across 

countries. In international large scale assessments, IRT models are used to estimate item 

parameters. However, invariance assumption of the IRT models cannot be met in a 

heterogenous population which contains latent classes. Hence, the aim of this study is to 

investigate the presence of DIF over the gender variable with a stepwise procedure conducted 

with a MIMIC modeling framework that has been developed by Masyn, (2017). The MIMIC 

approach is a method to test measurement invariance, and since its introduction (Masyn, 2017), 

a study conducted with real data by Tsaousis et al., (2020) but there is no study with 

international large scale assessment data in which this method was used. Consequently, in this 

study, following the stepwise procedure outlined by Masyn (2017), to explore sources of DIF 

over gender using large scale assessment data (i.e., PISA 2018 financial literacy test). The 

results of this study are expected to have vital implications for measurement research by 

examining DIF between latent classes. 

2. METHOD 

2.1. Data 

PISA is an international survey assessing competency of 15-year-old students in the basic 

domains of reading, mathematics and science literacy. PISA was first administered in 2000, and 

it cycles every three years.  In each cycle, one of the basic domains is specified as the major 

domain, which is administered to all participants.  The other domains are considered minor 

domains which are not administered to all participants. In addition, financial literacy was added 

in the PISA 2012 assessment, and has been provided as an international choice in the two PISA 

assessments (2015 and 2018). Financial literacy categories are money and transactions, 

planning and managing finance, risk and rewards, and an understanding of the financial 

landscape. These categories are measured by several open-ended and multiple-choice items 

(OECD, 2019a). In this study, 16 multiple choice items were used to detect uniform and non-

uniform DIF items in Booklet 6. This booklet was used in the analysis because the number of 

items in the 6th booklet is more than the others in the booklets. 

2.2. Sample 

In PISA 2018, a total of 20 countries participated in financial literacy testing, including 13 

OECD countries and seven partner countries. Since the purpose of this research is to show an 

application of the MIMIC model, the sample of this study includes 953 students from the USA 

who replied booklet 6. This country was chosen because the aim of this study is to show an 

application of the DIF study with MIMIC modeling and the sample size of the USA data is 

large. For the USA sample, 479 (50.3%) were females and 474 (49.7%) were males.  

2.3. Data Analysis 

The stepwise procedure has been developed by Masyn (2017), and in this study, the original 

source are used, and models are shown in Figure 1 with diyagrams for each step. First LCA was 

carried out to determine the number of latent classes. A procedure based on comparing the fit 

of models that have different numbers of latent classes and using model fit information criteria 

is applied in LCA. In simulation studies, it has been found that BIC outperforms in determining 

the number of latent classes (Nylund et al, 2007). In addition, sample-adjusted BIC is among 

the recommended indexes for consistent AIC (CAIC; Bozdogan, 1987) model fit. Next, VLMR 

and BLRT tests results are interpreted. LCA is performed with the Mplus (Muthén and Muthén, 
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1998-2021) software program using Robust Maximum-Likelihood (MLR) and expectation 

maximization (EM) algorithm as an estimation method. 

This first step, i.e. Step 0 includes the process of deciding on the number of classes by finding 

the model that best fits the data with an exploratory approach. Considering the model fit indices, 

the number of latent classes are identified taking the covariate is as an auxiliary variable so that 

it does not have any effect on the determining latent classes (Masyn, 2013; Nylund-Gibson & 

Masyn, 2016). Only class indicators are included in the model as observed variables.  

In Step 1, two models are compared. The first model, called A1.0, contains only the regression 

of the covariate over the latent class variable, which evaluates the model-fit of a non-DIF model. 

This model is compared to a model (non-uniform DIF) that items and latent variable are 

regressed to the covariate (A1.1) model in which the effects of the covariate on the items are 

released to differ between classes. The models compared with likelihood ratio test should 

supply proof on behalf of the A1.1 model as compared to A1.0 model, in the presence of DIF. 

If A1.0 model is the chosen model, there is no significant proof of DIF owing to the covariate. 

However, the choice of the A1.1 model requires further examination on the location of the 

invariance due to the covariate. 

In Step 2, the purpose is to evaluate the presence of non-uniform DIF running models to detect 

the effects of the covariate on items. The models involve a no-DIF model (A2.0.1) that the 

latent class is regressing on the covariate and DIF model that an item regressing on the covariate 

A2.1.1 model from the first item to the last item. In model comparison, the likelihood ratio 

difference tests were utilized. Proof on behalf of the later model indicated the existence of non-

uniform DIF. 

In Step 3, the purpose is to select most parsimonious non-uniform DIF model (A3.0). This 

model helps to estimate a latent class model including non-uniform paths in which statistically 

significant. This model (A3.0) is first compared no-DIF model (A1.0) with the prospect that 

A3.0 would be excellent to model A1.0. The next comparison was between A3.0 and A1.1 (the 

all DIF model) with the expectancy that A3.0 would be no worse than A1.1. 

In Step 4, we test hypothesis that non-uniform DIF effects items do not indicate uniform effects. 

Nonsignificant differences between models A3.0 and A4.1–A4.5, show proof of non-uniform 

DIF effects. Analyses were conducted with Mplus software (Muthén and Muthén, 1998-2019). 

The syntax codes for analyses can be found in the Appendix. In Figure 1, the model diagrams 

as stepwise procedure is given. 

2.4. Effect Size 

Several studies investigated the effect size metrics for DIF (Raju, 1990; Penfield & Lam, 2000; 

Zwick, 2012) and among them, the most considerable are the ETS criteria, transforming the 

difference logit parameter onto the delta metric system (Dorans & Holland, 1993). The 

Educational Testing Service (ETS) defined a three-level category sizes of DIF that are 

negligible, medium and large. For the negligible DIF level, the size of DIF should be 0.43 and 

below; for medium DIF, the size of the DIF should be ≥ 0.44 and for the large DIF, the size of 

the DIF should be  ≥ 0.64 on logit scale (Lin & Lin, 2014).  
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Figure 1. Stepwise procedure for DIF detection using mixture modeling. 

Step 0. LCA analysis 

 

 

Step2. Model A2.0.1. No-DIF model for the first item 

 

 

Step 1. Model A1.0. Evaluating the presence of Omnibus 

DIF 

 

 

Step 2. Model A2.1.1. Non-uniform DIF model for 

the first item including a class-varying direct effect 

from covariate to the first item. 

 

Step 1. Model A1.1. Evaluating all DIF model 

 

 
 

 

 

 

 

Step3. Model A3.0. Estimating model with non-

uniform DIF effects 
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Figure 1. Continues 

Step 4. Verifying DIF is non-uniform vs. uniform 

 

 

 

3. RESULTS 

3.1. Step 0 

In this step, 1, 2, 3 and 4-class models were tested, respectively, and the model fit indices were 

presented in Table 1.  

Table 1. Fit indices of models tested for data from the USA. 

Fit indices 1-class  2-class  3-class 4-class  

npar 16 33 50 67 

LL -8292.439 -7961.477 -7727.144 -7814.792 

AIC 16616.878  15988.954 15588.287 15729.585 

BIC 16694.598 16149.251 15913.741 15972.460 

SSA-BIC 16643.783 16044.445 15700.952 15813.663 

LR Chi-Square Test 2825.081 2463.731 2440.565 2275.961 

LR Chi-Square p value 1.0000 1.0000 1.0000 1.0000 

VLMR Test  - 656.295 293.369 175.297 

VLMR p value - 0.0000 0.0000   0.0649 

BLRT Test - 656.295           293.369 175.297 

BLRT p value - 0.0000 0.0000 0.0000 

npar, number of free parameters; LL, log likelihood; AIC, Akaike’s information criterion; BIC, Bayesian information criterion; 

SA-BIC, Sample-Size Adjusted BIC; VLMR, Vuong-lo-mendell-rubin test; BLRT, Bootstrapped likelihood ratio test; p < 0.05. 

When the fit indexes were examined in the Table 1, the LR Chi-Square test, has an insignificant 

p value for data from the USA, showing that the model data fit was achieved. When the AIC, 

BIC and SSA-BIC values of the relative fit indices were examined, the three-class model had 

the lowest values among other models. The results of VLMR and BLRT showed a statistically 

significant difference between the 2-class and 3-class models. When the 3-class model was 

compared with the 4-class model, it was observed that the p value was not significant (p>0.05). 

This finding means that to add one more class to the 3-class model does not improve the model-

data fit. As a result, it was seen that a three-class model was fit to the data. The model classified 

9.5% students into Class 1 which had high probability of ability, 56.1 % subjects into Class 2 

which had moderate probability of ability and 34.4% in Class 3 with low probability of ability. 
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The value of classification accuracy was 0.78. It can be stated that the three-class model is 

useful in assigning students to the correct classes as the entropy value was obtained to be greater 

than .70 (Nagin, 2005). The graph of the results obtained for these three classes were presented 

in Figure 2. 

Figure 2. Latent class profile plots for PISA 2018 financial literacy subtest. 

                                                                                                                           

 

After determining the best-fitting model, it was examined for DIF effects on the financial 

literacy items, MIMIC modeling results were given step by step. 

3.2. Step 1 

In this step, Null model (A1.0) assuming no DIF and an alternate model (A1.1) assuming DIF 

for all items were compared. The results from the likelihood ratio test statistics (LRTS) 

indicated that gender was a source of DIF rejecting the null model A1.0 (LRTS = 130.40, df = 

48, p = 0.0001). Therefore, the analyses in Step 2 were performed to explore the item-level 

effects of the DIF source based on the result from the omnibus DIF finding. 

3.3. Step 2  

In this step, null model (A2.0.1- no DIF model) and an alternate model (A2.1.1 non-uniform 

DIF model) for a specific item were compared. The results obtained from LRTS were presented 

in Table 2. According to results for five items (9, 12, 13, 15, 16), the no DIF model was rejected 

on behalf of the alternate model. These results mean that the non-uniform DIF items can be 

differentiated over gender. 

3.4. Step 3 

In this step, A3.0 model constructed from items displaying non-uniform DIF from step 2. A3.0 

model was compared to model A1.0 (no-DIF), and the latter showed fit (LRTS = 56.634, df = 

15, p = 0.0001). When A3.0 model was compared to A1.1 model (all DIF), significant 

differences were found (LRTS = 73.766, df = 33, p = 0.0001). In addition, the BIC values for 

A3.0 model, it was 16054.657, and for A1.1 model, it was 16207.187. Thus, the model A3.0 

that has lower BIC value was the preferred model compared to A1.1 model. The results were 

presented in Step 3 part of Table 2. Finally, results from this step recommended that A3.0 model 

was the last latent class MIMIC model. 
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Table 2. Model comparisons for DIF by stepwise procedure. 

Steps Model Model description LogL npar Model 

Comparison 

LRTS df p-value 

1 A1.0 MIMIC: No DIF -7815.632 55 A1.0 vs. A1.1 130.40 48 0.0001 

 A1.1 MIMIC: All DIF -7750.432 103     

2 A2.0.1 Item1: No DIF -1128.703 7 A2.0.1 vs. A2.1.1 3.408 3 Ns 

 A2.1.1 Item1: NON-U DIF -1126.99 10     

 A2.0.2 Item2: No DIF -1202.695 7 A2.0.2 vs. A2.1.2 6.872 3 Ns 

 A2.1.2 Item2: NON-U DIF - -1199.259 10     

 A3.0.3 Item3: No DIF -1434.869 7 A2.0.3 vs. A2.1.3 2.94 3 Ns 

 A3.1.3 Item3: NON-U DIF -1434.722 10     

 A4.0.4 Item4: No DIF -1081.621 7 A2.0.4 vs. A2.1.4 1.910 3 Ns 

 A4.1.4. Item4: NON-U DIF -1080.666 10     

 A5.0.5. Item5: No DIF -1459.193 7 A2.0.5 vs. A2.1.5 1.644 3 Ns 

 A5.1.1 Item5: NON-U DIF -1458.371 10     

 A6.0.6 Item6: No DIF -1476.005 7 A2.0.6 vs. A2.1.6 0.848 3 Ns 

 A6.1.6 Item6: NON-U DIF -1475.581 10     

 A7.0.7 Item7: No DIF -1405.517 7 A2.0.7 vs. A2.1.7 1.216 3 Ns 

 A7.1.7 Item7: NON-U DIF -1404.909 10     

 A8.0.8 Item8: No DIF -1205.034 7 A2.0.8 vs. A2.1.8 0.892 3 Ns 

 A8.1.8 Item8: NON-U DIF -1204.588 10     

 A9.0.9 Item9: No DIF -1382.867 7 A2.0.9 vs. A2.1.9 10.658 3 0.01 

 A9.1.9 Item9: NON-U DIF -1377.538 10     

 A10.0.10 Item10: No DIF -1379.947 7 A2.0.10 vs. A2.1.10 3.460 3 Ns 

 A10.1.10 Item10: NON-U DIF -1378.217 10     

 A11.0.11 Item11: No DIF -1486.230 7 A2.0.11 vs. A2.1.11 5.94 3 Ns 

 A11.1.11 Item11: NON-U DIF 1483.998 10     

 A12.0.12 Item12: No DIF -1202.668 7 A2.0.12 vs. A2.1.12 10.792 3 0.01 

 A12.1.12 Item12: NON-U DIF -1197.272 10     

 A13.0.13 Item13: No DIF -1176.637 7 A2.0.13 vs. A2.1.13 10.180 3 0.01 

 A13.1.13 Item13: NON-U DIF -1171.547 10     

 A14.0.14 Item14: No DIF -1242.057 7 A2.0.14 vs. A2.1.14 1.142 3 Ns 

 A14.1.14 Item14: NON-U DIF -1241.486 10     

 A15.0.15 Item15: No DIF -1238.851 7 A2.0.15 vs. A2.1.15 9.382 3 0.02 

 A15.1.15 Item15: NON-U DIF -1234.160 10     

 A16.0.16 Item16: No DIF -1343.979  A2.0.16 vs. A2.1.16 8.698  0.03 

 A16.1.16 Item16: NON-U DIF -1339.630      

3 A3.0 MIMIC with all NON-U 

DIF items 

-7787.315 70 A1.0 vs. A3.0 56.634 15 0.0001 

     A3.0 vs. A1.1 73.766 33 0.0001 

4 A4.1 Item9 (U- DIF) all other 

(NON-U DIF) 

-7791.601 67 A4.1 vs. A3.0 8.572 3 0.035 

 A4.2 Item12 (U-DIF) all other 

(NON-U DIF) 

-7796.839 67 A4.2 vs. A3.0 19.048 3 0.0001 

 A4.3 Item13 (U- DIF) all other 

(NON-U DIF) 

-7795.662 67 A4.3 vs. A3.0 16.694 3 0.0001 

 A4.4 Item15 (U- DIF) all other 

(NON-U DIF) 

-7792.602 67 A4.4 vs. A3.0 10.574 3 0.014 

 A4.5 Item16 (U -DIF) all other 

(NON-U DIF) 

-7792.077 67 A4.5 vs. A3.0 9.524 3 0.023 

LL: log likelihood; df.: degrees of freedom; LRTS: likelihood ratio test statistic,  ;npar: number of free parameters, UN-DIF: 

uniform DIF, NON-U DIF: Non-uniform DIF, Ns: not significant; p < 0.05. 

3.5. Step 4 

In this step, MIMIC models (A4.1-A4.5) including the items which displayed non-uniform DIF. 

In these models, all other direct effects were allowed to free all across classes but the direct 

effect to each item was constrained to be invariant. Hence, each model (A4.1-A4.5) was 

compared with the non-uniform DIF model (A3.0 model). According to the results, it was found 
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that models were statistically worse than A3.0 model, and DIF effects were non-uniform DIF 

(items 9, 12, 13, 15, 16). 

Table 3. Statistics for non-uniform DIF items over gender for PISA 2018 financial literacy subtest. 

 Latent Class 1 Latent Class 2 Latent Class 3 

Item 

no 

Estimates 95% CIs 

(UL/LL) 

Effect 

size 

Estimates 95% CIs 

(UL/LL) 

Effect size Estimates 95% CIs 

(UL/LL) 

Effect size 

9 1.315 0.927/    

14.965 

Large -0.298 0.451/      

1.222 

Negligible -0.433 0.371/     

1.135 

Medium 

12 1.657 0.397/    

69.242 

Large 1.080 1.428/     

6.076 

Large 0.179 0.541/      

2.648 

Negligible 

13 0.978 0.496/    

14.269 

Large 1.326 1.367/    

10.377 

Large 0.206 0.523/     

2.884 

Negligible 

15 -1.216 0.011/     

7.669 

Large -0.598 0.321/     

0.943 

Medium -0.565 0.283/     

1.141 

Medium 

16 0.618 0.231/     

14.910 

Medium 0.268 0.826 /    

2.070 

Negligible 0.748 1.156/      

3.860 

Large 

UL: upper level; LL: low level. 

Table 3 presents estimates in logits, 95% CIs and effect size values for each classes. According 

to ETS criteria, the size of DIF effects were interpreted (Lin & Lin, 2014). For Class 1(high 

performing) item 9, 12, 13 and 15 exhibited large level DIF, and item 16 showed medium level 

DIF over gender. Moreover, males scored higher than females (positive values mean that males 

have higher values) on all items except item 15. For Class 2 (average performing), the DIF 

effect was negligible for item 9 and 16; item 12 and 13 showed large level DIF, and item 16 

showed medium level DIF over gender. Also males scored higher than females on item 12 and 

13. For Class 3 (low performing), the DIF effect was negligible for item 12 and 13, and it was 

medium for item 9 and 15 with males scoring higher than females; and it was large for item 16 

with females scoring higher than males. 

4. DISCUSSION and CONCLUSION 

The aim of this study was to investigate the presence of DIF over the gender variable with a 

MIMIC modeling including a stepwise procedure (Masyn, 2017). In the first step, a LCA was 

conducted to detect group of heterogeneity. According to the indices, data fit the three-class 

model better. The model classified 9.5% of the students into Class 1(high performing), 56.1 % 

of the students into Class 2 (average performing) and 34.4% in Class 3 (low performing).  

In addition to the above classification of the students into the three classes, this analysis could 

provide further information about the specific items that performed across the different classes. 

For example, item 4 was an easy item and had a high probability of ability for each class. A 

similar pattern was observed with item 7 and 15. Also item 5 and 10 seem to be difficult items 

that discriminate Class 1 (high performing) from the Class 2 (average performing) and Class 3 

(low performing) but not differentiate Class 2 and Class 3 (average and low performing). It can 

be seen that the majority of the items differentiate students across classes. 

Then, it was investigated if there had been direct effects from the latent class to items. Thus, 

DIF test was conducted by comparing no DIF model with all-DIF model considering no DIF 

model was statistically worse than all DIF model. So it can be stated that gender is a source of 

DIF. This is an important result showing that gender should be added in the regression model. 

Studies reveal that ignoring the effects of covariates may lead to misspecifications for the latent 

classes (Asparouhov & Muthén, 2014; Clark & Muthén, 2009; Masyn, 2017).  
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Next, uniform and non-uniform DIF effects were investigated for financial literacy items. 

According to the results, five items displayed non-uniform DIF with significant p values. Next, 

the effect size of non-uniform DIF items was investigated over gender. For Class1, item 9, 12, 

13 and 15 exhibited large level DIF effect, and item 16 exhibited medium level DIF effect, 

when males scored higher. For Class 2, the DIF effect was negligible for item 9 and 16; item 

12 and 13 exhibited large level DIF effect, and item 16 exhibited medium level DIF effect over 

gender. Furthermore, males also scored higher than females on item 12 and 13. For Class 3, the 

DIF effect was negligible for item 12 and 13, medium for item 9 and 15 with males who had 

higher scores; large for item 16 with females who had higher scores. 

This study showed that what may be the cause for DIF in a latent class framework. Ignoring 

DIF effects in LCA could lead to the misinterpretation of the analysis and getting biased 

estimates in identifying classes and estimating relationship between latent class variable and 

covariate. Previous studies have shown that ignoring these effects can lead to biased estimated 

parameters for both measurement and structural model of the latent class analysis, and in this 

situation latent classes cannot be used for class comparisons (Clark & Muthén, 2009; Masyn, 

2017; Nylund-Gibson & Choi, 2018). The results showed that MIMIC modeling was an 

essential procedure to find items displaying DIF effects between females and males. Thus, the 

nature of latent classes may be investigated by considering in each latent class membership. In 

addition in LCA, direct effects examinations must be a standard procedure to investigate direct 

effects of covariates on latent class indicators. 

This study also revealed that response probabilities across latent classes were not the same for 

all latent class indicators. In this context, students within a class could have different response 

probabilities depending on a specific characteristic (in terms of gender). Hence, it can be 

pointed out that assuming that all latent class indicators have the same expected responses 

across classes and across different levels of a demographic variable can lead to the 

misinterpretation of latent classes. Thus, identifying latent classes by inspecting the manifest 

characteristics in each latent class membership is so important to have the right information 

about classes. 

Throughout this article, the analyses were conducted on logit scale in Mplus, and the effect 

sizes were interpreted according to logit scale. The MIMIC model can be conducted for logistic 

or normal-ogive link functions. Thus, analysis can be run on probit link. 

MIMIC modeling contributes to external validity by examining the relationship between 

covariate and latent structure, and to internal validity by estimating the parameters. 

Contributing to validity studies, other demographic variables can be included in the analysis. 

Next, various distal outcomes could be used to detect latent classes displaying statistically 

significant differences.  

Continuous or categorical variables and the mixture of both can be used in MIMIC model 

approach. In this study, dichotomous variables were used. Future studies can be conducted with 

continuous variables, and the models can be compared with information criteria like SRMR, 

TLI, CFI etc. model fit statistics (Kang & Cohen, 2007). 
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APPENDIX 

A.0 

TITLE: Stepwise MIMIC Model DIF Detection  

DATA: file is b16-gender.dat; 

VARIABLE: 

NAMES ARE gender m1 m2 m3 m4 m5 m6 m7 m8 m9 m10 m11 m12 m13 m14 m15 m16;  

MISSING ARE ALL (99); 

Auxiliary = gender; 

USEVARIABLES ARE m1 m2 m3 m4 m5 m6 m7 m8 m9 m10 m11 m12 m13 m14 m15 

m16;  

CATEGORICAL ARE m1 m2 m3 m4 m5 m6 m7 m8 m9 m10 m11 m12 m13 m14 m15 m16;  

CLASSES = c(3); 

ANALYSIS:  

type=mixture; 

 

MODEL: 

%OVERALL% 

[ c#1*-1.291 ]; 

[ c#2* 0.489 ]; 

 

c on gender; 

   %C#1% 

[ m1$1*  -0.612  ]; 

[ m2$1*  -0.444  ]; 

[ m3$1*  -1.149  ]; 

[ m4$1*  -3.141  ]; 

[ m5$1*  -1.383  ]; 

[ m6$1*  -1.561  ]; 

[ m7$1*  -2.091  ]; 

[ m8$1*  -0.524  ]; 

[ m9$1*  -0.668  ]; 

[ m10$1* -1.982  ]; 

[ m11$1* -0.891  ]; 

[ m12$1* -0.631  ]; 

[ m13$1* -0.345  ]; 

[ m14$1* -0.524  ]; 

[ m15$1* -1.815  ]; 

[ m16$1* -1.545  ]; 

 

%C#2% 

[ m1$1*   3.386   ]; 

[ m2$1*   2.674   ]; 

[ m3$1*   0.990   ]; 

[ m4$1*  -2.473   ]; 

[ m5$1*   0.490   ]; 

[ m6$1*   0.404   ]; 

[ m7$1*  -0.740   ]; 

[ m8$1*   2.497   ]; 

[ m9$1*   1.261   ]; 

[ m10$1*  1.058   ]; 
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[ m11$1*  0.194   ]; 

[ m12$1*  2.084   ]; 

[ m13$1*  2.346   ]; 

[ m14$1*  1.864   ]; 

[ m15$1* -1.777   ]; 

[ m16$1*  1.240   ]; 

 

%C#3% 

[ m1$1*   -1.230  ]; 

[ m2$1*   -1.240  ]; 

[ m3$1*    0.344  ]; 

[ m4$1*   -2.971  ]; 

[ m5$1*    0.469  ]; 

[ m6$1*   -0.079  ]; 

[ m7$1*   -1.043  ]; 

[ m8$1*    1.456  ]; 

[ m9$1*   -0.730  ]; 

[ m10$1*   1.008  ]; 

[ m11$1*   0.004  ]; 

[ m12$1*   2.004  ]; 

[ m13$1*   2.112  ]; 

[ m14$1*   1.885  ]; 

[ m15$1*  -1.763  ]; 

[ m16$1*   1.186  ]; 

 

OUTPUT: 

TECH1 TECH8; 

PLOT: type=plot3; 

series = m1 (1) m2 (2) m3 (3) m4 (4) m5 (5) m6 (6) m7 (7) m8 (8)  

m9 (9) m10 (10) m11 (11) m12 (12) m13 (13) m14 (14) m15 (15) m16 (16); 

! how the variables are presented in the X axis 

! (*) separate them by a space 

SAVEDATA:  

file = data_savedata.txt; 

save = cprob; 

missflag = 9999; 

format = free; 

 

A1.0 

TITLE: Stepwise MIMIC Model DIF Detection  

DATA: file is b16-gender.dat; 

VARIABLE: 

NAMES ARE gender m1 m2 m3 m4 m5 m6 m7 m8 m9 m10 m11 m12 m13 m14 m15 m16;  

MISSING ARE ALL (99); 

USEVARIABLES ARE gender m1 m2 m3 m4 m5 m6 m7 m8 m9 m10 m11 m12 m13 m14 

m15 m16;  

CATEGORICAL ARE m1 m2 m3 m4 m5 m6 m7 m8 m9 m10 m11 m12 m13 m14 m15 m16;  

CLASSES = c(3); 

ANALYSIS:  

type=mixture; 
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MODEL: 

%OVERALL% 

[ c#1*-1.291 ]; 

[ c#2* 0.489 ]; 

 

c on gender;   

%C#1% 

[ m1$1*  -0.612  ]; 

[ m2$1*  -0.444  ]; 

[ m3$1*  -1.149  ]; 

[ m4$1*  -3.141  ]; 

[ m5$1*  -1.383  ]; 

[ m6$1*  -1.561  ]; 

[ m7$1*  -2.091  ]; 

[ m8$1*  -0.524  ]; 

[ m9$1*  -0.668  ]; 

[ m10$1* -1.982  ]; 

[ m11$1* -0.891  ]; 

[ m12$1* -0.631  ]; 

[ m13$1* -0.345  ]; 

[ m14$1* -0.524  ]; 

[ m15$1* -1.815  ]; 

[ m16$1* -1.545  ]; 

 

%C#2% 

[ m1$1*   3.386   ]; 

[ m2$1*   2.674   ]; 

[ m3$1*   0.990   ]; 

[ m4$1*  -2.473   ]; 

[ m5$1*   0.490   ]; 

[ m6$1*   0.404 ]; 

[ m7$1*  -0.740 ]; 

[ m8$1*   2.497 ]; 

[ m9$1*   1.261 ]; 

[ m10$1*  1.058 ]; 

[ m11$1*  0.194 ]; 

[ m12$1*  2.084 ]; 

[ m13$1*  2.346 ]; 

[ m14$1*  1.864 ]; 

[ m15$1* -1.777 ]; 

[ m16$1*  1.240 ]; 

 

%C#3% 

[ m1$1*   -1.230 ]; 

[ m2$1*   -1.240 ]; 

[ m3$1*    0.344 ]; 

[ m4$1*   -2.971 ]; 

[ m5$1*    0.469 ]; 

[ m6$1*   -0.079]; 
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[ m7$1*   -1.043]; 

[ m8$1*    1.456]; 

[ m9$1*   -0.730]; 

[ m10$1*   1.008]; 

[ m11$1*   0.004]; 

[ m12$1*   2.004]; 

[ m13$1*   2.112]; 

[ m14$1*   1.885]; 

[ m15$1*  -1.763]; 

[ m16$1*   1.186]; 

 

A1.1 

TITLE: Stepwise MIMIC Model DIF Detection  

DATA: file is b16-gender.dat; 

VARIABLE: 

NAMES ARE gender m1 m2 m3 m4 m5 m6 m7 m8 m9 m10 m11 m12 m13 m14 m15 m16;  

MISSING ARE ALL (99); 

USEVARIABLES ARE gender m1 m2 m3 m4 m5 m6 m7 m8 m9 m10 m11 m12 m13 m14 

m15 m16;  

CATEGORICAL ARE m1 m2 m3 m4 m5 m6 m7 m8 m9 m10 m11 m12 m13 m14 m15 m16;  

CLASSES = c(3); 

ANALYSIS:  

type=mixture; 

 

MODEL: 

%OVERALL% 

[ c#1*-1.291 ]; 

[ c#2* 0.489 ]; 

c on gender; 

m1 m2 m3 m4 m5 m6 m7 m8 m9 m10 m11 m12 m13 m14 m15 m16 on gender; 

    

%C#1% 

[ m1$1*  -0.612  ]; 

[ m2$1*  -0.444  ]; 

[ m3$1*  -1.149  ]; 

[ m4$1*  -3.141  ]; 

[ m5$1*  -1.383  ]; 

[ m6$1*  -1.561  ]; 

[ m7$1*  -2.091  ]; 

[ m8$1*  -0.524  ]; 

[ m9$1*  -0.668  ]; 

[ m10$1* -1.982  ]; 

[ m11$1* -0.891  ]; 

[ m12$1* -0.631  ]; 

[ m13$1* -0.345  ]; 

[ m14$1* -0.524  ]; 

[ m15$1* -1.815  ]; 

[ m16$1* -1.545  ]; 

m1 m2 m3 m4 m5 m6 m7 m8 m9 m10 m11 m12 m13 m14 m15 m16 on gender; 
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%C#2% 

[ m1$1*   3.386   ]; 

[ m2$1*   2.674   ]; 

[ m3$1*   0.990   ]; 

[ m4$1*  -2.473   ]; 

[ m5$1*   0.490   ]; 

[ m6$1*   0.404   ]; 

[ m7$1*  -0.740   ]; 

[ m8$1*   2.497   ]; 

[ m9$1*   1.261   ]; 

[ m10$1*  1.058   ]; 

[ m11$1*  0.194   ]; 

[ m12$1*  2.084   ]; 

[ m13$1*  2.346   ]; 

[ m14$1*  1.864   ]; 

[ m15$1* -1.777   ]; 

[ m16$1*  1.240   ]; 

m1 m2 m3 m4 m5 m6 m7 m8 m9 m10 m11 m12 m13 m14 m15 m16 on gender; 

 

%C#3% 

[ m1$1*   -1.230  ]; 

[ m2$1*   -1.240  ]; 

[ m3$1*    0.344  ]; 

[ m4$1*   -2.971  ]; 

[ m5$1*    0.469  ]; 

[ m6$1*   -0.079  ]; 

[ m7$1*   -1.043  ]; 

[ m8$1*    1.456  ]; 

[ m9$1*   -0.730  ]; 

[ m10$1*   1.008  ]; 

[ m11$1*   0.004  ]; 

[ m12$1*   2.004  ]; 

[ m13$1*   2.112  ]; 

[ m14$1*   1.885  ]; 

[ m15$1*  -1.763  ]; 

[ m16$1*   1.186  ]; 

m1 m2 m3 m4 m5 m6 m7 m8 m9 m10 m11 m12 m13 m14 m15 m16 on gender; 

 

A2.0.1 

TITLE: Stepwise MIMIC Model DIF Detection  

DATA: file is data_savedata.txt; 

VARIABLE: 

NAMES ARE m1 m2 m3 m4 m5 m6 m7 m8 m9 m10 m11 m12 m13 m14 m15 m16 

gender cprob1 cprob2 cprob3 cmod ;  

MISSING ARE ALL (9999); 

USEVARIABLES ARE m1 cmod gender;  

CATEGORICAL ARE m1;  

NOMINAL are cmod; 

CLASSES = c(3); 

ANALYSIS:  
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type=mixture; 

STARTS=0; 

processors = 7;  

MODEL: 

%OVERALL% 

[ c#1*-1.291 ]; 

[ c#2* 0.489 ]; 

c on gender; 

    

%C#1% 

[cmod#1@2.610 cmod#2@-4.036]; 

%C#2% 

[cmod#1@-3.434 cmod#2@1.739]; 

%C#3% 

[cmod#1@-1.477 cmod#2@-2.631];   

 

 

A2.1.1 

TITLE: Stepwise MIMIC Model DIF Detection  

DATA: file is data_savedata.txt; 

VARIABLE: 

NAMES ARE m1 m2 m3 m4 m5 m6 m7 m8 m9 m10 m11 m12 m13 m14 m15 m16 

gender cprob1 cprob2 cprob3 cmod ;  

MISSING ARE ALL (9999); 

USEVARIABLES ARE m3 cmod gender;  

CATEGORICAL ARE m3;  

NOMINAL are cmod; 

CLASSES = c(3); 

ANALYSIS:  

type=mixture; 

STARTS=0; 

processors = 7; 

 

MODEL: 

%OVERALL% 

[ c#1*-1.291 ]; 

[ c#2* 0.489 ]; 

 

c on gender; 

m1 on gender; 

    

%C#1% 

[cmod#1@2.610 cmod#2@-4.036]; 

m1 on gender; 

 

%C#2% 

[cmod#1@-3.434 cmod#2@1.739]; 

m1 on gender; 

 

%C#3% 
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[cmod#1@-1.477 cmod#2@-2.631];   

m1 on gender; 

 

OUTPUT: CINTERVAL; 

 

A3.0. 

TITLE: Stepwise MIMIC Model DIF Detection  

DATA: file is b16-gender.dat; 

VARIABLE: 

NAMES ARE gender m1 m2 m3 m4 m5 m6 m7 m8 m9 m10 m11 m12 m13 m14 m15 m16;  

MISSING ARE ALL (99); 

USEVARIABLES ARE gender m1 m2 m3 m4 m5 m6 m7 m8 m9 m10 m11 m12 m13 m14 

m15 m16;  

CATEGORICAL ARE m1 m2 m3 m4 m5 m6 m7 m8 m9 m10 m11 m12 m13 m14 m15 m16;  

CLASSES = c(3); 

ANALYSIS:  

type=mixture; 

 

MODEL: 

%OVERALL% 

[ c#1*-1.291 ]; 

[ c#2* 0.489 ]; 

 

c on gender; 

m9 m12 m13 m15 m16 on gender; 

    

%C#1% 

[ m1$1*  -0.612  ]; 

[ m2$1*  -0.444  ]; 

[ m3$1*  -1.149  ]; 

[ m4$1*  -3.141  ]; 

[ m5$1*  -1.383  ]; 

[ m6$1*  -1.561  ]; 

[ m7$1*  -2.091  ]; 

[ m8$1*  -0.524  ]; 

[ m9$1*  -0.668  ]; 

[ m10$1* -1.982  ]; 

[ m11$1* -0.891  ]; 

[ m12$1* -0.631  ]; 

[ m13$1* -0.345  ]; 

[ m14$1* -0.524  ]; 

[ m15$1* -1.815  ]; 

[ m16$1* -1.545  ]; 

m9 m12 m13 m15 m16 on gender; 

 

%C#2% 

[ m1$1*   3.386 ]; 

[ m2$1*   2.674 ]; 

[ m3$1*   0.990 ]; 

[ m4$1*  -2.473 ]; 
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[ m5$1*   0.490 ]; 

[ m6$1*   0.404 ]; 

[ m7$1*  -0.740 ]; 

[ m8$1*   2.497 ]; 

[ m9$1*   1.261]; 

[ m10$1*  1.058]; 

[ m11$1*  0.194 ]; 

[ m12$1*  2.084   ]; 

[ m13$1*  2.346   ]; 

[ m14$1*  1.864   ]; 

[ m15$1* -1.777   ]; 

[ m16$1*  1.240   ]; 

m9 m12 m13 m15 m16 on gender; 

 

%C#3% 

[ m1$1*   -1.230  ]; 

[ m2$1*   -1.240  ]; 

[ m3$1*    0.344  ]; 

[ m4$1*   -2.971  ]; 

[ m5$1*    0.469  ]; 

[ m6$1*   -0.079  ]; 

[ m7$1*   -1.043  ]; 

[ m8$1*    1.456  ]; 

[ m9$1*   -0.730  ]; 

[ m10$1*   1.008  ]; 

[ m11$1*   0.004  ]; 

[ m12$1*   2.004  ]; 

[ m13$1*   2.112  ]; 

[ m14$1*   1.885  ]; 

[ m15$1*  -1.763  ]; 

[ m16$1*   1.186  ]; 

m9 m12 m13 m15 m16 on gender; 

 

A.4.1. 

TITLE: Stepwise MIMIC Model DIF Detection  

DATA: file is b16-gender.dat; 

VARIABLE: 

NAMES ARE gender m1 m2 m3 m4 m5 m6 m7 m8 m9 m10 m11 m12 m13 m14 m15 m16;  

MISSING ARE ALL (99); 

USEVARIABLES ARE gender m1 m2 m3 m4 m5 m6 m7 m8 m9 m10 m11 m12 m13 m14 

m15 m16;  

CATEGORICAL ARE m1 m2 m3 m4 m5 m6 m7 m8 m9 m10 m11 m12 m13 m14 m15 m16;  

CLASSES = c(3); 

ANALYSIS:  

type=mixture; 

 

MODEL: 

%OVERALL% 

[ c#1*-1.291 ]; 

[ c#2* 0.489 ]; 
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c on gender; 

m12 m13 m15 m16 on gender; 

    

%C#1% 

[ m1$1*  -0.612  ]; 

[ m2$1*  -0.444  ]; 

[ m3$1*  -1.149  ]; 

[ m4$1*  -3.141  ]; 

[ m5$1*  -1.383  ]; 

[ m6$1*  -1.561  ]; 

[ m7$1*  -2.091  ]; 

[ m8$1*  -0.524  ]; 

[ m9$1*  -0.668  ]; 

[ m10$1* -1.982  ]; 

[ m11$1* -0.891  ]; 

[ m12$1* -0.631  ]; 

[ m13$1* -0.345  ]; 

[ m14$1* -0.524  ]; 

[ m15$1* -1.815  ]; 

[ m16$1* -1.545  ]; 

m12 m13 m15 m16 on gender; 

 

%C#2% 

[ m1$1*   3.386   ]; 

[ m2$1*   2.674   ]; 

[ m3$1*   0.990   ]; 

[ m4$1*  -2.473   ]; 

[ m5$1*   0.490   ]; 

[ m6$1*   0.404   ]; 

[ m7$1*  -0.740   ]; 

[ m8$1*   2.497   ]; 

[ m9$1*   1.261   ]; 

[ m10$1*  1.058   ]; 

[ m11$1*  0.194   ]; 

[ m12$1*  2.084   ]; 

[ m13$1*  2.346   ]; 

[ m14$1*  1.864   ]; 

[ m15$1* -1.777   ]; 

[ m16$1*  1.240   ]; 

m12 m13 m15 m16 on gender; 

 

%C#3% 

[ m1$1*   -1.230  ]; 

[ m2$1*   -1.240  ]; 

[ m3$1*    0.344  ]; 

[ m4$1*   -2.971  ]; 

[ m5$1*    0.469  ]; 

[ m6$1*   -0.079  ]; 

[ m7$1*   -1.043  ]; 
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[ m8$1*    1.456  ]; 

[ m9$1*   -0.730  ]; 

[ m10$1*   1.008  ]; 

[ m11$1*   0.004  ]; 

[ m12$1*   2.004  ]; 

[ m13$1*   2.112  ]; 

[ m14$1*   1.885  ]; 

[ m15$1*  -1.763  ]; 

[ m16$1*   1.186  ]; 

m12 m13 m15 m16 on gender; 
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Abstract: Item parameter drift (IPD) is the systematic differentiation of parameter 

values of items over time due to various reasons. If it occurs in computer adaptive 

tests (CAT), it causes errors in the estimation of item and ability parameters. 

Identification of the underlying conditions of this situation in CAT is important for 

estimating item and ability parameters with minimum error. This study examines 

the measurement precision of IPD and its impacts on the test information function 

(TIF) in CAT administrations. This simulation study compares sample size (1000, 

5000), IPD size (0.00 logit, 0.50 logit, 0.75 logit, 1.00 logit), percentage of items 

containing IPD (0%, 5%, 10%, 20%), three time points and item bank size (200, 

500, 1000) conditions. To examine the impacts of the conditions on ability 

estimations; measurement precision, and TIF values were calculated, and factorial 

analysis of variance (ANOVA) for independent samples was carried out to examine 

whether there were any differences between estimations in terms of these factors. 

The study found that an increase in the number of measurements using item bank 

with IPD items results in a decrease in measurement precision and the amount of 

information the test provides. Factorial ANOVA for independent samples revealed 

that measurements precision and TIF differences are mostly statistically 

significant. Although all IPD conditions negatively affect measurement precision 

and TIF, it has been shown that sample size and item bank size generally do not 

have an increasing or decreasing effect on these factors. 

1. INTRODUCTION 

Computer adaptive tests (CAT) produce more reliable results in ability estimations of 

individuals compared to paper-and-pencil tests and have many advantages. CAT 

administrations based on Item Response Theory (IRT) place each individual's ability on the 

same scale with item difficulty values by employing a variety of computer algorithms and 

measuring the probability that 50% of individuals will provide a correct response to the relevant 

item (Lord, 1980; Reckase, 2011). This way, tests can be conducted that are more efficient than 

paper-and-pencil tests in terms of cost and time, but are just as valid and reliable as paper-and-

pencil tests by providing individuals with suitable items in line with their ability levels 

(Çıkrıkçı-Demirtaşlı, 1999; Kaptan, 1993; Wainer, 1993; Weiss & Kingsbury, 1984). 

 

*CONTACT: Merve ŞAHİN KÜRŞAD    sahinmerv@gmail.com    Devlet Mahallesi, Kara Harp Okulu 

Caddesi, National Defense University, Department of Measurement and Evaluation, Ankara, Türkiye 

e-ISSN: 2148-7456 /© IJATE 2022 

https://doi.org/10.21449/ijate.1070848
https://ijate.net/
https://dergipark.org.tr/en/pub/ijate
https://orcid.org/0000-0002-6591-0705
https://orcid.org/0000-0002-3879-9204
https://orcid.org/0000-0003-0876-6644


Int. J. Assess. Tools Educ., Vol. 9, No. 3, (2022) pp. 654–681 

 655 

Creating a large item bank consisting of high-quality items in CAT administrations is the 

primary step and an important factor for obtaining valid and reliable results. During the 

administration of tests, it is important for these items to be of high quality and to maintain this 

characteristic in successive administrations to obtain accurate results (Bock et al, 1988). 

Maintaining the item bank's continuity is important for test reliability and observing the changes 

in item parameters (Risk, 2015). The long-term use of items in the item bank may negatively 

affect the quality of items, because the repeated use of certain items in administration results in 

individuals becoming familiar to with these items. Even if the reliability of the item bank is 

ensured, the frequent encounter of individuals with the same items becomes a factor that 

compromises reliability and causes item parameters to change or deviate from their original 

values over time. This change is called item parameter drift (IPD) (Bock et al., 1988). First 

introduced to the literature in the 1980s, IPD is defined as the differentiation of item parameters 

over time in successive administrations of tests (Hatfield & Nhouyvanisvong, 2005; McCoy, 

2009). This differentiation may occur in one or more parameters of an item (Goldstein, 1983).   

Item parameter drift may even occur in situations where the security of the item bank is ensured, 

and high-quality items are prepared. There are several reasons for the occurrence of IPD in 

items. Some of these reasons may be listed as: historical and cultural changes, incorrect item 

calibration, miscalculation of item location on the scale, changes in knowledge, skills, and 

educational activities, overuse of items, changes in policy or curricula, cheating or security (Li, 

2008; Stahl & Muckle, 2007). IPD arising from these reasons may increase or decrease item 

difficulty or simultaneously increase and decrease item difficulty or other item parameters. 

Certain negative results thus may arise. The most significant of these negative results is the 

violation of the invariance assumption, one of the basic assumptions of IRT. If the invariance 

assumption is ensured, the differences between scores accurately reflect ability differences 

between individuals or individuals' development over time. However, the occurrence of IPD 

leads to errors in measurement results, and the test may measure something outside of the 

construct it intends to measure. Validity also decreases when variables that are irrelevant to the 

measured construct get mixed into measurement results (McCoy, 2009). This leads to certain 

problems in the administrations of tests that require the invariance property in item parameters, 

including test equating, test developing/parallel test developing and CAT (Li, 2008). For 

instance, in the event of IPD in pre-test items of CAT administrations, errors may occur in item 

calibration (Meng et al., 2010). 

When the scores of two individuals are close to each other, or an individual's score is close to 

the cut-off score, IPD may lead to incorrect pass-fail decisions and deviations in ability 

estimations (Rupp & Zumbo, 2006). Apart from that, IPD can also occur when there is not 

enough time to answer the questions in a test. Not providing sufficient time results in individuals 

being unable to reach certain items at the end of the test and these items appear more difficult 

than they actually are. If this problem persists in successive tests administrations, errors pile up 

and the measurement using previous test items is negatively affected. This leads to the 

measurement scale to drift (Wise & Kingsbury, 2000).  

Another impact of IPD can be observed in CAT administrations. Similar to paper-and-pencil 

tests, both item and ability parameters are negatively affected in CAT administrations. In terms 

of item parameters, using previous item parameter estimations to scale new test items leads to 

errors in item parameter calibration. This results in the deviation of item parameters. The 

deviation of items from their original parameter values results in the incorrect calibration of 

pre-test items, leading to errors in individuals' ability estimations (Deng & Melican, 2010). As 

CAT administrations become more frequently used, the occurrence of IPD in these 

administrations negatively affects the accuracy of ability estimations and the validity of 

inferences from test scores.  
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IPD is a condition that affects the accuracy of individuals' ability estimations and pass/fail 

decisions. Examining the effect of IPD on measurement precision and TIF is crucial for the safe 

combination of exams as a whole and the validity of inferences to be made from test scores. 

Although the use of CAT is widespread, the presence of IPD in these applications negatively 

affects the accuracy of ability estimations and the validity of inferences made from test scores. 

Therefore, an examination of the impact of IPD on ability estimations for CAT administrations 

is significant for the validity of inferences from test scores. Additionally, items containing IPD 

may have different effects in groups participating in different test administrations. This is a 

significant issue for CAT administrations since it violates the invariance assumption, one of the 

basic assumptions of IRT (Babcock & Albano, 2012). The presence of IPD in test applications, 

where large item banks are used, and especially important decisions are made about the test 

takers, causes variables unrelated to the structure to interfere with the measurement results, thus 

reducing the validity. This issue negatively affects measurement precision of scores and validity 

when interpreting scores in particular (Risk, 2015). For this reason, carrying out IPD studies of 

item banks in CAT administrations serves to counter this issue, posing threats to construct 

validity (Wainer et al., 2010). The results of this study are also important to see how the 

direction, amount and size of the deviations in the item difficulty parameter affect measurement 

precision and TIF for future CAT applications. In this direction, it is expected that the research 

findings will provide psychometric information about the organization of the CAT, the 

sustainability, and updating of the item bank to the institutions and organizations serving in the 

field of measurement and evaluation. 

The overuse of items in successive CAT administrations is a significant cause of IPD 

occurrence (Bock et al., 1988). For this reason, the item bank should regularly be inspected and 

updated. IPD studies should therefore be conducted for CAT administrations. However, few 

studies in the literature examine the impacts of IPD on estimation of ability and item parameters 

in CAT administrations (Aksu Dünya, 2017; Deng & Melican, 2010; Guo & Wang, 2003; Han 

& Guo, 2011; Risk, 2015). When some of these studies were closely examined, Guo and Wang 

(2003) examined the effect of scale drift on the CAT application. The study was conducted with 

real and simulative data, and the bias in ability estimations and the change in test scores were 

calculated. Bias, test characteristic curves, and item characteristic curves were compared. As a 

result of the research, it was stated that a low amount of bias was observed, and this was not 

important in practical terms. In addition, it was determined that scale drift affects test scores, 

but this change between two time points is very low. Deng and Melican (2010) studied IPD at 

multiple time points in CAT applications. The adaptive ACCUPLACER® test was evaluated 

as part of the scope of the study. Four time points were analyzed using a 3-parameter logistic 

model (3PLM), and the IPD at parameters a, b, and c was examined. In the evaluation, the item 

and test characteristic curves were compared. As a result of study, very few items were found 

to have IPD, but none of the items showed IPD due to its frequent occurrence. 

Han and Guo (2011) studied IPD in the context of CAT, resulting from practice and curriculum 

change. In the study, the effect of IPD on item calibration and ability estimation was examined, 

using both real and simulative data. Items were calibrated according to 3PLM. According to 

the results of the study, it was determined that the effect of IPD on item calibration and ability 

estimations was high, but this effect was not statistically significant. A similar result was 

obtained by Risk (2015) who examined the effect of IPD on ability estimations in CAT 

application under various simulative conditions. The Rasch model was used in the study, and 

the effect of IPD on measurement precision and test effectiveness was examined. When the 

findings obtained from all conditions are evaluated in general, it is concluded that there are 

negligible differences between the baseline data set and the conditions that create IPD. 

However, the most important finding that emerged as a result of the study was; that IPD size 

has a greater effect on measurement precision than the number of items showing IPD. 
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Aksu Dünya (2017) investigated the effect of IPD on ability estimations and classification 

accuracy in the CAT under the condition that IPD affects subgroups with Rasch dichotomous 

model. According to the study's findings, classification accuracy was significantly affected 

when a certain group of individuals were exposed to items with IPD. At the same time, average 

ability estimates were less affected by IPD. In summary, these studies generally focus on the 

impacts of IPD on item and ability parameters. While some studies find that IPD has a 

significant effect on CAT-obtained ability estimates (Abad et al., 2010; Hagge et al., 2011; 

Risk, 2015), others argue that its effect on CAT-obtained ability estimates is small and 

insignificant (Aksu Dünya, 2017; Deng & Melican, 2010; Guo & Wang, 2003; Han & Guo, 

2011; Jiang et al., 2009; McCoy, 2009). These studies mostly examine the impacts of IPD for 

two time points. However, to be able to observe the impacts of IPD, measurements should be 

taken for more than two time points. Because it is stated in the literature that if there is an IPD, 

its effect can be observed clearly after two time points, the IPD's effect can be observed after 

two time points. Therefore, more than two time points are needed (Babcock & Albano, 2012; 

Chan et al, 1999; Deng & Melican, 2010; Kim & Cohen, 1992). During the literature review, 

we could not find any study examining the impact of this issue on ability estimations and test 

information function while accounting for sample size, item bank size, and various conditions 

of IPD. Therefore, the impacts of IPD on factors as mentioned above in CAT administrations 

are not fully known. The aim of this study is to investigate the impact of IPD on measurement 

precision and TIF in CAT administrations. To this end, answers to the following research 

questions are sought: 

1. When the sample size is 1000, IPD size is 0.00, 0.50, 0.75, 1.00 logit, percentage of items 

containing IPD is 0%, 5%, 10%, 20%, item bank size is 200, 500, 1000, and measurements are 

taken for three time points, how do the values of measurement precision and TIF vary in CAT 

administrations? 

2. When the sample size is 5000, IPD size is 0.00, 0.50, 0.75, 1.00 logit, percentage of items 

containing IPD is 0%, 5%, 10%, 20%, item bank size is 200, 500, 1000, and measurements are 

taken for three time points, how do the values of measurement precision and TIF vary in CAT 

administrations? 

2. METHOD 

2.1. Research Model 

This is a simulation-based study that utilized simulated data. Simulation studies are frequently 

favored in real-world situations involving relatively complex processes, implementation issues, 

or when real data suited to the type of problem are unavailable. Simulation studies consist of 

data generating and analysis processes appropriate to situations encountered in real life (Burton 

et al., 2006; Ranganathan & Foster, 2003). Simulated data are frequently preferred, given the 

fact that most CAT administrations have implementation problems and require a large sample 

size and a large item bank (Barrada et al., 2010; Kalender, 2011; McDonald, 2002; Patton et 

al., 2013; Scullard, 2007; Wang et al., 2012). In this study, because small, medium, and 

especially large item pools and small and especially large sample sizes are used and drawing 

on IRT, examines certain IPD situations under controlled conditions in CAT administrations, it 

is a simulative research. 

2.2. Data Generation and Analysis 

This study used the R programming language and carried out analyses by generating data using 

the R Studio 3.3.2 CRAN package (Nydick, 2015). The characteristics of CAT administrations 

and large-scale assessments were considered when generating data. IPD size and the percentage 

of items containing IPD were considered when creating conditions for IPD. Also, data was 

created for taking measurements at three time points. The initial data set that does not contain 
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IPD was used as the baseline data set during data generation, and data sets containing IPD were 

compared to this baseline data set. Table 1 displays the controlled and manipulated conditions 

used in data generation. 

Table 1. Controlled and manipulated conditions in simulated data generation. 

Controlled Conditions Manipulated Conditions 

1. Distribution of ability parameters 

2. IRT model and distribution of item parameters 

3. Direction and type of IPD 

4. CAT Conditions 

• Method of ability estimation  

• Starting Rule 

• Method of item selection 

• Termination Rule 

1. Sample size (1000, 5000) 

2. IPD size (0.00, 0.50, 0.75, 1.00) 

3. Percentage of items containing IPD (0%, 5%, 

10%, 20%) 

4. Three time points 

5. Item bank size (200, 500, 1000) 

 

 

2.3. Controlled Conditions in Simulated Data Generation 

Since the CAT administration in this study used the Bayesian Expected A Posteriori (EAP) 

estimate for ability estimation, the distribution of ability parameters was generated with normal 

distribution with a mean of zero and standard deviation of one. Rasch was chosen as the IRT 

model because it is favored in large-scale assessments such as Trends in International 

Mathematics and Science Study (TIMMS) and Programme for International Student 

Assessment (PISA) (Schulz & Frallion, 2009) and IPD studies for large-scale assessments 

(Babcock & Albano, 2012; Bergstrom et al., 2001; Hagge et al., 2011; Jones & Smith, 2006; 

Kingsbury & Wise, 2011; McCoy, 2009; Meyers et al., 2009; Witt et al., 2003).Taking into 

account the characteristics of CAT administrations and studies in the relevant literature (Filho 

et al., 2014; Svetina et al., 2013), the distribution of item difficulty parameters was generated 

with normal distribution with a mean of zero and a standard deviation of one.  

The study examines the impact of the item difficulty parameter drift towards the easier 

condition on ability estimations. There are several reasons for examining this condition. These 

reasons may be listed as: this situation being encountered more frequently (Babcock & Albano, 

2012; Hagge et al., 2011; Risk, 2015; Stahl & Muckle, 2007) and situations with drift in item 

difficulty parameter being more significant than other parameters (Bock et al., 1988; Donoghue 

& Isham, 1998; Song & Arce-Ferrer, 2009). Another reason is that although frequent exposure 

to items or factors such as cheating are observed more frequently, these situations negatively 

affect ability estimations by causing deviation towards the easier (Risk, 2015; Wells et al., 

2012). 

After IPD conditions were prepared, conditions for CAT administration were formed. Expected 

A Posteriori (EAP) was used as the ability estimation method. The ability estimation methods 

frequently used in CAT applications are the Maximum Likelihood Estimation (MLE), EAP and 

Maximum A Posteriori (MAP) methods. In most of the studies, the EAP ability estimation 

method yielded better results than the other two methods (Eroğlu, 2013; Kezer, 2013; Keller, 

2000; Kingsbury & Zara, 2009; Wang et al., 2012), with a lower standard error (Wang, 1997) 

and lower bias value than the MLE method (Eroğlu, 2013). The MLE method was not specified 

as effective because it estimates ability with more items than EAP and MAP methods (Kezer, 

2013). For these reasons, the EAP method was used as an ability estimation method in the CAT 

application. 

Prior θ distributions according to scores individuals acquired in pre-tests were used as starting 

rule. When the Bayesian approach is used as an ability estimation method, the initial θ level is 



Int. J. Assess. Tools Educ., Vol. 9, No. 3, (2022) pp. 654–681 

 659 

estimated from the pre-test before estimating the individuals' real abilities. Thus, the first item 

to be applied will be the item that gives the most information at the initial θ level (Eroğlu, 2013; 

Kezer, 2013; Segall, 2004). Accordingly, in this study, as the ability estimation method, one of 

the Bayes methods, EAP, was used, and the prior θ distributions were used as the starting rule 

according to the scores of the individuals from the pre-test. The Kullback–Leibler divergence 

was used for the item selection method. Basic item selection methods used in CAT applications; 

Maximum Fisher Information, Kullbak-Leibler Information, Interval Information Criterion, 

Likelihood Weighted Information Criterion, a-stratification, Gradual Maximum Information 

Ratio, Optimal -b Value (Sulak, 2013). In studies comparing the performance of these methods, 

-a stratification and Kullbak-Leibler item selection methods have better performances in ability 

estimations than other methods (Barrada et al., 2010; Chang & Ying; 1999; Chen et al., 2000; 

Deng et al., 2010; Eggen, 1999; Linda 1996; Sulak, 2013; Veldkamp & van der Linden, 2006; 

Yao, 2013). However, since the analyzes were made based on the Rasch model within the scope 

of this study, the -a stratification method is not suitable because the discrimination values of all 

items are constant. For this reason, the Kullbak-Leibler item selection method was preferred. 

Lastly, the minimum number of items rule, one of the variable-length termination rules, and 

standard error were used as the termination rule. For the minimum number of items rule, the 

termination rule was set as minimum 10 items and standard error at less than 0.40. Higher error 

and bias values are obtained when the minimum number of items applied is less than 10 

(Babcock & Weiss 2012; Erolu, 2013), and the normal distribution is compromised when the 

minimum number of items applied is low (Blais & Raiche, 2002). Therefore, in this study, a 

minimum of 10 items was preferred for the minimum number of items rule. In the standard 

error termination rule between the [-3.00; +3.00] ability interval, a standard error equal to or 

less than 0.40 is suitable for measurement precision (Babcock & Weiss, 2012; Blaise & Raiche, 

2002). Therefore, these termination rules were preferred. 

2.4. Manipulated Conditions in Simulated Data Generation 

While a sample size of 1000-2000 is required to make accurate estimations of item parameters 

based on IRT (Rudner & Guo, 2011; Stahl & Muckle, 2007), lower standard error values are 

obtained when the sample size is 5000 (Şahin, 2012). The sample size of 1000 was thus treated 

as the small sample size and 5000 as the large sample size. One of the most important factors 

affecting the estimation of ability is the size of the IPD (Risk, 2015). IPD size of 0.50 logit or 

more significantly affects parameter estimations (Donoghue & Isham, 1998; Han & Wells, 

2007; Wollack et al., 2005). Therefore 0.00, 0.50, 0.75, and 1.00 logit were generated as IPD 

magnitude to examine the impact of IPD magnitude. 

As one of the factors negatively affecting ability estimations, the IPD percentage (Hagge et al., 

2011; Huang & Shyu, 2003; Wells et al., 2002) was found to range between 5 and 20–25% in 

the relevant literature (Hagge et al., 2011; Stahl et al., 2002; Song & ArceFerrer, 2009; Wells 

et al., 2002). This study examines IPD-containing items with 0%, 5%, 10%, and 20%. To fully 

reveal the impact of IPD, more than two time points or measurements are needed (Babcock & 

Albano, 2012; Chan et al., 1999; Deng & Melican, 2010; Kim & Cohen, 1992). For this reason, 

this study uses parameter estimations at three time points. In line with some studies in the 

literature regarding item bank size in the CAT application (Han & Guo, 2011; Risk, 2015; 

Veldkamp & Linden, 2006; Wise & Kingsbury, 2000), this study set item bank sizes of 200, 

500 and 1000 for small, medium and large item banks respectively.  

Given the controlled and manipulated conditions, simulated data were generated for 288 

situations, calculated as 2 (sample sizes) × 3 (item bank sizes) × 4 (IPD sizes) × 4 (IPD 

percentages) × 3 (time points). For every situation, a total of 100 replications were carried out 

and 28,800 analyses were performed. In simulation studies, replication numbers must be kept 

higher to see the effect of the variables on the situations to be observed more clearly (Köse & 
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Başaran, 2021). As Evans (2010) quoted, to eliminate bias caused by sample size, at least 25 

replications were recommended (Harwell, 1996). Consequently, 100 replications were favored. 

To examine the effect of condition on estimations of ability, values for measurement precision 

(bias and root-mean-square error -RMSE-) and TIF were calculated. The calculation formulas 

are displayed in Table 2 below. 

Table 2. Assessment criteria for item parameter drift. 

Criteria Description Formula 

M
ea

su
re

m
en

t 

P
re

ci
si

o
n

 

Bias 
Systematic deviation of real ability from 

estimated ability. 

∑ (Ɵ�̂� − Ɵ𝑖)𝑛
𝑗=1

𝑛
 

RMSE Root mean square error √
∑ (Ɵ�̂� − Ɵ𝑖)2𝑛

𝑗=1

𝑛
 

T
es

t 
In

fo
rm

at
io

n
 

F
u

n
ct

io
n

 

TIF 

The test information function is equal to the 

total information function of items 

individuals obtain from the relevant test. This 

value is calculated using standard error 

values. 

𝑆𝑒𝑚(�̂�) =  
1

√𝐼(𝜃)
 

𝜃𝑖: Ability of individuals, 𝜃�̂�: Estimated ability of individuals, n: Total number of individuals, I(Ɵ): Item information 

function. Also, measurement precision and TIF are correlated with each other by SEM with RMSE2= BIAS2+ Sem
2 formula 

After calculating values for measurement precision and TIF for 100 replications using the 

formula in Table 2, a three-factor analysis of variance (ANOVA) was performed for 

independent samples to examine whether the obtained values displayed statistically significant 

differences. In the analysis, the independent variables consisted of IPD size (0.00 logit, 0.50 

logit, 0.75 logit, 1.00 logit), IPD percentage (0%, 5%, 10%, 20%), and measurements using 

item banks with IPD (3 measurements), while the dependent variables consisted of bias, RMSE, 

and TIF values. Along with ANOVA, the Eta squared (ɳ2) effect size was also reported. When 

interpreting the effect size, .01 was taken as small, .09 as a medium, and .25 as large effect sizes 

(Cohen, 1988). When calculating the impact of IPD for every condition, the initial data set that 

did not contain IPD was taken as the baseline data set. After forming IPD conditions using this 

data set, data sets containing IPD and the baseline data set were compared, and the results were 

interpreted.   

3. FINDINGS 

This section first discusses the findings and interpretations obtained from data for the sample 

size of 1000, then goes on to findings and interpretations of data with a sample size of 5000.  

3.1. Findings on Comparison of Conditions with Sample Size 1000 

The first criterion for measurement precision, i.e., the dependent variable, is the bias values 

regarding ability estimations. Findings of bias values are shown in Figure 1. a, b and c. When 

bias values were examined for a sample size of 1000, the increase in IPD size (0.00, 0.50, 0.75, 

1.00) and IPD percentage (0%, 5%, 10%, 20%) for item bank sizes of 200, 500 and 1000, 

resulted in a tendency of ability estimation bias values obtained at three time points to increase 

in the negative direction. Besides this, as item bank size increased, no increasing or decreasing 

bias tendency were observed. Negative bias values mean that individuals' estimated ability 

values are lower than their real ability values. Since certain items in the item bank displayed 

IPD in the easier direction, we would have expected individuals' estimated ability values to be 

higher than their real ability values; in other words, bias values should have increased in the 

positive direction. There may be two reasons for obtaining results in the opposite direction. 
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Figure 1. a, b and c. Figures denoting comparison of bias values at three time points for different item 

bank sizes with different IPD sizes and different IPD percentages with sample size n=1000. 

a. Bias values for item bank of 200 with sample size n=1000. 

 

b. Bias values for item bank of 500 with sample size n=1000. 

 

c. Bias values for item bank of 1000 with sample size n=1000. 
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Firstly, IPD in the easier direction occurred only for the item difficulty parameter. If IPD had 

occurred at both directions, bias estimations would have been calculated as near-zero (Aksu 

Dünya, 2017; Wei, 2013). Secondly, although individuals were provided with items according 

to their ability level, they may have answered incorrectly. Some studies in relevant literature 

have also come up with similar findings (Chen, 2013; Risk, 2015; Rupp & Zumbo, 2003). 

On the other hand, a study by Guo and Wang (2003) that examined the impact of the parameter 

drift in CAT administrations on test scores showed that ability estimation bias values for item 

banks with IPD were not affected. This is because the study carried out measurements at two 

time points. Babcock and Albano (2012) also stated that taking ability measurements at two 

time points is insufficient to make clear inferences about how IPD affects ability estimations. 

In other words, in order to reveal the effects of IPD, it is necessary to take measurements at 

least three time points. 

Three-factor ANOVA results for independent samples, as shown in Table 3, examine whether 

obtained differences were statistically significant according to above-mentioned bias values. In 

Table 3, IPD size represents the drift size of items containing IPD in the item bank (0.00 logit, 

0.50 logit, 0.75 logit, 1.00 logit), IPD percentage represents the percentage of items containing 

IPD in the item bank (0%, 5%, 10%, 20%), and measurement factor represents the number of 

measurements performed with the item bank containing items with IPD (3 measurements). 

Table 3. Comparison of bias values according to three time points for different item bank sizes with 

different IPD sizes and different IPD percentages with sample size n=1000. 

Item Bank 

Size 
Source of Variation 

Sum of 

Squares 
df 

Mean of 

Squares 
F 

Effect 

Size (ɳ2) 

200 

IPD Size 0.515 3 0.172 5366.84* 0.15 

IPD Percentage 2.031 3 0.677 21165.16* 0.58 

Measurement 0.235 2 0.118 2448.95* 0.06 

IPD Size*IPD Percentage 0.113 9 0.013 1177.58* 0.03 

IPD Size*Measurement 0.016 6 0.003 166.74* 0.01 

IPD Percentage*Measurement 0.071 6 0.012 739.89* 0.02 

IPD Size*IPD Percentage*Measurement 0.011 18 0.001 114.63* 0.01 

Error 0.456 4752 0.000   

Total 3.448 4799    

500 

IPD Size 0.196 3 0.065 2352.00* 0.03 

IPD Percentage 4.414 3 1.471 52968.00* 0.73 

Measurement 0.493 2 0.247 5916.00* 0.08 

IPD Size*IPD Percentage 0.070 9 0.008 840.00* 0.01 

IPD Size*Measurement 0.022 6 0.004 264.00* 0.01 

IPD Percentage*Measurement 0.333 6 0.056 3996.00* 0.05 

IPD Size*IPD Percentage*Measurement 0.060 18 0.003 720.00* 0.01 

Error 0.396 4752 0.000   

Total 5.984 4799    

1000 

IPD Size 0.271 3 0.090 2893.91* 0.05 

IPD Percentage 4.232 3 1.411 45192.05* 0.78 

Measurement 0.248 2 0.124 2648.31* 0.04 

IPD Size*IPD Percentage 0.047 9 0.005 501.90* 0.01 

IPD Size*Measurement 0.024 6 0.004 256.29* 0.01 

IPD Percentage*Measurement 0.058 6 0.010 619.36* 0.01 

IPD Size*IPD Percentage*Measurement 0.075 18 0.004 800.90* 0.01 

Error 0.445 4752 0.000   

Total 5.400 4799    

*p<.05 

ANOVA results for independent samples regarding bias show that the main effect and effects 

of two-way and three-way interactions of the number of measurements, IPD size, and IPD 

percentage for item bank sizes of 200, 500 and 1000 items have statistically significant effects 
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on bias. These generally have low effect sizes (Cohen, 1988). The post-hoc analysis results also 

revealed differences for every level of every factor. IPD percentage is the factor with the most 

impact on ability estimation bias among the variables within the scope of this study. Aksu 

Dünya (2017) and Babcock and Albano (2012), who used the Rasch model and Abad et al. 

(2010), who used the 3PLM IRT model, obtained similar findings.  

The second criterion for measurement precision, i.e., the dependent variable, is the RMSE 

values for ability estimations. Obtained RMSE values are shown in Figure 2. a, b and c. 

Figure 2. a, b. and c. Figures denoting comparison of RMSE values at three time points for different 

item bank sizes with different IPD sizes and different IPD percentages with the sample size is n=1000. 

a. RMSE values for item bank of 200 with sample size n=1000. 

 

b. RMSE values for Item Bank of 500 with Sample Size n=1000. 
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c. RMSE Values for Item Bank of 1000 with Sample Size n=1000. 

 

When the RMSE values were examined for the sample size of 1000, the increase in IPD size 

and IPD percentage for item bank sizes of 200, 500, and 1000, resulted in a tendency of ability 

estimation RMSE values obtained at three time points to increase. The increase in the number 

of measurements in item banks containing IPD, IPD size, and IPD percentage results in more 

erroneous ability estimations leading to a decrease in measurement precision. The lowest values 

of RMSE were obtained in the baseline data set, since there was no IPD. However, RMSE 

values decreased as the item bank size increased for the baseline datasets. In other words, as 

the item bank size increases, less erroneous results regarding ability estimations were obtained 

in the baseline data set. Besides this, as item bank size increased for data sets with IPD, no 

increasing or decreasing RMSE tendency were observed. Some studies in relevant literature 

have also obtained similar findings (Aksu Dünya, 2017; Babcock & Albano, 2012; Chen, 2013; 

Risk, 2015; Wells et al., 2002). While Aksu Dünya (2017) argues that the lowest RMSE value 

was obtained for the baseline data set, it is stated that the increase in the percentage of items 

containing IPD resulted in more erroneous ability estimations. Wells et al. (2012) found that as 

sample size increased, RMSE values decreased, leading to more accurate estimates. However, 

as IPD size increased within the same sample size, RMSE values increased, leading to less 

precise measurements. Three-factor ANOVA results for independent samples are shown in 

Table 4 which examine whether obtained differences were statistically significant according to 

the RMSE values discussed above.  

Results of a three-factor ANOVA on RMSE values for independent samples indicate that the 

main effect and effects of two-way and three-way interactions of the number of measurements, 

IPD size, and IPD percentage for item bank sizes of 200, 500 and 1000 items have statistically 

significant effects on RMSE. These generally possess low and high effect sizes (Cohen, 1988). 

The results of post-hoc analysis revealed differences for every level of every factor. IPD 

percentage is the factor with the most impact on ability estimation RMSE among the variables 

within the scope of this study. Risk (2015) also reached similar findings. A study by Babcock 

and Albano (2012) obtained similar findings, but argued that the factor with the most impact 

on RMSE values was IPD size. 
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Table 4. Comparison of RMSE values according to three time points for different item bank sizes with 

different IPD sizes and different IPD percentages with sample size is n=1000. 

Item Bank 

Size 
Source of Variation 

Sum of 

Squares 
df 

Mean of 

Squares 
F 

Effect 

Size (ɳ2) 

200 

IPD Size 0.039 3 0.013 652.56* 0.02 

IPD Percentage 0.884 3 0.295 14791.44* 0.57 

Measurement 0.180 2 0.090 3011.83* 0.11 

IPD Size*IPD Percentage 0.023 9 0.003 384.85* 0.01 

IPD Size*Measurement 0.005 6 0.001 83.66* 0.01 

IPD Percentage*Measurement 0.115 6 0.019 1924.23* 0.07 

IPD Size*IPD Percentage*Measurement 0.005 18 0.000 83.66* 0.00 

Error 0.284 4752 0.000   

Total 1.535 4799    

500 

IPD Size 0.104 3 0.035 1752.51* 0.03 

IPD Percentage 1.431 3 0.477 24113.87* 0.54 

Measurement 0.449 2 0.225 7566.13* 0.16 

IPD Size*IPD Percentage 0.068 9 0.008 1145.87* 0.02 

IPD Size*Measurement 0.016 6 0.003 269.62* 0.00 

IPD Percentage*Measurement 0.274 6 0.046 4617.19* 0.10 

IPD Size*IPD Percentage*Measurement 0.020 18 0.001 337.02* 0.00 

Error 0.282 4752 0.000   

Total 2.644 4799    

1000 

IPD Size 0.718 3 0.239 9425.24* 0.12 

IPD Percentage 1.880 3 0.627 24678.90* 0.32 

Measurement 1.777 2 0.889 23326.81* 0.30 

IPD Size*IPD Percentage 0.253 9 0.028 3321.15* 0.04 

IPD Size*Measurement 0.205 6 0.034 2691.05* 0.03 

IPD Percentage*Measurement 0.552 6 0.092 7246.14* 0.09 

IPD Size*IPD Percentage*Measurement 0.089 18 0.005 1168.31* 0.01 

Error 0.362 4752 0.000   

Total 5.836 4799    

*p<.05 

The third criterion for comparing independent variables discussed in the study is the TIF values. 

Findings for TIF values are shown in Figure 3. a, b and c. When TIF values were examined for 

a sample size of 1000, the increase in IPD size and IPD percentage for item bank sizes of 200, 

500, and 1000 resulted in a tendency of ability estimation TIF values obtained at three time 

points to decrease. Therefore, the increase in the number of measurements, IPD size and IPD 

percentage result in a decrease in the amount of information the test provides. This tendency 

does not change with an increase in item bank size. Studies in the literature indicate that TIF 

tend to change even at low levels when IPD is present (Chan et al., 1999; Deng & Melican, 

2010; Guo & Wang, 2003). 
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Figure 3. a, b and c. Figures denoting comparison of TIF values at three time points for different item 

bank sizes with different IPD sizes and different IPD percentages with the sample size is n=1000. 

a. TIF values for item bank of 200 with sample size n=1000. 

 

b. TIF values for item bank of 500 with sample size n=1000. 
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c. TIF values for item bank of 1000 with sample size n=1000. 

 

The three-factor ANOVA results for independent samples, shown in Table 5, examine whether 

the differences obtained were statistically significant according to the TIF values discussed 

above. 

Table 5. Comparison of TIF values according to three time points for different item bank sizes with 

different IPD sizes and different IPD percentages with sample size n=1000. 

Item Bank 

Size 
Source of Variation 

Sum of 

Squares 
df 

Mean of 

Squares 
F 

Effect 

Size (ɳ2) 

200 

IPD Size 19.342 3 6.447 79578.51* 0.35 

IPD Percentage 8.060 3 2.687 33161.14* 0.14 

Measurement 1.075 2 0.538 4422.86* 0.02 

IPD Size*IPD Percentage 16.112 9 1.790 66289.37* 0.30 

IPD Size*Measurement 2.148 6 0.358 8837.49* 0.03 

IPD Percentage*Measurement 2.148 6 0.358 8837.49* 0.04 

IPD Size*IPD Percentage*Measurement 4.294 18 0.239 17666.74* 0.08 

Error 1.155 4752 0.000   

Total 54.334 4799    

500 

IPD Size 0.000 3 0.000 0.00* 0.00 

IPD Percentage 0.001 3 0.000 316.80* 0.02 

Measurement 0.012 2 0.006 3801.60 - 

IPD Size*IPD Percentage 0.000 9 0.000 0.00* 0.00 

IPD Size*Measurement 0.003 6 0.000 950.40 - 

IPD Percentage*Measurement 0.005 6 0.000 1584.00 - 

IPD Size*IPD Percentage*Measurement 0.008 18 0.000 2534.40 - 

Error 0.015 4752 0.000   

Total 0.045 4799    

1000 

IPD Size 0.000 3 0.000 0.00* 0.00 

IPD Percentage 0.001 3 0.001 279.53* 0.00 

Measurement 0.018 2 0.009 5031.53 - 

IPD Size*IPD Percentage 0.068 9 0.007 19008.00* 0.00 

IPD Size*Measurement 0.003 6 0.000 838.59 - 

IPD Percentage*Measurement 0.014 6 0.002 3913.41 - 

IPD Size*IPD Percentage*Measurement 0.008 18 0.000 2236.24 - 

Error 0.017 4752 0.000   

Total 0.130 4799    

*p<.05 
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The three-factor ANOVA results for independent samples in terms of TIF values show that the 

main effect and the effects of the two- and three-factor interactions of the number of 

measurements, IPD size and IPD percentage have statistically significant effects on TIF for an 

item bank of 200 items in a sample of 1000. Especially for an item bank of 200 items, IPD size 

factors significantly affect TIF values. This is high-level effect (Cohen, 1988). Although IPD 

size, IPD percentage and IPD size*IPD percentage have interaction effects on item banks of 

500 and 1000 items, these effects are low-level (Cohen, 1988). While some studies on the 

impacts of IPD on TIF (Chan et al., 1999) support this finding, some studies argue that there 

are no statistically significant differences (Deng & Melican, 2010; Guo and Wang, 2003). 

3.2. Findings of Comparison of Conditions for Sample Size 5000 

The findings for bias values, which constitute the first criterion for comparing independent 

variable conditions for a sample size of 5000, are shown in Figure 4. a, b and c. 

Figures 4. a, b and c. Figures denoting comparison of bias values at three time points for different item 

bank sizes with different IPD sizes and different IPD percentages with the sample size is n=5000. 

a. Bias values for item bank of 200 with sample size n=5000. 

 

b. Bias values for item bank of 500 with sample size n=5000. 
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c. Bias values for item bank of 1000 with sample size n=5000. 

 

When bias values were examined for a sample size of 5000, the increase in IPD size and IPD 

percentage for item bank sizes of 200, 500 and 1000 resulted in a tendency of ability estimation 

bias values obtained at three time points to grow in the negative direction as in 1000 sample 

size. Negative bias values mean that individuals' estimated ability values are lower than their 

real ability values. Since certain items in the item bank displayed IPD in the easier direction, 

we would have expected that individuals' estimated ability values to be higher than their real 

ability values. The reason could be either that IPD occurred only in the easier direction and only 

in the item difficulty parameter (Aksu Dünya, 2017; Wei, 2013), or individuals were provided 

items according to their ability level and may have answered them incorrectly (Chen, 2013; 

Risk, 2015; Rupp & Zumbo, 2003). The increase in the number of measurements, IPD size, and 

IPD percentage results in more biased ability estimations leading to a decrease in measurement 

precision. Studies in the literature indicate that IPD negatively affects bias values (Aksu Dünya, 

2017; Chen, 2013; Risk, 2015; Rupp & Zumbo, 2003). IPD occurrences at and over 0.50 logit 

in particular significantly affect parameter estimations (Han & Wells, 2007; Wollack et al., 

2005). Since this study also examined conditions with IPD at and over 0.50 logit, differences 

were obtained in bias values, albeit low.   

Three-factor ANOVA results for independent samples, shown in Table 6, examine whether 

obtained differences were statistically significant according to the bias values discussed above. 

Three-factor ANOVA results for independent samples regarding bias show that both the main 

effect and effects of two-way and three-way interactions of the number of measurements, IPD 

size and IPD percentage for item bank sizes of 200, 500 and 1000 items have statistically 

significant effects on bias. These generally have low effect sizes (Cohen, 1988). The results of 

post-hoc analysis also revealed differences for every level of every factor. IPD percentage is 

the factor with the most impact on ability estimation bias among the variables within the scope 

of this study. Some studies in the literature have also reached similar findings (Abad et al., 

2010; Babcock & Albano, 2012).  
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Table 6. Comparison of bias values according to three time points for different item bank sizes with 

different IPD sizes and different IPD percentages with sample size n=5000. 

Item Bank 

Size 
Source of Variation 

Sum of 

Squares 
df 

Mean of 

Squares 
F 

Effect Size 

(ɳ2) 

200 

IPD Size 0.383 3 0.128 18571.59* 0.10 

IPD Percentage 2.971 3 0.990 144063.18* 0.76 

Measurement 0.166 2 0.083 8049.31* 0.04 

IPD Size*IPD Percentage 0.117 9 0.013 5673.31* 0.03 

IPD Size*Measurement 0.011 6 0.002 533.39* 0.00 

IPD Percentage*Measurement 0.104 6 0.017 5042.94* 0.02 

IPD Size*IPD Percentage*Measurement 0.018 18 0.001 872.82* 0.00 

Error 0.098 4752 0.000   

Total 3.868 4799    

500 

IPD Size 2.081 3 0.694 99888.00* 0.18 

IPD Percentage 6.748 3 2.249 323904.00* 0.60 

Measurement 1.069 2 0.535 51312.00* 0.09 

IPD Size*IPD Percentage 0.806 9 0.090 38688.00* 0.07 

IPD Size*Measurement 0.224 6 0.037 10752.00* 0.02 

IPD Percentage*Measurement 0.183 6 0.031 8784.00* 0.01 

IPD Size*IPD Percentage*Measurement 0.212 18 0.012 10176.00* 0.02 

Error 0.099 4752 0.000   

Total 11.422 4799    

1000 

IPD Size 0.228 3 0.076 11169.65* 0.04 

IPD Percentage 4.403 3 1.468 215701.61* 0.88 

Measurement 0.160 2 0.080 7838.35* 0.03 

IPD Size*IPD Percentage 0.033 9 0.004 1616.66* 0.00 

IPD Size*Measurement 0.017 6 0.003 832.82* 0.00 

IPD Percentage*Measurement 0.049 6 0.008 2400.49* 0.01 

IPD Size*IPD Percentage*Measurement 0.007 18 0.000 342.93* 0.00 

Error 0.097 4752 0.000   

Total 4.994 4799    

*p<.05 

The findings for RMSE values, which constitute the second criterion for measurement precision 

where independent variable conditions are compared are shown in Figure 5. a, b and c. 

Figure 5. a, b and c. Figures denoting comparison of RMSE values at three time points for different 

item bank sizes with different IPD sizes and different IPD percentages with the sample size is n=5000. 

a. RMSE values for item bank of 200 with sample size n=5000. 
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b. RMSE values for item bank of 500 with sample size n=5000. 

 

c. RMSE values for item bank of 1000 with sample size n=5000. 

 

When RMSE values were examined, the increase in IPD size and IPD percentage for item bank 

sizes of 200, 500, and 1000 resulted in a tendency of ability estimation RMSE values obtained 

at three time points to increase. The increase in the number of measurements in IPD size, IPD 

percentage, and item banks containing IPD results in more erroneous ability estimations leading 

to a decrease in measurement precision. Some studies in the literature also show that IPD 

conditions increase error values (Aksu Dünya, 2017; Babcock & Albano, 2012; Chen, 2013; 

Risk, 2015; Wells et al., 2002). 

When Figure 5. a and c were examined, it is found that the increase in item bank size of 200, 

500, and 1000 items resulted in a tendency of RMSE values to decrease. A study by Risk (2015) 

used item bank sizes of 300, 500, and 1000 and observed that an increase in item bank size 
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resulted in a decrease in RMSE values. This signifies that an increase in item bank size results 

in a slight decrease in error values between real and estimated ability values.  

Three-factor ANOVA results for independent samples, shown in Table 7, examine whether 

obtained differences were statistically significant according to above-mentioned RMSE values.  

Table 7. Comparison of RMSE values according to three time points for different item bank sizes with 

different IPD sizes and different IPD percentages with sample size n=5000. 

Item Bank 

Size 
Source of Variation 

Sum of 

Squares 
df 

Mean of 

Squares 
F 

Effect Size 

(ɳ2) 

200 

IPD Size 0.408 3 0.136 7400.06* 0.07 

IPD Percentage 2.760 3 0.920 50059.24* 0.47 

Measurement 1.226 2 0.613 22236.46* 0.21 

IPD Size*IPD Percentage 0.267 9 0.030 4842.69* 0.04 

IPD Size*Measurement 0.044 6 0.007 798.05* 0.00 

IPD Percentage*Measurement 0.706 6 0.118 12805.01* 0.12 

IPD Size*IPD Percentage*Measurement 0.085 18 0.005 1541.68* 0.01 

Error 0.262 4752 0.000   

Total 5.758 4799    

500 

IPD Size 0.160 3 0.053 11880.00* 0.03 

IPD Percentage 2.723 3 0.908 202182.75* 0.53 

Measurement 1.089 2 0.545 80858.25* 0.21 

IPD Size*IPD Percentage 0.087 9 0.010 6459.75* 0.01 

IPD Size*Measurement 0.151 6 0.025 11211.75* 0.03 

IPD Percentage*Measurement 0.602 6 0.100 44698.50* 0.11 

IPD Size*IPD Percentage*Measurement 0.206 18 0.011 15295.50* 0.04 

Error 0.064 4752 0.000   

Total 5.082 4799    

1000 

IPD Size 0.299 3 0.100 22916.90* 0.08 

IPD Percentage 1.702 3 0.567 130450.06* 0.48 

Measurement 0.673 2 0.337 51582.19* 0.19 

IPD Size*IPD Percentage 0.240 9 0.027 18394.84* 0.06 

IPD Size*Measurement 0.063 6 0.011 4828.65* 0.02 

IPD Percentage*Measurement 0.372 6 0.062 28512.00* 0.10 

IPD Size*IPD Percentage*Measurement 0.064 18 0.004 4905.29* 0.02 

Error 0.062 4752 0.000   

Total 3.475 4799    

*p<.05 

The three-factor ANOVA results for independent samples regarding RMSE values show that 

the main effect and the effects of the two- and three-way interactions of the number of 

measurements, IPD size, and IPD percentage for item bank sizes of 200, 500 and 1000 items 

have statistically significant effects on RMSE. These generally possess low and high effect 

sizes (Cohen, 1988). The results of post-hoc analysis also revealed differences for every level 

of every factor. IPD percentage is the factor with the most impact on ability estimation RMSE 

among the variables within the scope of this study. Some studies in the literature also support 

this finding (Aksu Dünya; 2017; Babcock & Albano, 2012; Risk, 2015). On the other hand, 

some studies argue that the impact of IPD on RMSE values was not statistically significant 

(Chen, 2013; Wells et al., 2002). For instance, Chen (2013) argued that although an increase in 

the percentage of items containing IPD in the item bank increased RMSE values, this increase 

was low-level and statistically insignificant.  

The findings for TIF values, which constitute the third criterion for comparing independent 

variable conditions, are shown in Figure 6. a, b and c. When TIF values were examined for a 

sample size of 5000, the increase in IPD size and IPD percentage for item bank sizes of 200, 

500, and 1000 resulted in a tendency of ability estimation TIF values obtained at three time 

points to decrease. The lowest TIF values were obtained for IPD size of 1.00, IPD percentage 
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of 20, and at the third time point. Therefore, the increase in the number of measurements, IPD 

size, and IPD percentage results in a decrease in TIF, i.e., the amount of information the test 

provides for item banks of 200, 500, and 1000. This decreasing tendency does not change with 

an increase in item bank size. Similarly, TIF values are generally slightly higher in the 5000 

sample than 1000 sample, but no increasing or decreasing trend was observed within each 

sample.  

Figure 6. a, b and c. Figures denoting comparison of TIF values at three time points for different item 

bank sizes with different IPD sizes and different IPD percentages with the sample size is n=5000. 

a. TIF values for item bank of 200 with sample size n=5000. 

 

b. TIF values for item bank of 500 with sample size n=5000. 
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c. TIF values for item bank of 1000 with sample size n=5000. 

 

Three-factor ANOVA results for independent samples, shown in Table 8, examine whether the 

differences obtained were statistically significant according to the TIF values discussed above. 

Table 8. Comparison of TIF values according to three time points for different item bank sizes with 

different IPD sizes and different IPD percentages with sample size n=5000. 

Item Bank 

Size 
Source of Variation 

Sum of 

Squares 
df 

Mean of 

Squares 
F 

Effect 

Size (ɳ2) 

200 

IPD Size 0.000 3 0.000 0.00* 0.00 

IPD Percentage 0.032 3 0.010 38016.00* 0.45 

Measurement 0.002 2 0.001 2376.00* 0.03 

IPD Size*IPD Percentage 0.016 9 0.002 19008.00* 0.22 

IPD Size*Measurement 0.007 6 0.001 8316.00 - 

IPD Percentage*Measurement 0.003 6 0.000 3564.00 - 

IPD Size*IPD Percentage*Measurement 0.007 18 0.000 8316.00 - 

Error 0.004 4752 0.000   

Total 0.071 4799    

500 

IPD Size 0.000 3 0.000 0.00* 0.00 

IPD Percentage 0.002 3 0.000 2376.00* 0.01 

Measurement 0.000 2 0.000 0.00* 0.00 

IPD Size*IPD Percentage 0.000 9 0.000 0.00* 0.00 

IPD Size*Measurement 0.054 6 0.009 64152.00* 0.50 

IPD Percentage*Measurement 0.046 6 0.008 54648.00* 0.43 

IPD Size*IPD Percentage*Measurement 0.000 18 0.000 0.00* 0.00 

Error 0.004 4752 0.000   

Total 0.106 4799    

1000 

IPD Size 0.000 3 0.000 0.00* 0.00 

IPD Percentage 0.001 3 0.000 1584.00* 0.01 

Measurement 0.022 2 0.011 34848.00* 0.20 

IPD Size*IPD Percentage 0.067 9 0.007 106128.00* 0.63 

IPD Size*Measurement 0.001 6 0.000 1584.00 - 

IPD Percentage*Measurement 0.003 6 0.001 4752.00 - 

IPD Size*IPD Percentage*Measurement 0.010 18 0.000 15840.00 - 

Error 0.003 4752 0.000   

Total 0.106 4799    

*p<.05 
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The three-factor ANOVA results for independent samples in terms of TIF values show that both 

the main effect and the effects of the two- and three-factor interactions of the number of 

measurements, IPD size, and IPD percentage have statistically significant effects on TIF for an 

item bank of 500 items and a sample size of 5000. However, these generally possess low effect 

sizes (Cohen, 1988). IPD size, IPD percentage, measurement and interaction effect of IPD 

size*IPD percentage for item bank sizes of 200 and 1000 on TIF values were statistically 

significant (Cohen, 1988). The results of the post-hoc analysis also revealed differences for 

every level of every factor that revealed significant differences. Therefore, the item bank 

containing IPD decreases the amount of information the test provides by increasing the errors. 

Although the TIF values for the 5000 sample size were higher than for the 1000 sample size, 

the samples themselves show neither an increasing nor a decreasing trend. 

4. DISCUSSION and CONCLUSION 

This study examines the impact of IPD on measurement precision and TIF in CAT 

administrations. When the results were examined in terms of measurement precision, the 

increase in the number of measurements, IPD size, and IPD percentage for item bank sizes of 

200, 500 and 1000 items resulted in a decrease in measurement precision because items 

containing IPD in item bank led to drifts in ability estimations. The increase of IPD in the item 

bank resulted in bias values growing in the negative direction and RMSE values growing in the 

positive direction. The cause of positive RMSE values is the square in the RMSE formula. 

When compared with the baseline data set, the highest values of bias and RMSE were obtained 

at the third time point, with an IPD size of 1.00 and items containing an IPD percentage of 20. 

Measurement precision was calculated at its lowest point when conditions for IPD were at the 

highest point. Three-factor ANOVA for independent samples also revealed statistically 

significant results regarding these factors for measurement precision and indicated that the 

factor that affected measurement precision the most was the number of items containing IPD 

in the item bank. Research findings (Abad et al., 2010; Aksu Dünya, 2017; Babcock & Albano, 

2012; Chan et al., 1999; McCoy, 2009; Risk, 2015; Wells et al., 2002) that examine the effects 

of IPD on measurement precision in CAT administrations are consistent with the finding that 

argues that the increase in IPD size results in a decrease in precision. While changes in IPD 

conditions affect measurement precision, an increase in sample size does not result in a 

changing pattern in either the positive or negative bias direction. The RMSE values were 

somewhat greater for the 5000-person sample, but no overall growing or declining trend was 

detected. The study has found that the factor that affected measurement precision the most was 

IPD percentage. While some studies contend that IPD percentage has the greatest impact on 

measurement precision (Babcock & Albano, 2012), others contend that IPD size (Risk, 2015), 

sample size, and IPD percentage (Wells et all, 2002) all influence measurement precision. Using 

the Rasch model, Risk (2015) examined the effect of various IPD conditions on measurement 

precision and discovered that the factor affecting measurement precision the most was IPD size 

rather than the number of items containing IPD in the item bank, but the effect was insignificant. 

Similarly, Wells et al. (2002) stated in their studies which used the 2PLM model, that sample 

size and IPD percentage were factors affecting ability estimations the most. It is worth noting 

that the simulated sample size, item bank size, IPD conditions and the IRT model vary in these 

studies. While the presence of items containing IPD in the item bank negatively affects 

measurement precision in CAT administrations, the factor negatively impacts the value depends 

on the IRT model, sample size, item bank size and IPD conditions.  

When the results were examined in terms of TIF values, the increase in the number of items 

containing IPD in item bank, IPD size and number of measurements in CAT administrations 

resulted in a slight decrease in the amount of information the test provided. The highest TIF 

values under all conditions were obtained in the baseline data set not containing IPD, and the 
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lowest TIF values were obtained at the third time point with the highest rate of IPD conditions. 

As the number of measurements and IPD conditions increased, the amount of information 

provided by the test decreased. However, TIF values are generally marginally higher in the 

5000-person sample than 1000-person sample, but neither an increasing nor a decreasing trend 

was observed within each sample. Similarly, there were no observed increasing or decreasing 

trend in TIF values as the item bank size changed. However, TIF values were affected by the 

number of measurements and IPD conditions. When the statistical significance of obtained TIF 

values was examined, statistically significant results were calculated mostly for the main effect 

and IPD size*IPD percentage factor. While some studies in the literature support the finding of 

the impact of IPD on TIF values (Chan et al., 1999), other studies obtained statistically 

insignificant differences (Deng & Melican, 2010; Guo & Wang, 2003). In a study by Guo and 

Wang (2003), which examined the impacts of parameter drift on CAT using real and simulated 

data, test characteristic curves were compared. However, since measurements were taken at two 

time points, very small differences were obtained in terms of TIF values, which were not 

significant.  

In conclusion, this study has found that IPD under-examined conditions negatively affects 

measurement precision and TIF values. Although the IRT model and CAT administrations 

bring considerable advantages in ability estimations, the importance of developing tests for the 

item bank and reviewing items should be particularly emphasized to carry out ability 

estimations accurately. The chosen way of administrating tests and the models picked for use 

will only produce accurate results if high-quality items are available in the item bank, and these 

items can maintain this characteristic.  

In light of the study's findings, the following recommendations can be made to researchers: 

This research was conducted using simulated data. Using test administrations with real data, 

the impact of IPD on the aforementioned factors could be examined. The examined samples in 

this study were generated using the normal distribution. However, since non-normally 

distributed extreme values are frequently encountered in real-world applications, the effects of 

IPD could also be examined under skewed distribution conditions. This study utilized the Rasch 

model, and there were no restrictions on item exposure. Consequently, the effects of IPD could 

also be examined by employing alternative IRT models and imposing various item exposure 

restrictions. This study examined the conditions under which all individuals may encounter 

IPD-containing items. However, only a subset of individuals may encounter IPD-containing 

items due to their prior test-taking experience or a change in the curriculum. Consequently, 

when IPD-containing items are given to a specific group of individuals in CAT applications, 

the effects of the condition on ability estimates could be investigated. 
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Abstract: Recently, adaptive test approaches have become a viable alternative to 

traditional fixed-item tests. The main advantage of adaptive tests is that they reach 

desired measurement precision with fewer items. However, fewer items mean that 

each item has a more significant effect on ability estimation and therefore those 

tests are open to more consequential results from any flaw in an item. So, any items 

indicating differential item functioning (DIF) may play an important role in 

examinees' test scores. This study, therefore, aimed to investigate the effect of DIF 

items on the performance of computer adaptive and multi-stage tests. For this 

purpose, different test designs were tested under different test lengths and ratios of 

DIF items using Monte Carlo simulation. As a result, it was seen that computer 

adaptive test (CAT) designs had the best measurement precision over all 

conditions. When multi-stage test (MST) panel designs were compared, it was 

found that the 1-3-3 design had higher measurement precision in most of the 

conditions; however, the findings were not enough to say that 1-3-3 design 

performed better than the 1-2-4 design. Furthermore, CAT was found to be the least 

affected design by the increase of ratio of DIF items. MST designs were affected 

by that increment especially in the 10-item length test. 

1. INTRODUCTION 

Traditional linear tests that have been the milestone of educational assessment since the 1900's 

are generally administered using paper-pencil and have been a popular way to measure 

examinees' knowledge, skills, and abilities (Weiss & Kingsbury, 1984; Yan et al., 2014). 

However, especially over the past 40 years, computer-based tests have gained popularity over 

linear tests thanks to great advances in computer technology, thereby becoming a viable 

alternative to those paper-pencil tests (Keng, 2008; Luecht & Sireci, 2011; Magis et al., 2017; 

Yan et al., 2014). According to Yan et al. (2014) computer-based tests can be classified into 

three main groups; namely, linear, adaptive, or multi-stage. 

Computer-based linear tests are the computerized version of traditional linear tests. As in linear 

tests, all individuals answer the same items in these tests, and the test length is fixed (Magis et 

al., 2017; Sarı, 2016; Yan et al., 2014). On the other hand, the primary purpose of computer 

adaptive tests (CAT) is to select items from the item pool so as to match the ability level of the 
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individual and to ensure that test is neither too easy nor too difficult for the individual (Thai, 

2015; Yan et al., 2014, Zheng & Chang, 2014). In the process, an item is administered and 

answered and the individual's ability level (theta) at that point is estimated according to the 

answer. Depending on that estimated theta, the next item is chosen from the pool and 

administered. Until the stopping criteria are met, the process goes on (Tay, 2015; Weiss & 

Kingsbury, 1984). Individuals only face items convenient to their ability levels and do not spend 

time with items which are too easy or too difficult for them. Thus, the main advantage of CAT 

over linear tests is that they reach the desired measurement precision with fewer items (Wainer, 

2000; Wang, 2013; Wang, 2017). 

The other type of computer-based tests which has become popular, especially in recent years, 

is multi-stage test (MST), which combines the many advantages of linear tests and CAT while 

minimizing their disadvantages (Hendrickson, 2007; Magis et al., 2017). MST which can be 

considered as a variation of adaptive testing differs from CAT in test adaptation level. While 

test adaptation occurs at item level in CAT, adaptation occurs at item set (module) level in 

multi-stage testing (Hendrickson, 2007; Yan, 2010). In MST, a set of items which is named as 

the module is administered to the examinee, examinees' ability is estimated based on his/her 

responses to that module, and s/he is routed to the next module at the next stage (Hendrickson, 

2007; Wang, Lin, Chang, & Douglas, 2016). In MST, each module can be assembled so as to 

have desired contextual and statistical specifications; thus, test developers have more control 

over the construction of the desired test form when compared to CAT. Although, MST has less 

adaptation points than those of CAT, they provide more efficient test assembly and more 

controlled content balancing. Furthermore, MST allows some item review and change previous 

answers within each module. However, going back to previous stages and reviewing items in 

previous module/s are not allowed in MST. (Hendrickson, 2007; Sarı & Huggins-Manley, 2017; 

Wainer, 2000; Wang, 2017). In addition to their advantages, MST also has some disadvantages 

such as requiring more items to get the same measurement precision with CAT (Berger, 

Verschoor, Eggen & Moser, 2019). Besides, since MST modules are designed so as to be at 

optimum difficulty only at target ability levels (e.g., three levels at low, medium, and high 

proficiency), final ability estimations may not be as accurate as CAT designs (Rome, 2017). 

The increase in computer-based testing application has brought some problems especially in 

test fairness issue (Chu & Lai, 2013; Gierl, Lai & Li, 2013; Zwick, 2010). Test fairness and 

equity issues are related with items presenting some bias towards a specific group of students. 

Non-bias items only measure ability of individuals that is intended to be measured without 

being affected by unrelated factors such as gender, socio-economic status, etc. On the other 

hand, bias items are affected by those factors which are not related with the characteristic which 

is intended to be measured. Because test results are used in critical decision-making situations 

that may affect individuals' future, test fairness becomes even more significant (Camilli & 

Shepard, 1994; Crocker & Algina, 1986; Hambleton & Swaminathan, 1991). Differential item 

functioning analyses are one of the most popular methods used to get information on the bias. 

Potentially problematic items are identified with DIF analyses and expert opinions are obtained 

on whether those items are really problematic or not (Zumbo, 1999). 

1.1. DIF and Adaptive Testing 

The quality of adaptive testing applications largely depends on item pool quality (Han & Guo, 

2011). Therefore, large item pools should be developed for those applications and each item in 

that pool should be checked in order to ensure that they satisfy the main fairness and equity 

issues (Gierl, Lai & Li, 2013). However, even if the item writing process is well planned and 

carefully designed, it is not easy to avoid the effects of DIF completely. Many factors which 

are not related with an item such as computer familiarity, testing environment, physical 

impairments, etc. may cause DIF (Birdsall, 2011). Independent of the item content, the context 
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in which the item is presented, for instance, item order, may also affect item parameters and 

may become a source for DIF (National Research Council, 1999). Besides, although items in 

the pool have no DIF initially, some may become DIF items over time. As a result of repeatedly 

usage of items over time, they may become known for other individuals prior to their 

administration. Even if this is not the case, the interaction between the item and test taker may 

change because of several reasons, which is known as item parameter drift. Therefore, the 

changing interaction between an item and a test taker may cause different item characteristics 

than initially calibrated item characteristics (Aksu-Dunya, 2017; Han & Guo, 2011). Parameter 

drift on items could be defined as a kind of DIF since items behave differently in groups which 

are involved in different testing applications (Aksu-Dunya, 2017; Babcock & Albano, 2012). 

Item parameter drift is a serious threat to validity and fairness (Han & Guo, 2011). DIF analyses 

may be more important for adaptive testing applications than they are for linear tests. Since the 

number of items administered in adaptive tests is fewer than in linear tests, each item has greater 

effect on final ability estimation. Therefore, any flaw in an item may cause more consequential 

results (Zwick, 2010; Gierl et al., 2013; Zwick & Bridgeman, 2014).  So, DIF items may play 

an important role in examinees' test scores. Besides, performing the test application via 

computer may reveal some possible sources of DIF such as computer familiarity, anxiety, and 

environment that are not found in traditional tests (Zwick, 2010). These factors have increased 

the importance of DIF analyses in computer adaptive tests.  Steinberg et al. (2000) stated that 

adaptive tests may be more sensitive to the effects of DIF on validity than linear tests. In 

addition, the presence of bias may affect the order of administration of the items because the 

next item/module in CAT and MST is determined according to the answers to the previous 

item/module (Zwick, 2010). It is important to note that concentration of biased items on certain 

modules for the MST may also pose a problem. 

1.2. Purpose of the Study 

Despite the importance of the existence of DIF items in adaptive testing is known, DIF studies 

in adaptive tests are limited to a few studies in the literature (Chu & Lai, 2013; Gierl et al., 

2013; Lei, Chen & Yu, 2006; Piromsombat, 2014). Besides, those studies were limited to the 

investigation and comparison of DIF detection methods under different conditions (Chu & Lai, 

2013; Gierl et al., 2013; Lei, Chen & Yu, 2006) and the investigation of the effect of DIF items 

on ability estimation on CAT (Piromsombat, 2014). No studies were found in the literature 

focusing on comparison of CAT and MST approaches in case of the presence of DIF items in 

the test. The current study aims to investigate the performances of two adaptive testing 

approaches, CAT and MST, in case of the presence of DIF items under different conditions. 

Therefore, the results of the study are likely to contribute to the literature focusing on DIF in 

adaptive testing applications. To this end an answer for the following research question is 

sought in the context of this research: 

- How does the test performance of CAT and MST change in case of the presence of DIF 

items on the test under different test lengths (10-20-30-40 item), test designs (CAT, 1-3-3 

MST and 1-2-4 MST), and ratio of DIF items (10%, 20% and 30%)? 

2. METHOD 

Within the scope of the research, it is aimed to examine the effect of the inclusion of items that 

have differential item functioning (DIF) in the test on the effectiveness of CAT and MST under 

different conditions. The data used in the research were generated by the simulation method 

and different test designs were compared under different conditions in a controlled manner. The 

related study is a Monte Carlo simulation study in which the data are simulated. Simulation 

data were preferred because it was difficult to meet all the conditions discussed in the study 

simultaneously in real data. 
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2.1. Research Design 

In this study, test performances of three different adaptive test designs (CAT, 1-3-3 MST and 

1-2-4 MST) were compared in case the test consists of DIF items. Those MST designs were 

some of the most popular ones. Two-stage test designs have only one adaptation point which 

may make them open for routing errors more (Yan, et al., 2014; Zenisky et. al, 2010). On the 

other hand, it was stated that more than three stages add little to the accuracy of ability 

estimations and increase the complexity of test designs (Yan et al., 2014). In general, maximum 

four modules in one stage and three stages were thought to be enough (Armstrong et al., 2004; 

Zenisky et al., 2010). The preferred test designs in this study were among the most popular ones 

used in the literature. 

The manipulated factors were test length with four levels and ratio of DIF items in the test with 

three levels. Three different test designs (CAT, MST 1-2-4 and MST 1-3-3) were compared 

under three different DIF item ratio and four different test length conditions. All manipulated 

conditions were fully crossed within each of three test designs, which resulted in 36 conditions 

(Three Test Designs, Four Test Length and Three DIF Item Ratio). For each condition, 30 

replications were performed and the whole simulation processes were performed by using R 

programming language (R Core Team, 2018). Detailed information on simulation processes is 

given as follows: 

2.2. Data Generation 

Five thousand examinees were randomly generated based on standard normal distribution and 

the same theta values were used for all test designs. Generated theta values were restricted to 

be generated between -3 and 3 in order to eliminate the effect of outliers. Besides, an item pool 

of 600 items was generated using the three-parameter logistic model. Discrimination, difficulty, 

and guessing parameters were randomly sampled from Uniform (0.5, 2.0), N (0, 1) and Uniform 

(0, 0.25) distributions, respectively. Difficulty parameters were restricted to be in the range of 

[-3, 3]. Descriptive statistics related to item pool are given in Table 1. 

Table 1. Descriptive statistics of item pool. 

 a parameter b parameter c parameters 

N 600 600 600 

Mean 1.268 -0.097 0.125 

Standard Deviation 0.442 1.22 0.074 

Minimum 0.501 -2.967 0.0002 

Maximum 1.999 2.988 0.249 

As can be seen in Table 1, the discrimination values (a parameter) had a minimum value of 

0.501 and a maximum of 1.999 with a mean of 1.268.  The item pool had items with a wide 

range of discrimination. Item difficulties ranged from -2.967 to 2.988 with a mean of -0.097 

indicating that the item pool had items with a wide difficulty range in the specified range of [-

3, 3]. Guessing parameter ranged from 0.0002 to 0.249 with a mean of 0.125. When the test 

information function of that item pool was examined, it was seen that items in the pool gave 

high information especially around the point where the ability level was 0 and covered the [-3, 

3] ability range as intended. 

2.2.1. Generation of DIF items 

Item pool was developed to have 200 items on each difficulty level and 600 items in total. After 

that, 20% of the items on each difficulty level were randomly selected and rendered into DIF 

items. In order to make those items indicate DIF, +1 constant was added to the initial b 
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parameters and that value was considered as the focal group b parameter. For DIF items, the 

difference between b parameters of focal and reference groups was set as +1 (bfocal – 

breference = 1) and those items always worked in favor of the reference group, which means 

that all of them had uniform DIF (U-DIF). As a result, there were 40 U-DIF and 160 Non-DIF 

items in each level and 120 U-DIF and 480 Non-DIF items in total. 

2.3. CAT and MST Simulations 

After generation of item parameters, theta values and formation of DIF items, CAT, and MST 

environments were constructed. For CAT and MST simulations conducted on the same item 

pool and the same theta values, the commonly manipulated variable is the test length (10-20-

30-40) and the rate of DIF items in the test (10% - 20% - 30%). Besides, panel designs (1-2-4 

and 1-3-3) were manipulated within MST simulation. RMSE, bias, and correlation values were 

calculated and averaged across 30 replications and the performance of simulations was 

interpreted based on those values. In order to make better comparisons; maximum item 

exposure rates, IRT model, ability estimation method, and item/module selection method were 

fixed for both CAT and MST. Maximum Fisher Information (MFI) method was used in item 

selection and Expected A Posteriori (EAP) estimation method was used in ability estimation 

for both CAT and MST. MFI method is preferred since it provides the selection of the item that 

provides the maximum information each time. Although this method is quite popular, it has the 

disadvantage that items with high discrimination levels are chosen more because they provide 

more information and choosing those same items over and over leads to item exposure problem 

(Hambleton, Jac ve Pieters, 2000; van der Linden & Pashley, 2010; Wang, 2017); hence, this 

method should be used carefully. Controlling the item exposure can be an effective method to 

prevent this situation. As another method, Hambleton et al. (2000) suggested that the item be 

chosen randomly among items that provide maximum information at the relevant skill level. In 

our study, both of those methods were implemented. The maximum item use rate was fixed as 

0.25 for CAT and four separate parallel panels were created for MST to ensure that the 

maximum item use rate was 0.25. Besides, ‘randomesque’ method was used and instead of 

choosing the most informative item, items were randomly selected from among the most 

informative ones at that ability level. As the ability estimation method, two most common 

methods are maximum likelihood (MLE) and Bayesian methods. However, MLE can be 

problematic since it cannot be estimated for individuals who answer all items correctly or 

incorrectly. This is particularly problematic for the early stages of computer adaptive tests and 

is not recommended when the test length is short. The use of MLE is not recommended until a 

true or false answer is received (Hambleton & Swaminathan, 1991; Wang, 2017). Bayesian 

methods are more consistent for short-length tests. The combination that is generally suggested 

for item selection and ability estimation in adaptive tests is the EAP estimation in ability 

estimation together with the maximum information method in item selection (van der Linden, 

2008; van der Linden & Pashley, 2010). That is why, MFI with EAP combination was preferred 

in this study. 

All simulation processes were carried out with the help of the catR and mstR packages that are 

conjugate of each other. Detailed explanations of simulations are given as follows: 

2.3.1. CAT simulations 

CAT environment was created via catR package and 12 different conditions in total (4 test 

lengths x 3 ratios of items with DIF), including four different test lengths (10-20-30-40) and 

three different ratios of items with the DIF (10 % - 20% - 30%) were examined as specified 

earlier. As a starting rule, the initial ability level was set to 0 and this value was used for each 

condition. According to this rule, the initial ability levels of individuals were accepted as '0' 

(zero) and the first item that the individual would encounter was determined accordingly. 



Int. J. Assess. Tools Educ., Vol. 9, No. 3, (2022) pp. 682–696 

 687 

2.3.2. MST simulations 

To create MST environment, xxIRT and mstR pckages were used. In MST simulation, 24 

different conditions in total, including four different test lengths, three different ratios of items 

with DIF, and two other test designs (1-2-4 and 1-3-3) were examined. In the 1-3-3 MST design, 

a single module was used in the first stage, while there were three modules each in the second 

and third stages. For that 1-3-3 design, which included 7 modules in total, a single module 

common to all individuals was created at the first stage, and the difficulty level of this module 

was determined as medium. The three modules in the second and third stages had three different 

difficulty levels (easy, medium, and hard). Each individual answered three modules, each one 

from a different stage, in total. Similarly, in the 1-2-4 panel design, individuals responded to a 

total of three modules. Individuals who answered a single module in the first stage were directed 

to one of the two different modules in the second stage according to the ability estimations 

obtained from the first module. After completing this second stage, they were directed to one 

of the four modules in the third stage, considering the abilities estimated at the end of the second 

stage. The number of items in the modules and the number of items required to form a panel 

differed according to test lengths and panel design and are presented in detail in Table 2. 

Table 2. Number of items in modules and panels. 

Panel 

Design 

 Test Length 

 10 20 30 40 

1-3-3 
Module length 3-3-4 6-7-7 10-10-10 13-13-14 

Number of items used in panel 24 48 70 94 

1-2-4 
Module length 3-3-4 6-7-7 10-10-10 13-13-14 

Number of items used in panel 25 48 70 95 

Since the modules in a panel are at different ability levels, the number of items used while 

creating the related panel is more than the test length, e.g, in the 1-3-3 design, in the condition 

that the test length was 40, individuals answered a total of 40 items, 13 each in the first two 

stages, and 14 in the last stage. However, while 13 items were needed in the first stage, 39 and 

42 items were needed in the second and third stages for the modules at three different levels, 

respectively. As a result, a total of 94 items were used. For both panel designs, 10%, 20%, and 

30% of the items in the modules in the second stage were selected among the items with DIF, 

e.g., in the case where the test length was 10, under the condition that the rate of items with DIF 

is 20%, 8 of the items were selected among the items that did not show DIF and 2 of them 

showed DIF. It was ensured that the selected 2 DIF items were included in the modules of the 

second stage. 

Within the scope of the study, four different panels were created, so that the maximum panel, 

module, and item exposure became comparable with the CAT. Four different panels were 

obtained through an open source "mixed integer linear programming solver" (lp_solve 5.5) 

included in the xxIRT package, and it was ensured that the items used in one panel were not 

included in the other panels. “Bottom-up” method was used in the creation of the panels. In this 

method, firstly, four different parallel forms were created for each module. In order to ensure 

that the modules were parallel, information function targets were determined at the module 

level and the modules were structured to meet those targets. The items in the modules were 

chosen to provide maximum information at the specified skill levels. After the construction of 

four parallel forms for each module, those modules were assigned to the panels randomly and 

parallel panels were obtained. Thanks to the parallelism of the constructed modules, these 

modules could be used alternately between the panels (Yan et al., 2014). 
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2.4. Data Analysis 

In the analysis of data, Root Mean Square Error (RMSE), bias, and correlation (ρ) values 

between estimated and true ability parameters were used to evaluate the results obtained from 

CAT and MST. 𝜃𝑗 represents the estimated ability parameter, 𝜃𝑗  represents the true ability 

parameter, and N represents the total number of individuals. RMSE and bias values were 

calculated with the help of the following formulas: 

𝑅𝑀𝑆𝐸 =  √
∑ (�̂�𝑗−𝜃𝑗)2𝑁

𝑗=1

𝑁
            𝐵𝑖𝑎𝑠 =  

∑ |(�̂�𝑗−𝜃𝑗)|𝑁
𝑗=1

𝑁
         (1) 

The correlation value was obtained by the following formula, with the standard error values of 

the estimated (𝜎�̂�𝑗
) and true (𝜎𝜃𝑗 

) ability parameters. 

  (2) 

RMSE, bias, and correlation values were calculated for each of the 30 replications and 

interpretations were made based on the average of those values. Based on the calculated values, 

evaluations were made as to which of the two MST and one CAT application gave higher 

measurement accuracy than the others under different conditions. After those evaluations, 

whether the differences between the test designs (CAT, MST 1-3-3 and MST 1-2-4) reached a 

significant level were examined by ANOVA analysis. Post-Hoc analyses were made for the 

design groups that differed significantly from each other and the results were interpreted. 

3. RESULTS 

In this section, results of CAT and MST simulations are presented in detail. Findings are 

evaluated for each condition under different DIF item ratio. 

3.1. Results of the Condition that the Ratio of DIF Items is 10% 

In this part, ratio of DIF items in the test was fixed at 10% and the performance of three test 

design was examined under different test lengths. RMSE, bias and correlation values are 

presented in Table 3. 

Table 3. RMSE, bias and correlation values of test designs under test length and DIF item ratio. 

  RMSE Bias Correlation 

DIF 

Item 

Ratio 

Test 

Length 
CAT 

MST 

(1-3-3) 

MST 

(1-2-4) 
CAT 

MST 

(1-3-3) 

MST 

(1-2-4) 
CAT 

MST 

(1-3-3) 

MST 

(1-2-4) 

10% 

10 items 0.269 0.382 0.389 0.212 0.299 0.307 0.963 0.924 0.921 

20 items 0.192 0.282 0.306 0.151 0.221 0.240 0.982 0.963 0.953 

30 items 0.164 0.246 0.253 0.130 0.193 0.200 0.987 0.974 0.969 

40 items 0.155 0.236 0.238 0.122 0.184 0.187 0.989 0.977 0.974 

20% 

10 items 0.268 0.408 0.400 0.211 0.318 0.312 0.963 0.913 0.916 

20 items 0.192 0.284 0.320 0.151 0.223 0.252 0.982 0.962 0.949 

30 items 0.164 0.252 0.270 0.130 0.197 0.213 0.987 0.971 0.964 

40 items 0.153 0.242 0.241 0.121 0.190 0.191 0.989 0.975 0.973 

30% 

10 items 0.269 0.448 0.451 0.212 0.348 0.352 0.963 0.894 0.892 

20 items 0.194 0.301 0.303 0.153 0.237 0.238 0.981 0.955 0.954 

30 items 0.166 0.276 0.269 0.131 0.218 0.212 0.987 0.962 0.965 

40 items 0.153 0.246 0.259 0.121 0.194 0.204 0.989 0.970 0.967 
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As indicated in Table 3, RMSE values range from [0.155, 0.269] for CAT design, [0.236, 0.382] 

for MST 1-3-3 design, and [0.238, 0.389] for MST 1-2-4 design. The bias values ranged 

between [0.122 - 0.212] for the CAT design, [0.184-0.299] for the MST 1-3-3 design, and 

[0.187-0.307] for the MST 1-2-4 design. It was seen that CAT application had the lowest and 

MST 1-2-4 application had the highest RMSE and bias values for all test lengths. However, in 

MST 1-3-3 and 1-2-4 designs, those values seemed to be quite close to each other throughout 

all test lengths. In addition, it was observed that as the number of items increased, the bias 

values decreased and the difference between the designs decreased. Finally, when the 

correlation values were examined, it was observed that those values varied between the range 

of [0.963-0.989] for CAT, [0.924-0.977] for the MST 1-3-3 design and [0.921- 0.974] for the 

MST 1-2-4 designs. Looking at the correlation values in Table 3, it was determined that the 

design with the highest correlation value throughout all test lengths was CAT and the design 

with the lowest correlation value was the MST 1-2-4 design. Correlation values increased as 

the number of items increased for all test designs and got closer to each other. 

3.2. Results of the Condition that the Ratio of DIF Items is 20% 

In this part, ratio of DIF items in the test was fixed at 20% and the performance of three test 

design was examined under different test lengths. As indicated in Table 3, RMSE values range 

from [0.153, 0.268] for CAT, [0.242, 0.408] for MST 1-3-3, and [0.241, 0.400] for MST 1-2-4 

design. The lowest RMSE value for all test lengths was obtained in CAT, while the highest 

RMSE value was found in the MST 1-3-3 design for the 10 and 40-item tests, and the MST 1-

2-4 design for the 20 and 30-item tests. When the bias values were examined, it was seen that 

the CAT design had values in the range of [0.121, 0.211], the MST 1-3-3 design was in the 

range of [0.190, 0.318], and the MST 1-2-4 design was in the range of [0.191, 0.312]. As is 

seen in Table 3, the lowest bias values belong to CAT whereas the highest bias is in the MST 

1-3-3 design for 10 items, and in the MST 1-2-4 design for other test lengths. When the test 

designs were compared in terms of correlation, the design with the highest correlation across 

all test lengths was CAT [0.963, 0.989], the lowest correlation was in the MST 1-3-3 design for 

the 10-item test, and the MST 1-2-4 design for the other test lengths. As the number of items 

increased for all designs, the correlation values increased and got closer to each other. 

3.3. Results of the Condition that the Ratio of DIF Items is 30% 

Finally, values were examined for the condition that DIF item ratio was fixed at 30%. As 

indicated in Table 3, considering the RMSE values, the lowest RMSE value for all test lengths 

was obtained in the CAT design. The RMSE values for the MST 1-3-3 and 1-2-4 designs appear 

to be quite close to each other for all test lengths. When the bias values were examined, it was 

observed that the lowest bias values were calculated in the CAT design at all test lengths and 

MST designs gave very close results to each other. When the test designs were compared in 

terms of correlation values, the design with the highest correlation value across all test lengths 

is the CAT design [0.963-0.989] (Table 3). As the test length increased, the bias value for all 

designs decreased and correlation values increased as the number of items increased for all 

designs. 

3.4. ANOVA Analysis 

After the interpretation of RMSE, bias and correlation values, separate one-way ANOVA tests 

were conducted in order to observe whether those values differ significantly between test 

designs. Three separate one-way ANOVA analyses were performed for each DIF item ratio 

(10%, 20% and 30%), in which the RMSE, bias, and correlation values were taken as the 

dependent variable and the test design as the independent variable, and the findings were 

analyzed separately for each test length. While the assumption of normal distribution was 

provided in the analyses, the assumption of homogeneity of variances was violated in some 
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cases. In cases where that assumption was violated, the Welch test was used and in other cases 

the data in the ANOVA table (Table 3) were interpreted. ANOVA results are given in detail for 

each DIF item ratio condition as follows: 

3.4.1. Ratio of DIF items is 10% 

As a result of ANOVA analysis, it was seen that RMSE, bias, and correlation values 

significantly differed between test designs at each test length (p<.05). According to the results 

of the Post-Hoc comparison, the difference in RMSE, bias, and correlation values reached a 

significant level among all designs at all test lengths. In short, the lowest values for RMSE and 

bias were obtained in CAT design at all test lengths and those values differed significantly from 

the values of the MST designs. The highest RMSE and bias values were observed in the MST 

1-2-4 design at all test lengths and differed significantly from others. For the correlation, the 

highest values were obtained in CAT and the lowest values were obtained in the MST 1-2-4 

design along all test lengths. The difference in correlation values between the designs was 

significant over all test lengths. When all the results were considered together, it was concluded 

that the CAT design that had the lowest RMSE, bias, and the highest correlation values provided 

the highest measurement precision. On the other hand, the MST 1-2-4 design, which had the 

highest RMSE and bias and the lowest correlation values, was the design with the lowest 

measurement precision. 

3.4.2. Ratio of DIF items is 20% 

As a result of ANOVA analyses made for the condition that the DIF item ratio was 20%, RMSE, 

bias, and correlation value differences among designs were found to be significant for all cases. 

Therefore, it was concluded that CAT was the test that provided the highest measurement 

accuracy among the three designs. The design with the highest RMSE was MST 1-3-3 for the 

10 and 40-item tests, and MST 1-2-4 for the 20 and 30-item tests. The difference between the 

MST designs reached a significant level in the 10, 20, and 30-item tests. The highest values of 

the bias were in the MST 1-3-3 design for 10 items, and in the MST 1-2-4 design for the other 

test lengths. The lowest correlation was obtained from the MST 1-3-3 design in the 10-item test 

and the MST 1-2-4 design in the other test lengths. When all the results were considered 

together, it was concluded that the CAT design with the lowest RMSE and bias and the highest 

correlation values provided the highest measurement precision. Besides, the lowest 

measurement precision was obtained in the MST 1-3-3 design in the 10-item test and in the 

MST 1-2-4 design for other test lengths. 

3.4.3. Ratio of DIF items is 30% 

It was seen that RMSE, bias, and correlation values significantly differed between test designs 

at each test length (p<.05) as in the previous DIF item ratios. When the Post-Hoc comparison 

results were analyzed in terms of the RMSE variable, there was a significant difference between 

all designs for the 10, 30, and 40-item tests; however, in the 20-item test, it was seen that the 

mean difference of .001 between the MST 1-3-3 and MST 1-2-4 designs could not reach a 

significant level. When the mean differences of the bias values of the designs were examined, 

it was concluded that all three designs differed significantly from each other for all test lengths. 

Finally, for the correlation values, Post-Hoc results were examined and it was concluded that 

there was a significant difference between all designs for all test lengths. Therefore, the highest 

measurement accuracy was obtained for the CAT design as this measurement precision was 

maintained over all test lengths and it was significantly higher than the precision of other 

designs. It can be seen that the values of the MST designs were very close to each other. The 

lowest measurement precision for the 30-item test was observed in the MST 1-3-3 design, and 

for the other conditions it was in the MST 1-2-4 design. 
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Finally, in order to descriptively see the effects of the increase in the rate of items with DIF in 

the test on RMSE, bias and correlation values, graphs were formed and presented in Figure 1. 

Looking at the RMSE graph, RMSE values for CAT were quite close to each other at different 

DIF ratios; however, it was observed that an increase in the DIF ratio increased the RMSE value 

in the MST designs, especially in the 10-item test where the test length was the lowest. For 

MST designs, the effect of the increase in DIF ratio on the RMSE decreased as the number of 

items increased. Similarly, the bias values were close to each other at different DMF ratios for 

CAT. In the MST designs, the increase in the DIF ratio in the 10-item test affected the bias 

values considerably, and this effect decreased as the test length increased. Looking at the 

correlation graph in Figure 1c, similar comments can be made to the comments made for RMSE 

and bias. It was found that the correlation values decreased as the DIF ratio increased for the 

CAT designs. 

It was determined that the increase in DIF item ratio indicated the most serious effect for the 

10-item test. For CAT, the increase in the DIF item ratio did not have a great effect. Those 

findings showed that CAT was the least affected test design by the increase in the ratio of items 

with DIF in the test. Two MST designs generally indicated parallel findings which were 

especially affected by the change in DIF item ratio in the 10-item test, and this effect decreased 

as the test length increased. 

Figure 1. Change of RMSE, bias, and correlation values with the increase of DIF item ratio. 
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Figure 1a. RMSE values. Figure 1b. Bias values.  

Figure 1c. Correlation values.  
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4. DISCUSSION and CONCLUSION 

Within the scope of this study, it was aimed to examine the effect of the inclusion of items that 

have differential item functioning (DIF) in the test on the effectiveness of computer adaptive 

test (CAT) and multi-stage test (MST) under different conditions. For this purpose, data were 

generated by the simulation method and the performances of different test designs (CAT, MST 

1-3-3 and MST 1-2-4) were compared under different test lengths and DIF-item ratios. 

In order to evaluate test performances, RMSE, bias, and correlation values were considered 

together. When the obtained results were analyzed in terms of RMSE and bias, it was seen that 

the CAT design had the lowest values for all conditions. When the MST 1-3-3 and 1-2-4 designs 

were compared, a general interpretation couldn’t be made. While the RMSE value of the 1-2-4 

design was significantly higher than that of the 1-3-3 design throughout all test lengths in the 

condition that the DIF rate was 10%. When it was 20%, the RMSE of MST 1-3-3 was higher 

in the 10 and 40-item test length, and it was higher for the 30-item test when the ratio was 30%. 

Similar to the RMSE, in the condition that the DIF item rate was 10%, while the bias value of 

the 1-2-4 design was significantly higher than that of the 1-3-3 design throughout all test 

lengths; the 1-3-3 design gave higher bias values in the 10 and 40-item test when it was 20%, 

and in the 30-item test when it was 30%. Finally, the findings obtained from the correlation 

values indicate that CAT had the highest correlation value in all conditions. The lowest 

correlation values were obtained for 1-3-3 design in 20% DIF-10 items, 30% DIF-30 item 

conditions, and 1-2-4 design in all other conditions. 

In addition, when we looked at how the increase in the DIF ratio affected the performance of 

the test designs, it was observed that the CAT gave similar results in terms of RMSE, bias and 

correlation, regardless of the ratio of items with DIF (Figure 1). However, the same was not the 

case for MST designs. The increase in the DIF ratio in the MST designs generally led to an 

increase in the RMSE and bias values and a decrease in the correlation values. In particular, the 

10-item tests were more affected by the increase in the DIF item ratio than that in the CAT, and 

this effect decreased as the number of items increased. 

When the information given above is interpreted, it can be concluded that CAT provided better 

measurement accuracy compared to the other two MST designs under all test length and DIF 

item ratio conditions. In addition, the design that was least affected by the increase in the ratio 

of items with DIF was CAT. Therefore, it can be interpreted that CAT could reduce the effect 

of DIF more than other designs. When the two MST designs were compared, it was seen that 

the 1-3-3 design offered higher measurement accuracy in most conditions. However, those 

findings were not sufficient to say that the 1-3-3 design outperformed the 1-2-4 design. 

The main finding from this study is that the CAT was the design that minimized the effect of 

DIF throughout all test lengths. The finding that CAT can regulate the effect of DIF is in line 

with the findings obtained from the study of Piromsombat (2014). Piromsombat examined the 

effect of DIF items in the test on ability estimation on CAT and revealed that CAT can modulate 

the effect of DIF if it comes early in the test, especially when the DIF level is moderate. In other 

cases, CAT reduced the effect of DIF. Besides, that the number of adaptation points in CAT is 

higher than that in MST can result in higher CAT measurement accuracy (Sarı, 2016; Thai, 

2015). For example, while the 1-3-3 panel design has only two adaptation points, regardless of 

the number of items, there are 19 adaptation points in a 20-item CAT.  This finding may be the 

result of this fact. Since CAT has more adaptation points than MST desings have, CAT may 

control the DIF effect in a better way. Another finding obtained from this specific study is that 

the effect of increase in DIF item ratio on CAT performance is lower compared to the effect on 

MST designs. MST designs were highly affected by the increase in DIF item rate, especially 

when the number of items was 10, which is also thought to be relevant with the number of 

adaptation points. As stated before, CAT has more adaptation points than MST has, regulating 
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the DIF effect better. Therefore, it is expected that CAT offers better measurement accuracy 

compared to MST designs and is less affected by the DIF item ratio in the presence of an item 

with DIF in the test. Since no other studies examining the effect of DIF items on adaptive tests 

have been found in the literature, the discussion on this finding has been limited. 

Apart from the DIF effect, studies that CAT and MST designs were compared in the literature 

were also examined. Kim and Plake (1993) examined measurement precision of CAT and MST 

in terms of first stage module length (10, 15 and 20 items), total test length (40, 45 and 50 

items), number of second stage modules (6, 7, 8 modules), and item difficulty distribution in 

the first stage module. It has been revealed that CAT gives better results in terms of 

measurement accuracy than MST does. In the study conducted by Patsula (1999), the accuracy 

of the ability estimations obtained from different CAT designs, paper-and-pencil tests, and 

MST designs (number of stages, number of modules in each stage, and number of items in each 

module) were compared and it was determined that CAT produced the most accurate ability 

estimation and that the increase in the number of modules in each stage affected the 

measurement precision and effectiveness. In another study, Sarı (2016) investigated the 

precision of the results obtained from CAT and MST, while the number of content areas varied 

in tests of different lengths. The main finding of the study was that CAT gave better results than 

the other two MST designs for all conditions and the two MST designs offered comparable 

results. In addition, Tay (2015) stated that CAT has more adaptation points than those of MST, 

therefore they are more effective designs. The common result obtained from the studies in the 

literature is that CAT gives better results than MST does in different studies and under different 

conditions. This inference based on those studies shows parallelism with the finding that the 

CAT performance obtained as a result of the study is higher than the MST performance. 

The last finding to state, not related with DIF again, was that when available findings were 

examined, it was seen that the RMSE and bias values decreased and the correlation values 

increased as the test length increased for all designs. Therefore, it can be concluded that 

increasing the test length increases the measurement accuracy. Similar to this finding, Sarı 

(2016) also revealed in his study that increasing the test length resulted in a decrease in the 

RMSE and bias value and an increase in correlation for both CAT and MST. Another finding 

obtained as a result of the research was that regarding the comparison of MST designs among 

themselves, the 1-3-3 design offered high measurement accuracy in a larger number of 

conditions, but the available findings were not sufficient to say that the 1-3-3 design 

outperforms the 1-2-4 design. There is no study in the literature comparing those two designs. 

Findings from different studies are needed to make a discussion about the relevant finding. 

Based upon the results of our particular study, some recommendations for practitioners are 

stated as follows. Firstly, it has been seen that CAT gives better results compared to MST for 

situations where items with DIF are present in the test. In cases with similar conditions to this 

study, the use of CAT may be recommended. Secondly, MST designs were more affected by 

items with DIF than those with CAT. Both MST designs used could not regulate the effect of 

DMF, and the measurement accuracy was more negatively affected compared to that of CAT. 

If MST is to be used, DIF analyses must be performed. Lastly, especially when the test is 10-

items length, the increase in the DIF rate negatively affects the measurement accuracy of the 

MST. In those cases, the use of MST should not be preferred or should be used very carefully. 

When RMSE, bias, and correlation values were carefully examined, it can be said that values 

were getting closer with the increment of test length and they were very close especially after 

30 items for all designs. Therefore, a test with at least 30 items can be recommended to use in 

cases where the presence of DIF is suspected. Those findings were thought to make a significant 

contribution to the literature since there were no studies found in the literature focusing on 

comparing CAT and MST approaches in case of the presence of DIF items in the test. 
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4.1. Further Research 

The data set used in the research is limited to simulation data and the item pool used in the 

study is limited to the item parameters determined by the researcher. It can be recommended to 

work with real data set in future research. An item pool can also be created with different item 

parameter distributions and values and the study can be repeated. Besides, only dichotomously 

scored (1-0) items were taken into account within the scope of the study. Similar studies can be 

done with polytomously scored items. On the other hand, items were produced to show only 

uniform DIF when generating items with DIF. Similar studies can be done by adding items 

indicating non-uniform DIF. The study can be replicated by changing the effect size of the 

generated DIF items. In addition, since only fixed length was used as test termination rule in 

this study, the research can be repeated by using different test termination rules. Another 

limitation of the study is that only two designs were used for the MST. Therefore, the study can 

be repeated with different MST designs. 
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Abstract: The purpose of this study was to investigate the Type I Error findings 

and power rates of the methods used to determine dimensionality in 

unidimensional and bidimensional psychological constructs for various conditions 

(characteristic of the distribution, sample size, length of the test, and 

interdimensional correlation) and to examine the joint effect of the conditions 

(effect of the interaction of conditions) as well as the main effect of each condition. 

The simulative data were generated for the study using the SAS program. Within 

the scope of the study, the data were analyzed using the DIMTEST T statistic and 

the Dimensionality DETECT IDN index, which is one of the non-parametric 

methods. The Nonlinear Factor Analysis (NOHARM) method was preferred from 

among parametric methods. As a result of the study, it was noted that the most 

consistent results in making the unidimensionality decisions belong to the 

Nonlinear Factor Analysis method showing standard normal distribution according 

to the shape of the distribution. When the power study results were examined, it 

was noted that the DIMTEST T statistic gave more accurate results in conditions 

with large samples, consisting of data with standard normal distribution. On the 

other hand, while results of the DETECT IDN index and Nonlinear factor analysis 

were more internally consistent, it was noted that in conditions where the sample 

size was 1000 and above, the DIMTEST T statistic also made the right decisions 

in determining dimensionality. 

1. INTRODUCTION 

In the process of test and scale development in education and psychology, dimensionality is 

frequently used in validity studies. Dimensionality is the relationship between the items in a 

test and the implicit feature that the test is thought to measure (Svetina, 2011). Dimensionality 

is related to the number of skills or psychological constructs that a test or item set measures. 

The dimensionality determination process is an important issue to consider, regardless of 

whether the measurement model is unidimensional or multidimensional (Embretson & Reise, 

2000). A test has a theoretical structure and is prepared for a specific purpose. The underlying 

structure of the test should be examined and verified. In this context, construct validity studies 

are important in terms of the technical features of instruments in education and psychology and 
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are one of the necessary steps in assessing the dimensionality of tests and scales. A feature to 

be measured may be associated with more than one implicit feature by nature. When we look 

at the tests used in education and psychology, it is seen that most of them measure more than 

one latent feature. For example, while a science test was developed to measure science process 

skills, it could also measure reading comprehension. For this reason, it is useful to know 

whether the structure to be measured is one-dimensional or multidimensional. Considering the 

purpose of creating and applying the test, this situation will affect the validity of decisions made 

about individuals based on test scores. Determining the dimensionality of the items in a test is 

extremely important as it will also shape the statistical analysis of the data (Svetina, 2011; 

Zhang, 2008). 

In case a measurement procedure is treated as unidimensional while being in fact 

multidimensional, the interpretation of test scores, and thus the validity of measurement 

processes would be misleading (Göçer Şahin, 2016; Touron et al., 2012). Determination of 

dimensionality, in addition to the determination of the extent to which unidimensionality is 

neglected and revealing the power of tests with Type Iorsignificant in terms of the validity of 

decisions made as a result of the tests applied. When a test is unidimensional, that is, when the 

Ho hypothesis is true, accepting the H1 hypothesis with a statistical decision, meaning that the 

test is multidimensional, causes a Type I Error. Accepting the Ho hypothesis while a test is 

multidimensional, in other words, saying it is unidimensional causes a Type II Error. In 

addition, deciding that a test is statistically multidimensional while it is actually 

multidimensional displays the power of the test. Thus, it is considered that testing of 

unidimensionality is required since the determination of all these situations is directly related 

to the validity of the decisions. 

When studies in the literature are assessed, dimensionality determination methods are generally 

separated as parametric and non-parametric methods (Abswoude et al., 2004; Mroch & Bolt, 

2006; Özbek, 2012; Reinchenberg, 2013; Svetina, 2011; Svetina & Levy, 2014). Conditions 

such as small samples, low numbers of items, and a high degree of interdimensional correlation 

revealed the need to study and use non-parametric methods and comparison conditions in 

addition to parametric methods. The purpose of this study is to investigate the Type I Error and 

power rates of the methods used to determine dimensionality in unidimensional and two-

dimensional psychological constructs depending on sample size, characteristics of the 

distribution, test length, and interdimensional correlation conditions while comparing the main 

effect of each condition in addition to joint effects of conditions (effect of the interaction of 

conditions). In line with this general purpose, answers were sought to the following questions: 

1. How do Type I Error rates obtained from unidimensional data change where the length of 

the test, characteristics of distribution, and sample size are manipulated, according to various 

dimensionality determination methods, in tests scored dichotomously?  

2. How do power rates of the test, obtained from bidimensional data change where test length, 

interdimensional correlation degree, distributions and sample size are manipulated according 

to various dimensionality determination methods, in tests scored dichotomously?  

3. What are the Type I Error rates and the power rates of the test using standard, normal and 

skewed data according to various dimensionality determination methods in tests scored 

dichotomously? 

The most significant reason for choosing the DIMTEST T statistic in this study was the fact 

that it was a testing method that worked well in large samples and large item pools, and it was 

effective in displaying even small secondary features (Svetina, 2011). The reason for preferring 

Nonlinear Factor Analysis was that its results could be interpreted easily, it worked well in 

small samples, and it was based on factor analytical approaches. In addition, the fact that all 

methods were accessible for free supported the preference (Svetina & Levy, 2014; Touron et 
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al., 2012). While factor analysis is generally preferred in unidimensional studies, many studies 

stated that examining unidimensionality with factor analysis alone is not sufficient and 

recommended other methods (Finch & Monahan, 2008; Hattie et al., 1996; Ledesma & Valero-

Mora, 2007; Özbek, 2012; Reichenberg 2013; Svetina, 2011; Svetina & Levy, 2014; Touron et 

al., 2012; Yen, 2007). Despite this argument, in many national or international studies factor 

analysis is used and considered sufficient in the examination of unidimensionality. However, 

factor analysis requires the assumption of a multivariate normal distribution which might not 

be achieved in social sciences frequently. 

Applying factor analysis to prove unidimensionality – due to the nature of test and scale 

development – or not using any methods and calculating test scores over the test totals to arrive 

at decisions about individuals taking achievement tests at national or international test centers 

are limiting factors in terms of the validity of the decisions. 

The fact that achievement tests used by national or international test centers that use factor 

analysis only or do not use any methods to accept unidimensionality and calculate test scores 

over the total test to arrive at decisions about individuals – due to the nature of test and scale 

development – is a limiting factor in terms of the validity of the decisions. If there is a violation 

of unidimensionality, the multidimensional structure must be determined with correct methods 

and indices, and it should be investigated for construct validity studies. Another important point 

in the process of determining unidimensionality is the requirement for test developers to 

investigate the effect of sample size on determining unidimensionality considering the 

difficulties experienced in data collection processes in our country. 

2. METHOD 

2.1. Data Production Study 

In this study, simulation data were used to respond to the research questions. Simulation models 

should be based on realistic parameters (Davey et al., 1997; as cited in Göçer Şahin, 2016). In 

addition, simulation studies are meaningful when they are similar to real situations. Since it is 

difficult to meet all the conditions stated in this study in real data at the same time, it was 

decided to use simulation data. The data of this study were produced using the SAS software. 

The data were generated in a 2-parameter logistic and compensatory model for power analysis, 

in accordance with a dichotomous bidimensional structure. For the Type I Error study, 

unidimensional dichotomous data was generated in the 2-parameter logistic model. Variables, 

number of conditions, and condition values are presented in Table 1: 

Table 1. Variables and their conditions used in data production. 

Study Variables Number of Conditions Condition Values 

Type I Error study 

Properties of Distribution 2 Normal, Skewed 

Sample Size 6 
200, 300, 500, 1000, 

2000, and 3000 

Test Length 3 10, 20, 30 

Power Analysis 

Properties of Distribution  2 Normal, Skewed 

Sample Size 6 
200, 300, 500, 1000, 

2000, and 3000 

Test Length 3 10, 20, 30 

Interdimensional correlation 4 0.25, 0.50, 0.75, 0.90 

Number of Replications 100 
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When Table 1 is examined, considering the manipulated variables for Type I Error study, 

2*6*3= 36 conditions and for power analysis 2*6*3*4=144 conditions were generated, and 100 

replications were performed for each condition. Before the data was produced, discrimination 

parameters of the items were defined considering the research design. The multidimensionality 

of the test was determined according to the discrimination parameters. Accordingly, an item 

that loads on both dimensions must have two discrimination coefficients. If the item 

predominantly loads on both dimensions, it is defined as complex; while if it loads dominantly 

on one dimension and loads little on the other, it is defined as approximately simple, and if it 

loads dominantly on one dimension and none on the other, it is defined as a simple item. For 

example, in this study, the first five items of a 10-item test predominantly belong to the first 

dimension and a small amount to the second dimension while the other five items are arranged 

in a way that loads predominantly on the second dimension and to a small extent on the first 

dimension. Thus, a multidimensional test was developed, which predominantly loaded on two 

different dimensions. While producing the item parameters, ITEM-GENv2 software developed 

by Ackerman (1994) was used. In this software, parameters are generated by entering only the 

file name, test length, item angles, the range of the intersection parameter, and the range of the 

MDISC parameter. Accordingly, items that load on the first dimension make angles with the x-

axis that vary between 5° and 20° while items that load on the second dimension make angles 

that vary between 70° and 88° (Ackerman et al., 2003). 

MDISC is the discrimination parameter of multidimensional Item Response Theory (IRT) and 

corresponds to the item discrimination in unidimensional IRT. Since there is more than one 

dimension at this point, there is a distinctiveness for each dimension. Item discrimination 

(MDISC) is represented by a vector (α1, α2, α3… αk). The vector length is expressed as: 

    𝑀𝐷𝐼𝑆𝐶 = √∑ 𝛼2
𝑖𝑘

𝑘
𝑛=1             (1) 

The vector length terms as the common item discrimination (Göçer Şahin, 2016). It could be 

argued that as the length increases, the discrimination of the item also increases. The αik in the 

formula above represents the distinctiveness values of each dimension. The MDISC value here 

can also be interpreted as distinctiveness in unidimensional IRT. 

In addition to the vector length, it is useful to know the vector direction and its distance from 

the origin. The vector direction is expressed with: 

𝛼𝑖 = arccos (
𝛼𝑖1

𝑀𝐷𝐼𝑆𝐶
)         (2) 

The 𝛼𝑖 is the angle that the item vector makes with the θ1 axis. Thus, an angle of 45° means that 

the item measures both abilities well. If the angle is greater than 45°, it means that the second 

dimension is measured better than the first dimension. However, if it is less than 45°, it means 

that this item primarily measures θ1 ability, meaning, the first dimension is measured better than 

the second dimension (Göçer Şahin, 2016; Sünbül, 2011). 

In unidimensional IRT, the D parameter is the b parameter’s equivalent in Multidimensional 

Item Response Theory (MIRT) and that expresses the distance of the item vector from the 

starting point and gives information about the item difficulty (Reckase, 2009). This parameter 

is calculated as: 

𝐷 =
−𝑑𝑖

𝑀𝐷𝐼𝑆𝐶
          (3) 

The di in the formula is described as an intercept term. A negative sign of the item is interpreted 

as being easy while a positive sign is interpreted as being difficult.  
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In this study, the range of the MDISC parameter for multidimensional items was entered as 0.8 

and 1.8. The study of Ackerman (1994) was taken into account in determining this range. In the 

condition that the number of simple items is 10 and the structure is bidimensional, the structure 

of the item, parameters, and the angles of the items with the axes are presented in Table 2 as an 

example. 

Table 2. Item parameters in data generation. 

Dimensions Items aj1 aj2 b MDISC D Angle 

1 

1 1.265 .111 -.579 1.27 .46 5.00 

2 1.074 .126 .422 1.08 -.39 6.67 

3 1.671 .245 -.109 1.69 .06 8.33 

4 1.312 .231 -.533 1.33 .40 10.00 

5 .980 .202 -.233 1.00 .23 11.67 

6 .937 .222 -.123 .96 .13 13.33 

7 .903 .242 -.726 .93 .78 15.00 

8 1.164 .349 .415 1.22 -.34 16.67 

9 1.076 .356 .074 1.13 -.07 18.33 

10 .765 .278 -.147 .81 .18 20.00 

2 

11 .434 1.194 -.579 1.27 .46 70.00 

12 .334 1.029 .422 1.08 -.39 72.00 

13 .465 1.623 -.109 1.69 .06 74.00 

14 .322 1.293 -.533 1.33 .40 76.00 

15 .208 .979 -.233 1.00 .23 78.00 

16 .167 .948 -.123 .96 .13 80.00 

17 .130 .926 -.726 .93 .78 82.00 

18 .127 1.209 .415 1.22 -.34 84.00 

19 .079 1.130 .074 1.13 -.07 86.00 

20 .028 .813 -.147 .81 .18 88.00 

2.2. Data Analysis 

Both parametric and non-parametric methods were used to compare the performances of 

various methods in the assessment of unidimensionality. In the scope of this study, the 

DIMTEST T statistic and Dimensionality DETECT IDN index were used among non-

parametric methods. Among parametric methods, Nonlinear Factor Analysis (NOHARM) 

method was used. The data were analyzed in the following steps: 

In the first stage, unidimensional and multidimensional data were generated respectively for 

testing Type I Errors and power rates. In addition to Stout et al. (1996), Forelich and Habing 

(2008) studied AT and PT partitioning for the DIMTEST T statistic and (a) it was noted that 

AT items should be homogeneous in terms of dimensionality, meaning, in terms of geometric 

representation the angle at which the AT items are located should be relatively narrow. (b) ƟAT 

and ƟPT should be as different as possible, in other words, in terms of geometric representation 

the angles between ƟAT and ƟPT should be as large as possible. (c) There must be at least four 

items in AT while the PT must have at least half of the items in the test. In this study, for the 

DIMTEST T statistic, AT and PT items were fixed for all conditions, with half of the items in 
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the AT subtest and the other half in the PT subtest. In the cases where the DIMTEST T statistic 

was greater than the critical value of 1.96, the Ho hypothesis was rejected. 

Dimensionality DETECT IDN index and Nonlinear Factor Analysis methods were used in their 

default options. Dimensionality DETECT IDN index value of 1 or higher indicates high 

multidimensionality, while a value between 0.4 and 1 indicates moderate multidimensionality, 

and a value between 0.2 and 0.4 indicates unidimensionality. In a simulation study by Kim 

(1994) it was noted that if the Dimensionality DETECT IDN index was less than 0.10, the data 

could be considered unidimensional. In the same study, it was noted that a value between 0.10 

and 0.50 would indicate multidimensionality which was a low probability, a value between 0.51 

and 1 would indicate moderate multidimensionality, and a value over 1 would indicate strong 

multidimensionality (Ackerman & Walker, 2003). 100 replications were performed for all 

analyses. For each condition of the DIMTEST T statistic and the Dimensionality DETECT IDN 

index, 4 different result tables were obtained including the reliability coefficients, theta values, 

the DIMTEST T statistic and the Dimensionality DETECT IDN index. T statistic and p-

significance values were reported for the DIMTEST T statistic. 

Among parametric methods, nonlinear factor analysis (NOHARM) was applied, and reliability 

coefficients, theta values and NOHARM result tables were obtained. Two indices, Tanaka 

Goodness of Fit Index (TIGF) and RMSR, were used to interpret the outputs of the NOHARM 

program. A TIGF value of ≥0.95 and an RMSR value of ≤0.05 were evidence of a good fit of 

the model (Hooper et al., 2008; Hu & Bentler, 1999). In the final step, unidimensionality 

rejection rates for all outcomes were reported for each condition. 

3. FINDINGS 

In this section the rates of rejection of unidimensionality as a result of the effect of all conditions 

and the joint effect of the interaction of the conditions are presented. According to the results 

of DIMTEST T statistics in Table 3, it was considered that the test length was more inconsistent 

in making the decision of unidimensionality when the test length was 10 items than when the 

test length was 20 and 30 items. In addition, in the cases where the test length was 20 and 30, 

it was considered that it gave more consistent results regardless of the sample size. According 

to the results of DIMTEST T statistics, regardless of the sample size, as the length of the test 

increased in unidimensional data, the rate of rejection of unidimensionality generally decreased, 

in other words, the rate of Type I Error decreased. Another remarkable point in the results of 

DIMTEST T statistics was that as the sample size increased, the test length produced accurate 

results for unidimensional data with standard normal distribution, especially in the cases where 

the test length was 20 and 30 items. It gave more accurate results, especially with a sample size 

of 300 and above. It could be argued that this finding supports the studies of Finch and Habing 

(2007) and Finch and Monahan (2008). 

When the DETECT IDN index results were examined, the Type I Error rate generally increased 

as the sample size decreased for the data showing standard normal distribution. Especially when 

the sample size was 200, 300 and 500, it was noted that the rate of Type I Error was high. 

However, it could be argued that it gave more inconsistent results when the length of the test 

was 10 items. In the study conducted by Roussos and Özbek (2006), it was stated that the 

DETECT IDN index exhibited statistical bias, especially when the test length was 10 or less 

and the data was unidimensional. Accordingly, the researchers recommended against using 

DETECT for test lengths of less than 20 items. Although this study coincided with the study of 

Roussos and Özbek (2006), an important finding was that the sample size should be increased 

in order to use the DETECT method. 
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Table 3. DIMTEST T Statistic, Dimensionality DETECT IDN Index, and Type I Error Rates for 

Nonlinear Factor Analysis in the data showing normal distribution according to various sample sizes 

and different numbers of items. 

 
DIMTEST T  

Statistic 
DETECT IDN INDEC RMSR TIGF 

Sample Size Number of Items Rejection rate Rejection rate Rejection rate Rejection rate 

200 

10 0.04 0.71 0.00 0.00 

20 0.00 0.62 0.00 0.00 

30 0.03 0.53 0.00 0.00 

300 

10 0.06 0.64 0.00 0.00 

20 0.00 0.57 0.00 0.00 

30 0.00 0.38 0.00 0.00 

500 

10 0.02 0.59 0.00 0.00 

20 0.00 0.50 0.00 0.00 

30 0.00 0.38 0.00 0.00 

1000 

10 0.05 0.47 0.00 0.00 

20 0.00 0.43 0.00 0.00 

30 0.00 0.31 0.00 0.00 

2000 

10 0.18 0.39 0.00 0.00 

20 0.00 0.30 0.00 0.00 

30 0.01 0.20 0.00 0.00 

3000 

10 0.10 0.38 0.00 0.00 

20 0.00 0.28 0.00 0.00 

30 0.01 0.19 0.00 0.00 

Note. N (0,1): Standard Normal Distribution, number of replications: 100, software used for Dimensionality T Statistic: 

DIMTEST, software used for DETECT IDN index: DETECT, software used for Nonlinear Factor Analysis and Achieved 

Indexes: NOHARM- RMSR and TIGF 

When the RMSR and Tanaka Goodness of Fit Indices were obtained as a result of nonlinear 

factor analysis that is one of the parametric dimensionality determination methods examined, 

the Tanaka Goodness of Fit Index (TIGF) value was ≥ 0.95 for unidimensional data with 

standard normal distribution, regardless of the sample size and the length of the test. However, 

the RMSR value of ≤ 0.05 in all results proved that the fitness of the model was well. This 

finding seems to overlap with the study findings of Seo and Sünbül (2012). However, the study 

by Gessaroli and De Champlain (1996) also showed consistency with conditions where the test 

length was 15, 30, and 45 items. The DIMTEST T statistic, DETECT IDN index, and Type I 

Error rates for nonlinear factor analysis in the condition that the test scores were skewed, the 

sample size was 200, 300, 500, 1000, 2000, and 3000 and the test length was 10, 20 and 30 

items are summarized in Table 4. 
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Table 4. DIMTEST T Statistic, Dimensionality DETECT IDN Index, and Type I Error Rate for 

Nonlinear Factor Analysis in skewed data for various sample sizes and number of items. 

 

 

DIMTEST 

T STATISTIC 

DETECT 

IDN INDEX 

NOHARM 

RMSR 

NOHARM 

TIGF 

Sample Size Number of Items Rejection rate Rejection rate Rejection rate Rejection rate 

200 

10 0.04 0.40 0.00 0.00 

20 0.00 0.30 0.00 0.00 

30 0.00 0.31 0.00 0.00 

300 

10 0.05 0.39 0.00 0.00 

20 0.03 0.21 0.00 0.00 

30 0.00 0.29 0.00 0.00 

500 

10 0.04 0.29 0.00 0.00 

20 0.02 0.16 0.00 0.00 

30 0.01 0.18 0.00 0.00 

1000 

10 0.09 0.27 0.00 0.00 

20 0.00 0.03 0.00 0.00 

30 0.02 0.08 0.00 0.00 

2000 

10 0.16 0.17 0.00 0.00 

20 0.01 0.01 0.00 0.00 

30 0.00 0.00 0.00 0.00 

3000 

10 0.18 0.06 0.00 0.00 

20 0.01 0.00 0.00 0.00 

30 0.01 0.00 0.00 0.00 

Note. (1.75, 3.75) Skewed Distribution, number of replications:100, software used for Dimensionality T Statistic: DIMTEST, 

software used for DETECT IDN index: DETECT, Software used for Nonlinear Factor Analysis and Indexes: NOHARM- 

RMSR and TIGF 

According to Table 4, the Type I Error rate was particularly higher in small samples and in the 

cases when test length was short, and the distribution was skewed. Although it was noted that 

the DIMTEST T statistic gave more accurate results than DETECT IDN index, it was found 

that the error rate was higher in the DIMTEST T statistic results when the test length was 10 

items compared to other test lengths. However, in all conditions where the test length was 20 

and 30 items, it was noted that the DIMTEST T statistic gave very accurate results. When the 

nonlinear factor analysis (NOHARM) results were examined, it showed a rejection rate of 0.00 

for unidimensional data with skewed distribution, regardless of the sample size and the test 

length. The findings of the third group of the study were in conditions where the data had 

standard normal distribution, the sample sizes were 200, 300, 500, 1000, 2000 and 3000, and 

the test length was 10, 20, and 30 items and there was an interdimensional correlation with 0.25, 

0.50, 0.75, and 0.90. The power rates of the test for DIMTEST T statistic, the Dimensionality 

DETECT IDN index, and the Nonlinear Factor Analysis (NOHARM) results are summarized 

in Table 5: 
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Table 5. Power rates for DIMTEST T Statistic, Dimensionality DETECT IDN index and Nonlinear 

Factor Analysis in data with standard normal distribution according to various sample sizes, different 

numbers of items, and different interdimensional correlations. 

N~(0,1) Interdimensional Correlation 
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200 

10 0.91 0.86 
1.0

0 
1.00 0.64 0.92 1.00 1.00 0.37 0.92 1.00 1.00 0.14 0.96 1.00 1.00 

20 1.00 1.00 
1.0

0 
1.00 0.87 1.00 1.00 1.00 0.29 1.00 1.00 1.00 0.08 1.00 1.00 1.00 

30 1.00 1.00 
1.0

0 
1.00 0.95 1.00 1.00 1.00 0.52 1.00 1.00 1.00 0.13 1.00 1.00 1.00 

300 

10 0.99 0.74 
1.0

0 
1.00 0.95 0.85 1.00 1.00 0.55 0.91 1.00 1.00 0.26 0.97 1.00 1.00 

20 0.99 1.00 
1.0

0 
1.00 0.95 1.00 1.00 1.00 0.66 1.00 1.00 1.00 0.23 1.00 1.00 1.00 

30 1.00 1.00 
1.0

0 
1.00 1.00 1.00 1.00 1.00 0.86 1.00 1.00 1.00 0.27 1.00 1.00 1.00 

500 

10 1.00 1.00 
1.0

0 
1.00 0.97 1.00 1.00 1.00 0.69 0.99 1.00 1.00 0.30 1.00 1.00 1.00 

20 1.00 1.00 
1.0

0 
1.00 1.00 1.00 1.00 1.00 0.95 1.00 1.00 1.00 0.73 1.00 1.00 1.00 

30 1.00 1.00 
1.0

0 
1.00 1.00 1.00 1.00 1.00 0.98 1.00 1.00 1.00 0.47 1.00 1.00 1.00 

100

0 

10 1.00 1.00 
1.0

0 
1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.82 1.00 1.00 1.00 

20 1.00 1.00 
1.0

0 
1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.56 1.00 1.00 1.00 

30 1.00 1.00 
1.0

0 
1.00 1.00 1.00 1.00 1.00 0.98 1.00 1.00 1.00 0.83 1.00 1.00 1.00 

200

0 

10 1.00 1.00 
1.0

0 
1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.96 1.00 1.00 1.00 

20 1.00 1.00 
1.0

0 
1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.95 1.00 1.00 1.00 

30 1.00 1.00 
1.0

0 
1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.98 1.00 1.00 1.00 

300

0 

10 1.00 1.00 
1.0

0 
1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.99 1.00 1.00 1.00 

20 1.00 1.00 
1.0

0 
1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 98 1.00 1.00 1.00 

30 1.00 1.00 
1.0

0 
1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 

Note. N (0,1): Standard Normal Distribution, number of replications:100, software used for Dimensionality T Statistic: 

DIMTEST, software used for DETECT IDN index: DETECT, Software used for Nonlinear Factor Analysis and Achieved 

Indexes: NOHARM- RMSR and TIGF 

According to the results of the DIMTEST T statistics, in the data showing standard normal 

distribution, in the case of an interdimensional correlation of 0.25 and with a sample size of 500 

and above, no matter what the length of the test was, the unidimensionality in bidimensional 

data showed standard normal distribution for all conditions while the rejection rate was found 

to be 1.00. The rejection rate for unidimensionality was found to be 1.00 in all conditions, 

except for the condition where the interdimensional correlation was 0.50, the sample size was 

500 and the test length was 10 items. In addition, for the two conditions (200 and 300) where 
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the sample size was less than 500, the rejection rate of unidimensionality was lower than in the 

cases with larger sample sizes. As a result, it could be argued that the DIMTEST T statistic 

gave more accurate results in conditions with large samples. This finding is consistent with the 

studies of Finch and Habing (2007), Finch and Monahan (2008), and Özbek Baştuğ (2012). 

Especially in the cases where the sample size was less than 300, the error rate of DIMTEST T 

statistics increased significantly. According to the results of DIMTEST T statistics, as the 

interdimensional correlation value increased, the unidimensionality rejection rate in 

bidimensional data decreased. In other words, the power of the test decreased. In the cases 

where the interdimensional correlation was low, the rejection rate of unidimensionality was 

1.00 for the DIMTEST T statistic regardless of the sample size and the test length. In other 

words, the data was accepted to be bidimensional and the power of the test was high. It was 

noted that the DIMTEST T statistic was significantly affected by the interdimensional 

correlation for the multidimensionality decision. However, in the cases when the sample size 

was 3000 and the test length was 30, regardless of the correlation value between dimensions, a 

rejection rate of 1.00 was achieved for unidimensionality. In other words, an excellent decision 

was made for multidimensionality. In the study conducted by Zhang (2008), it was stated that 

in the condition of low interdimensional correlation, short tests produced better results than 

long tests. However, in this study, when the interdimensional correlation was very low, the 

results of DIMTEST T statistics gave an excellent performance in terms of test power as the 

test length increased. Although the result of this study was inconsistent with the study of Zhang 

(2008), it seemed to overlap with the studies by Alexandra et al. (2004), Seo and Sünbül (2012) 

and Özbek Baştuğ (2012). 

When the results of the dimensionality DETECT IDN index for the power of the test were 

examined, in the case of bidimensional data with standard normal distribution, with a sample 

size of 500 and above, the correlation value between dimensions and the test length displayed 

a rejection rate of 1.00 for all conditions except one. It could be argued that the Dimensionality 

DETECT IDN statistic worked well in rejecting unidimensionality and accepting 

bidimensionality in cases with bidimensional data where the sample size was 500 and above. 

This finding was consistent with the findings of the study by Svetina (2011) and the studies of 

Roussos and Özbek (2006). In the data with standard normal distribution, when the RMSR and 

Tanaka Goodness of Fit Index values were examined following nonlinear factor analysis 

(NOHARM) as a parametric method for test power, it was observed that for bidimensional data 

with standard normal distribution, interdimensional correlation displayed a rejection rate of 

1.00 for unidimensionality, regardless of sample size and test length. In other words, the null 

hypothesis that the test was unidimensional in all circumstances was correctly rejected. When 

the relevant literature was reviewed, it was stated in the study conducted by Kaya and 

Kelecioğlu (2016) that the results of nonlinear factor analysis were more consistent in 

determining multidimensionality in samples of 50 or more. Contrary to this study, studies by 

Özbek Baştuğ (2012) and Seo and Sünbül (2012) found that nonlinear factor analysis 

(NOHARM) was not a powerful statistical method for determining multidimensionality. 

However, Svetina (2011) stated that statistics based on nonlinear factor analysis (NOHARM) 

results in determining dimensionality in data suitable for non-compensatory multidimensional 

IRT models showed a stronger performance compared to Dimensionality DETECT IDN index. 

As a result, it was noted that the dimensionality DETECT IDN index and nonlinear factor 

analysis (NOHARM) results gave more accurate decisions than the DIMTEST T statistic under 

all conditions in the data with standard normal distribution. It could be argued that the 

DIMTEST T statistic gave more accurate decisions in conditions where the interdimensional 

correlation was low, and the sample size was large. In addition, it could be argued that the 

DIMTEST T statistic worked better in samples of 2000 and above in the cases where the 

interdimensional correlation was high. 



Int. J. Assess. Tools Educ., Vol. 9, No. 3, (2022) pp. 697–712 

 707 

The findings for the 4th group of the study are presented in Table 6. Accordingly, the DIMTEST 

T Statistic, Dimensionality DETECT IDN index and Nonlinear Factor Analysis (NOHARM) 

results were compared in terms of test power ratios in the data with skewed distribution, where 

the sample size was 200, 300, 500, 1000, 2000, and 3000, the test length was 10, 20, and 30 

items, and the degree of interdimensional correlation was 0.25, 0.50, 0.75, and 0.90. 

Table 6. Power rates for DIMTEST T Statistic, Dimensionality DETECT IDN index and Nonlinear 

Factor Analysis in data with skewed distribution according to various sample sizes, different numbers 

of items, and different interdimensional correlation values. 

  Interdimensional Correlation 
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200 

10 0.84 0.76 1.00 1.00 0.69 0.79 1.00 1.00 0.24 0.86 1.00 1.00 0.14 0.85 1.00 1.00 

20 0.96 1.00 1.00 1.00 0.89 1.00 1.00 1.00 0.36 0.99 1.00 1.00 0.08 0.99 1.00 1.00 

30 0.90 1.00 1.00 1.00 0.82 1.00 1.00 1.00 0.61 1.00 1.00 1.00 0.13 1.00 1.00 1.00 

300 

10 0.98 0.67 1.00 1.00 0.91 0.71 1.00 1.00 0.61 0.67 1.00 1.00 0.26 0.77 1.00 1.00 

20 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.23 0.99 1.00 1.00 

30 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.90 1.00 1.00 1.00 0.27 1.00 1.00 1.00 

500 

10 1.00 1.00 1.00 1.00 0.96 1.00 1.00 1.00 0.77 1.00 1.00 1.00 0.73 0.99 1.00 1.00 

20 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.92 1.00 1.00 1.00 0.68 1.00 1.00 1.00 

30 1.00 1.00 1.00 1.00 0.99 1.00 1.00 1.00 0.96 1.00 1.00 1.00 0.40 1.00 1.00 1.00 

1000 

10 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.97 1.00 1.00 1.00 0.68 1.00 1.00 1.00 

20 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.56 1.00 1.00 1.00 

30 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.98 1.00 1.00 1.00 0.82 1.00 1.00 1.00 

2000 

10 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.99 1.00 1.00 1.00 

20 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.98 1.00 1.00 1.00 

30 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.97 1.00 1.00 1.00 

3000 

10 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.99 1.00 1.00 1.00 

20 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.98 1.00 1.00 1.00 

30 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.99 1.00 1.00 1.00 

According to Table 6, in the data with skewed distribution when the sample size increased and 

the number of items in the test increased and the power ratios for DIMTEST T Statistic, 

Dimensionality DETECT IDN index and Nonlinear Factor Analysis were analyzed according 

to different interdimensional correlation values, it was noted that all conditions in which 

nonlinear factor analysis and Dimensionality DETECT IDN index were used gave more 

accurate decisions than the DIMTEST T statistics. However, according to the DIMTEST T 

statistic, it could be argued that more accurate decisions were made in conditions when 

interdimensional correlation was low. In addition, in the cases when the interdimensional 

correlation was high, it was noted that the DIMTEST T statistic worked better in samples of 

1000 and above. 
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In the conditions where the sample size was 200 and 300 and the test length was 10 items, it 

was noted that the rate of correct decision-making decreased in the results of the Dimensionality 

DETECT IDN index and the DIMTEST T statistics, regardless of the interdimensional 

correlation. Although the correct decision rate of DETECT IDN index and the DIMTEST T 

statistic increased as the test length increased, it could be argued that the correct decision rate 

of the DIMTEST T statistic decreased as the sample size decreased. It could be argued that 

nonlinear factor analysis worked better than the Dimensionality DETECT index and DIMTEST 

T statistics in the process of determining dimensionality with skewed data. 

4. DISCUSSION and CONCLUSION 

When the DIMTEST T statistic, Dimensionality DETECT IDN index, and Type I Error rates 

for Nonlinear Factor Analysis were examined in data with standard normal distribution, 

according to various sample sizes and different item numbers, the Nonlinear Factor Analysis 

(NOHARM) results were the most consistent in making the unidimensionality decision. In 

addition, although results of the DIMTEST T statistics were argued to be more consistent, it 

was thought that the use of DIMTEST T statistics in determining dimensionality in short tests 

would not be appropriate. In addition, it could be argued that the DETECT IDN index would 

be more appropriate to use with large samples and large test lengths. The DETECT IDN index 

should not be used in the dimensionality determination process, especially in short tests. When 

the DIMTEST T statistic, Dimensionality DETECT IDN index, and Nonlinear Factor Analysis 

(NOHARM) Type I Error rates were examined according to various sample sizes and different 

numbers of items with the data showing skewed distribution, it was observed that the results of 

DETECT IDN index were more consistent with the data showing skewed distribution compared 

to the data showing standard normal distribution. The results of DIMTEST T statistics and 

Nonlinear Factor Analysis were found to be more accurate in making the unidimensionality 

decision. 

When the power rates for the DIMTEST T Statistics, dimensionality DETECT IDN index and 

Nonlinear Factor Analysis were examined according to various sample sizes, different numbers 

of items and different interdimensional correlation values in the data with standard normal 

distribution, it could be argued that the DIMTEST T statistic gave more accurate results in 

conditions with large samples. Especially in the cases when the sample size was less than 300, 

the error rate of DIMTEST T statistics increased significantly. At the same time, it could be 

argued that the DIMTEST T statistic was affected by the interdimensional correlation for the 

multidimensionality decision. In data with standard normal distribution, the results of the 

dimensionality DETECT IDN index and nonlinear factor analysis (NOHARM) seemed to make 

more accurate decisions than the DIMTEST T statistic under all conditions. DIMTEST T 

statistic, on the other hand, was found to make more accurate decisions in conditions with low 

interdimensional correlation and high sample sizes. 

It could be argued that dimensionality determination methods gave less consistent results when 

the test length was less than 10 items with skewed distribution. On the other hand, although it 

was seen that the results of DETECT IDN index and Nonlinear factor analysis had higher inner 

consistency, it could be argued that the DIMTEST T statistic gave the right decisions in 

determining dimensionality when the sample size was 1000 and above. 

As in every study, this study also had some limitations. The conditions discussed in this study 

were limited to sample size (200, 300, 500, 1000, 2000, and 3000), interdimensional correlation 

(0.25, 0.50, 0.75, 0.90), test length (10, 20, 30 items), and different ability distributions 

(standard normal distribution and skewed distribution). A similar study could be repeated with 

smaller samples and conditions with a larger test length. In addition, the research could be 

repeated by adding other variables. Based on the results of the DIMTEST T statistic used in 
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this study together with DETECT IDN index and nonlinear factor analysis and considering item 

pools and large samples of the large-scale tests used in the exams administered by the Student 

Selection and Placement Center (ÖSYM) or the Ministry of National Education (MEB), use of 

nonlinear factor analysis, the DIMTEST T statistic, and DETECT IDN index were found 

suitable to determine their dimensionality. In addition, nonlinear factor analysis seems to be a 

more accurate decision, especially instead of DETECT IDN index and the DIMTEST T 

statistic, in determining the dimensionality of short exams applied in the school environment. 

In this study, 2PL and compensatory models were used. In future studies, together with 3PL 

models, the results can be examined using non-compensatory models, especially for tests 

containing items where one dimension does not compensate for the other dimension. In this 

study, test cases that were scored 1-0 were created. Considering the scale development and 

scale adaptation studies in education and psychology in future studies, the effectiveness of the 

same methods can be investigated in tests with multiple scores. 

A similar study can be conducted by increasing the number of dimensions. The efficiency of 

the methods can also be tested on real data in the same study. The structure of the test discussed 

in this study is fixed and the test is semi-mixed. A similar study can be conducted with a 

different structure by varying the number of simple or complex items and different test 

structures can be used to test the effect of the test structure. Different item parameter sets can 

affect the performance of methods. Thus, in order to make the findings more generalizable, it 

could be useful to compare the present results with results based on a different set of item 

parameters. Considering the answers not given in the test items used in the exams held in our 

country, the efficiency of the methods can be tested by manipulating the amount of missing 

data in another study. While creating the skewed distribution in this study, skewness and 

kurtosis values (1.75, 3.75) in Fleisman’s (1978) study were taken into account. Data set could 

be created considering the different deviations from the standard normal distribution, and the 

Type I Error and power study could be assessed for the dimensionality determination process. 

In this study, Nonlinear Factor Analysis (NOHARM) from among parametric dimensionality 

determination methods and the DIMTEST T statistic from among non-parametric methods and 

Dimensionality DETECT IDN Index were used. In a different study, performances of other 

parametric and non-parametric methods in dimensionality determination can be tested. Among 

the parametric and non-parametric methods selected for the scope of this study, indices such as 

RMSR, Tanaka Goodness of Fit Index, and DETECT IDN index were used. In a different study, 

the Type I Error and power study can be assessed using other indices such as the approximate 

chi-square (
2

/ DG ) statistic index obtained using the same methods. One of the important results 

of this study is that authors should consider the strengths and weaknesses of the methods in 

terms of the characteristics of the data while deciding or choosing the methods for determining 

dimensionality. Considering the difficulties in data collection processes, especially in the field 

of social sciences in our country, studies should be conducted using recommended methods in 

order not to reach inconsistent results due to the effect of sample size. Finally, for authors that 

would like to conduct a determination of dimensionality studies in the cases where research has 

not yet proven the superiority of one method over another, the application of 

multidimensionality methods may be useful if authors would like to have a comprehensive 

understanding of structure and dimensionality of the data before moving on to the scores 

obtained from the tests. 
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Abstract: In this study, the phonographic view of the acceleration of scientific 

publishing in Türkiye has been revealed with TÜBİTAK/DergiPark data and the 

values of the measurements of the impact factors of scientific journals have been 

sampled with the SOBIAD Index data. SOBIAD Index dataset was used in the 

study. Using the "full count" research method, the data were analyzed by providing 

access to the entire mass, which is the research population, based on purpose-

oriented descriptive analysis. In the calculation of the impact factors of the articles 

in the SOBIAD index, multiple parameters such as the total number of citations of 

the articles in the journal, citation comparison (percentage) and area-weighted 

citation impact, new metric joint values and the similarity criteria in the content 

evaluation were determined. In the study, the measurement and evaluation 

standards of international impact factor measuring institutions (WOS-SSCI, 

Google Scholar, Eigenfactor Metrix and Elsevier/Scopus Index) were also used. 

According to the results of the research, while the average value of the impact 

factors of scientific journals in Türkiye is 0.19, this is seen as 6,19 in WOS-SSCI.  

With the research, the examination of the impact factors of scientific journals and 

articles in Türkiye was presented as an original review through the SOBIAD index 

sample. In order to increase the quality and impact factor of journal/article in 

academic publishing in Türkiye, qualified growth is required rather than 

quantitative growth. 

1. INTRODUCTION 

Article sharing and use of open access journals directly or indirectly affect article authors, 

journal publishers, researchers and information centers in terms of productivity. The sharing of 

scientific information articles by open access journals provides the sharing of 

information=commodity resource, which is intellectual capital. In this context, the number of 

citations to scientific publications is one of the most important criteria used to measure the 

scientific, intellectual, economic and social impact of a publication. The organization of 

knowledge is not independent of its production. In addition to the bibliometric measurements 

based on the indicators of the scientific journals in Türkiye and the articles published in these 

journals, bibliometric network analyzes were also carried out. It has become important for open 

access journals to publish scientific articles produced by scientists and to measure the impact 

values of the articles in terms of value and value creation. Bibliometric measurement is one of 

the important criteria used to measure not only the number of citations to scientific publications, 
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but also the scientific and intellectual effects of authors. The average number of citations to a 

country's scientific publications is interpreted as an indicator of that country's scientific wealth 

(Tonta & Akbulut, 2021, p.389). In the modern world, knowledge has become a valuable 

commodity. Knowledge has a direct impact on the creation and provision of new knowledge, 

values, technologies, resources and employment. In this context, unrestricted open information 

has become important for corporate and legal identities that produce scientific knowledge, 

information users, and those who transform information into value and product. On the other 

hand, access to open information is mostly found in open access journals, and unhindered access 

can be provided. Therefore, with unhindered easy access to open access journals, the use of the 

journal, readability of the articles and citation levels have become important.  In this study, it 

was evaluated how the accessibility of open access scientific journals in Türkiye, bibliometric 

measurements of the effects of citing articles to other scientific studies, and the rational and 

objective evaluation of the findings influence the developing open access publishing journals, 

open access platforms, authors and information users in the context of interaction. With our 

research study, the citation rates of the results of 871 open access scientific journals in the 

SOBIAD Index (SOBIAD Index, 2020a) were examined by subjecting them to a resource-based 

and productivity-oriented research. As a result, the knowledge and technology that develop at 

the global level have radically changed the publishing of academic journals. This change has 

developed in favor of publishers, writers and information users in terms of efficiency and 

production. According to the developing change, electronic format open access publishing, 

which is a new publication model, has forced scientific journals and publishers to open access 

publishing. Soon, the passwords of open access publishing will be provided by controlling the 

content licenses of scientific resources. This study reveals the measurement of impact factors, 

the use of source values, validity and operability of scientific journals that make open access 

publishing in Türkiye. We believe that the development of scientific publishing open access 

journals in Türkiye will contribute to scientific writers, information users and future scientific 

studies on similar topics. This study is the first to evaluate the measurement values of the impact 

factors of open access scientific journals in Türkiye through the SOBIAD Index sample. When 

the literature is examined, it is seen that many instruments are used to measure the impact 

factors. In the study, the population and the sample of the research consist of the same data set. 

In the study, all data values were accessed by using the full count method. With the study, the 

impact values of national-level journals in Türkiye were subjected to multiple regression of the 

SOBIAD Index data set to reach valid and reliable measurement values. In assessment and 

evaluation, the assessment and evaluation methods of WOS, Scopus, Eigenfactor Metrix and 

Google Schoolar were also examined and referenced. We believe that this study will contribute 

to scientific studies on similar subjects after it. 

2.1. Literature Review of the Research 

Regarding the research topic, national and international scientific studies were examined. 

Among the prominent publications in the national literature, a limited number of studies such 

as Tonta and Akbulut's (2021) study titled “Factors Increasing the Citation Effect of Articles 

from Türkiye Published in International Journals”, TÜBA, Türkiye Science Report, Türkiye 

Scientific and Technological Research Council-TUBITAK, ULAKBIM/Cahit Arf Bilgi Center 

(2021), Türkiye Scientific Publication Performance Reports: Journal Performance Indicators of 

Scientific Publications from Türkiye in WOS, by Alptekin Durmuşoğlu (2017) “A Study on 

Data Mining: Türkiye-Addressed Publications”, by Al (2008), “Türkiye's Scientific Publication 

Policy: A Bibliometric Approach Based on Citation Indexes”, and by Mecbure Aslan (2021), 

A Study on Work-Life Balance: “Bibliometric Analysis of Graduate Theses” were examined. 

In the international content of the literature, the impact factor calculations of the Web of Science 

(WOS) and the reports on the subject (Clarivate Journal Citation Reports: Reference Guide, 

2011) were examined. These studies were followed by the metrics measurement studies of 
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Elsevier Science & Scops Index (Elsevier, 2020) and Elsevier Science Index: Measuring a 

Journals Impact, (Elsevier, 2021a) and Google Scholar Index (Google, 2021). Also, the “Leiden 

Manifesto” for research articles and bibliometric research scales was reviewed (Hicks, & 

Wouters, 2015). 

2. METHOD 

Bibliometrics is a statistical analysis of existing studies and is used for quantitative analysis of 

articles in a particular fiel (Aslan, 2021, p.30). SOBIAD data set was used in the preparation of 

the bibliometric data set. The method of this research is based on the "counting method in 

bibliometrics"(Gauffriau, 2021, p.233). With this method, the basic elements of the bibliometric 

indicator shown by the findings in the examination and the factor analysis were made with the 

"full count" method in order to determine the bibliometric research findings. The "full counting" 

method was used in the study (Tutar & Erdem; 2020, p.245-295). A counting indicator 

functions as one of the essential elements of a bibliometric  (Gauffriau, 2021, p.233). The "exact 

counting" method was used in the study (Tutar & Erdem; 2020, p.245-295). This method 

indicator functions as one of the basic elements of a bibliometric information (Gauffriau, 2021, 

p.233). Therefore, in this methodology, the research population and sample consist of the entire 

data set. Due to the limited research data, the research sample group consists of the entire 

research population. Qualitative and quantitative data tools were used together in the research.  

In the data collection process, the last 2 years' quantitative data of the SOBIAD Index data set 

and the qualitative data obtained from authorized persons constituted the data and process of 

the research.  The data findings are presented together with the statistical results supported by 

visual graphics. 

In the global world, information has become a valuable commodity. In this context, the 

importance of open access scientific journals is increasing day by day. Many publics, private 

institutions and legal entity owners in Türkiye publish scientific journals electronically. In this 

context, the data set of 871 scientific journals in SOBIAD Index, which indexes scientific 

journals in Türkiye, constitutes our research population (SOBIAD Index, 2020b). SOBIAD 

Index dataset is publicly available on the official website of the organization as open access. At 

the beginning of the research process, the general manager of the SOBIAD Index directory was 

informed that such research would be conducted, and the legal permission was obtained from 

the relevant institution for the research. In our research study, the journals in the SOBIAD index 

directory constitute the population and sample of the research. In addition, the impact factors 

of these journals and the content interactions of the citation numbers, the research methods 

specified in the subsections of this section, the research model, the research population and 

sample, data sources and data collection tool and data analysis are defined in the study. The 

findings of the research are indicated with graphs consisting of statistical values that blend 

quantitative data with factor distributions. In the conclusion part of the study, the findings were 

interpreted by expressing them as qualitative data supported with quantitative data. With 

citation analysis, scientific information about the literature flow is revealed by providing 

citation networks, informetric laws and productivity analysis. (Todeschini & Baccini, 2016, 

pp.19-20). 

2.1. SOBIAD Index 

SOBIAD Index is a private Turkish patented TR Index (TR Dizin) company (SOBIAD Index, 

2021c). This firm examines the journals that contain the scientific articles with academic 

content in the fields of society, health and science, and measures the citation and citation impact 

values of the articles published in these journals. According to 2020 data, there are 1355 

journals, 400000+ articles, 10949523 citations in SOBIAD Index (SOBIAD Index, 2021d). In 

the research, the impact values and citation results of 871 open access scientific journals 
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according to the 2019 data in the SOBIAD Index were examined by subjecting them to a 

resource-based and productivity-oriented research. The bibliographies of the electronic journals 

that have been published for at least 4 years in the field of Social Sciences and at least 3 years 

in the fields of Science and Health Sciences were searched in the SOBIAD Index; as a result of 

this searching, the citations made by the author/authors in their works were revealed. The data 

of the study consist of the data set of the SOBIAD index. Statistical (factor) analyzes and the 

resulting statistical values are detailed in the relevant section of the study (2.5. Distribution 

Data of Impact Factor of SOBIAD Index). 

Figure 1. SOBIAD Index User Statistics Data. 

 

Source: SOBIAD Index Statistics (2021), URL: https://atif.SOBIAD.com/index.jsp?modul=istatistik 

In Figure 1, access by universities and users to the journals in the SOBIAD index is indicated 

along with the monthly entry statistics. And thus, users can access the data set in the SOBIAD 

index and have open access to journals, articles and scientific citations. Table 1 shows the 

number of transactions made by the users and the content information. 

  

Table 1. SOBIAD User Transaction Frequency Rates (Last 1 Year). 

Pocess Number 

11396826 Article detail view 

4554611 View profile download 

855907 Citation search 

166448 Search by journal name 

537927 View profile 

62764 Search by title 

66396 Search by author name 

20820 Search in full text 

16910 Search by keyword 

13770 Audion listening 

Source: SOBIAD Index Statistics (2021), URL: https://atif.sobiad.com/index.jsp?modul=istatistik 
 

https://atif.sobiad.com/index.jsp?modul=istatistik
https://atif.sobiad.com/index.jsp?modul=istatistik
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The purpose of SOBIAD Index is to reveal the citations made by the authors to other articles 

and books in the articles published in academic and scientific journals. For this purpose, it is 

aimed to determine the impact value of a journal registered in the database among other 

journals. It is possible to access the full texts and abstracts of registered journals with the 

SOBIAD Index. In addition, another aim is to statistically reveal the impact value of a journal 

with an impact value compared to another journal. With the SOBIAD Index, current articles 

can be viewed instantly and access to the abstracts and full texts of the articles can be provided 

upon request. Journal links will be active in the title of scanned journals. Thus, access to 

Türkiye-based academic and scientific journals will be faster and easier. SOBIAD Index 

Directory accepts corporate membership/subscription. Therefore, it appeals to both single-user 

and multi-user audiences. Journals and scanned articles in this index include publications in 

both Turkish and other languages, mostly found in Türkiye-based electronic journals. SOBIAD 

index is a citation index that performs citation search and bibliometric data analysis specialized 

in science, health and social sciences (SOBIAD Index, 2021e). 

2.2. Journal Publishing and Indexing in Türkiye 

In the academic world, the value of the scientific journal is evaluated in proportion to the index 

and the average number of citations of the articles accepted by the journal (Flint, 2021). The 

institutional curatorship of academic publishing in Türkiye is managed by the DergiPark 

Academic unit, which is run by ULAKBİM affiliated to TUBITAK (DergiPark, 2021a). This 

institution is a public institution that helps the journals to survive and to make quality 

publications at high standards by providing infrastructure support such as policy, standard, 

network and software to scientific journals published by public, private and legal persons that 

produce scientific output value in Türkiye. The purpose of the DergiPark Academic unit to 

provide these services is to ensure the development of academic periodicals in Türkiye in 

accordance with quality and standards, to increase the visibility and use of national academic 

journals all over the world, to ensure widespread and advanced use of a system that enables the 

management of journals in an electronic environment, to provide measurable clean data for the 

Türkiye TR national citation index (DergiPark, 2021b), DergiPark Academic unit office is not 

an institution that performs index operations. The public national citation index in Türkiye is 

carried out by the TR Index office, a sub-unit of ULAKBIM, which operates under TUBITAK 

(TR Index, 2021a). TR Index indexes the articles in scientific journals published between 1961 

and 2021. Türkiye TR Index Office evaluates the article indexing processes by considering the 

publication ethical values (TR Index, 2021b) and standards determined by the institution (TR 

Index, 2021c). In Türkiye, the indexing process of academic journals that publish scientific 

publications other than "TR Index Institution" is carried out by SOBIAD Index company 

(SOBIAD Index, 2020c). Scanning model was used in the research. Monitoring and sectioning 

approaches were applied to the data set. Temporal developments and changes of the research 

sample were determined. 

The research population and sample of the study consists of the data set that includes 871 

scientific journals in the SOBIAD Index. The data set of the SOBIAD Index was used to 

evaluate the impact factors of the open access journals reached during the research process. 

SPSS and MAXQDA 2020 program were used as data collection tools. Descriptive statistics, 

quantitative content analysis and bibliometric analysis were used together in the analysis of the 

research data. The findings of the study were subjected to multiple regression in which 

qualitative and quantitative data were interpreted together and the resulting findings were 

revealed together with the statistical distribution data. 
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2.3. The Numbers of Scientific Journals, Publishers and Produced Articles in Türkiye 

According to the 2022 official data of DergiPark Akademik (Figure 2), the number of scientific 

articles produced in Türkiye in a year is 578.128, the number of journals is 2.544, the number 

of publishers is 1.058, and the number of researchers is 496.544 (DergiPark, 2022).  

When we examine the international and national research reports, it is seen that although there 

has been a measurable increase in scientific studies in Türkiye in recent years, it is still behind 

these developed countries when compared to OECD and European Union countries (Akçiğit & 

Tok, 2021, p.16). According to the scientific publication performance report data, Türkiye's 

journal impact factor averages for the years 2011-2015 are stated as 4.2. The data of this report 

consists of the impact factor values of the articles with Türkiye extension published in SSCI 

journals (TR Index, 2021d). Since an official result for the citation averages of the journals in 

the TR Index and DergiPark platform, which publishes scientific publications in Türkiye with 

Türkiye extension, has not yet been specified, the data in this field could not be reached. 

Figure 2. DergiPark, Türkiye Journal and Article Development Chart (2020). 

 

Source: DergiPark, URL: https://dergipark.org.tr/tr/pub/page/about 

According to the 1996-2016 WOS data in the study of Tonta and Akbulut (2021) titled "Factors 

Increasing the Citation Effect of Articles Published in International Journals with a Turkish 

Address", the impact factor averages of scientific journals with Türkiye extension were 

expressed as 1.6 (Tonta & Akbulut; 2021, p.390). It can be predicted that these data are lower 

in scientific journals published at the national level in Türkiye. If TR Index journal impact 

factor data were available, it would be possible to have information about the national impact 

factors of journals and articles across Türkiye and to compare with the SOBIAD Index journal 

and article impact factor values, which is the subject of the research. However, the data gap in 

this area can be considered among the limitations of the research. In the contemporary world, 

bibliometric studies are considered as a part of publication policy (Al, 2020, p.14 ). 

2.4. Evaluation of SOBIAD Index Impact Factors 

871 journals in the SOBIAD Index constitute the data set of the research. In the research, the 

"full count" research method was used, and with this method, all information in the data set in 

the population (N) was accessed, and the information was obtained by examining the variable 

values (mean, ratio, variant and total values, etc.). In terms of the importance of the research 

(SOBIAD Index), the data set was examined by considering the whole population with the full 

count method rather than the sample (n) value, and the result value findings were determined. 

Therefore, an error that may arise from the estimation in the full count is minimized. In the 

research, 2019 Impact Factor of the journals scanned based on the information in the SOBIAD 

Index database is a numerical data about the citation status of the articles published in the 

journals scanned in the database. The calculation of the SOBIAD Index impact factor is done 

https://dergipark.org.tr/tr/pub/page/about
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as follows: The basic calculation logic in calculating the impact factor of a journal for any year 

is provided by dividing the number of citations for the previous year of the year to be calculated 

by the number of publications of two previous years (SOBIAD Index, 2020f). To illustrate, the 

rate of the citations in 2019 of the articles published in 2017 and 2018 gives the journal's 2019 

impact factor (Karamustafaoğlu, 2007, p.2). 

 

The contents such as reader letters, translated articles, news published in the journals in the 

form of articles are not included in the calculation of the impact factor of the journals in the 

SOBIAD Index. In the impact factor calculation logic of the SOBIAD Index, the research metric 

measurement criteria of the Web of Science's impact factor calculation methodology (WOS, 

2021) and the Elsevier Science-Science Direct SCOPUS Index (Elsevier, 2020) and 

components are similar. In the calculation, the measurements and standards of "Eigenfactor 

Metrix" were also taken into consideration (Eigenfactor Metrix, 2021a). In the evaluation of 

the citations made by authoritative publishers and journals with high impact factor, the 

measurement values of this metric have been considered in the score calculations of the articles 

that are in demand for citations (Eigenfactor Metrix, 2021b). Under normal circumstances, there 

is a direct interaction with the citation numbers of the article published in the journal, the journal 

impact factors and citations of other cited articles (SOBIAD Index, 2020g). However, the 

presence of more than one component in the evaluation of the citation and score effect of the 

articles published in the journals in the SOBIAD Index was reflected as small values in the 

calculation of the journal impact factors. Therefore, in this measurement, the citation score of 

any article published in the journals included in the relevant index may not be directly reflected 

in the impact value of the relevant journal. There are multiple reasons for this situation. The 

content effects of multiple components are also decisive in calculating the impact factors of the 

journals in the SOBIAD Index. These criteria are the institutional structure of the journal, being 

subject to international open access agreements and open access policies, national and 

international participant content of journal science and referee boards, the number of local and 

foreign authors, publication language of the journal, local, national and international content 

dimension of the journal,  home page contents, publication periods of the journal, institutional 

or legal personality of the journal, local (regional), national and international dimension of the 

journal, the thematic nature of the journal and the contribution of scientific publications to local 

development, plagiarism status and levels of the articles in the journal, transparency of the 

journal and the commercial structure of the journal. In addition, the evaluation of the journal's 

referee practices (open refereeing, blind refereeing, peer refereeing, etc.), the objectivity and 

consistency of the journal editor and / or editorial working groups, the social media and social 

media interactions of the journals, how user-friendly the journal homepages are and journal 

publisher and / or publisher information are the other criteria. The advisory board of 5 people 

took part in the calculation of the impact factors of the journals in the SOBIAD Index. This 

committee includes independent faculty members selected from universities, metric software 

specialist engineers, librarians and index managers. In the measurement of the impact factors 

of the journals, this committee examined the presence of the above-mentioned components in 

the journals and undertook the task of making small scores and adding them to the metric. 

Similar metric components in the calculation of journal impact factor are also similar in 

organizations that measure international impact factor. Within the scope of the research, all 871 

journals representing both the research population and the research sample were analyzed 

quantitatively and qualitatively, based on the information obtained from the data set, according 

to the 2019 SOBIAD Index data. In Türkiye, 678 journals out of 871 journals in the SOBIAD 
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Index were exposed to an impact factor in the range of 1.117 & 0.000. Since 192 journals in the 

research dataset were not exposed to the impact factor, the data were not evaluated. In order to 

ensure the reliability of the research and to reach all of the data, the "full count" sampling 

method was used in data collection. It is aimed to reach all units of the main mass, which is the 

research population, and to examine the entire population with the full count method (Tutar & 

Erdem, 2020, p.242-295). With this method, it is possible to reach all the elements of the 

population. Due to the physical form (graphic) constraints of the research, all of these journals 

could not be included in the graphics specified in the research, and the selected journals were 

included in the sample. This situation can be shown as a limitation of the research. The fact that 

the research is a current due diligence and compilation study for national and international 

literature shows the original aspect of the research. It is thought that the research will shed light 

on the future scientific studies. 

2.5. Distribution Data of Impact Factor of SOBIAD Index  

It is important to measure the impact factors of scientific journals in the world and in Türkiye 

based on multiple components because scientific articles have turned into the most valuable 

commodity that contributes to social life and economy. In this context, the impact factors of 

scientific journals constitute the scientific exchange rate of the journal, article, author/s and 

countries. In addition to scientific values, the impact factors of journals are important as trust 

values in every field (Law & Leung, 2019, p.734-742). In this study, the metric components in 

the analysis of the research data, the total number of citations (citations) of the articles in the 

journal according to the user date range as well as the Scopus Index measurement (Elsevier, 

2021b) values, citation comparison (percentage) and area-weighted citation effect, new metric 

joint values in metric measurements and the number of views were considered in the evaluation 

of the content. The graphical contents of the data set of SOBIAD Index consist of the following 

data.  

2.5.1. Initial scatter chart 

According to SOBIAD database 2019 data, out of 871 scientific journals publishing in Türkiye, 

there are 3 journals with the impact factors between 1.171 and 1.000 in the national literature 

(SOBIAD Index, 2020i). These data also show that they remain low in terms of impact factor 

efficiency (see Table 2). 

Table 2. Impact Factor Initial Scatter Chart (Between 1.117-1.000). 

The Journals Number of citations Impact factor 

Journal for the Education of Gifted Young Scientists 41 1.171 

Journal of Banking and Financial Studies (BAFAD) 16 1.067 

Online Journal of Technology Addiction & Cyberbullying 18 1.059 

2.5.2. Second scatter chart 

According to the information in the SOBIAD Index dataset, there are 19 journals in the national 

literature with an impact factor between 1.000 and 0.700. Since it is not possible to include all 

the journals in this field due to the limitations of the study, 10 journals selected from the impact 

factor range specified in Table 3 are indicated in the scatter chart.  
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Table 3. Impact Factor Second Scatter Chart (between 1.000 - 0.700). 

The Journals Number of citations Impact factor 

Journal of Hasan Ali Yucel Faculty of Education 31 0.939 

Journal of Applied Social Sciences 13 0.929 

Journal of Education and Science 127 0.882 

Journal of Turkish Librarianship 11 0.846 

The Turkish Journal on Addictions (ADDICTA) 36 0.837 

E-Kafkas Journal of Educational Research 25 0.833 

Bartın University Journal of the Faculty of Economics 

and Administrative Sciences 
37 0.804 

Journal of Dicle University Ziya Gokalp Faculty of Edu-

cation 
41 0.804 

Journal of 100. Yil University Faculty of Education 93 0.802 

Journal of Travel and Hotel Management 61 0.792 

2.5.3. Third scatter chart 

According to the information in the SOBIAD Index dataset, there are 64 journals in the national 

literature with an impact factor between 0.700 and 0.500. Since it is not possible to include 

allthese journals in terms of the limitations of the study, 12 journals selected within the impact 

factor range specified in Table 4 are indicated in the scatter chart. 

Table 4. Impact Factor Third Scatter Chart (0.700 - 0.500). 

The Journals Number of citations Impact factor 

Journal of Geography 13 0.722 

Journal of Bayburt Faculty of Education 48 0.716 

SDU International Journal of Educational Studies 16 0.696 

International Journal of Active Learning 9 0.692 

Western Anatolian Journal of Educational Sciences 13 0.684 

Ihlara Journal of Educational Research 19 0.679 

Journal of Hacettepe University Faculty of Education 81 0.675 

Süleyman Demirel University Visionary Journal 41 0.672 

Tourism Academic Journal 34 0.642 

Journal of Accounting and Finance 75 0.641 

Ege Journal of Education 38 0.594 

Journal of Ahi Evran University Kirsehir Education 

Faculty 131 0.590 

2.5.4. Fourth scatter chart 

According to the information in the SOBIAD Index dataset, there are 287 journals in the 

national literature with an impact factor between 0.500 and 0.350. In terms of the limitations of 

the study, but not all these journals can be included, 10 journals selected within the impact 

factor range specified in Table 5 are indicated in the scatter chart. 
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Table 5. Impact Factor Fourth Distribution Chart (between 0.500 - 0.350). 

The Journals Number of citations Impact factor 

Turkish Online Journal of Qualitative Inquiry 17 0.486 

International Review of Economics and Management 14 0.483 

Ankara University Faculty of Educational Sciences 

Journal of Special Education 

27 0.482 

Gaziantep University Journal of Sport Sciences 34 0.479 

Eskişehir Osmangazi University Turkish World Appli-

cation and Research Center Education Journal 

10 0.476 

Management and Economics: Journal of Celal Bayar 

Un. Faculty of Economics and Administrative Sciences 

51 0.472 

Journal of Mother Tongue Education 63 0.47 

Istanbul University Journal of Sport Sciencesv 15 0.469 

Bilgi Journal of Social Sciences 14 0.467 

Harran Education Magazine 7 0.467 

2.5.5. Fifth scatter chart 

According to the information in the SOBIAD Index dataset, there are 287 journals in the 

national literature with an impact factor between 0.350 and 0.120. In terms of the limitations of 

the study, but not all of these journals can be included, 12 journals selected within the impact 

factor range specified in Table 6 are indicated in the distribution chart. 

Table 6. Impact Factor Fifth Scatter Chart (0.350 - 0.120). 

The Journals Number of citations Impact factor 

Boundless Journal of Education and Research 9 0.300 

Journal of Sociology Studies 11 0.297 

LAU Journal of Social Sciences 8 0.296 

Journal of Academic Research and Studies  18 0.295 

Journal of Human and Social Sciences Research 119 0.289 

International Journal of Progressive Education 32 0.288 

Mediterranean Journal of Educational Research 18 0.198 

Journal of Uludağ University Faculty of Education 16 0.198 

KTU Social Sciences Institute Journal of Social Sciences 9 0.196 

Journal of Discourse Philology 8 0.195 

Journal of Erzincan University Institute of Social Sciences 17 0.193 

Marmara University Journal of Economic and Administrative 

Sciences 10 0.192 

2.5.6. Sixth scatter chart 

According to the information in the SOBIAD Index dataset, there are 224 journals in the 

national literature with an impact factor between 0.120 and 0.000. In terms of the limitations of 

the study, but not all these journals can be included, 13 journals selected within the impact 

factor range specified in Table 7 are indicated in the scatter chart. 
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Table 7. Impact Factor Sixth Scatter Chart (0.120 - 0.000). 

The Journals Number of citations Impact factor 

Turkish History Education Journal 6 0.105 

Journal of Artuklu Academy 3 0.103 

Journal of N. Erbakan University Faculty of Theology 2 0.095 

Journal of BEU Faculty of Theology 3 0.094 

Journal of Cukurova Researches 4 0.093 

Journal of Contemporary Turkish History Studies 6 0.085 

International Journal of Sport Culture and Science 8 0.084 

Journal of Information and Document Studies 1 0.083 

Journal of Belgi 2 0.061 

Eurasian Journal of International Studies 11 0.057 

Journal of Dokuz Eylül University Faculty of Letters 1 0.033 

Journal of Management and Economics Research 2 0.012 

Selcuk University Journal of Turkic Studies 1 0.010 

2.5.7. Seventh scatter chart 

According to the information in the SOBIAD Index dataset, the total number of journals with 

the impact factor between 1.117 and 0.000 is indicated in the national literature. In this context, 

there are 3 journals with the impact factor between 1.117-1.000, 19 journals between 1.000-

0.700, 64 journals between 0.700-0.500, 73 journals between 0.500-0.350, 287 journals 

between 0.350-0.120, 224 journals between 1.120-0.001 and 224 journals between 1.200-0.001. 

On the other hand, there are totally 192 journals without impact factors (Figure 3). 

Figure 3. Impact Factor Seventh Scatter Chart (between 1.117 – 0.000).  

 

3. DISCUSSION and CONCLUSION 

The citations and impact factors of the scientific studies of the countries are similar to the 

scientific exchange rates of that country, just like the value of the national currency and the 

cross exchange rates. The higher the citation values of the articles in scientific journals 

published in a country and the impact factor of the journals, the more valuable the prestige of 

the country in science and its place among the world's nations. Journal impact factor is often 

used for multi-faceted interactions such as knowing about the scientific quality of individual 

research articles and individual journals, evaluating journals, articles and authors, and citation 

influence on other scientific studies. Journal impact factor is a quantitative measure based on 
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the ratio of annual citations in a particular journal to the total citations in that journal in the 

previous 2 years, and is not a mandatory measure for evaluating research quality. The research 

includes examining both the citation-based impact factor values and components of scientific 

journals from Türkiye in the SOBIAD Index. In the review, the SOBIAD Index measurement 

criteria were compared with the TR Index criteria and the impact values of the internationally 

valid indexes (WOS-SSCI) and the Elsevier-Scopus Index, and it was tried to add richness to 

the research. The content and impact values of national scientific journals in Türkiye can be 

evaluated as a compilation study based on the SOBIAD Index data sample. 

Within the scope of the research, the SOBIAD Index data set consists of 871 journals 

representing the population of the research, based on the applied "full count" method. 

According to the research data and findings, 678 of 871 journals representing the population 

were exposed to the impact value; on the other hand, 192 journals in the data set were not 

included in the data evaluation process because they were not exposed to the impact value (n/a). 

In the study, the impact values of the journals exposed to the impact factor in the SOBIAD 

Index were evaluated between 1.117 and 0.000. To ensure the reliability of the research and to 

reach all of the data, the "full count" sampling method was used in data collection. It is aimed 

to reach all units of the main mass, which is the research population, and to examine the entire 

population with the full counting method. With this method, it is possible to reach all the 

elements of the population. 

Within the scope of the research, a total of 871 journals were reached. Due to space, time and 

financial constraints in the research, all of these journals could not be included in the graphics 

specified in the research, and selected journals were included. This situation can be shown as a 

limitation of the research. On the other hand, the fact that the research is a due diligence and 

compilation study in the national literature shows the original aspect of the research, and it is 

thought that the research will shed light on future studies. 

When we evaluate the research on the scale of Türkiye, it is seen that multiple components are 

effective in the interaction of the impact factor data of 871 journals in the SOBIAD Index. In 

Web of Science and SOBIAD Index journal impact factor measurements, impact factor values 

were started with the number 1. The values above the number 1 (>1) were considered plus 

increasing values, and the values below the number 1 (<1) were considered as decreasing 

values, and the values zero and below zero (0) were considered as unoperated (n/a).  

When the results obtained in the study are compared with the WOS-SSCI (6.19) data (Clarivate 

Journal Citation, 2011) it is seen that the average impact factor data of SOBIAD (0.19) is well 

below the average value of the journal impact factor of WOS-SSCI (SOBIAD Index, 2020b). 

With the research, the impact value of scientific journals in Türkiye, article citation impact 

values, the standards used by the journals, open access policies, editorial boards, international 

interactions, local, national and international contributions, reliability, indexes and the 

determining components of the total contribution values are also discussed. In the evaluation of 

the study content, measuring the quality of the journal may reveal a subjective value, rather, 

evaluating the journal impact factors and the values of the impact factors of the article citations, 

the author/s who cited the article, the publication(s) cited and the prestige of the journals in 

which they are published can be a more objective, better and more efficient measure 

(Habibzadeh & Yadollahie, 2008, p.171). According to the research findings, the articles are 

cited in cases where the impact factor of the journal is less than a value of <1 [Ex: Journal of 

History, Culture and Art Studies, impact factor (0.024), number of article citations: 10], in these 

cases, the journal content analysis can be compared to the one stated above. We can state the 

following reality through the SOBIAD Index data sample, that the mean value of the impact 

factor 0.19 which constitutes the scientific exchange rates of scientific journals in Türkiye, has 

been determined to be at an extremely low level. The impact factor calculations of SOBIAD 
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Index, as in the multiple components used in the impact factor calculation of the WOS data 

include journal citation indicators, cited document rates, original documents, citation time 

intervals, document content values, non-open access documents, percentage values of all open 

access documents, rates of publications on the gold and green path, national and international 

collaborations and interactions of publications, sphericity values of documents, journal impact 

factor (JIF) quarter, half and full time frame measures, JIF rank values, citation effects, global 

base areas of the documents, categorical domains and normalized citation effects, percentage 

value distributions of the documents across all data, citations within all elements of the 

documents /reference percentage values, fixed base percentage values of the documents, 

lifetimes of citations, article/document impact values, urgency use indexes of the documents, 

eigen-factor values, impact values of first and last author's works, proportions of hybrid 

documents, published countries and average citation values of countries, publishing house data 

and publishers' impact values, additional categories-commission reports, JIF percentage values 

and JIF ranking, and so on. The numerical indicator values of the components and their current 

presence status could not provide strong content support to the study data, and the research was 

conducted on limited data. This situation limited the research. 

It has been determined that the "impact factor value measurement values of the journals indexed 

by TR Index could not be reached or were not made, so the journals were only included in the 

system with the TR Index acceptance criteria and commission decisions (TR Index, 2021c). 

Therefore, the impact factor of any journal published in TR Index and DergiPark Academic has 

not been revealed as an official result. In this context, it is a major shortcoming that journal 

impact factors are not measured in these institutions where content support is given to national 

journal publications such as TR Index and DergiPark. 

We believe that using and applying similar criteria and data mining methods (Durmuşoğlu, 

2017, p.1118-1120) on a world scale, as in WOS and Scopus Indexes, will be beneficial in 

measuring the impact factors of scientific journals and articles in Türkiye. With the research, it 

is seen that SOBIAD Index private company is the only institution where we can get official 

real results about journal impact factors in Türkiye. It has been determined that the impact factor 

value averages 0.19 of the SOBIAD Index and the journals included in the research are lower 

than those of OECD and European Union countries WOS 6.19 (Clarivate-Journal Citation, 

2021, May 04). In this case, it is beneficial to evaluate Türkiye by the Council of Higher 

Education (YÖK), universities, TUBITAK, publishing houses, publisher editors and 

information producers/authors, and to produce and implement more rational and valid real 

policies. As stated in the science report of TÜBA, in order for Türkiye to be among the leading 

countries in producing science and technology (in scientific publishing), it is necessary to 

identify the failing parties and to intervene in these points with the right policies (Akçiğit & 

Tok, 2020, p.11). With the research, a compilation study was conducted by evaluating the 

current impact factors of scientific publishing journals in Türkiye through SOBIAD Index 

sample. It can be thought that the research study will contribute to similar scientific studies that 

will be carried out after it. 
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Abstract: Most researchers investigate the corrected item-total correlation of items 

when analyzing item discrimination in multi-dimensional structures under the 

Classical Test Theory, which might lead to underestimating item discrimination, 

thereby removing items from the test. Researchers might investigate the corrected 

item-total correlation with the factors to which that item belongs; however, getting 

a general overview of the entire test is impossible. Based on this problem, this study 

aims to recommend a new index to investigate item discrimination in two-

dimensional structures through a Monte Carlo simulation. The new item 

discrimination index is evaluated by identifying sample size, item discrimination 

value, inter-factor correlation, and the number of categories. Based upon the results 

of the study it can be claimed that the proposed item discrimination index proves 

acceptable performance for two-dimensional structures. Accordingly, using this 

new item discrimination index could be recommended to researchers when 

investigating item discrimination in two-dimensional structures. 

1. INTRODUCTION 

Since the social science field has latent traits that cannot be observed directly, researchers use 

indicators to identify these traits. When latent traits (concepts) are not clearly expressed 

hypothetically, researchers often develop a scale to measure them. When scales are developed 

to measure latent traits like success, attitude, interest, and belief, there are two common 

measurement theories; namely, the Classical Test Theory (CTT) and Item Response Theory 

(IRT). Since this research focuses on CTT, this paper only explains this theory and is limited 

to CTT. The CTT is used in numerous scale development studies due to its typical 

implementation in the software, easy-to-understand structure, suitability for social sciences, and 

relatively weak assumptions. 

Moreover, CTT results are similar to and have high-level relationship with results obtained 

from different theories (ex. IRT) in certain situations (DeVellis, 2006; Fan, 1998). However, it 

is essential to note that there are also disadvantages, such as item and person statistics being 
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dependent on the test and sample (Kohli et al., 2015). Therefore, the sampling procedure that 

must be representative of the population when developing a scale becomes an important subject. 

Otherwise, item statistics (discrimination and difficulty) will fail to reflect the reality. 

CTT assumes that each score contains the true and error scores related to the examined trait. 

The normal distribution of the error score is another assumption. Although CTT seems to focus 

on the items, it focuses on the entire test (DeVellis, 2006). When developing CTT-based scales, 

it is reasonable to apply item analysis before factor analysis (Kline, 2000) because item analysis 

can help decide the items to be kept in or removed from the scale (Green & Salkind, 2014). For 

item analysis, it is necessary to focus on exploratory statistics, item difficulty, and 

discrimination (Kline, 2005). The validity of test scores depends on the item validity in the test. 

Especially when the unidimensional structure is considered, a high-level relationship between 

item analysis and factor analysis is found (Kline, 2000). Therefore, it is reasonable to collect 

evidence towards the validity and reliability of the scores obtained from the scale after 

conducting item analysis. Item validity is investigated during item analysis and is frequently 

determined by item discrimination. 

On the other hand, item discrimination is commonly investigated with discrimination index (D) 

and item-total correlation. The D index compares the lowest and highest performance groups 

in the test (Kaplan & Saccuzzo, 2018). Accordingly, the difference between the correct numbers 

of the upper and lower 25% (or 33%) groups is taken and divided by the number of individuals 

in a group (Brown, 1988; Metsämuuronen, 2020a). Cureton (1957) suggested using 27% for 

the upper and lower groups. 27% is a critical ratio that separates the tails from the mean in the 

standard normal distribution of errors. Item discrimination is also the strength of the relationship 

between an item in the test and other items. Therefore, it also measures the item's relationship 

with the true score (DeVellis, 2006). In other words, it is the relationship between one item and 

all items. Therefore, it is called item-total correlation. Item-total correlation is investigated with 

phi coefficient, tetrachoric, biserial, and point-biserial correlation coefficients for binary (1-0) 

scored items and Pearson product-moment correlation coefficient for polytomous scored items 

(ex. open-ended tests) (Kline, 2000). It can be seen that some applications calculate correlation 

after reducing the investigated item score from the total score. That application was named the 

corrected item-total correlation (Macdonald & Paunonen, 2002). Values obtained without 

corrected item-total correlation are biased (Kline, 2000) since correction is essential, especially 

when 5-6 items are in the test (Kline, 2005). The correlation will be higher than its actual value 

as item scores will be included in the total score with no correction.  

In unidimensional structures, when the item-total correlations are positive and high, these items 

can distinguish low and high-level individuals from each other in terms of the trait measured 

by the item, which is the basis of item discrimination. Item-total correlation values show that 

the item discrimination varies between -1 and 1, like the Pearson product-moment correlation 

coefficients (Brown, 1988). A negative item discrimination value indicates inverse 

discrimination between individuals with low and high ability in terms of the measured trait. 

Negatively discrimination means that while individuals with a high trait have a low score on 

the item, individuals with a low trait have a high score. The increased discrimination of an item 

with a positive value indicates that individuals with low and high trait levels are effectively 

distinguished (Macdonald & Paunonen, 2002). There is a cut-off point for item discrimination. 

Most researchers state that item-total correlation must be at least .30 (Kline, 2000; Nunnally & 

Bernstein, 1994). 

The related literature review shows relatively more common discrimination coefficients, 

examples of which include the D index, point-biserial correlation coefficient, biserial 

correlation coefficient, phi coefficient, tetrachoric correlation coefficient, and rank biserial 

correlation coefficient. There are less common discrimination indexes such as the B index, the 
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agreement statistic, Davis discrimination index, Flanagan's correlation coefficient, Flanagan's 

corrected correlation coefficient, and phi/(phi max) coefficient (Liu, 2008). In other words, 

researchers related to the discrimination coefficient have always been in a search for what the 

best discrimination coefficient is since there are currently more than 20 discrimination 

coefficients available in the literature. Although item discrimination has been investigated for 

a long time, the research on this subject is still ongoing. 

Some studies compare item discrimination indexes or recommend a new index when the current 

literature is reviewed. For example, Bazaldua et al. (2017) stated that the literature has 

complicated results regarding item discrimination and compared point-biserial, biserial, and 

point-biserial with the item-rest score, phi coefficient for binary data which categorize using 

median value, discrimination index. The estimators showed different performances in the 

analysis by differentiating test length, item difficulty, item discrimination, and test score 

distribution. In another study, Liu (2008) compared the point-biserial and biserial correlation 

coefficients with the D coefficient calculated with different lower and upper group percentages 

(10%, 27%, 33%, and 50%). Item-factor correlations showed the closest result to the item-total 

correlation. In recent years, Metsämuuronen (2020a) conducted research in order to generalize 

the D index, a simple and robust coefficient. D index that gives consistent results even when 

there are outliers is generalized for items scored in more than two categories while e vector 

properties are used in generalization. In addition, Metsämuuronen (2020b) recommended 

Somers' D index as an alternative to item-total correlation and corrected item-total correlation. 

As a result of the simulation study, the researcher found that Somers' D index estimated values 

below the real value for items with four and more categories.  

Even when multi-dimensional structures are found in CTT-based scale development studies, it 

is seen that the item-total correlation or corrected item-total correlation is examined when 

examining the item discrimination (Ak & Alpullu, 2020; Akyıldız, 2020; Çalışkan, 2020; 

Tarhan & Yıldırım, 2021). However, such analysis might lead to underestimates of item 

discrimination. Therefore, items that should be included in the scale might be removed from 

the scale. To avoid item removal, item-factor correlation or corrected item-factor correlation 

might be investigated (see also Green & Salkind, 2014). However, such an approach requires 

much effort and fails to provide information about the entire test. Our study built on this 

problem aims to provide an alternative approach to investigate item discrimination of scales 

developed or adapted based on the Classical Test Theory (CTT). We proposed a new item 

discrimination index for two-dimensional structures and tested it using the Monte Carlo 

simulation under the conditions of sample size, the magnitude of item discrimination, inter-

factor correlation, and the number of categories. The newly developed item discrimination 

index can determine the discrimination of each item at one time by considering the scale's 

dimensionality. The inter-factor correlation can be considered with this newly proposed index, 

and a direct relationship can be established between the score for the entire test and items. 

Our study contributes to the literature by eliminating the mentioned limitations regarding item 

discrimination and providing evidence for item discrimination by considering the 

dimensionality and inter-factor correlation in two-dimensional structures. Therefore, this study 

is considered necessary and aims to contribute to the literature by a) recommending a new item 

discrimination index for two-dimensional structures, b) investigating the recommended item 

discrimination index under numerous simulation conditions, and c) the new recommended 

discrimination index can be used in scales development studies. The detailed information 

regarding this index is provided as follows: 

1.1. New Index 

A vector length in analytic geometry is used by considering the inter-factor correlation to 

develop a two-dimensional item discrimination index. The item discrimination values 
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calculated for each dimension of an item create a vector in the space. Let us consider a two-

dimensional example: In a two-dimensional structure, an item's correlation with the first and 

second dimensions is expressed by two values, D1 and D2. These points can be represented as 

ordered pairs in two-dimensional Euclidean space, which is presented in Figure 1. 

Figure 1. D1 and D2 points on the plane. 

 

Figure 1-(a) shows that the x and y axes represent vertical two dimensions. D1 and D2 points 

represent the discrimination of an item in each dimension. D1 and D2 points can be represented 

as ordered pairs (a,0) and (0,b). At the same time, these points indicate a vector on a plane. 

Similarly, D1 and D2 points in Figure 1-(b) are points on the affine coordinate system. The 

affinity of the axes indicates a correlation between the dimensions. The correlation between the 

dimensions equals the cosine of the angle between these two vectors (Gorsuch, 1974). In this 

case, the product of these vectors is found to learn about the discrimination on both dimensions. 

The starting point of this study is this idea. The parallelogram method is applied to find out the 

product of these points, and the product vector is found as equation 1: 

𝑉𝑏
2⃑⃑ ⃑⃑  = 𝑎2 + 𝑏2 + 2𝑎𝑏𝑐𝑜𝑠𝜃 1 

(Lange, 2009). Here, a represents the x-axis value, b represents the y-axis value, and θ 

represents the angle between the x and y axes. Since the axes will have a 90o angle when they 

are perpendicular, cos(90o) = 0 will give the resultant vector as 𝑉𝐵
⃑⃑⃑⃑ = √𝑎2 + 𝑏2. However, when 

the axis is affine, the coordinates on these affine systems are first transformed into the 

rectangular coordinate system. The product vector is calculated as in the perpendicular 

coordinate system. The transformation matrix in equation 2 is used for this transformation 

(Deakin, 1998). 

[
𝑋′

𝑌′] = [
𝑐𝑜𝑠𝜃 𝑠𝑖𝑛𝜃
−𝑠𝑖𝑛𝜃 𝑐𝑜𝑠𝜃

] [
𝑋
𝑌
]  2 

Accordingly, X' and Y' values correspond to discrimination in the affine coordinate system, 

while X and Y values are the correspondence in the rectangular coordinate system. θ is the 

angle between the two axes. When the equation system in Equation 2 is solved, X and Y values 

are obtained. Since X' and Y' values correlate with each item's dimension for two-dimensional 

structures, these are known as numerical values. θ value can be obtained from the correlation 

between two dimensions. Since the correlation (𝑟𝑥𝑦) between two dimensions is cos(θ) 

(Gorsuch, 1974), which will be arccos(𝑟𝑥𝑦) = 𝜃, the value obtained here can be used for 

calculating 𝑠𝑖𝑛(𝜃). Thus, two unknown values in the equation system will be X and Y. If this 

equation system is solved: 

𝑋′ = 𝑐𝑜𝑠𝜃. 𝑋 + 𝑠𝑖𝑛𝜃. 𝑌 3 

𝑌′ = −𝑠𝑖𝑛𝜃. 𝑋 + 𝑐𝑜𝑠𝜃. 𝑌 4 

 

D1 

D2 

 

QU

(b) 

D1 

D2 

(a) 
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will be obtained. Here, if we multiply equation three to (−𝑐𝑜𝑠𝜃) and equation four to (𝑠𝑖𝑛𝜃), 

we obtain X and Y variables: 

−𝑐𝑜𝑠𝜃. 𝑋′ = − cos2 𝜃 . 𝑋 − 𝑐𝑜𝑠𝜃. 𝑠𝑖𝑛𝜃. 𝑌 5 

𝑠𝑖𝑛𝜃. 𝑌′ = − sin2 𝑋 + 𝑠𝑖𝑛𝜃. 𝑐𝑜𝑠𝜃. 𝑌  6 

equations are obtained. If each side of the Equations 5 and 6 are summed:  

𝑠𝑖𝑛𝜃. 𝑌′ − 𝑐𝑜𝑠𝜃. 𝑋′ = (sin2 𝜃 + cos2 𝜃). 𝑋 7 

𝑋 = 𝑠𝑖𝑛𝜃. 𝑌′ − 𝑐𝑜𝑠𝜃𝑋′ 8 

equations are obtained. Thus, the X variable is found. X variable can be written in Equation 3, 

and similar operations are followed for the Y variable:  

𝑌 = −𝑠𝑖𝑛𝜃. 𝑋′ + 𝑐𝑜𝑠𝜃. 𝑌′ 9 

by writing the X and Y variables obtained from here to Equation 1 𝑎 and 𝑏 variables, a two-

dimensional discrimination index is obtained.  

1.2. An Example of a New Index 

Let us assume that an item's discrimination index for the first dimension (correlation) is .50, 

and the discrimination index for the second dimension (correlation) is .20 on a two-dimensional 

scale, then the inter-factor correlation is .30. Let us calculate the two-dimensional 

discrimination coefficient of an item obtained from a two-dimensional scale: Here, 𝑋′ = .50 

and 𝑌′ = .20 because the 𝑋′ and 𝑌′ values in the new discrimination index are the correlation 

of the item for two dimensions. Since the correlation between the two dimensions is given 

as .30, we have  𝑐𝑜𝑠𝜃 = .30 ⇒ 𝑎𝑟𝑐𝑐𝑜𝑠 (0.30)= 𝜃. Here, 𝜃 =  72.54𝑜 is obtained. When these 

values are written to Equations 8 and 9:  

𝑋 = sin(72.54𝑜) . 0.20 − cos(72.54𝑜) . 0.50 10 

𝑌 = −sin(72.54𝑜) . 0.50 + cos(72.54𝑜) . 0.20 11 

equations are obtained. X and Y values are obtained as 0.0407 and -0.4169, respectively. When 

X and Y values are written to Equation 1 respectively as 𝑎 and 𝑏 and written to 𝑐𝑜𝑠𝜃 = .30: 

𝜉 =  √0.04072 + (−0.4169)2 + 2. (0.0407). (−0.4169). 0.30 12 

The equation is obtained. 𝜉 results as 0.4065 when equation 12 is completed. Accordingly, for 

a two-dimensional scale, the correlation of an item with the first and second dimensions is .50 

and .20, respectively. The discrimination for both dimensions is obtained as .41 when two 

dimensions are considered together. 

2. METHOD 

This study investigated a new item discrimination index for two-dimensional structures in a 

Monte Carlo simulation. In Monte Carlo simulation studies, the data are generated to fit the 

desired distribution properties (Bandalos & Leite, 2013) and analyzed in line with the purpose 

of the study. 

2.1. Simulation Conditions 

In this study, the sample size (200, 500, and 1000), the magnitude of item discrimination 

(.30, .50, and .70), inter-factor correlation (.00, .30, and .50), and the number of categories (2, 

3, 5 and 7) were the simulation conditions and the fixed simulation condition was two-

dimensional structures (see the further details in the data analysis section). 
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200, 500, and 1000 conditions were determined for the sample size. Kılıç and Koyuncu (2017) 

reviewed the scale adaptation studies in Turkey and found that more than half of the studies had 

samples between 100 and 349, and the average was 244. On the other hand, another study 

investigating the scale development studies in Turkey (Koyuncu & Kılıç, 2019) reported that 

more than half of the studies investigated included 300 or more individuals. Goretzko et al. 

(2021) systematically reviewed scale development studies and stated that more than half of the 

studies had a 400 or higher sample size. For this reason, considering the item discrimination 

index mainly reported for scale development and adaptation studies, the sample size was 

selected as 200 and 500. The 1000 sample size condition was included in this study to 

investigate the effects of increased sample size on the results. 

.30, .50, and .70 conditions were determined for the magnitude of item discrimination. Since 

item discrimination between the .30-.39 range suggest that the item can be directly included in 

the scale/test (Crocker & Algina, 2008), the .30 condition was added to the study. On the other 

hand, since the item discrimination was desired to be .40 and above, the .50 and .70 conditions 

were added to the research as the conditions where the item discrimination was medium and 

high, respectively. 

.00, .30 and .50 conditions were investigated for inter-factor correlation. .00 inter-factor 

correlation suggests no relationship between the dimensions, i.e., the dimensions are 

perpendicular. The .00 inter-factor correlation condition was added since item-total correlation 

was investigated while the item discrimination was calculated. Thus, it was aimed to examine 

the results that would emerge when the total score is taken in a situation where the total score 

should not be taken. On the other hand, the inter-factor correlation is generally reported and 

investigated as .30 in empirical (Li, 2016) and simulation studies (Cho et al., 2009; Curran et 

al., 1996; Flora & Curran, 2004; Foldnes & Grønneberg, 2017). Therefore, this simulation 

condition was added to the study. .70 inter-factor correlation condition was added due to high 

correlation between the dimensions in order to investigate the item-total score correlation 

results when getting a total score would cause no problems. 

The number of categories of variables was manipulated as 2, 3, 5, and 7 in this study. The scale 

items are often Likert-type, and Likert-type items are generally scored as five-point scores 

(Lozano et al., 2008). Therefore, five was added as the category number to the study. On the 

other hand, three category conditions were added to the study since 3-point scales were used 

for children. Two conditions were added since there might be achievement tests with multiple 

options, yes/no, or a control list. Lastly, seven category number condition was included in the 

study to investigate the effects of increased category number on the discrimination index. Figure 

2 briefly shows the simulation conditions. 

Figure 2. Simulation conditions. 

 

Item 
discrimination 
value (0.30, 
0.50 and 0.70) 

Inter-factor 
correlation

(.00, .30 and 
.50)

Sample Size

(200, 500 and 
1000)

The number of 
categories (2, 3, 
5 and 7) 
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This simulation study was carried out with fully cross design. As seen in Figure 2, a fully 

crossed design was applied, and the simulation was run for 4x3x3x3=108 conditions. 1000 

replication was applied for each condition. 

2.2. Data Analysis 

We used R software (R Core Team, 2021) for data generation and came up with four variables: 

the first was item 1 scores, the second one was total score for dimension 1, the third one was 

total score for dimension 2, and last one was item 2 scores. The data generation process was 

given in Figure 3. Also, the data generation R codes were added (see Appendix 1). 

Figure 3. Data generation process. 

 

After data generation was performed, we added the scores of dimension-1 and dimension-2 to 

obtain the total scale score. We calculated item-total correlation using items (item-1 and item-

2) scores and total scale scores. Thus, the correlations of the items with the scores obtained 

from the whole test were examined. 

The R software's stats (R Core Team, 2021) package was used to calculate the proposed two-

dimensional item discrimination index. The item-total and item-factor correlation were 

examined and the proposed two-dimensional discrimination index worked under simulation 

conditions was determined. Therefore, the graphics show the item-factor correlation, item-total 

correlation, and two-dimensional item discrimination index results. These results were used for 

a descriptive inference. Additionally, a one-way analysis of variance (ANOVA) was applied to 

investigate which conditions would have a more effect on item discrimination. 

3. FINDINGS 

The average values obtained from item discrimination methods as a result of this study are 

given in Figure 4. Additionally, these values are given in the Appendix-2 for researchers who 

want to take a detailed look at these results. Figure 4 shows that the correlation between the 

dimensions is .00, i.e., when two dimensions are orthogonal, and the recommended two-

dimensional discrimination index and the item-factor correlation revealed similar results. The 

calculated values are more accurate since the data became closer to continuous as the category 

number increased. 

When the inter-factor correlation was .00, it could be stated that the item-total correlation was 

underestimated for all magnitude of item discrimination conditions. One reason is to examine 

The scores of the first item were obtained from the normal distribution (N(0,1)) according to the 
sample size ➔We generate Item-1 scores in this step.

The scores of the first item were obtained from the normal distribution (N(0,1)) according to the 
sample size ➔We generate Item-1 scores in this step.

The scores of the first dimension were generated in such a way that they correlated with the scores 
of item 1 as well as the item discrimination. ➔ We generate Dimension-1 scores in this step

The scores of the first dimension were generated in such a way that they correlated with the scores 
of item 1 as well as the item discrimination. ➔ We generate Dimension-1 scores in this step

The scores of the second dimension were generated to correlate as well as the inter-factor 
correlation with the scores of the first dimension. ➔We generate Dimension-2 scores in this step

The scores of the second dimension were generated to correlate as well as the inter-factor 
correlation with the scores of the first dimension. ➔We generate Dimension-2 scores in this step

The scores of the second item were generated in such a way that they correlated with the scores of 
dimension-2 as well as the item 2's discrimination. ➔ We generate Item-2 scores in this step

The scores of the second item were generated in such a way that they correlated with the scores of 
dimension-2 as well as the item 2's discrimination. ➔ We generate Item-2 scores in this step
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item-total correlation by taking the total score from two vertical dimensions. The simulation 

conditions with a .00 inter-factor correlation between the dimensions showed a better 

performance for the newly recommended method. 

When the inter-factor correlation was .30, it is possible to say that the recommended item 

discrimination index had a higher value than that of the item-factor correlation. Since the 

correlation coefficients made a more reasonable estimation with the increased category number, 

the item discrimination indexes increased in 7-category items. However, the graphic shows that 

the corrected item-total score correlations fail to give results close to the actual values in any 

conditions.  

Figure 4. Discrimination indexes obtained from simulation conditions. 

 

When the conditions with a .50 inter-factor correlation and discrimination were investigated, it 

was observed that the two-dimensional discrimination index was overestimated. Although 

increasing the inter-factor correlation and magnitude of the item discrimination to .70 deviates 

the results of the recommended two-dimensional item discrimination index from the actual 

value, the value should be .70 and estimated as .76 at most. Accordingly, overestimation could 

be stated as approximately 9%.  

The one-way analysis of variance conducted to investigate which simulation conditions affected 

the values obtained from the item discrimination methods revealed that the sample size had no 

significant effect on the item discrimination [F(2,312)=.04, p=.97]. There is a significant 

difference between category number [F(3,312)=189.21, p=.00], inter-factor correlation 

[F(2,312)=70.33, p=.00], magnitude of item discrimination [F(2,312)=4906.54, p=.00], and item 

discrimination methods [F(2,312)=668.99, p=.00]. When the effect size was investigated, the eta-

square value was found to be .97 for the magnitude of item discrimination conditions, .81 for 

item discrimination method, .65 for category number, and .31 for inter-factor correlation. 

Accordingly, the most impactful factor on item discrimination estimations was the magnitude 

of item discrimination. According to Green and Salkind (2014), the eta-square value of .14 

shows a high impact size. Based on this, it could be stated that the eta-square values obtained 

for the magnitude of item discrimination, item discrimination method, category number, and 

inter-factor correlation had a significantly high impact. 
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4. DISCUSSION and CONCLUSION 

A new item discrimination index was obtained for two-dimensional structures in the current 

study, which was carried out based on the discrepancies in examining item-total score 

correlations for item discrimination in multi-dimensional constructs based on a test score or 

factor score. After numerous investigations on category number, sample size, the magnitude of 

item discrimination, and inter-factor correlation based on Monte Carlo simulation, the newly 

obtained item discrimination index can be used for two-dimensional structures. This study 

shows a significant difference between item-total correlation, item-factor correlation, and 

recommended item discrimination for two-dimensional structures. This finding matches the 

results of Bazaldua et al. (2017) as they failed to find similarities between item discrimination 

methods when multiple item discrimination methods were compared. Such results support the 

hypothesis stated in the problem situation of the current research.  

Item-factor correlations showed similar results with the newly recommended index, especially 

when the correlation between the factors was extremely low (correlation was taken as .00 to 

exemplify this condition in the current study). It can be seen that the recommended item 

discrimination index for two-dimensional structures showed adequate performance when the 

fact that item-factor correlations should be investigated for two-dimensional structures. 

Moreover, the recommended two-dimensional discrimination index could be used when the 

correlation between dimensions was extremely low. Also, the results in item-factor correlations 

provide ideas about the factor, not the entire test. Considering that item-total correlations 

underestimate the discrimination, it is beneficial to use the newly item discrimination index for 

two-dimensional structures that can be calculated at once. 

When the inter-factor correlation increased to .30, although the item-total correlation was closer 

to the actual value of the item discrimination, the value was deficient. This situation may cause 

researchers to be mistaken when making decisions about items. Item-factor correlations of two-

dimensional structures and newly item discrimination index revealed similar values. Although 

the item-factor correlations were highly close, these revealed slightly lower results than the 

actual values. When the factor correlation was .00 or .30, the item-total and item-factor score 

correlations showed differences. However, contrary to this finding, Liu (2008) stated that the 

item-total and item-factor correlations had similar results. It is believed that the difference 

between our specific study and Liu’s (2008) study was due to mixed-format test usage. 

As the inter-factor correlation increased to .50 and the discrimination value to .70, the highest 

value was obtained for two-dimensional structures in the new item discrimination index. When 

inter-factor correlation was .50 and item discrimination was .70, the behaviors of the item 

discrimination methods differentiated more. When the inter-factor correlation was .50, the item-

total correlations were underestimated; the item-factor correlations were estimated close to the 

actual value, and the new two-dimensional item discrimination index was overestimated. The 

overestimation percentage for the new two-dimensional discrimination index was 9 at most. 

The sample size was not found as a significant independent variable to impact the estimation 

of item discrimination. One of the reasons might be that the smallest sample size was 200. In 

addition, the magnitude of item discrimination and inter-factor correlations were found as 

significant independent variables. Therefore, inter-factor correlation and magnitude of item 

discrimination should be considered by researchers when item discrimination is investigated. It 

is important to note that the item discrimination index for two-dimensions might be slightly 

overestimated when the inter-factor correlation is high (approximately .70).  

There is another important finding in this study. The methods can identify the item 

discrimination more accurately as the category number increases. However, Metsämuuronen 

(2020b) recommended that Somers' D coefficient estimates two-category data better. The 

difference between the new item discrimination index in the current study and 
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Metsämuuronen's (2020b) study is due to the different mathematical basis. The recommended 

index in this study is in line with corrected item-total and item-factor correlations. In addition, 

Metsämuuronen (2020a) generalized the D index for items scored in more than two categories 

by using vectors in the study to generalize the D index. Similarly, calculations of the 

discrimination index for two-dimensional structures in the current study were based on vectors.  

The item discriminations were underestimated when the category number was low. However, 

the literature does not show different cut-off points for item-total correlations according to 

category number. Although there is no rule of thumb, the cut-off point for the new item 

discrimination index can be determined as .30 when data are in 5 and 7 categories. Considering 

that the data have 2 or 3 categories, it is rational to accept the new item discrimination index up 

to .20. Accordingly, different cut-off points can be determined for different categories and 

discrimination indexes by conducting simulation studies in future studies. 

This study has certain limitations. Since the recommended discrimination index is newly 

developed, we investigate it for only two-dimensional structures. Future studies can focus on 

three or more dimensional structures. Moreover, the item discrimination index for two-

dimensional structures might be revised based on the studies with 3, 4, 5, or higher dimensions 

and added to open-source software (Python, R, etc.). This study has not covered items with 

cross-loading. In future studies, the performance of the developed item discrimination index 

can be examined in cases where items have cross-loading. 

The item discrimination index for two-dimensional structures revealed as a result of this study 

can be recommended only for two-dimensional structures. We named the recommended item 

discrimination index as ξ coefficient. Therefore, researchers using the recommended index for 

two-dimensional structure could show the index as a ξ coefficient. 
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APPENDIX 

Appendix 1. R Codes for data generation. 

generate_data <-   function(seed, discrimination, interfactor_cor, sample_size) { 

  #Set the seed and generate the parameters 

  set.seed(seed) 

  i_1 <- rnorm(sample_size, 0, 1) 

  t_1 <- rnorm(sample_size, discrimination*i_1, sqrt(1-discrimination^2)) 

  t_2 <- rnorm(sample_size, interfactor_cor*t_1, sqrt(1-interfactor_cor^2)) 

  i_2 <- rnorm(sample_size, discrimination*t_2, sqrt(1-discrimination^2)) 

  tidyr::tibble(i_1, i_2, t_1, t_2, scale_score = t_1 + t_2) 

} 

 

 

 

 

 

Appendix 2. Discrimination indexes values obtained from simulation conditions. 
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Abstract: The aim of this study is to develop a valid and reliable measurement tool 

that measures critical thinking skills of university students. Pamukkale Critical 

Thinking Skills Scale was developed as two separate forms; multiple choice and 

open-ended. The validity and reliability studies of the multiple-choice form were 

constructed on two different theoretical frameworks as classical test theory and 

item-response theory. According to classical test theory, exploratory and 

confirmatory factor analyses were performed, to item-response theory, the 

Generalized Partial Credit Model (GPCM) for one-dimensional and multi-category 

scales was tested for the construct validity of the multiple-choice form of the scale. 

Analysis results supported the unidimensional structure of the scale. The reliability 

analyzes showed that the internal consistency coefficient of the scale and the item-

total correlation values were high enough. The test-retest analysis results supported 

that the scale shows stability over time regarding the field it measures. The results 

of the item-response theory-based analysis also showed that the scale met the item-

model fit assumptions. In the evaluation of the open-ended form of the scale, a 

rubric was used. Several studies were conducted on the validity and reliability of 

the open-ended form, and the results of the analysis provided psychometric support 

for the validity and reliability. As a result, Pamukkale Critical Thinking Skills 

Scale, which was developed in two forms, is a valid and reliable measurement tool 

to measure critical thinking skills of university students. The findings were 

discussed in the light of the literature and some suggestions were given. 

1. INTRODUCTION 

All living things on earth have genus specific biological and cognitive resources that enable 

them to adapt to the world (Tolman, 1932, p. 374). The main skill that distinguishes humans in 

terms of these resources is thinking. Thinking as a core concept for all cognitive actions of 

human beings includes many important sub-processes. In this sense, the literature distinguishes 

among different high-level thinking processes such as reflective thinking, creative thinking, and 

critical thinking. Reflective thinking, like critical thinking conceptualized by Dewey (1933) and 
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often used interchangeably, can be defined as the process of creating a new understanding that 

makes the meaning and importance of the phenomenon apparent through processing the 

phenomenon and related intellectual experience analytically (Boyd & Fales, 1983). In other 

words, reflective thinking includes the process of making judgments for controlling and 

improving the learning process by actively thinking about what is known, what is lacking and 

how the discrepancy can be eliminated (Dewey, 1933). In the most general sense, creative 

thinking is defined as the ability to create new products (Parkhurst, 1999) by offering solutions 

or perspectives that have not been offered yet.  On the other hand,  critical thinking, referred by 

Paul (2005) as thinking about thinking, is defined as the  evaluation and meaning making 

process (Mazer et al., 2007) of identifying the main themes and assumptions behind the claims 

presented in light of reasons and evidence independently of the effects of current prejudice and 

past experiences (Paul & Elder, 2001), discovering relationships, drawing conclusions based 

on existing evidence and considering whether these conclusions are valid based on the evidence 

(Pascarella & Terezini, 1991). Although each one of the aforementioned thinking processes is 

important in carrying out the daily life’s actions and tasks which are getting more complex, 

diverse and requiring multi-dimensional perspective day by day, the critical thinking is no 

longer just an ability with extra advantage, rather, as the base of all other thinking processes 

(Paul & Nosich, 1991; Ruggiero, 1990), it has become an indispensable perquisite for the 

adaptation to today’s world where information is temporary, intense and often misleading.As a 

matter of fact, in today's world, defined as the information age by many researchers in recent 

years, there has been numerous calls for critical thinking to be an indispensable part of the 

educational process (Facione, 2015; Lipman, 1988; Siegel, 1988; Uzuntiryaki & Capa-Aydin, 

2013) as a necessary skill needed in every aspect of life including workplace performance and 

leadership skills (Flores et al., 2012), crisis prevention management, which has become more 

important under the threat of global warming (Comfort, 2007) and ensuring the continuation 

and preservation of democracy through knowledge management as a citizen under the 

information bombardment (Rezaee et al., 2012). 

In spite of the existing need and it has a deep-rooted history dating back to Socrates (Bailey & 

Mentz, 2015), a common conceptualization that can provide scientific understanding and 

consistency in the literature has only emerged as late as 1990’s as a result of the Delphi project 

(Mpofu & Maphalala, 2017). Awareness of the importance of critical thinking increased due to 

the regained popularity of the 1980’s educational approach emphasizing the importance of 

inquiry-based high-level thinking skills where students are the main actors in the education 

process (Facione, 1990a). As a result of this awareness, The Delphi project was initiated to 

create a consensus-based conceptualization that could be used in critical thinking teaching by 

means of a holistic definition (Facione, 1990a). Within the scope of the project, 46 experts who 

are known for their contributions to the field from philosophy, education, social and natural 

sciences formed a committee and worked for two years to determine what critical thinking is 
and its most important components, skills, and related behaviors. After intense exchanges 

among prominent figures in the field such as Dave Ellis, Richard Paul, and Peter A. Facione, 

the committee determined that critical thinking has two inseparable components: critical 

thinking skills and critical thinking dispositions. Critical thinking skills further consist of 

interpretation, analysis, evaluation, inference, explanation, and self-regulation sub-skills.  

Interpretation skills, which are defined as understanding the content and importance of the text 

by critically considering the material at hand, independently of their own subjective thoughts, 

include cognitive skills such as recognizing the problem, defining it objectively, defining the 

content in one's own words, and defining the author's point of view. Analyzing is to identify the 

inferential relationships between elements by identifying the ideas and arguments presented in 

the content. In this framework, analysis includes actions such as finding the source of the claims 

in the content, identifying the similarities and differences between different options. Evaluation 
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includes skills such as deciding based on the credibility of a content to determine the reliability 

of the judgment, belief, decision, or ideas presented in the content and the reasons presented for 

these ideas, whether the evidence presented sufficiently supports the conclusion reached, or 

whether the reason, judgment or ideas put forward are within the framework of logic, existing 

situation, and evidence. Inference involves reasoning and drawing conclusions by questioning 

presented arguments and assumptions in the light of available evidence. In this framework, 

creating a consistent content-based synthesis, predicting the next step, and identifying possible 

outcomes are among the examples of making inferences. Explanation, which is another sub-

dimension of critical thinking skills, is the ability to present the content as a coherent whole by 

synthesizing the ideas reached in the critical thinking process and is exemplified by actions 

such as presenting criteria that reflect the logic behind the decisions reached, turning the content 

into graphics. Self-regulation skill, which consists of self-testing and correction sub-skills, 

includes behaviors such as examining content objectively, reviewing previous decisions and 

ideas, referencing objective sources to be sure, and rearranging when erroneous inferences are 

noticed. In other words, self-regulation is the process of regulating one's own critical thinking 

process by critically addressing it. In addition to these sub-skills, Paul and Elder (2002) 

distinguish between weak critical thinking, which includes an objective analysis of the 

individual's content and is characterized as external to the individual, and strong critical 

thinking skills, which also includes the individual's monitoring of their own cognitive processes 

(p.38). Paul and Elder state that individuals with strong critical thinking listen to others even 

when they have completely different ideas from their own, try to understand by valuing their 

perspectives, and are able to change their own perspectives based on others' rationality. In other 

words, strong critical thinking also includes creating an objective reality by listening to others 

and evaluating events beyond their own personal needs within the framework of all other 

perspectives on the situation. This type of evaluation enables individuals to fully understand 

the others by putting themselves in the shoes of others and thus to develop a holistic 

understanding including the thinking of others and the underlying logic of this thought. For this 

reason, it can be argued that an important last sub-dimension of critical thinking is perspective 

taking, although it is not included in the Delphi project. In this context, perspective taking is 

the ability to approach the content from the perspective of others to express ideas based on the 

synthesis of different perspectives (Carpendale & Lewis, 2006) and to develop an original 

perspective. 

One of the common deductions of the experts involved in the Delphi project is that these skills 

can be taught by training. As a matter of fact, the literature supports this inference. Bensley et 

al., (2010) reported that a significant increase was observed in the critical thinking scores of the 

psychology program students who took the research methods course when they received 

training on the critical thinking process in the first three weeks of the course, but the critical 

thinking scores of the students who did not receive this type of training did not change. 

Similarly, Cisneros (2009) stated that the critical thinking scores of the pharmacy students who 

did not receive any explicit critical thinking training in the study did not improve throughout 

the year, even though they had above the average scores compared to what is reported in the 

literature. On the other hand, there are many studies showing the positive effects of critical 

thinking activities when critical thinking is clearly instructed or when these activities are 

presented as a natural part of the course (see Abrami et al., 2008;  Huber & Kuncel, 2016; Marin 

& Halpern, 2011; Mpofu & Maphalala, 2017; Msila, 2014; Sahool & Mohammed, 2018; Puig 

et al., 2019, for more detail). 

The general conclusion drawn when the findings of these studies are taken together is that 

critical thinking can be supported by experience, strategic information and practice (Snyder & 

Snyder, 2008) gained through especially a teaching process that includes questions encouraging 

the analysis and evaluations of the claims behind the idea and arguments within the scope of 
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healthy skepticism (Browne & Freeman, 2000). At the same time, it was pointed out that the 

university life provides valuable experiences in the development of critical thinking (Huber & 

Kuncel, 2016; Pascarella & Terenzini, 2005), which naturally brings together many students 

with different cultural and life experiences together, and where discussion and analysis is 

supported more than previous educational experiences. 

In many of the higher education institutions in Western societies, different methods are applied 

to support critical thinking skills as a result of this awareness (eg, Dumitru, et al., 2018). In 

Turkey, interest in critical thinking has increased recently, and although most of the studies 

have been carried out in the field of educational sciences (Batur & Özcan, 2020), the number 

of studies on critical thinking skills in different fields, especially health, business and 

economics, continues to increase. Most of these studies aim to determine the current situation 

(Batur & Özcan, 2020) and evaluate the competence levels of individuals' critical thinking 

skills. These studies indicate that university students' critical thinking skills are at medium or 

low level (e.g., Doğanay et al., 2007; Özmen, 2008). Another noteworthy point is that existing 

studies in the literature mostly use the concepts of skill and dispositions interchangeably and 

ignore the conceptual nuances between the two. 

The critical thinking disposition, which constitutes the curiosity and motivation necessary for 

an individual to think critically, expresses the tendency or willingness of the individual to 

critical thinking skills such as questioning, thinking of alternatives and searching for evidence 

(Facione, 1990a). Facione identified seven critical thinking dispositions: analyticity, truth-

seeking, self-confidence, maturity, open-mindedness, systematicity, and inquisitiveness. 

Although critical thinking dispositions are useful in predicting critical thinking skills as an 

integral part of critical thinking skills (Facione, 1997), unlike skills measured based on 

performance, it expresses a tendency to critical thinking and is measured through self-reports 

based on subjective evaluations. However, as mentioned above, critical thinking skills include 

performance based on deep processing of content through cognitive actions such as 

interpretation, analysis, evaluation, inference and explanation. Therefore, these skills could be 

measured only through testing the participant's ability to apply these skills instead of subjective 

evaluations of a person’s motivation to critically think.  

Despite this distinction, the studies conducted in Turkey mostly use skills and tendencies 

synonymously, and dispositions are often tested in the evaluation of programs that claim to 

support critical thinking skills (e.g., Atay, Ekim, Gökkaya, & Sağım, 2009; Güçlü & Evcili, 

2021; Nalçalı, et al., 2016; Özmen, 2008). In his comprehensive study that analyzed the 

historical development of critical thinking measurement tools in Turkey, Doğan (2013) stated 

that the psychometric properties of the scales for measuring skills have more psychometric 

issues compared to those measure dispositions. He also stressed the inadequacy of measurement 

tools based on adaptation studies as well as the need for the national psychometrically strong 

scale development studies. 

Despite these apparent differences, an important reason why these two terms are used 

interchangeably is the limitations regarding the availability of a valid and reliable scale adapted 

to Turkish culture to measure critical thinking skills in the adult population. A series of tests 

have been developed in the literature to measure critical thinking. The most widely used of 

these tests in the literature are the Watson-Glaser Critical Reasoning Scale (WGCTA- Watson- 

Glaser Critical Thinking Apprasial, Watson & Glaser, 1980), The California Critical Thinking 

Skills Test (Facione &Facione, 1992), Cornel Critical Thinking Test Level X and Level Z 

(Cornell Critical Thinking Test Level X- Level Z) (Ennis & Millman, 1985) and New Jersey 

Test of Reasoning Skills (Shipman, 1983). Despite the intense work in the literature and the 

development of many measurement tools, the debate about the validity and reliability levels of 

these tests continues, and the findings are that the psychometric levels of these tests are not 
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ideal, or the findings are inconsistent (Abrami et al., 2008). In Turkey, validity and reliability 

studies were conducted on only a few of these scales -Watson-Glaser Critical Reasoning Scale 

and the California Critical Thinking Skills Test and the Cornell Critical Thinking test, which 

was developed to measure the critical thinking skills of preschool children- and many studies 

reported psychometric properties that were far from ideal.  

Ayberk and Çelik (2007) collected data from pre-service teachers and reported reliability 

coefficients values ranging from .10 to .35 for the subscales of Watson-Glaser Critical 

Reasoning Scale, where the reliability coefficient for the whole scale was only .38. They 

pointed out that these numbers were similar to the values of .29 and .53 obtained by Evcen and 

Çıkrıkçı-Demirtaşlı (2002). On the other hand, the only subscale of The California Critical 

Thinking Skills Test commonly used in Turkey is the one measuring dispositions. The sub-

scale of critical thinking skills has been shown to have reasonable psychometric values in 

studies conducted abroad (Facione, 1990b; Facione, 1990c), and although these findings were 

supported across different cultures, there are also call for caution regarding the use of the scale. 

For example, Jacobs (1995) reported that although the reliability coefficients of the A and B 

forms of the scale were .56 and .59, the reliability coefficients of the subscales were as low as 

.14. Moreover, although the scale has been translated into Turkish, it continues to be a 

measurement tool with very low accessibility since it is subject to a practically an unreachable 

fee in Turkey’s conditions and is not equally open to all researchers. 

Today, although critical thinking skills are needed in all areas of life and have become a 

prerequisite for the healthy functioning of society, there is currently no accessible scale to 

measure students' critical thinking skills in university that prepare individuals for working and 

living conditions and hence expected to support critical thinking skills.  However, the lack of 

an accessible scale that can measure the critical thinking skills of students in university 

environments where critical thinking opportunities and development potential are abundant, 

makes it difficult to monitor whether the required improvements are achieved as a result of the 

current educational experiences offered in higher education institutions.  At best, the lack of a 

valid scale limits the research scope to making predictions about critical thinking skills through 

dispositions. 

In the light of the literature above, the need for an economical, accessible, valid and reliable 

measurement tool developed in Turkish culture is evident. In this context, the main purpose of 

this study is to develop a valid and reliable measurement tool for measuring critical thinking 

skills of university students in the context of Turkish culture. 

2. METHOD 

2.1. Participants 

In the research, the aim was to develop both multiple choice and open-ended forms of the 

critical thinking skill scale, and for this purpose, data were collected from students studying in 

the field of teaching in different age groups and different departments. The data were collected 

according to convenient sampling method from prospective teachers studying in the 1st, 2nd, 

3rd and 4th grades of Pamukkale University Faculty of Education between the 2019-2021 

academic years. 

During the construction of the open-ended form, data were collected from the participants in 

order to develop the rubric and to determine the response distributions, and then 15 participants 

were asked to answer the scale again for the reliability analysis of the test. 

The data for the multiple-choice form were collected from two different groups. First, data were 

collected from 355 participants and analyzes based on Exploratory Factor Analysis (EFA) and 

Item Response Theory (IRT) were conducted. 29% (103 people) of the participants are male 
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and 70% (251) are female. The average age of the participants is 20.75. The Table 1 gives the 

distribution of participants by grade level. 

Table 1. The distribution of participants by grade level for EFA. 

Grade Level Frequencies (f) Percentage (%) 

First 168 47.323 

Second  80 22.535 

Third     34 9.577 

Fourth    73 20.281 

total 355 100.00 

The majority of the sample (47.32%) consists of 1st year prospective teachers. While the 

distributions of the 2nd (22.53%) and 4th grades (20.28%) are close to each other, it is seen 

that there are at least (9.57) 3rd year prospective teachers in the sample. The distribution of 

the participants according to the departments is given Table 2. 

Table 2. The distribution of the participants by the departments. 

 Frequencies (f) Percentage (%) 

Mathematics and Science 82 23.119 

Turkish and Social Studies 47 13.260 

Foreign languages 94 26.478 

Special education 44 12.651 

Guidance and Psychological Counseling  88 24.507 

Total 355 100.000 

The distribution of the participants participating in the research in the fields of mathematics and 

science (23.12%), foreign languages (26.48%) and guidance and psychological counseling 

(24.51%) is close to each other. In addition, the rate of these fields is higher than the fields of 

Turkish and social studies (13.26%) and special education (12.65%). 

The scale was applied to 156 participants for Confirmatory Factor Analysis (CFA), which is 

used to determine the construct validity of the multiple-choice test. 26.00% of the participants 

are male (40 people), 74.00% are female (116). The predominance of female students in 

education faculties is a reflection of the sampling in the research. The average age of the 

participants was calculated as 21.91. Table 3 gives the distribution of the participants according 

to their grade levels. 

Table 3. Distribution of participants by grade level for the CFA. 

Grade level Frequencies (f) Percentage (%) 

Second 56 35.897 

Third       70 44.871 

Fourth    30 19.232 

Total 156 100.000 

36% of the participants are second graders, 45% are third graders and 19% are fourth graders. 

The number of fourth graders in the sample is less than the second and third grades. The 

distribution of the participants according to their departments is given in Table 4. 

Table 4. The distribution of the participants by the departments. 

 Frequencies (f) Percentage (%) 

Mathematics and Science 49 31.410 

Foreign languages 45 28.846 

Guidance and Psychological Counseling  62 39.743 

Total 156 100.000 
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Data was collected from three different departments. The number of participants participating 

in mathematics and science (31%) and foreign languages (29%) is close to each other, while 

the number of participants participating in Guidance and Psychological Counseling (40%) is 

higher. 

2.2. Data Collection 

In the research process, the theoretical framework was decided by analyzing the literature and 

existing scales to determine the type of measurement tool used to measure critical thinking 

skills (see Doğan, 2013, for more detail). The existing scales developed abroad (Watson-Glaser 

Critical Reasoning Scale, California Critical Thinking Skills Test, Cornel Critical Thinking Test 

Level X and Level Z, New jersey Thinking Skills Test), as well as the Critical Thinking Skills 

Test developed in Turkey (Eğmir & Ocak, 2016) were mostly observed to be in multiple-choice 

test format and in the form of independent questions. It was decided to form open-ended 

questions based on the text in order to evaluate the respondent's behavior at different cognitive 

levels, given an existing situation in the presentation of the relevant structure. 

Selecting the text is a critical process in terms of guiding the further steps of the research. At 

the first step of the writing process of the essay, the topic was determined. The text was selected 

based on its relatedness to real life so that it could capture the respondents’ attention, its depth 

and its suitability for preparing questions to tap different cognitive levels. In addition, the prior 

knowledge of the respondents and the difficulty of the text were taken into account, as it may 

affect the reader's understanding (Mullis et al., 2009). Among the different topics suggested by 

the researchers, vaccines and today's reflections were chosen as the subject. In the text, 

speculations based on the relationship between vaccine and autism and possible side effects of 

the vaccine are mentioned. It is an informative compilation text created by bringing together 

the information from different sources. Two Turkish language experts examined the text in 

terms of the criteria and grammar mentioned above, and the text was finalized by making the 

relevant corrections. An example of a short paragraph from the text is given below. 

“While developing technology provides many conveniences in our lives, it has also 

brought some discussions. One of these debates is whether the vaccines made to protect 

our children from diseases by strengthening the immune system are associated with 

autism or not. In the last 20 years, cases of autism in developed countries have increased 

dramatically. While the probability of autism in a child born in the United States in 1992 

was one in 150, this number increased to one in 68 in 2004.” 

Upon construction of the text, open ended questions were written in light of the 

cognitive processes of critical thinking proposed in the literature (eg, Ennis, 1991; Facione, 

1990a; Irani et al., 2007; Lippman, 1988; Norris & Ennis, 1990; Watson & Glaser, 1980) and 

therefore were decided to develop around seven cognitive processes The cognitive processes 

that are considered in the preparation of the questions and their definitions are as follows. 

Interpretation: Understanding and expressing the meaning or significance of a wide variety 

of experiences, situations, data, events, judgments, conventions, beliefs, rules, steps or criteria. 

Sub-skills are classification, inferring and clarifying meanings. 

Analyzing: Identifying inferential relationships between phrases, questions, concepts, 

explanations, or different forms of expression intended to express belief, judgment, experience, 

reason, knowledge, or opinions. Sub-skills are examining ideas, identifying arguments, and 

analyzing arguments. 

Evaluation: Determining the reliability of explanations or definitions or statements made about 

perceptions, experiences, situations, decisions, beliefs or opinions, as well as; evaluating the 

logical strength of inferential relationships between statements, definitions, questions, or other 

representations. Sub-skills are evaluation of claims and evaluation of arguments. 
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Inference: Identifying the elements necessary to reach a logical conclusion, forming 

assumptions and hypotheses correctly, considering relevant information, and revealing results 

obtained from statements, principles, evidence, ideas, beliefs, opinions, concepts, questions and 

other forms of representation. Sub-skills are questioning evidence and reasoning and drawing 

conclusions about alternatives. 

Explanation: Presenting one's reasoning results in a convincing and coherent way means being 

able to look at the big picture. Sub-skills are determining conclusions, justifying the steps, and 

presenting the arguments. 

Self-regulation: Applying the cognitive activities, the elements used in these activities, and 

especially the skills of analysis and evaluation from the perspectives of questioning, validation, 

validation or correction to one's own inferential decisions. Sub-skills are self-testing and self-

correction. 

Perspective taking: Bringing different perspectives together and establishing cognitive 

empathy. In this sense, it can be said that perspective taking is a form of cognitive empathy. 

Detailed information about the content of cognitive processes is included in the handbook of 

the scale. In this structure, the assumption that cognitive processes progress from an easy 

structure to a more complex structure has been accepted. 

A total of 10 questions were composed/written based on two interpretations, two analyses, one 

evaluation, one inference, one explanation, two self-regulations and one perspective taking, 

based on the criteria specified above. In order to see the clarity of the questions, a pilot 

application was made with a sample of 10 participants, and the participants were asked 

questions that they did not understand or had difficulties. When the data were examined, it was 

observed that the desired answers could not be obtained, especially in the perspective taking 

question. Later, this question was reconsidered and revised by the researchers. The questions 

were rearranged by taking the opinions of a total of five experts in the field of critical thinking 

and measurement and evaluation before the pilot implementation. 

The open-ended form consists of 10 items. The scale was applied to 136 participants within the 

scope of the research in order to develop the Rubric used in the evaluation of the scale. Then, 

the answers given to each question were brought together separately and analyzed and grouped 

from the most correct answer to the wrong answer. The answers given were grouped between 

one point and five points. 

Based on the data received from experts and participants during the process, it was decided to 

develop a multiple-choice form in order to reduce the scoring bias of the scale, to facilitate the 

scoring and to enable it to be answered in a shorter time, in other words, to increase its 

usefulness (Cohen et al.., 1992; Ebel, 1972). As with open-ended questions, multiple-choice 

questions have options ranging from one to five points. The highest score that can be obtained 

from the test is 50 and the lowest score is 5. If the respondent receives zero (blank), one or two 

points from one of these two questions, he is deemed to have received zero points from the 

remaining items. Answers in the remainder of the test are not scored. In this case, the student 

gets zero points in total. Even if the student has not answered any question correctly, he/she can 

get zero points. While creating the options of the multiple-choice form, attention was paid to 

the followings: 

✔ Harmony with the root in terms of grammar and meaning, 

✔ Similar lengths of the options, 

✔ Compatibility of the closeness of the distractors to the correct answer and the planned 

difficulty level of the items, 

✔ The use of participants common mistakes in distractors (Bilican, 2021). 
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In addition, while preparing the test, the followings were considered in the test order; 

✔ not to not placed the correct answers of the items in a certain pattern, 

✔ to leave a certain gap between the items, the item root and the options, 

✔ the suitability of the number of selected options to the level of the respondent, 

✔ the first items are suitable for the lower level of the cognitive level and the last items 

are suitable for the last level of the cognitive level, 

✔ to put a directive informing the students at the beginning of the test (Haladyna, 1997). 

After the questions and options were written, five different experts working in the field of 

critical thinking (two critical thinking, one language, two assessment and evaluation) were 

asked to examine the multiple-choice test by considering the table of specification of the scale. 

The final version of the scale was determined according to the feedback received. In order to 

determine the psychometric properties of the scale, an application was made on two different 

study groups of 355 and 156 participants. One of the points to be considered in the scoring of 

the multiple-choice test and the open-ended test is that the first two interpretation skill questions 

in the test are criterion items. If the respondent gets zero (blank), one or two points from one of 

these two questions, she/he is deemed to have received zero points from the remaining items. 

In other words, in order to get points from the whole scale, the respondent must not score less 

than 2 in the first two questions. Under the leadership of Bloom, one of the most significant 

names in the education literature, many contemporary education researchers have 

conceptualized thinking skills in a spectrum ranging from basic processes such as knowledge, 

understanding and comprehension to thinking processes such as higher-level analysis and 

synthesis based on these basic processes (e.g. Anderson & Krathwohl, 2001; Crockett, 2019; 

Dwyer et al., 2014). The common argument of these conceptualizations is that the inferences 

reached by the reader who cannot grasp what the content means correctly will be wrong, and 

therefore, low-level comprehension skills form the basis of critical thinking skills (Dwyer et 

al., 2014). As a matter of fact, Williams et al. (2003) showed that a program for the development 

of critical thinking skills did not cause an increase in the critical thinking scores of students 

with low academic skills despite having the same feedback and practical experiences as other 

students, in other words, those who already have problems in understanding the text 

demonstrated the need for additional support to develop critical thinking. In this framework, 

the scores obtained from the other items measuring high-level skills such as analysis and 

evaluation, which should be formed within the scope of this basic understanding, were not 

calculated by the students who did not correctly answer the first two questions about the 

comprehension level of the text, and the scores of these students regarding their critical thinking 

skills were recorded as low. In such a case, it is assumed that the participants do not have the 

ability to answer other questions correctly and guess the answers by chance. 

The rubric development process for the open-ended form of the scale was reconsidered after 

the development of the multiple-choice test. It was decided to give score points to the whole 

answer given by the student to each question and a holistic rubric was prepared. For this 

purpose, the answers received from 136 participants were examined and scores were graded for 

each level from the highest to the lowest. It was deemed appropriate to make the scoring 

between one point and five points. Participants who did not answer the question or answered 

meaninglessly were given zero points. In addition, what is expected from the respondent for 

each success level is written with clear descriptive statements. Using participants’ responses 

based on these definitions, possible examples are given. Open-ended questions and the 

developed holistic rubric were finalized by taking the opinions of three assessment and 

evaluation experts. In order to determine the scoring reliability of the rubric, the open-ended 

test was applied to a similar sample of 15 participants. Responses were scored by five 
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researchers and three independent experts. In order to determine the consistency between the 

scores, the intraclass correlation coefficient between the five researchers and between a 

randomly selected expert from the research group and three independent experts was examined. 

A sample item and rubric are given below. 
 

LEVEL: INTERPRETATION (Classifying, inferring and clarifying meanings) 

QUESTION 1. What do you think is the best title for this text? 

Score Evaluation Criteria  Sample answers 

5 Reflects the main theme (content/scope/focus of 
the text) of the text in the title,  
Explanation: The title fully reflects the 
relationship between vaccines and autism, which 
constitutes the content of the text. 

• Relationship/link between vaccines 
and autism 

• Vaccination and autism 
• Discussions on the Relationship 
Between Vaccination and Autism 

4 Although includes the main 
argument(s)/discussions of the text in the title, 
narrows the scope partially. 
Explanation: While examining the main focus of 
the text (the relationship between vaccines and 
autism), the title narrows it down to imply a 
causal relationship. 

• Effects of vaccine on autism 
• Is Vaccine a Cause of Autism? 
• Do vaccines really cause autism? 

3 Mentions only one of the main points that 
constitute the text content in the title (ya da 
mentions only one of texts content’s main points 
in the title) 
Explanation: Although the main focus of the text 
is the relationship between shot and autism, limits 
the content by mentioning either only shot or 
autism in the title. Or even though mentions both, 
narrows the scope of at least one to the degree it 
does not reflect the text anymore. 

• Is the vaccine our friend or not? 
• Autism and Its Causes 
• Vaccine and its importance· 
• The relationship between triple 
vaccine combination and autism 

  

2 Although the title emphasizes the focus/most 
important elements/main elements of the text, it 
narrows the scope causing significant 
misunderstanding. 
Explanation: Although it mentions vaccine and/or 
autism in the title, it uses expressions that cause 
misunderstanding in a way that cannot be 
excluded from the scope of the text.  
Sets an irrelevant title that does not reflect the 
scope of the text. 

• Does the developing technology 
trigger autism? 

• Vaccine-Autism Theory or 
Technology and Neuropsychiatry 

• Autism and infectious diseases 
• Increase in Diseases and Vaccination 
• Are vaccines killing our children? 

1 Explanation: It does not include any statement 
that will reflect the relationship between vaccine 
and autism, which is the main element of the text. 

• Incorrect treatment and possible 
consequences 

• Can technology make us worse while 
improving it? 

• Severe consequences of unfair 
ignorance 

• Science and diseases 
 

The open-ended form and the multiple-choice form were applied separately to different groups 

in the classroom environment under the supervision of the researchers. While it took 20-30 

minutes to answer the open-ended form, it took 10-15 minutes to answer the multiple-choice 

form. 

 



Int. J. Assess. Tools Educ., Vol. 9, No. 3, (2022) pp. 741–771 

 751 

2.3. Data Analysis  

2.3.1. Validity and reliability analysis of critical thinking multiple choice form according to 

Classical Test Theory 

Exploratory Factor Analysis (EFA) was performed to test the construct validity of the scale and 

to identify the items that best revealed the construct. Principal Axis Factoring Method, one of 

the factor determination methods, was preferred in EFA. Before the analyses, the assumptions 

of the factor analysis were tested. Univariate and multivariate outliers and missing values were 

examined in the data collected from a total of 355 participants, and finally, analyzes were 

carried out with a sample of 336 participants. Since the number of missing values was low (less 

than 5%) (Bennett, 2001; Shaffer, 1999) no data imputation method was used and they were 

excluded from the sample. The correlations between the ten items in the scale are given in Table 

5.  

Table 5. Inter-item correlation coefficients for EFA. 

Item no  I1 I2 I3 I4 I5 I6 I7 I8 I9 I10 

I1 1.000**          

I2 .304** 1.000**         

I3 .496** .281** 1.000**        

I4 .504** .211** .464** 1.000**       

I5  .544** .290** .447** .544** 1.000**      

I6 .569** .281** .519** .591** .592** 1.000**     

I7 .627** .307** .577** .578** .630** .705** 1.000**    

I8 572** .314** .524** .534** .577** .682** .768** 1.000**   

I9 .559** .298** .472** .553** .542** .583** .702** .739** 1.000**  

I10 .540** .322** .487** .515** .585** .596** .659** .636** .585** 1.000** 
**p<0.001 

The correlation coefficients between the items vary between 0.211 and 0.768. Although the 

correlation of I2 with other items is observed to be somewhat low (0.211 to 0.322), there are 

significant correlations between the variables according to the result of the Barlett test, which 

tests the significance of the correlation matrix and the suitability of the data for analysis, the 

data set is suitable for analysis (p<0.01). Finally, the KMO (Kaiser Mayer Olkin) value, which 

gives information about the suitability of the sample size for each variable and the whole model, 

was calculated as 0.947. It means the number of samples (336) used in the analysis is sufficient 

for the analysis. 

While deciding the number of factors in EFA, it was tested with a parallel analysis in addition 

to the analysis results. The number of factors obtained from the factor analysis and the number 

of factors suggested by the additional analysis were compared in the scatter plot. The proof of 

reliability of the scale was calculated with the Cronbach's Alpha reliability coefficient, which 

gives information about internal consistency, and it was examined item discrimination, based 

on item-total test correlation, and the difference between the lower and upper 27% groups. 

Test-retest reliability was also tested in order to obtain additional information about the 

reliability (in terms of stability) of the scale. For this purpose, the multiple-choice form of the 

critical thinking scale was applied twice to a similar sample group of 35 participants, one month 

apart, and the correlation between the first and second applications of the students was 

examined. In addition, the difference between the pretest-posttest scores of the critical thinking 

variable were examined using the paired sample t-test, and it was determined whether the 

variable changed over time. SPSS 26 was used for EFA and reliability analysis and Jamovi 2.3 

program was used for parallel analysis. 

To test the construct validity of the scale, confirmatory factor analysis (CFA) was performed 

with the data set collected from a different sample (156 participants) at the last stage. Before 
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the analysis, univariate and multivariate outliers were tested and two data were excluded from 

the analysis. In addition, the multivariate normality assumption was tested using Mardia's 

skewness and kurtosis coefficients. As a result of the analysis, it was seen that the data set did 

not meet the multivariate normality assumption (ꭕ2=509 p<0.001). For this reason, Robust 

Maximum Likehood (MLR) was used as the estimation method in CFA. Before the analysis, 

the adequacy of the correlation coefficients between the variables was examined. Table 6 shows 

the correlation coefficients between the items used for CFA. 

Table 6. Inter-item correlation coefficients for Table CFA. 

Item No I1 I2 I3 I4 I5 I6 I7 I8 I9 I10  

I1 1.000          

I2 .333** 1.000         

I3 .578** .217** 1.000        

I4 .578** .128 .430** 1.000       

I5 .597** .166* .392** .570** 1.000      

I6 .632** .197* .558** .615** .628** 1.000     

I7 .671** .187* .581** .591** .574** .745** 1.000    

I8 .645** .184* .492** .530** .546** .699** .776** 1.000   

I9 .626** .172* .444** .576** .488** .599** .728** .782** 1.000  

I10 .588** .203** .461** .546** .614** .679** .675** .621** .618** 1.000 
**p<0.001, *p<0.05 

Except for I2 in the scale, correlations between items vary between 0.392 and 0.782. Although 

correlations between I2 and other items were significant at the 0.05 level, only one value (rm2-

m4=0.128, p>0.01) was not significant. When the distribution of participants' answers to the I2 

item was examined, it was determined that 73% (116) of 156 participants had the most correct 

answer, and the distribution was less than the other options. This may indicate a problem 

regarding the distinctiveness of the item. It was observed that the item measures the 

"interpretational behavior", which is an important step of critical thinking, and no problems 

were encountered in its writing or in the process of understanding the options. Due to the 

significant correlations between I2 and other variables, it was decided by the researchers that 

the item should remain on the scale. The decision of whether the item remains on the scale was 

decided according to the results of the CFA. Jamovi 2.3 program was used for CFA analysis. 

2.3.2. Validity and reliability of critical thinking multiple choice form according to Item 

Response Theory 

Measurement tools can be developed based on different theories, the validity and reliability 

proofs of the multiple-choice form of critical thinking based on Classical Test Theory (CTT) 

are given above. Traditionally, CTT is used in development tools. However, there are some 

limitations brought by the CTT, for example, the psychometric properties of a tool developed 

according to the CTT are affected by the characteristics of the individuals who answered the 

test. In another theory, Item Response Theory (IRT), item parameters can be evaluated 

independently of group characteristics and group characteristics can be evaluated independently 

of item sample (Hambleton & Swaminathan, 1985). For this reason, validity and reliability 

analyzes of the Critical Thinking Scale based on IRT were also tested. Due to the structure of 

the scale, parameter estimations were made using the Generalized Partial Credit Model 

(GPCM) for one-dimensional and multi-category scales. GPCM is a generalization of the 2-

parameter logistic model (2PLM) used for items scored in two categories. For item 

discrimination a parameter and the difficulty b parameter is used which is one less than the 

number of categories.  In addition, since GPCM is basically a logistic model, a value of 1.702 

was used as the D scaling coefficient to approximate this model to the more mathematically 

complex ogive models. Analyzes were conducted on 336 participants. During the analysis, 
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catIRT tools (Aybek, 2021) and mirt (Chalmers, 2012) packages in R (R core team, 2022) were 

used in the creation of graphics. Before proceeding to the IRT analysis, the assumptions of 

unidimensionality, local independence and item model fit were tested. For the 

unidimensionality assumption, factor analytical methods were evaluated and the results of the 

EFA were examined, and for local independence, Yen's Q3 local independence statistic (Yen, 

1993) was calculated. The critical cut-off point was accepted as 0.30 (Røe, Damsgård, Fors, & 

Anke, 2014). For item-model fit, RMSEA values were analyzed in the S_ꭕ2 statistic. 

2.3.3. Validity and reliability analysis of critical thinking open-ended form 

In order to ensure the reliability of the measurement tool, text and text-based questions were 

applied to 15 participants who were randomly selected and had sample characteristics, and then 

five experts who conducted the research scored the answers of the participants to each item 

based on rubric. Each item in the scale is scored multiple times. In determining the reliability 

of scores obtained from multiple-scored measurement tools, the inter-rater reliability coefficient 

can be determined by the intraclass correlation coefficient (ICC), which gives consistency 

between raters. As the evaluation of the ICC approaches 1.00, which can be interpreted as the 

evaluation of the correlation coefficient, the consistency between the raters increases, while the 

consistency decreases as it approaches 0.00. The suggestion of Portney and Watskins (2000) 

was taken into account in the evaluation of the coefficient obtained. Accordingly, when the 

sample size is less than 30 and the number of raters is less than 3, below 0.50 indicates weak 

reliability, 0.5-0.75 shows moderate reliability, 0.75-0.90 implies good reliability, and above 

0.90 indicates excellent reliability. 

Considering that the raters in the research group were together during both the development of 

the scale questions and the development of the rubrics, the consistency between the scores of 

three independent experts in the field of critical thinking and a randomly selected expert from 

the research group was evaluated by looking at the inte class correlation. The intraclass 

correlation coefficient was examined for both the item and the total scores obtained from the 

scale. 15 participants' responses were re-scored for one month by an expert selected from the 

research group in order to determine whether there was a difference between the scoring of the 

rater at two different times (intra-rater reliability). The correlations between the total scores 

given by the rater to each participant based on the first and second measurement results were 

examined. SPSS 26 program was used in the analysis. 

In the research, it was tried to measure the same structure according to different measurement 

methods with the multiple choice and open-ended tests. The correlation between the scores 

obtained from these two scales in the study can also be considered as evidence for validity. 

Both tests were administered to 11 participants at different time intervals and the correlation 

between the scores was checked. Due to the small number of individuals, non-parametric 

Spearman Brown Rank Differences correlation analysis was performed. 

3. FINDINGS  

3.1. Validity and reliability findings of critical thinking multiple choice form according to 

Classical Test Theory 

In the exploratory factor analysis, the contributions of ten items in the scale were examined and 

it was determined that except I2, they varied between 0.398 and 0.721. The contribution of I2 

was calculated as 0.150, and the process was continued without removing the item from the 

analysis due to the reasons stated in the data analysis section. The explained total variance was 

examined to find the number of factors. Table 7 shows the explained total variance and 

eigenvalues. 
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Table 7. Explained Eigenvalues and total variance.  

Factor Total Total % 

I1 5.806 58.055 

I2 .861 66.666 

I3 .590 72.563 

I4 .549 78.053 

I5 .484 82.890 

I6 .465 87.544 

I7 .397 91.513 

I8 .387 95.388 

I9 .245 97.838 

I10 .216 100.000 

When Table 7 was examined, it was determined that there was only one factor (5.806) with an 

eigenvalue greater than 1 and this factor explained 58% of the total variance. It can be said that 

ten items were gathered under a single factor and explained more than half of the variance. In 

addition, when the parallel analysis scatter plot results based on the observed and expected 

values are examined, it is confirmed that ten items are grouped under a single factor. 

Figure 1. Parallel analysis scatter plot. 

 

Since the items were collected under a single factor, factor rotation was not performed. Finally, 

factor loading values were examined. Table 8 gives the factor loading values. 

Table 8. The factor loading values. 

Item No Factor Loading 

I1 .721 

I2 .380 

I3 .645 

I4 .690 

I5 .729 

I6 .797 

I7 .878 

I8 .841 

I9 .784 

I10 .759 

It is seen that the factor loads of the items are quite high (0.645-0.878). It was determined that 

only the factor load of I2 was 0.38, but this value was higher than the critical cut-off point of 

0.30 (Tabachnick & Fidell, 2013). In addition, the RMSEA value of the model fit indices was 
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calculated as 0.047, which indicates a good fit (Browne & Cudek, 1993). Ten items show a 

single-factor structure. 

After deciding on the number of factors, the reliability of the scale and the discrimination of the 

items were examined. The internal consistency coefficient of the scale was calculated with high 

reliability of 0.92. Although the number of items is small, it can be said that the scale is quite 

reliable in terms of internal consistency. The item-total test correlations are given in Table 9.  

Table 9. Item-total correlations and reliability values. 

Item No rjx Cronbach's Alpha value 

when item is removed 

I1 0.693** 0.910** 

I2 0.367** 0.923** 

I3 0.618** 0.913** 

I4 0.664** 0.910** 

I5 0.699** 0.908** 

I6 0.762** 0.904** 

I7 0.838** 0.900** 

I8 0.804** 0.901** 

I9 0.748** 0.905** 

I10 0.728** 0.907** 
**p<0.001   

When the item-total test correlations were examined, the lowest 0.37 and the highest 0.838 

correlation values were calculated. The item-test correlation value is above 0.30, it indicates 

that there is a sufficient relationship between the item and the construct to be measured 

(Tabachnick & Fidell, 2013). Although the item was removed from the model, it was observed 

that there was no significant change in the Cronbach Alpha value, and the Cronbach Alpha 

value calculated with ten items was quite high. 

In order to support the validity and reliability of the scale, item discrimination was also 

calculated according to the lower and upper 27% groups. Table 10 gives item discrimination 

according to 27% lower-upper groups. 

Table 10. Independent samples t-test between lower-upper 27% groups. 

Item No t-value 

I1 11.858** 

I2   8.822** 

I3 11.859** 

I4 10.871** 

I5 17.189** 

I6 13.098** 

I7 14.779** 

I8 16.589** 

I9 17.127** 

I10 17.008** 
**p<0.001 

The critical thinking scores of the participants in the lower and upper groups differ significantly 

for each item (p<0.001). The scores of participants with high critical thinking skills can be 

distinguished from the scores of participants with low critical thinking skills with the scale. 

To calculate the reliability of the scale as stability, the test-retest reliability was checked and a 

correlation of 0.52 was calculated between the first and second application. There is a 

moderately significant positive correlation between the two measurements (p<0.001). The 

scores of the participants did not change between the first and second applications. In addition, 
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for the data obtained from these applications, the difference between the pretest-posttest scores 

of the critical thinking variable was not significant (p>.001). No change was observed in the 

participants' critical thinking skills during the process. Paired sample t-test results are given in 

Table 11.  

Table 11. Paired sample t-test result. 

Application Mean N SD 
Mean 

difference 
SD t df p 

Pretest 38.085 35 5.537 
0.771 5.041 0.905 34 0.372 

Posttest 37.314 35 4.581 

CFA was performed to confirm the structure of the scale, which was found as a single factor. 

The overall goodness of fit values obtained when all items were added to the model and no 

modifications were made: ꭕ2/df=2.43 (Good), SRMR= 0.039 (Good), RMSEA= 0.095 (Poor), 

CFI=0.095 (Acceptable), TLI=0.94 (Low). According to Browne and Cudek (1993), a RMSEA 

value greater than 0.08 in the model indicates poor model-data fit. In addition, CFI and TLI 

values higher than 0.95 indicate good fit, while values between 0.90 and 0.95 indicate 

acceptable fit (Bentler, 1990). When the parameter estimations were examined, the 

standardized regression coefficients ranged between 0.628 and 0.884, while the standardized 

beta coefficient of I2 was significant at the 0.05 level (Beta= 0.248, p<0.05). While the variance 

rates explained by the items ranged between 0.39 and 0.78, I2 had the lowest explained variance 

(R2= 0.06). The model should be revised according to the obtained values. According to these 

results, I2 was removed from the model and the analysis was repeated, the overall goodness of 

fit values obtained: ꭕ2/df= 2.72 (Good), SRMR= 0.037 (Good), RMSEA= 0.104 (Very Poor), 

CFI=0.095 (Acceptable), TLI Calculated as =0.94 (Low). It was observed that there was no 

change in the model fit values when I2 was added or removed from the model, and even when 

it was removed, the RMSEA value increased, and the model weakened.  

Considering the cognitive process measured by I2, the researchers decided that I2 should remain 

in the scale, considering that I1 and I2 should be prerequisite items in scoring the scale, and 

that the prerequisite item should be measured with more than one item rather than a single item. 

In addition, instead of taking the average of all items in scale scoring, the validity of the 

presented answer was tested first. That is, although critical thinking is defined as a whole of 

multidimensional cognitive activities such as interpretation, understanding, and analysis (eg, 

Paul, 1990), the emergence of higher-level critical skills such as analysis and evaluation, and 

basic cognitive activities such as understanding and interpretation would not be possible 

without it. Therefore, in the present study, it is necessary to observe the cases where the 

questions I1 and I2, which measure the basic skills of understanding and interpretation, are 

answered incorrectly. 

When the modifications are examined to increase the model fit, the error variances of I8 and 

I9, which measure self-regulation skills, are connected, the goodness of fit values increase 

(ꭕ2/df=62.8/34=1.85 (excellent), SRMR= 0.035 (Good), RMSEA= 0.073 (Acceptable) 

CFI=0.097 (Good), TLI=0.96 (Good)) and model data fit was observed. Since the distribution 

of the answers to I8 and I9 is similar and the items measure similar cognitive levels (self-

regulation), this arrangement between errors was found appropriate by the researchers. The 

parameter values obtained from the model are given in Table 12. 

When the standardized beta coefficients giving the relationships between the items and the 

factor were examined, it was observed that the lowest correlation was I2 (0.253) and the highest 

correlation was I7 (0.880). However, most of the items have a regression coefficient above 0.60. 
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When looking at the variance explaining the factor, while the contribution of I7 is the highest 

(0.774), the contribution of I2 is the least (0.064). 

Table 12. CFA model parameter estimation values. 

Item No B SH β z R2 

I1 1.000 0.000 0.787   0.618 

I2 0.224 0.094 0.253 2.37* 0.064 

I3 1.184 0.099 0.638 11.89**  0.406 

I4 1.090 0.088 0.704 12.30** 0.495 

I5 1.386 0.112 0.707 12.30** 0.500 

I6 1.540 0.114 0.846 13.45** 0.715 

I7 1.585 0.115 0.880 13.70** 0.774 

I8 1.603 0.117 0.823 13.68** 0.677 

I9 1.570 0.118 0.773 13.23** 0.596 

I10 1.598 0.122 0.778 13.04** 0.606 

**p<0.001, *p<0.05 

3.2. Validity and Reliability Analysis Findings of Critical Thinking Multiple Choice Test 

Based on Item Response Theory 

When the EFA results, which were conducted to determine the unidimensionality of the critical 

thinking scale, it was determined that there was only one factor with an eigenvalue greater than 

1 (5,806) and this factor explained 58% of the total variance. Accordingly, it was found that ten 

items were gathered under a single factor and explained more than half of the variance. 

Violation of local independence may affect individual parameter estimates, reliability and 

validity estimates of the scale (Marais, 2009; Yen 1993). For this reason, the second assumption 

of the IRT, local independence, was tested and it was seen that all items were below the critical 

cut-off point (0.30) according to the Yen's Q3 local independence test and did not violate local 

independence. As the last assumption, item model fit was examined, and item calibrations were 

made according to GPCM. The S_ꭕ2 statistic for item concordance is given in Table 13. 

Table 13. Item fit indices. 

 S_ꭕ2 df RMSEA 

I1 28.620 27  0.013      

I2 97.837 28  0.086      

I3 78.936 55 0.036      

I4 54.391 45 0.025      

I5 75.403 47 0.042   

I6 56.867 43 0.031   

I7 45.416 35 0.030   

I8 37.517 34 0.018   

I9 62.882 41 0.040   

I10 83.608 47 0.048 

It was determined that the RMSEA values of nine items in the scale ranged between 0.013 and 

0.048, and these items fit well with the model. The RMSEA value of I2 was calculated as 0.086. 

This item has low agreement with the model. A similar situation was observed in both the item 

discrimination and the contribution of the item to the model in the EFA and CFA analyzes, but 

it was decided to keep the item based on expert opinion. 
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After deciding on the model item fit, item parameters and standard errors of these parameters 

were calculated. The values of the parameters are given in Table 14. 

Table 14. Parameter values and standard errors of items according to GKPM.  

Item no a b1 (0-1) b2 (1-2) b3 (2-3) b4 (3-4) b5 (4-5) 

I1 0.827 (0.114) NA -3.570 (0.505) -1.235 (0.317) -0.259 (0.279) -1.549 (0.339) 

I2 0.347 (0.064) NA NA -5.473 (1.165) 2.457 (0.897) -6.702 (1.406) 

I3 0.848 (0.124) -0.652 (0.267) -0.064 (0.254) 0.013 (0.240) 0.310 (0.219) 0.809 (0.228) 

I4 1.010 (0.131) 0.067 (0.343) -1.815 (0.367) 0.588 (0.163) 0.960 (0.202) 1.096 (0.248) 

I5 1.153 (0.177) -0.612 (0.247) -0.260 (0.231) -0.315(0.202) 0.818 (0.190) -0.129 (0.200) 

I6 0.996 (0.147) 0.080 (0.392) -0.490 (0.385) -1.298 (0.360) 0.200 (0.174) 0.309 (0.166) 

I7 1.399 (0.221) 0.380 (0.492) -1.365 (0.470) -0.856 (0.263) -0.121 (0.141) 0.657 (0.123) 

I8 1.603 (0.276) -0.439 (0.268) -0.530 (0.251) 0.053 (0.186) -0.509 (0.194) 0.318 (0.108) 

I9 1.868 (0.374) -0.865 (0.178) 0.420 (0.194) 0.019 (0.195) -0.427 (0.198) 0.112 (0.120) 

I10 1.002 (0.169) -0.531 (0.284) 0.261 (0.307) -0.325 (0.312) -0.239 (0.249) -0.558 (0.240) 

According to Table 14, it is observed that the discrimination parameters of the items (a) are 

close to 1.00. According to Baker (2001), 0.01-0.34 is considered very low, 0.35-0.64 low, 

0.65-1.34 moderate, 1.35-1.69 high, and 1.70 and above very high. Item discrimination gives 

information about the power of the item to distinguish students according to their abilities. The 

higher the discrimination, the better the item can distinguish individuals according to the 

relevant structure. Accordingly, six items (I1, I3, I4, I5, I6, I10) have medium discrimination, 

2 items (I7 and I8) have high discrimination, and one item (I9) has very high discrimination. 

The discrimination of I2 is low. The other predicted parameter is the “bi” (option response 

function) parameter, which gives information about the item difficulty or the item response 

frequency. In GPCM, the number of option response functions is one less than the number of 

possible options. Since the scale was scored between 0 and 5, five alternative response functions 

were calculated. However, when the response pattern of I1 and I2 was examined, b1 and b2 of 

these items could not be calculated since there were no students who got zero points in M1 and 

no students who got zero and one points in I2. Option response parameters ranged from -6,720 

to 2,457. When the b parameters are examined, it is seen that the b parameters of the items other 

than the 1st and 2nd items used as prerequisites include individuals with both low and high 

critical thinking levels. Item characteristic curves and item test information functions of ten 

items in the scale are given in Figure 2 and Figure 3. 

When the item probability functions and item information functions are examined together, it 

is seen that I2 does not provide information for all ability levels. The item probability function 

of this item focused especially on two score categories. These categories are 2 (P2) and 5 (P5). 

Therefore, individuals below -2 ability level are more likely to get 3 points from this item, while 

individuals above -2 ability level are more likely to get 5 points from this item. Other score 

categories for this item could not be differentiated for different ability levels. On the other hand, 

I9 provides very high information especially for individuals between -2 and +2 skill levels. 

 

 

 

 

 



Int. J. Assess. Tools Educ., Vol. 9, No. 3, (2022) pp. 741–771 

 759 

Figure 2. Item probability functions. 

 
 
Figure3. Item information. 

 
The test information function was evaluated (Figure 4), it was seen that the scale provided more 

information for individuals whose critical thinking levels were between -2 and +2, in other 

words, it distinguished these individuals better. 
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Figure 4. Test information functions. 

 

The empirical reliability coefficient of the scale based on IRT was calculated as .91. In addition, 

when the reliability function obtained for all ability levels is examined, the scale measures with 

a reliability above .80 especially for individuals between -2 and +2 ability levels. Figure 5 

shows the reliability of the test. 

Figure 5. Reliability of the test. 

 

3.3. Critical Thinking Open-Ended Form Holistic Rubric Validity and Reliability 

Findings 

To ensure the validity steps of the holistic rubric, the steps described in detail in the data 

collection section were followed. Extra care has been taken to ensure inter-research coherence 

in arranging the definitions based on each question and possible participant responses to these 

definitions. In addition, the developed scoring tool was finalized by taking the opinions of 

experts in two critical thinking, one Turkish language and three measurement and evaluation 

fields and making necessary adjustments. 

To determine the reliability of the scoring key, the consistency between the raters was 

examined. The correlation coefficients between the scores given by the five experts in the study 

to the answers of 15 participants are given in Table 15.  
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Table 15. Intraclass correlation coefficient (five experts). 

Item no Intraclass correlation 

coefficient 

I1 0.992** 

I2 0.956** 

I3 0.926** 

I4 0.993** 

I5 0.994** 

I6 0.974** 

I7 0.993** 

I8 0.968** 

I9 0.991** 

I10 0.985** 

Total score 0.966** 
**p<0.001 

Table 15 displays that the intra-class correlation coefficients range between the raters according 

to the items vary between 0.956 and 0.992. It can be said that the consistency between raters is 

quite high. When the total scores given by the raters to 10 items were compared, it was observed 

that the correlation coefficient between the raters was again very high (0.966). 

When the correlations between independent raters were examined in order to support the 

consistency between raters and to avoid bias, Table 16 correlation coefficients were obtained. 

Table 16. Intraclass correlation coefficient (four independent experts). 

Item no 
Intraclass correlation 

coefficient 

I1 0.983** 

I2 0.841** 

I3 0.628** 

I4 0.962** 

I5 0.746** 

I6 0.956** 

I7 0.832** 

I8 0.956** 

I9 0.876** 

I10 0.877** 

Total score 0.925** 
**p<0.001 

The consistency between the scores given by the four experts to each item varies between 0.628 

and 0.962. While the consistency between the raters was quite high for nine items, it was 

observed that the consistency between raters was moderate (0.628) in I3. In addition, there is a 

high (0.925) consistency among the raters according to the total scores. The evidence obtained 

reveals that reliable scoring can be done with the holistic rubric developed in scoring responses. 

The correlation coefficient obtained as a result of the same rater scoring 15 participants at 

different times was calculated as 0.765 (p<0.001). There is a positive high-significant 

relationship between the rater's first and second evaluations made with a one-month interval. 

This situation reveals that the scale also provides reliability against time. 

In the evaluation of the same structure according to different measurement types, the correlation 

between the scores of 11 participants from multiple choice and open-ended tests varied between 

0.461 and 0.658 for 5 raters. Accordingly, there was a positive moderate significant correlation 



Duru et al.,

 

 762 

between the scores obtained from the multiple-choice test and the open-ended test (p<0.001). 

It is expected that the correlation coefficient between the same constructs will be high, but it 

should be considered that the answers to the multiple-choice test are more structured, and the 

objectivity is strong in the evaluation, whereas the bias stemming from the expert opinion in 

the evaluation of the answers to the open-ended test should be considered. Therefore, this may 

be the reason for the possible decrease in the correlation coefficient. 

4. DISCUSSION, CONCLUSION and SUGGESTIONS 

The main purpose of this study is to develop a measurement tool with high validity and 

reliability that measures critical thinking skills of university students. In this context, a series 

of studies were conducted on different participant groups. The results of the analysis support 

that the psychometric properties of the developed scale are acceptable and can be used to 

evaluate critical thinking skills of university students. 

In accordance with the scale development procedures, first of all, the literature was searched 

and the existing scales in the literature were examined (Ennis & Millman, 1985; Facione & 

Facione, 1992; Shipman, 1983; Watson & Glaser, 1980). The existing scales are mostly in 

multiple choice test format and in the form of independent questions/ the literature mainly 

includes scales in multiple choice test format and in the form of independent questions. In 

addition, these scales do not have strong psychometric properties or that the findings are not 

supported by different research results (Abrami et al., 2008). A similar situation seems to be 

valid for a few scales adapted for use in our country. In these studies, psychometric properties 

that are far from expected regarding the adapted scales were reported (Ayberk & Çelik, 2007). 

Therefore, in order to capture the critical thinking potential; It is thought that it is necessary to 

use performance-based evaluation rather than self-reports, critical thinking consists of related 

abstract cognitive structures, and it is more appropriate to conduct a holistic evaluation by 

evaluating the cognitive level reactions of the participants while presenting a case to identify 

these structures. For this purpose, it was decided to develop two separate forms of the 

Pamukkale Critical Thinking Skills Scale, which is structured based on the selected text; 

multiple choice format and open-ended format. The validity and reliability studies of the 

multiple-choice critical thinking scale are based on two different theoretical frameworks: 

classical test theory and item-response theory. In the evaluation of the open-ended form of the 

scale, the developed "rubric” was used. 

According to classical test theory, a series of analyzes were conducted to test the construct 

validity of the multiple-choice form of the critical thinking scale. Whether the partial 

correlations between the items and the correlation matrix were suitable for factor analysis were 

examined with the Kaiser-Meyer-Olkin (KMO) coefficient and the Barlett test (Fayers & 

Machin, 1995). The analyzes showed that the KMO value was high and the Barlett test result 

was significant. In order to determine the construct validity of the scale, factors with an 

eigenvalue above 1.00 according to Kaiser normalization were taken as the criteria. The 

findings showed that the items were collected on a single factor of 5,806 eigenvalues, which 

constituted 58% of the total variance. Considering that the variance explained in social sciences 

should be at least 40% and above (Stevens, 1992), the results of the analysis seem significant. 

When the items that make up the scale were analyzed in terms of factor loads, it was observed 

that the factor loads of the items ranged from .38 to .84. The fact that the factor loads are above 

.30 is considered important in terms of showing the high representativeness power of the items 

in the scale. Similarly, the break point of the graph supports that the breakout occurred after the 

first factor. 

After the exploratory factor analysis, Confirmatory Factor Analysis (CFA) was performed on a 

different study group to confirm the single-factor structure of the scale. When all items were 

added to the model and no modifications were made, some of the general goodness of fit values 
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were higher than expected (ꭕ2/df=2.43, SRMR= .039, RMSEA= .95, CFI=.95, TLI=.94). For 

example, according to Browne and Cudek (1993), a RMSEA value greater than .08 in the model 

indicates poor model-data fit. When the parameter estimations were examined, the standardized 

regression coefficients ranged from .62 to .88, while the beta coefficient of I2 was low (.25) but 

significant at the .05 level. All items except for I2 have a beta coefficient over .60. According 

to the obtained values, the model should be revised, and some modifications should be made. 

According to these results, I2 was removed from the model and the analysis was repeated, but 

it was observed that there was no change in the model fit values when I2 was added or removed 

from the model and even RMSEA value increased, and the model weakened when I2 was 

removed. Considering the cognitive feature measured by I2, it was decided to keep I2 in the 

scale. In addition, some modifications were made to increase model compatibility. It was 

observed that when the error variances of I8 and I9 were connected, the goodness of fit values 

increased (ꭕ2/df=62.8/34=1.85, SRMR= 0.035, RMSEA= 0.073, CFI=0.097, TLI=0.96) and the 

model data fit increased. It can be said that this arrangement between error variances is 

appropriate since the distribution of the answers given by the students to I8 and I9 is similar, 

and the items measure similar cognitive characteristics (self-regulation). In summary, the 

results of EFA and CFA analysis support the one-dimensional structure of the scale. 

Related to the reliability studies of the scale, the internal consistency was calculated with the 

Cronbach's Alpha reliability coefficient, the item-total test correlations were examined and the 

level of discrimination between the upper and lower groups of the items was examined, and the 

test-retest method was used to test the measurement stability. In the data analyzes, the internal 

consistency coefficient of the scale was calculated as .92. This result shows that the similarity 

of the items and the consistency of the responses to the items are high. 

When the item-total correlations and correlation matrix of the scale were examined, it was 

observed that the correlation values ranged between .37 and .84. If the item-test correlation 

value is above .30, it indicates that there is a sufficient relationship between the item and the 

construct to be measured (Tabachnick & Fidell, 2013). According to these results, it can be said 

that the items of the scale are positively and significantly related to each other and the whole 

scale. 

In order to support the validity and reliability of the scale, item discriminations were also 

calculated according to the lower and upper 27 % groups, and it was observed that the critical 

thinking scores of the participants in the lower and upper groups differed significantly for each 

item. According to these results, it can be said that the scale can significantly distinguish the 

scores of participants with high critical thinking skills from the scores of participants with low 

critical thinking skills. 

The test-retest method was used to test the measurement stability. For this purpose, the scale 

was administered to the participants with an interval of three weeks, and the Pearson Correlation 

Coefficient between the two applications was found to be significant at the level of .52. The 

results of the analysis also showed that there was no significant change in the scores of the 

participants between the first and second applications. These results indicate that the scale 

shows stability over time regarding the behavioral domain it measures. In other words, no 

significant change was observed in participants' critical thinking skills over time. 

Measurement tools can be developed based on different theories, the validity and reliability 

evidence of the multiple-choice form of critical thinking based on Classical Test Theory (CTT) 

are given above. In addition, validity and reliability analyzes of the Critical Thinking Scale 

based on IRT were also conducted. Before proceeding to the IRT analysis, the assumptions of 

unidimensionality, local independence and item model fit were tested. Considering the one-

dimensional assumption of the theory, EFA and CFA results support that Pamukkale Critical 

Thinking Skills Scale is one-dimensional. In addition, local independence, the second 
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assumption of the ITC, was tested and it was seen that according to the Yen's Q3 local 

independence test, the critical cut-off point for all items was below .30 and did not violate local 

independence. As the final assumption, item model fit was examined, and item calibrations 

were examined. According to the results of the analysis, it was observed that the RMSEA values 

of most of the items in the scale ranged between .013 and .048. Only the RMSEA of I2 was 

slightly higher than expected (.086). 

After deciding on the model item fit, the item parameters and the standard errors of these 

parameters were calculated, and it was observed that the discrimination parameters (a) of the 

items were close to 1.00. Accordingly, six items (I1, I3, I4, I5, I6, I10) have medium 

discrimination, 2 items (I7 and I8) have high discrimination, and one item (I9) has very high 

discrimination. The discrimination of I2 is low. Since the scale was scored between 0 and 5, 

five alternative response functions were calculated. When the b parameters were examined, it 

was seen that the b parameters of the items other than the 1st and 2nd items used as prerequisites 

in scoring included both individuals with low and high critical thinking levels. 

When the alternative response functions and item information functions are examined together, 

it can be said that the scale provides more information for individuals whose critical thinking 

levels are between -2 and +2, in other words, it distinguishes these individuals. The reliability 

coefficient of the scale based on IRT was calculated as .91. In addition, when the reliability 

function obtained for all skill levels is examined, the scale measures with a reliability above .80 

especially for individuals between -2 and +2 skill levels. As a result, IRT-based analysis results 

of the scale; unidimensionality, local independence, and item-model fit assumptions. 

In addition, a number of studies were conducted on the validity and reliability of the open-

ended form of the Pamukkale Critical Thinking Skills Scale, and the detailed steps given in the 

data collection section were followed in order to develop the rubric. In order to determine the 

reliability of the scoring key, the consistency between the raters was examined. According to 

the analysis results, the inter-class correlation coefficients between raters ranged from .95 to 

.99. When the total scores given by the raters to the 10 items were compared, it was observed 

that the correlation coefficient between the raters was again quite high (.97). These results can 

be considered as an indication that the rubric is well structured and therefore the consistency 

between raters is high. Correlations between independent raters were also examined to control 

for the possibility of inter-rater bias. For this, the evaluations of four experts were used. The 

consistency between the scores given by the four experts to each item varies between .62 and 

.96. In addition, it was observed that there was a very high (.92) consistency between the raters 

according to the total scores. The evidence obtained reveals that reliable scoring can be done 

with the holistic rubric developed in scoring participant responses. In addition, the correlation 

coefficient obtained as a result of the same rater scoring 15 participants at different times was 

calculated as .76. There is a highly significant positive correlation between the rater's first and 

second evaluations made one-month apart. This situation can be evaluated as an indication that 

the scale has reliability over time. 

Finally, it was examined whether two separate scale forms developed to measure critical 

thinking skills could make similar evaluations. The results of the analysis showed that the 

correlation between multiple choice and open-ended tests scores of 11 participants was .46 and 

.65. According to these results, it can be said that there is a moderate positive correlation 

between the scores obtained from the multiple-choice test and the open-ended test. On the other 

hand, considering that the answers to the multiple-choice test are structured, the objectivity is 

strong in the evaluation, and that there may be some limitations in the evaluation of the answers 

to the open-ended test due to expert opinion, this result seems significant. 

In summary, the main purpose of this study was to develop a valid and reliable measurement 

tool that measures critical thinking skills in university students. The results of the analysis 
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provided psychometric support that the measurement tool developed in two forms is valid and 

reliable and can be used to measure critical thinking skills of university students. Considering 

the limited number of measurement tools that measure critical thinking skills based on 

performance, it can be said that the study contributes to the literature (Abrami et al., 2008; 

Facione & Facione, 1992; Ennis & Millman, 1985; Shipman. 1983; Watson & Glaser, 1980). 

In addition, the study contributes to the literature in terms of conceptual perspective as well as 

scale forms. A new conceptual dimension called "Taking Perspective" was added to the existing 

critical thinking dimensions and this was supported by the findings of the research. As a 

meaningful component of critical thinking, perspective taking requires the individual to be able 

to both connect with the person, text, situation, or theme and stay objective by keeping a 

distance from them. In addition, different from the Delphi project, the operational measurement 

of the "Self-Regulation" skill and its inclusion as a basic component in the content of the 

developed scale can be considered as another contribution to the literature. Therefore, the 

conceptual framework of the study can form the basis for the structuring of educational 

programs in the processes of developing and teaching critical thinking, which is conceptualized 

as an important 21st century skill (Duru et al., 2020; Trilling & Fadel, 2009; Van Laar et al., 

2019; Voogt & Roblin, 2012). 

Similarly, the development of the Pamukkale Critical Thinking Skills Scale in two separate 

forms, open-ended and multiple-choice, is another important contribution to the literature. 

While the open-ended form allows to evaluate critical thinking skill in a holistic and 

performance-based manner, the use of multiple-choice form, free from chance factor, seems to 

be advantageous in terms of practical, economic, accessible and time, besides holistic 

evaluation. Therefore, it can be expected that the scale will help field experts and educators 

both in understanding the level of critical thinking skills of university students and in evaluating 

the contribution of curriculum and practices to the development of critical thinking skills. In 

addition, critical thinking is one of the higher-order thinking skills, and individuals with this 

potential can be considered qualified human resources. Therefore, the conceptual framework 

related to scale can contribute to policymakers in determining qualified human resources and 

creating, developing, and planning education policies for this resource. Finally, it can be said 

that the two most important features that distinguish the Pamukkale Critical Thinking Scale 

(PCTS) from similar scales in the literature are that it measures critical thinking skills on a 

performance-based way with a text and can evaluate the individual as a whole in terms of 

critical thinking skills. 

In the light of the above explanations, the findings of this study should be evaluated within the 

framework of some limitations. First, in this study, the psychometric properties of the 

Pamukkale Critical Thinking Skills Scale were tested on the students of the Faculty of 

Education. Therefore, examining the psychometric properties of the scales on different study 

groups and in different universities may contribute to the validity and reliability of the scale 

and the generalizability of the findings. Secondly, the fact that the text created within the scope 

of the study is related to the field of social sciences may have increased the bias in the 

measurement. For this reason, repeating the measurement on a different text related to the 

quantitative field in which tables and graphics are used can serve the purpose of testing the 

conceptual framework used in developing the scale. Third, in this study, predictive and 

discriminant validity studies of Pamukkale Critical Thinking Skills Scale were not conducted. 

New studies to be carried out in this context may contribute to the strengthening of the 

psychometric properties of the scale. Fourth, the structure of the scale was not tested in groups 

with different characteristics in this study. Future studies, with new research on the 

measurement invariance of the scale; It can serve the purpose of testing the structure of the 

scale in groups with different characteristics such as gender, socio-economic level, verbal-

numerical domain. 
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APPENDIX 

Sample Multiple Choice Questions and Some Options 

1. Aşağıdakilerden hangisi metnin amacını en iyi açıklar?  

Metnin amacı, 

a) Aşıların otizme neden olup olmadığını göstermektir. 

b) Aşı ile otizm arasındaki ilişkiye dair bazı tartışmaları sunmaktır. 

c) Otizmin nedenlerini yapılan araştırmaları karşılaştırarak açıklamaktır. 

2. Hangi seçenekte metinden çıkarılabilecek gerekçelerin tamamı birlikte verilmiştir?  

a) Son 20 yılda gelişen teknolojiyle birlikte otizm vakalarının artması- Aşı tartışmaları 

sonucunda ailelerin çocuklarına aşı yaptırmaması- Aşıların içindeki cıvanın otizme neden 

olması- Fazla miktarda balık tüketimi olması 

b) Otizmli 12 çocukla yapılan araştırma sonuçları- Gelişen teknolojinin insan sağlığını tehdit 

etmesi- Cıva içeren balıkların tüketiminin nörolojik hastalıklara neden olması- Otizm ile 

çocuklardaki alüminyum oranı arasındaki ilişki  

c) Otizmli çocukların çoğunluğunun aşılı olması- Otizm ve aşı arasındaki ilişkilerin 

araştırma sonuçlarına dayanması- Son yıllarda otizmin artması- Sayısal verilerle otizm ile 

aşı arasındaki ilişkinin desteklenmesi 

3. Aşağıdakilerden hangisinde bebeklerine aşı yaptırma konusunda kararsız kalan ebeveynlere, 

metinden çıkarılacak gerekçelere dayalı en uygun öneri verilmiştir?  

a) Araştırma sonuçlarından çıkarılacağı gibi aşı yaptırmamalarını önerirdim. Çünkü aşı 

olmayan birçok insan günümüzde sağlıklı bir şekilde hayatlarına devam edebilmektedir. 

b) Farklı kaynaklardan araştırmalarını ve uzmanlara sormalarını önerirdim. Çünkü aşı 

yaptırırlarsa otizm olma, yaptırmazlarsa bulaşıcı hastalıklara yakalanma olasılığı söz 

konusudur. 

c) Farklı kaynaklardan araştırıp, uzmanlara danışmalarını, sonucunda aşı yaptırmalarını 

önerirdim. Çünkü aşı yapılmadığı takdirde bulaşıcı hastalıklarda artış gözlenmiştir. 

4. Aşı yaptırmayı savunan bir çocuk doktorunun bu metni okuduktan sonraki düşüncelerini 

aşağıdakilerden hangisi en iyi yansıtır?  

a) Aşılar gereklidir. Ancak aşıların olası yan etkileri ve ebeveynlerin kaygıları dikkate 

alındığında başka araştırmaların da incelenmesi önemlidir.  

b) Aşı önemlidir, aşı olmayan çocukların bulaşıcı hastalıklara karşı bağışıklıkları düşük 

olduğundan, bebeklere küçük yaştan itibaren aşı yapılmalıdır. 

c) Çocukların daha sağlıklı büyüyebilmesi için bazı aşılar zamanında yapılmalıdır ve en 

kısa sürede tekli aşı sistemine geçilmelidir. 
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Abstract: Item analysis is performed by developers as an integral part of the scale 

development process. Thus, items are excluded from the scale depending on the 

item analysis prior to the factor analysis. Existing item discrimination indices are 

calculated based on correlation, yet items with different response patterns are likely 

to have a similar item discrimination index. This study proposed a new item 

discrimination index that can be used in Likert type of scales and examined its 

effect on factor analysis results. For this purpose, simulative datasets were 

generated, and items were excluded from the analysis according to the .20, .30 and 

.35 item discrimination index criteria, and exploratory factor analysis was 

performed for a single factor. Accordingly, it was found that more variance could 

be explained by a single factor with fewer items compared to other discrimination 

indices when the .20 criterion of the slope coefficient was used as suggested in this 

study. Similar findings were obtained using the .35 criterion with other 

discrimination indices. In this context, it is recommended to use the slope 

coefficient as an additional discrimination index calculation method in the scale 

development process. 

1. INTRODUCTION 

Although validity and reliability are the features related to the scores obtained with the 

measurement tool, and not the measurement tool itself, the qualities of the measurement tool 

affect the validity and reliability of the scores obtained with that instrument. Qualities such as 

having items that include the characteristic to be measured and being prepared in accordance 

with the guidelines of item writing can be examined with the help of expert opinion. On the 

other hand, statistical methods are used to measure the difficulty levels of the items or whether 

they can distinguish among the individuals who more or less have the characteristic to be 

measured. According to the classical test theory, the correct answer rate of an item by the group 

constitutes the item difficulty while a wide variety of statistics have been developed to detect 

item discrimination. Long and Sandiford reported that 23 different methods were defined to 

calculate the item discrimination index even in 1935 (as cited in Oosterhof, 1976). Kelley 

(1939) presented that among these methods, the most appropriate findings could be obtained in 
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the method based on the comparison of the lower and upper groups when the group sizes were 

27% and Johnson (1951), on the other hand, made corrections in this formula and suggested the 

formula for the lower - upper 27% groups method used today. In addition, methods based on 

the correlation between the item and the total score are also frequently used to determine item 

discrimination. However, this way of calculating the correlation also gave rise to different 

methods. 

For dichotomous items, the item score has two categories, while the total score is a continuous 

variable. For this reason, biserial or point biserial correlation coefficients are used to calculate 

the correlation between a two-category discontinuous variable and a continuous variable 

(Popham, 2014). The main difference between these two correlation coefficients is that the 

point biserial correlation coefficient assume that the variable (item score) is true categorical in 

nature, whereas the biserial correlation coefficient assumes that the categorical variable actually 

has a continuous nature but has been artificially made discontinuous (Crocker & Algina, 2008). 

On the other hand, Guilford (1965) suggested using the point biserial correlation coefficient as 

it provides more information about the contribution of each item to the predictive validity of 

the test. Henrysson (1971) stated that the biserial correlation coefficient can be used if the total 

score is normally distributed (as cited in Oosterhof, 1976). 

Although these methods suggested for item discrimination index were first generated for items 

scored 1-0, they are also used for items scored in polytomous categories (e.g. Likert type). 

However, in this case, the item-total correlation is calculated with the Pearson product moments 

correlation coefficient instead of the biserial or point biserial correlation coefficient and since 

there are no correct and incorrect answers, the upper-lower groups method is calculated by 

taking into account the difference between the item score averages of the upper and lower 

groups. However, since the total score obtained from the test also includes the item score whose 

discrimination is to be calculated, the correlation coefficient calculated between the item and 

the total score gives an overestimate of discrimination. For this reason, the correlation 

coefficient between the item and the total score obtained from the other items in the test (item-

rest correlation) is also used in the calculation of item discrimination. On the other hand, 

polyserial correlation also could be used instead of Pearson correlation, if one assumes item 

score as ordinal and total score as continuous (Moses, 2017).  

Either by using a correlation-based or group comparison-based item discrimination coefficient, 

the main purpose of an item discrimination index is to show whether individuals more or less 

exhibiting the measured trait also respond to the item in a similar way. However, it is stated 

(Livingston & Dorans, 2004) that a graphical method should also be followed in the 

examination of item discrimination. In this context, it is seen that when the items with the same 

item discrimination index are examined graphically, they distinguish individuals differently. 

Figure 1 provides a sample graphic. As Figure 1 shows, the two items indicated by blue and red 

dots distinguish individuals differently. However, the correlation coefficient between the item 

and the total score for both items is obtained as .98. This case reveals the necessity of 

considering different methods in conjunction when item discrimination index is calculated. 

On the other hand, the test development process includes performing exploratory factor analysis 

to obtain proof of construct validity after the implementation of the draft items and investigating 

the common structure under which the items are joined (Tabachnick & Fidell, 2013). Before 

exploratory factor analysis, item discrimination is performed to exclude the items with low 

discrimination from the analysis at the very beginning. 
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Figure 1. Response plot for two different items. 

 

1.1. Current Study 

This study proposed a new item discrimination index to be used alongside the existing item 

discrimination indices. Equation 1 provides this coefficient, called the slope coefficient. 

𝑆𝑙𝑜𝑝𝑒 𝐶𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 =  
�̅�𝑛 − �̅�𝑚

𝑛 −  𝑚
                                                                 (1) 

In this equation, �̅�𝑛  is the total mean score of the participants choosing the highest category; 

�̅�𝑚 is the total mean score of the participants choosing the lowest category; k is the number of 

items in the scale; n represents the point value of the highest category and m represents the point 

value of the lowest category. When calculating the average score of individuals, some 

researchers reduce the individual's score to the response category range by dividing the total 

scores by the number of items, instead of the average of the total score obtained from the scale. 

In this situation, for example, the individual's score from the scale is obtained in the range of 1-

5, for a 5-point Likert scale. In this case, there is no need to use the k value in the equation. 

The present study aimed to examine the effect of slope coefficient (sc) on the total variance 

explained by the exploratory factor analysis and in this context, to compare the performance of 

sc with other item discrimination indices. 

2. METHOD 

2.1. Data 

The research data were generated in R (R Core Team, 2022) using the genPolyMatrix function 

of the catR v3.16 (Magis & Raiche, 2012) package. The catR package generates data based on 

Item Response Theory (IRT). Although this research was carried out according to the Classical 

Test Theory (CTT), this package was preferred because of its convenience in producing the 

item pool and response pattern. 

Both the item pool and the sample size were controlled during data generation. Accordingly, 

the item pool size was 10, 30, 50 and 100, respectively and sample size was assigned as 50, 

100, 250, 500 and 1000, respectively. Hence, a total of 20 different response patterns were 

generated simulatively, in four different item pools and five different samples. In addition, the 

number of replications was determined to be 100 and each simulation was repeated 100 times. 

The response category was chosen as 5. Since the item parameters were generated according to 
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IRT with catR, the item discrimination indices of the items would be quite high. To prevent 

this, the item discrimination a parameters of 30% of the generated items were corrected. For 

this, parameter a was randomly assigned from a normal distribution with a mean of 0.3 and a 

standard deviation of 0.05. Then, for each item pool, the response pattern with the specified 

sample size was generated using the genPattern function. As a result, a total of 2000 data files 

with a total of 20 conditions and 100 replications with different item pools and sample sizes 

were examined in the study. 

2.2. Data Analysis 

Simulative data were examined in the study and five different coefficients were calculated for 

item discrimination: Polyserial correlation coefficient, item-total correlation coefficient, item-

rest correlation coefficients upper-lower 27% groups method and slope coefficient. The 

polyserial correlation coefficients were calculated by using the polyserial function in the psych 

v2.2.5 (Revelle, 2022) package and the item discrimination indices found via item-total, item-

rest, and upper-lower 27% groups method were calculated by using the ItemAnalysis function 

in the ShinyItemAnalysis v1.4.1 (Martinkova & Drabinova, 2018) package. The slope 

coefficient, constituting the essence of the research, was calculated by transferring Equation-1 

to R. 

The relevant coefficients were separately calculated for each replication and then the item 

discrimination index averages and 95% confidence interval values for each item were visualized 

with the help of the dplyr v1.0.9 (Wickham et.al., 2022) and ggplot2 v3.3.6 (Wickham, 2016) 

packages. Then, .20, .30 and .35 values were accepted as criteria, respectively, and the items 

below the criteria were excluded from the data set and factor analysis was performed with the 

remaining items. The number of items included in the factor analysis and the variance rates 

explained by these items in a single factor were reported by calculating the mean and 95% 

confidence intervals. The R script used in data generation and analysis can be accessed via 

https://www.github.com/anonym [The full URL will be provided if the manuscript is approved. 

URL is hidden for the purpose of anonymity]. 

3. RESULTS 

The item discrimination indices were the first findings obtained as a result of data analysis. For 

ease of interpretation, the calculated item discrimination indices for each item pool and sample 

size were plotted, but in order not to disrupt the flow of the text, only the plot for the sample 

size of 1000 was provided in Figure 2. Appendix lists the plots obtained for all sample sizes. 

The mean value of 100 replications for each item was taken as the basis for obtaining the graphs, 

but the 95% confidence intervals were also presented in the graph. 

Accordingly, for each item pool size, item discrimination values were found to decrease in the 

last 30% of the item pool. While creating the simulation conditions, the last 30% of each item 

pool was manipulated and deliberately reduced. Therefore, this was an expected result. On the 

other hand, the slope coefficient for each item pool size generated significantly lower values 

than the other item discrimination indices, except when the item pool size was 10. This can be 

seen from the fact that the confidence intervals did not intersect. In addition, when the number 

of items exceeds 50, the item discrimination indices obtained by the item-total, item-rest, and 

upper-lower methods were quite similar to each other; polyserial correlation coefficient was 

significantly lower and the slope coefficient provided the lowest value among the five item 

discrimination indices. 
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Figure 2. Item discrimination indices for n = 1000 in different item pool sizes. 

 

poly: polyserial correlation; rir: item-rest correlation; rit: item-total correlation; uli: upper-lower 27% groups; 

slope: slope coefficient. 

However, item discrimination indices provided similar results for items specifically when the 

number of items was 100, in the last 30% of the item pool and expected to be non-

discriminatory, excluding the slope coefficient. Another finding that emerged after examining 

the graphics in Figure-2 and Annex-1 showed that the slope coefficient generally generated 

lower values; on the other hand, the remaining four item discrimination indices and items 

expected to have poor discrimination values were above .20. Then, using .20, .30 and .35 

criteria, respectively, items with an item discrimination index below this criterion were 

excluded from the test, and exploratory factor analysis was performed with the remaining items. 

Tables 1, 2, and 3 provide the mean number of remaining items, the mean of variance explained 

by a single factor, and the 95% confidence intervals for both values. 
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Table 1. The number of items included in the EFA and the mean ratio of variance explained by a single 

factor for item discrimination index criterion .20 

  k = 10 k = 30 k = 50 k = 100 

n Method kr 

[95% CI] 

Var 
[95% CI] 

kr 

[95% CI] 
Var 

[95% CI] 
kr 

[95% CI] 
Var 

[95% CI] 
kr 

[95% CI] 
Var 

[95% CI] 

5
0
 

SC 8.72 

[8.53-8.92] 

.36 

[.35-.37] 

22.84 

[22.45-23.23] 

.34 

[.33-.34] 

36.89 

[36.32-37.46] 

.40 

[.40-.41] 

72.56 

[71.65-73.47] 

.40 

[.40-.41] 

Poly 9.90 

[9.84-9.96] 

.32 

[.31-.33] 

28.32 

[28.08-28.56] 

.33 

[.32-.34] 

46.77 

[46.42-46.12] 

.34 

[.33-.35] 

91.47 

[90.94-92.00] 

.34 

[.34-.35] 

ULI 9.68 

[9.57-9.79] 

.33 

[.32-.34] 

27.67 

[27.04-27.94] 

.34 

[.33-.34] 

45.75 

[45.40-46.10] 

.34 

[.34-.35] 

89.73 

[89.12-90.34] 

.35 

[.34-.35] 

RIT 9.90 

[9.84-9.96] 

.32 

[.31-.33] 

28.26 

[28.02-28.50] 

.33 

[.32-.34] 

46.61 

[46.26-46.96] 

.34 

[.33-.35] 

91.28 

[90.75-91.82] 

.34 

[.34-.35] 

RIR 8.80 
[8.61-8.99] 

.36 
[.35-.37] 

26.71 
[26.40-27.02] 

.35 
[.34-.36] 

45.12 
[44.69-45.55] 

.35 
[.34-.36] 

89.72 
[89.13-90.31] 

.35 
[.34-.35] 

1
0

0
 

SC 8.78 
[8.60-8.96] 

.35 
[.34-.36] 

22.35 
[22.09-22.62] 

.39 
[.39-.40] 

36.81 
[36.46-37.17] 

.40 
[.39-.40] 

71.80 
[71.25-72.35] 

.40 
[.40-.41] 

Poly 9.97 

[9.94-10.0] 

.31 

[.30-.32] 

28.99 

[28.84-29.14] 

.32 

[.31-.32] 

47.42 

[47.09-47.76] 

.33 

[.32-.33] 

93.55 

[93.21-94.11] 

.33 

[.32-.33] 

ULI 9.95 

[9.91-9.99] 

.31 

[.30-.32] 

28.39 

[28.19-28.59] 

.32 

[.32-.33] 

46.80 

[46.48-47.13] 

.33 

[.32-.33] 

92.26 

[91.76-92.76] 

.33 

[.33-.34] 

RIT 9.97 

[9.94-10.0] 

.31 

[.30-.32] 

28.96 

[28.80-29.12] 

.32 

[.31-.32] 

47.31 

[46.98-47.64] 

.33 

[.32-.33] 

93.35 

[92.89-93.81] 

.33 

[.33-.33] 

RIR 8.86 

[8.69-9.03] 

.31 

[.30-.32] 

27.18 

[26.90-27.46] 

.34 

[.33-.34] 

45.59 

[45.20-45.98] 

.34 

[.33-.34] 

91.28 

[90.74-91.83] 

.34 

[.33-.34] 

2
5

0
 

SC 8.84 
[8.66-9.02] 

.34 
[.33-.34] 

21.72 
[21.54-21.90] 

.40 
[.39-.40] 

35.56 
[35.39-35.73] 

.40 
[.39-.40] 

70.79 
[70.56-71.03] 

.40 
[.40-.40] 

Poly 10.0 
[10.0-10.0] 

.30 
[.29-.31] 

29.52 
[29.31-29.65] 

.31 
[.30-.31] 

48.55 
[48.31-48.79] 

.31 
[.31-.32] 

95.44 
[95.05-95.83] 

.32 
[.31-.32] 

ULI 9.99 

[9.97-10.0] 

.30 

[.29-.31] 

29.15 

[28.97-29.33] 

.31 

[.31-.32] 

47.84 

[47.57-48.11] 

.32 

[.31-.32] 

94.09 

[93.60-94.58] 

.32 

[.32-.32] 

RIT 10.0 

[10.0-10.0] 

.30 

[.29-.31] 

29.50 

[29.37-29.63] 

.31 

[.30-.31] 

48.43 

[48.19-48.67] 

.31 

[.31-.32] 

95.23 

[94.82-95.65] 

.32 

[.31-.32] 

RIR 9.00 

[8.84-9.16] 

.33 

[.33-.34] 

27.56 

[27.28-27.84] 

.33 

[.32-.33] 

46.23 

[45.90-46.56] 

.33 

[.32-.33] 

92.77 

[92.21-93.33] 

.32 

[.32-.33] 

5
0

0
 

SC 8.90 

[8.73-9.07] 

.33 

[.33-.34] 

21.44 

[21.31-21.58] 

.40 

[.39-.40] 

35.30 

[35.19-35.41] 

.40 

[.40-.40] 

70.25 

[70.12-70.39] 

.40 

[.40-.40] 

Poly 10.0 

[10.0-10.0] 

.30 

[.30-.30] 

29.85 

[29.77-29.93] 

.30 

[.30-.31] 

49.23 

[49.06-49.40] 

.31 

[.30-.31] 

97.00 

[96.65-97.35] 

.31 

[.31-31] 

ULI 9.99 
[9.97-10.0] 

.30 
[.30-.30] 

29.65 
[29.53-29.77] 

.31 
[.30-.31] 

48.76 
[48.57-48.95] 

.31 
[.31-.31] 

96.05 
[95.64-96.46] 

.31 
[.31-.31] 

RIT 10.0 

[10.0-10.0] 

.30 

[.30-.30] 

29.83 

[29.75-29.91] 

.30 

[.30-.31] 

49.18 

[49.00-49.36] 
.31 

[.30-.31] 

96.86 

[96.51-97.21] 

.31 

[.31-.31] 

RIR 9.11 

[8.96-9.26] 

.33 

[.32-.33] 

28.03 

[27.81-28.26] 

.32 

[.32-.32] 

46.88 

[46.55-47.21] 

.32 

[.32-.32] 

94.54 

[94.08-95.00] 

.32 

[.31-.32] 

1
0

0
0
 

SC 8.76 

[8.59-8.93] 

.34 

[.33-.34] 

21.30 

[21.18-21.42] 

.40 

[.39-.40] 

35.29 

[35.18-35.40] 

.40 

[.39-.40] 

70.18 

[70.10-70.26] 

.40 

[.40-.40] 

Poly 10.0 

[10.0-10.0] 

.30 

[.29-.30] 

29.88 

[29.81-29.95] 

.30 

[.30-.30] 

49.56 

[49.43-49.69] 

.30 

[.30-.31] 

98.01 

[97.73-98.29] 

.31 

[.30-.31] 

ULI 10.0 
[10.0-10.0] 

.30 
[.29-.30] 

29.77 
[29.68-29.86] 

.30 
[.30-.31] 

49.31 
[49.17-49.47] 

.30 
[.30-.31] 

97.46 
[97.14-97.79] 

.31 
[.30-.31] 

RIT 10.0 
[10.0-10.0] 

.30 
[.29-.30] 

29.88 
[29.81-29.95] 

.30 
[.30-.30] 

49.53 
[49.40-49.66] 

.30 
[.30-.31] 

97.91 
[97.62-98.20] 

.31 
[.30-.31] 

RIR 9.06 

[8.90-9.22] 

.33 

[.33-.34] 

28.30 

[28.04-28.56] 

.32 

[.31-.32] 

47.41 

[47.13-47.69] 

.31 

[.31-.32] 

95.50 

[95.03-95.97] 

.31 

[.31-.31] 

SC: Slope coefficient; Poly: Polyserial correlation; ULI: Upper-Lower index; RIT: Item-total correlation; RIR: 

Item-rest correlation. 

When the criterion for the item discrimination index was set to .20, it was observed that a similar 

number of items remained in the test with the help of the slope coefficient for 10 items and the 

item-rest correlation and a similar variance was explained by a single factor. Other item 

discrimination indices left more items in the test but explained a lower rate of variance. 

However, in cases where the number of items in the pool exceeded 30 and the sample size was 

100 or more, the slope coefficient excluded more items than the others, and accordingly, a 

higher rate of variance could be explained by a single factor. For example, when the sample 
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size was 1000 and the item pool size was 100; an average of 70.18 [70.10-70.39] items were 

included in the factor analysis with the slope coefficient, while an average of 95.50 [95.03-

95.97] items were included in the factor analysis according to the item-rest correlation.  

Table 2. The number of items included in the EFA and the mean ratio of variance explained by a single 

factor for item discrimination index criterion .30 

  k = 10 k = 30 k = 50 k = 100 

n Method kr 

[95% CI] 

Var 
[95% CI] 

kr 

[95% CI] 
Var 

[95% CI] 
kr 

[95% CI] 
Var 

[95% CI] 
kr 

[95% CI] 
Var 

[95% CI] 

5
0
 

SC 6.73 
[6.47-6.99] 

.42 
[.41-.43] 

16.63 
[15.91-17.35] 

.44 
[.43-.44] 

27.19 
[26.11-28.26] 

.45 
[.44-.45] 

52.66 
[50.50-54.83] 

.45 
[.44-.45] 

Poly 9.47 

[9.34-9.60] 

.34 

[.33-.34] 

26.11 

[25.82-26.40] 

. .35 

[.35-.36] 

42.85 

[42.40-43.30] 

.36 

[.36-.37] 

83.57 

[82.89-84.25] 

.37 

[.36-.38] 

ULI 8.88 

[8.68-9.08] 

.35 

[.34-.36] 

24.46 

[24.10-24.82] 

.37 

[.36-.37] 

40.42 

[39.89-40.99] 

.38 

[.37-.38] 

79.70 

[78.89-80.51] 

.38 

[.37-.38] 

RIT 9.43 
[9.30-9.56] 

.34 
[.33-.35] 

25.97 
[25.67-26.27] 

.36 
[.35-.36] 

42.60 
[42.16-43.04] 

.37 
[.36-.37] 

83.03 
[82.37-83.69] 

.37 
[.37-.38] 

RIR 7.78 

[7.60-7.96] 

.39 

[.38-.40] 

24.33 

[24.02-24.64] 

.37 

[.37-.38]. 

40.52 

[40.05-40.99] 

.38 

[.37-.39] 

81.19 

[82.37-83.69] 

.38 

[.37-.38] 

1
0

0
 

SC 6.77 

[6.61-6.93] 

.41 

[.40-.42] 

17.99 

[17.45-18.53] 

.42 

[.42-.43] 

28.23 

[27.26-29.20] 

.43 

[.43-.43] 

55.32 

[53.48-57.16] 

.43 

[.43-.44] 

Poly 9.81 
[9.72-9.90] 

.31 
[.31-.32] 

26.21 
[25.93-26.49] 

.35 
[.34-.35] 

42.64 
[42.25-43.03] 

.36 
[.35-.36] 

82.55 
[81.99-83.11] 

.37 
[.36-.37] 

ULI 9.33 
[9.17-9.49] 

.33 
[.32-.34] 

25.31 
[25.04-25.58] 

.36 
[.35-.36] 

41.42 
[41.00-41.84] 

.36 
[.36-.37] 

80.25 
[79.54-80.96] 

.37 
[.36-.37] 

RIT 9.75 

[9.65-9.85] 

.32 

[.31-.32] 

26.09 

[25.80-26.38] 

.35 

[.34-.36] 

42.44 

[42.05-42.83] 

.36 

[.35-.36] 

82.10 

[81.55-82.65] 

.37 

[.36-.37] 

RIR 7.62 

[7.47-7.77] 

.39 

[.38-.40] 

23.66 

[23.39-23.93] 

.38 

[.37-.38] 

40.23 

[39.80-40.66] 

.37 

[.37-.38] 

80.13 

[79.59-80.67] 

.37 

[.37-.38] 

2
5

0
 

SC 6.83 

[6.72-6.94] 

.40 

[.39-.41] 

18.47 

[18.07-18.87] 

.41 

[.41-.42] 

29.23 

[28.52-29.94] 

.42 

[.41-.42] 

56.35 

[55.02-57.68] 

.42 

[.42-.42] 

Poly 9.93 

[9.88-9.98] 

.30 

[.30-.31] 

26.17 

[25.85-26.49] 

.34 

[.34-.35] 

42.07 

[41.69-42.45] 

.35 

[.35-.36] 

80.98 

[80.34-81.62] 

.36 

[.36-.37] 

ULI 9.72 
[9.62-9.82] 

.31 
[.30-.31] 

25.23 
[24.92-25.54] 

.35 
[.35-.36] 

40.84 
[40.39-41.29] 

.36 
[.35-.36] 

79.06 
[78.45-79.67] 

.37 
[.36-.37] 

RIT 9.92 
[9.87-9.92] 

.30 
[.30-.31] 

26.00 
[25.69-26.31] 

.34 
[.34-.35] 

41.78 
[41.38-42.18] 

.35 
[.35-.36] 

80.55 
[79.92-81.18] 

.36 
[.36-.37] 

RIR 7.43 

[7.30-7.56] 

.38 

[.38-.39] 

22.86 

[22.60-23.12] 

.38 

[.38-.39] 

38.76 

[38.42-39.10] 

.38 

[.37-.38] 

77.51 

[76.96-78.06] 

.37 

[.37-.38] 

5
0

0
 

SC 6.92 

[6.85-6.99] 

.40 

[.40-.41] 

18.97 

[18.64-19.30] 

.41 

[.41-.41] 

29.64 

[29.10-30.18] 

.41 

[.41-.42] 

57.64 

[56.61-58.67] 

.41 

[.41-.42] 

Poly 9.97 

[9.94-10.0] 

.30 

[.30-.30] 

26.46 

[26.18-26.74] 

.34 

[.33-.34] 

41.75 

[41.40-42.10] 

.35 

[.35-.35] 

80.39 

[79.80-80.98] 

.36 

[.36-.36] 

ULI 9.85 

[9.77-9.93] 

.30 

[.30-.31] 

25.64 

[25.34-25.94] 

.34 

[.34-.35] 

40.43 

[40.03-40.83] 

.36 

[.36-.36] 

78.15 

[77.57-78.73] 

.37 

[.37-.37] 

RIT 9.95 
[9.91-9.99] 

.30 
[.30-.31] 

26.34 
[26.05-26.63] 

.34 
[.33-.34] 

41.44 
[41.07-41.81] 

.35 
[.35-.36] 

80.03 
[79.46-80.67] 

.36 
[.36-.37] 

RIR 7.20 
[7.12-7.28] 

.30 
[.30-.30] 

22.57 
[22.30-22.84] 

.38 
[.38-.39] 

37.73 
[37.43-38.03] 

.38 
[.38-.38] 

76.34 
[75.79-76.89] 

.38 
[.37-.38] 

1
0

0
0
 

SC 6.96 

[6.91-7.01] 

.40 

[.39-.40] 

18.90 

[18.60-19.20] 

.41 

[.41-.41] 

29.70 

[29.13-30.27] 

.41 

[.41-.41] 

57.85 

[57.01-58.69] 

.41 

[.41-.41] 

Poly 9.99 

[9.97-10.0] 

.30 

[.29-.30] 

26.38 

[26.09-26.67] 

.34 

[.33-.34] 

41.29 

[40.90-41.68] 

.35 

[.35-.36] 

79.20 

[78.64-79.76] 

.36 

[.36-.37] 

ULI 9.86 

[9.79-9.93] 

.30 

[.30-.30] 

25.24 

[24.91-25.57] 

.35 

[.34-.35] 

40.21 

[39.84-40.58] 

.36 

[.36-.36] 

77.02 

[76.49-77.55] 

.37 

[.37-.37] 

RIT 9.99 

[9.97-10.0] 

.30 

[.29-.30] 

26.16 

[25.86-26.46] 

.34 

[.33-.34] 

41.08 

[40.70-41.46] 

.35 

[.35-.36] 

78.62 

[78.09-79.15] 

.37 

[.36-.37] 

RIR 7.11 
[7.05-7.17] 

.39 
[.39-.40] 

22.02 
[21.83-22.21] 

.39 
[.38-.39] 

37.39 
[37.10-37.68] 

.38 
[.38-38] 

75.14 
[74.68-75.60] 

.38 
[.38-.38] 

SC: Slope coefficient; Poly: Polyserial correlation; ULI: Upper-Lower index; RIT: Item-total correlation; RIR: 

Item-rest correlation. 

The rate of variance explained by a single factor was 40% on average in the slope coefficient 

while it was 31% in item-rest correlation. In other words, when the item discrimination index 

measure was taken as .20 before factor analysis, the slope coefficient evaluated 30% of the item 

pool as non-discriminatory items, and the explained variance rate was approximately 9% 
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higher. Considering the fact that 30% of the item pool is generally consciously assigned as 

items with low discrimination during item production, it was seen that the findings obtained by 

using the slope coefficient and the .20 criterion were very close to the real situation. 

Table 3. The number of items included in the EFA and the mean ratio of variance explained by a single 

factor for item discrimination index criterion .35 

  k = 10 k = 30 k = 50 k = 100 

n Method kr 

[95% CI] 

Var 
[95% CI] 

kr 

[95% CI] 
Var 

[95% CI] 
kr 

[95% CI] 
Var 

[95% CI] 
kr 

[95% CI] 
Var 

[95% CI] 

5
0
 

SC 5.35 

[5.03-5.67] 

.45 

[.44-46] 

12.16 

[11.34-12.98] 

.46 

[.45-.47] 

19.79 

[18.43-21.15] 

.47 

[.46-.47] 

36.70 

[34.27-39.13] 

.47 

[.46-.47] 

Poly 9.10 

[8.95-9.25] 

.35 

[.34-.36] 

24.88 

[24.58-25.18] 

.37 

[.36-.38] 

40.29 

[39.81-40.77] 

.38 

[.38-.39] 

79.18 

[78.55-79.81] 

.38 

[.38-.39} 

ULI 8.19 

[7.96-8.42] 

.36 

[.35-.38] 

22.58 

[22.16-23.00] 

.38 

[.37-.39] 

37.06 

[36.40-37.72] 

.39 

[.39-.40] 

73.44 

[72.39-74.49] 

.39 

[.39-.40] 

RIT 9.05 

[8.89-9.21] 

.35 

[.34-.36] 

24.73 

[24.43-25.03] 

.37 

[.36-.38] 

39.94 

[39.47-40.41] 

.38 

[.38-.39] 

78.70 

[78.08-79.32] 

.39 

[.38-.39] 

RIR 7.28 

[7.08-7.48] 

.41 

[.40-.42] 

23.01 

[22.70-23.32] 

. .39 

[.38-.40] 

38.26 

[37.80-38.72] 

.40 

[.39-.40] 

77.00 

[76.40-77.60] 

.39 

[.39-.40] 

1
0

0
 

SC 5.48 
[5.20-5.76] 

.43 
[.42-.44] 

12.73 
[12.02-13.44] 

.45 
[.44-.45] 

19.96 
[18.84-21.08] 

.45 
[.44-.45] 

37.50 
[35.40-39.60] 

.45 
[.45-.46] 

Poly 9.39 

[9.27-9.51] 

.33 

[.32-.34] 

24.41 

[24.13-24.69] 

.37 

[.36-.38] 

39.84 

[39.45-40.23] 

.38 

[.37-.38] 

77.75 

[77.21-78.29] 

.38 

[.38-.39] 

ULI 8.72 

[8.54-8.90] 

.34 

[.33-.35] 

23.09 

[22.83-23.35] 

.38 

[.37-.38] 

37.66 

[37.17-38.15] 

.38 

[.38-.39] 

72.83 

[71.96-73.70] 

.39 

[.38-.40] 

RIT 9.37 

[9.25-9.49] 

.33 

[.32-.34] 

24.22 

[23.94-24.50] 

.37 

[.36-.38] 

39.60 

[39.22-39.98] 

.38 

[.37-.38] 

77.32 

[76.81-77.83] 

.38 

[.38-.39] 

RIR 7.25 

[7.14-7.36] 

.40 

[.39-.41] 

22.35 

[22.11-
.22.59] 

.39 

[.39-.40] 

37.73 

[37.40-38.15] 

.39 

[.38-.40] 

75.32 

[74.82-75.82] 

.39 

[.39-.40] 

2
5

0
 

SC 5.76 

[5.51-6.01] 

.41 

[.41-.42] 

12.75 

[12.08-13.42] 

.43 

[.43-.44] 

19.63 

[18.65-20.61] 

.43 

[.43-.44] 

36.30 

[34.69-37.91] 

.44 

[.43-.44] 

Poly 9.59 

[9.48-9.70] 

.31 

[.31-.32] 

23.48 

[23.20-23.76] 

.37 

[.37-.38] 

38.21 

[37.90-38.52] 

.38 

[.37-.38] 

74.41 

[73.95-74.87] 

.39 

[.38-.39] 

ULI 9.10 
[8.95-9.25] 

.32 
[.32-.33] 

22.66 
[22.37-22.95] 

.38 
[.37-.38] 

36.66 
[36.31-37.01] 

.38 
[.38-.39] 

71.90 
[71.39-72.41] 

.39 
[.39-.39] 

RIT 9.52 

[9.40-9.64] 

.31 

[.31-.32] 

23.28 

[23.01-23.55] 

.38 

[.37-.38] 

38.05 

[37.74-38.36] 

.38 

[.38-.38] 

74.14 

[73.71-74.57] 

.39 

[.38-.39] 

RIR 7.11 

[7.04-7.18] 

.39 

[.39-.40] 

21.60 

[21.44-21.76] 

.40 

[.39-.40] 

36.17 

[35.97-36.37] 

.39 

[.39-.39] 

72.65 

[72.31-72.99] 

.39 

[.39-.40] 

5
0

0
 

SC 5.88 

[5.67-6.09] 

.41 

[.41-.42] 

12.86 

[12.29-13.43] 

.43 

[.42-.43] 

19.64 

[18.78-20.50] 

.43 

[.43-.43] 

35.77 

[34.35-37.19] 

.43 

[.43-.43] 

Poly 9.79 

[9.71-9.87] 

.31 

[.30-.31] 

23.47 

[23.19-23.75] 

.37 

[.37-.37] 

37.22 

[36.93-37.51] 

.38 

[.38-.39] 

72.73 

[72.37-73.09] 

.39 

[.39-.39] 

ULI 9.21 

[9.06-9.36] 

.32 

[.31-.32] 

22.31 

[22.04-22.58] 

.38 

[.38-.38] 

36.11 

[35.77-36.45] 

.39 

[.38-.39] 

70.47 

[70.02-70.92] 

.39 

[.39-.40] 

RIT 9.76 
[9.67-9.85] 

.31 
[.30-.31] 

23.27 
[22.98-23.56] 

.37 
[.37-.38] 

36.98 
[36.71-37.25] 

.39 
[.38-.39] 

72.53 
[72.19-72.87] 

.39 
[.39-.39] 

RIR 7.02 
[6.99-7.05] 

.40 
[.39-.40] 

21.25 
[21.16-

.21.34] 

.40 
[.39-.40] 

35.58 
[35.43-35.73] 

.40 
[.39-.40] 

71.16 
[70.93-71.39] 

.40 
[.39-.40] 

1
0

0
0
 

SC 5.96 
[5.77-6.15] 

.41 
[.40-.41] 

12.98 
[12.44-13.52] 

.42 
[.42-.43] 

19.31 
[18.59-20.03] 

.43 
[.42-.43] 

35.82 
[34.78-36.86] 

.43 
[.43-.43] 

Poly 9.84 
[9.77-9.91] 

.30 
[.30-.31] 

22.80 
[22.53-23.07] 

.38 
[.37-.38] 

36.85 
[36.59-37.11] 

.39 
[.38-.39] 

71.78 
[71.49-72.07] 

.39 
[.39-.39] 

ULI 9.24 

[9.10-9.38] 

.31 

[.31-.32] 

21.81 

[21.53-22.09] 

.38 

[.38-.39] 

35.43 

[35.17-35.69] 

.39 

[.39-.39] 

69.51 

[69.18-69.84] 

.40 

[.39-.40] 

RIT 9.82 

[9.74-9.90] 

.30 

[.30-.31] 

22.65 

[22.40-22.90] 

.38 

[.38-.38] 

36.69 

[36.44-36.94] 

.39 

[.38-.39] 

71.55 

[71.27-71.83] 

.39 

[.39-.39] 

RIR 7.01 

[6.99-7.03] 

.40 

[.39-.40] 

21.11 

[21.04-21.18] 

.40 

[.39-.40] 

35.27 

[35.16-35.38] 

.40 

[.39-.40] 

70.67 

[70.50-70.84] 

.40 

[.39-.40] 

SC: Slope coefficient; Poly: Polyserial correlation; ULI: Upper-Lower index; RIT: Item-total correlation; RIR: 

Item-rest correlation. 

Before the exploratory factor analysis, by accepting the item discrimination criterion as .30, the 

rates of variance explained by a single factor were calculated for 100 replications as a result of 

removing the items with discrimination below .30 from the analysis. Table 2 provides the mean 
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number of items included in the analysis, the mean variance explained and the 95% confidence 

intervals.  

Table 2 presents findings similar to the .20 criterion. It was determined that fewer items were 

included in the analysis when the slope coefficient was used, but the rate of variance explained 

by a single factor was higher compared to the other methods. On the other hand, it was observed 

that approximately half of the items were not included in the analysis with the slope coefficient 

when the .30 criterion was used. For example, an average of 57.85 [57.01-58.69] items were 

included in the analysis with the slope coefficient in the case where the sample size was 1000 

and the item pool size was 100; but when item-rest correlation was used, an average of 75.14 

[74.68-75.60] items were included in the analysis. On the other hand, the explained variance 

rates were found to be .41 and .38, respectively. This shows that although the slope coefficient 

excluded approximately 20 extra items from the test, it created only a 3% change in the rate of 

variance that was explained. 

Table 3 presents the mean number of items included in the exploratory factor analysis, mean 

ratio of variance explained and the 95% confidence intervals when the item discrimination 

index criterion was accepted as .35. The findings in Table 3 were similar to the findings 

obtained with the .20 and .30 criteria. On the other hand, the slope coefficient was found to 

eliminate most of the items in the test when the criterion was .35. For example, for a sample 

size of 1000 and a item bank of 100, the slope coefficient included an average of 35.82 [34.78-

36.86] items in the analysis; while an average of 70.67 [70.50-70.84] items were included in 

the analysis with the item-rest correlation. This difference which amounted to almost half of 

the number of items had an effect of only 3% on the variance rate which was explained. The .35 

criterion and slope coefficient were far from being ideal choices especially when content 

validity as considered. On the other hand, similar values obtained with the slope coefficient in 

the .20 criterion were obtained with other item discrimination indices in the .35 criterion. 

4. DISCUSSION and CONCLUSION 

A novel item discrimination index was proposed in this study as a new item discrimination 

index for polytomous items, and this coefficient was compared with the polyserial correlation, 

item-total, item-rest correlation, and upper-lower 27% groups method. This comparison was 

done in the context of the coefficient, in the context of the number of items included in the 

exploratory factor analysis when item discrimination criteria were .20, .30 and .35 before the 

exploratory factor analysis and in the context of percentages of variance explained by a single 

factor. Accordingly, it was observed that the slope coefficient generated lower values than the 

other coefficients in all cases. On the other hand, when the item discrimination criterion was 

accepted as .20 before the exploratory factor analysis, it was found that more variance was 

explained with fewer items compared to other indexes. However, it was observed that the values 

obtained with the slope coefficient in the .20 criterion were obtained with the .35 criterion when 

other coefficients were used. When the item discrimination criterion was accepted as .35, the 

slope coefficient eliminated a large number of items, which raised content validity concerns. 

Although the current study did not focus on comparing other item discrimination indices within 

themselves, it was also found that the item discrimination indices obtained specifically by the 

item-total, item-rest, and upper-lower 27% groups method did not differ significantly from each 

other. This expected result was also demonstrated by Engelhart (1965), who compared the 10 

item discrimination indices. A similar study was conducted by Beuchert and Mendoza (1979) 

as a Monte-Carlo study, which also reported similar item discrimination indices. 

The current study proposed a new method to calculate item discrimination index for Likert-type 

scales. There are also current studies on calculating discrimination with different methods such 

as ROC curve (Cum, 2021) and fuzzy logic (Vonglao, 2017). Besides, estimation of item 
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discrimination parameter based on Item Response Theory is also possible. However, it is 

difficult for researchers use these methods widely due to the complexity of the calculation of 

such methods. 

In line with all these results, the slope coefficient is recommended as an additional item 

discrimination index that can be used in scale development studies. However, in cases where 

the slope coefficient is used, it is recommended to position the item discrimination index 

criterion around .20. Considering that this study only used simulative data, it is believed that 

working with real data sets in future studies will improve the research findings. 
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APPENDIX 

Figure 1A. Item discrimination indices for item pool size of 10 
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Figure 2A. Item discrimination indices for item pool size of 30 
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Figure 3A. Item discrimination indices for item pool size of 50 
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Figure 4A. Item discrimination indices for item pool size of 100 
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Abstract: This study aims to develop a ‘Teacher Expectation Scale’ (TES) to 

accurately and reliably measure teachers' expectations from their students. The 

development process of TES has an exploratory mixed method research design. 

The maximum variety sampling method was used when collecting qualitative data 

for the study, and the simple random sampling method was used for quantitative 

data. In the study groups of the research, there are 27 teachers for semi-structured 

interviews, 423 teachers for Exploratory Factor Analysis (EFA) and 750 teachers 

for Confirmatory Factor Analysis (CFA). For the content and face validity of the 

scale, six experts' opinions were obtained. A structure consisting of 36 items and 2 

factors was revealed, which explains 73.54% of the total variance as a result of 

EFA. It has been seen that the items contained in TES show high levels of affiliation 

to the relevant factors and that all items are discriminative. The explored structure 

with EFA was evaluated using CFA. The following results were obtained when 

examining the compliance indices of the obtained model: χ²/df=4.53<5; CFI=0.99; 

TLI=0.99; RMSEA=0.07; SRMR=0.05. From the calculated reliability 

coefficients, McDonald's Omega (0.98) and stratified alpha coefficient (0.96) for 

the scale overall and Cronbach alpha coefficient (.98) for the dimensions were 

obtained. Reliability and validity results, obtained from TES showed that it is a 

valid and reliable measurement tool with two factors and 36 items. The subject of 

teacher expectation can be examined in terms of many variables using TES 

developed in the current research. 

1. INTRODUCTION 

It is possible for individuals to make some predictions about how the phenomena, of which they 

have an impression, will develop or how others will behave. Individuals often have expectations 

in accordance with their estimation. When emotions and thoughts turn into actions accordingly 

with expectations, it means that it is being attempted for the expectations to be realized. A self-

fulfilling prophecy process may have been initiated if the source of the expectation being 

attempted to be realized is based on a false inference. According to the self-fulfilling prophecy 

theory, while people's beliefs and expectations of what will happen in the future are not actually 

true, they can have the attitude that will make them a reality (Merton, 1948). When this theory 

is adapted to the educational context, if a teacher expects a student to succeed, that teacher will 
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probably treat the student in a way that accomplishes his or her expectations. The student, on 

the other hand, will be likely to fulfil the expectations expected of him or her. Teacher 

expectation research began with Rosenthal and Jacobson's (1968) seminal work called 

‘Pygmalion in the Classroom’, which paved the way for the concept of self-fulfilling prophecy. 

Teacher expectation research, which began to be considered as a part of educational psychology 

with this study, has been an important and developing field of research in terms of the subject 

area that continues to this day due to its impact on student achievement (de Boer et al., 2010; 

Rubie-Davies et al., 2020; Wang et al., 2018). The term teacher expectation refers to the 

inferences teachers make about students' academic and non-academic potential behavior, 

towards the future based on their experience (Chen et al., 2011; Good, 1987; Riley & 

Ungerleider, 2012). Teachers work in complex environments where they deal with various 

events that often develop suddenly and are unpredictable, requiring necessary rapid 

interpretation and resolution. Research on teacher expectation helps determine how teachers 

deal with complex processes that can meet the needs of all students. Although successful 

teaching requires much more than the teacher's expectation developed in the direction that all 

students can learn, teacher expectations are an important aspect of helping students realize their 

potential (Good et al., 2018). Teachers plan their lessons and shape learning opportunities under 

the influence of their expectations (Rubie-Davies et al., 2020). Teachers' approach to their 

students with their expectations can shape learning outcomes by influencing students' academic 

beliefs, motivations, and performances (Gershenson et al., 2016; Wang et al., 2018). 

Understanding teacher expectation is therefore an important element in understanding the 

nature of teachers' assessment of their students (Dusek & Joseph, 1983).  

Teachers' expectations can be individual for each student separately, as well as developing as a 

whole at the class/group level. In recent years, some works seem to have begun to be conducted 

that examine teacher expectations at the classroom level as a context, which has not been 

adequately researched (de Jong et al., 2012; Friedrich et al., 2015; Li & Rubie-Davies, 2017; 

Timmermans & Rubie-Davies, 2018). Rubie-Davies (2015) has developed a new model, a 

contextual model of teacher expectation, based on his research on the effects of teacher 

expectation at the classroom level.  

Rubie-Davies' (2015) contextual teacher expectation model is depicted with a series of steps 

shown in Figure 1. 

Figure 1. Rubie-Davies's (2015) contextual model of teacher expectations. 
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In teacher expectation researches that have been conducted to date, student perceptions of 

individual teacher expectation are evaluated, and individual interactions between teachers and 

students, in general, are examined, rather than at the class level (de Boer et al., 2010; Diamond 

et al., 2004; Friedrich et al., 2015; Hinnant et al., 2009). In contrast with the previous models 

that focused on individual teacher expectations (see for details. Brophy & Good, 1970; Cooper, 

1979; Darley & Fazio, 1980; Rosenthal, 1974) Rubie-Davies's (2015) contextual teacher 

expectation model, which focuses on classroom-level teacher expectation, offers a broader 

perspective on the nature of teacher expectation. In this model, the psychosocial environment 

and teaching environments are defined as the two main tool elements of classroom-level teacher 

expectation. These intermediary elements affect the social and academic outcomes of students. 

This model emphasizes that teacher expectation is associated with teacher beliefs and the 

important role that this relationship plays in influencing teachers' teaching practices and 

ultimately students' learning opportunities and outcomes. According to Rubie-Davies, just as 

teacher expectation can affect students' performance, students' behavior can also affect teacher 

expectation. In this mutual interaction, expectations can be communicated through verbal and 

non-verbal behaviors. Rubie-Davies' model is designed to illustrate the process of teacher 

expectation both at individual and class levels. 

The concept of ‘teacher expectation’, whose importance and effects on students have been 

proven by various international studies, is quite new in the Turkish body of literature, and quite 

a few studies have been conducted in this field. A small number of studies in the Turkish body 

of literature (Eryılmaz, 2013; Gökdere, 2013; Kuş & Çelikkaya, 2010; Sazak-Pınar et al., 2012; 

Tutkun & Dinçer, 2015; Yüksel, 2017) focus more on student characteristics that affect 

expectations. In teacher expectation research, in which quantitative methods are used quite 

often (Wang et al., 2018), no scales were found that directly measure teacher expectation 

according to teacher perception when examined in the Turkish body of literature. Only one 

scale (Yüksel, 2017) was found to measure indirectly (according to student perception). In the 

international body of literature, when the scales developed on teacher expectations are 

examined, it can be said that there are some structural and purposeful differences, although 

there are partially similar items between them, and the scale developed in the current research. 

For example, there are significant differences like some scales that have been reached focus 

only on individual expectations (Szumski & Karwowski, 2019; van den Bergh et al., 2010), and 

some have a rather small number of items (Auwarter & Aruguete, 2008; Regalla, 2013), some 

focus only on academic expectation (Barriga et al., 2019; Sweatt, 2000), or some focus on a 

specific field in academic achievement, such as mathematical achievement (Tiedemann, 2000). 

On the other hand, as Chen et al. (2011) noted, the teacher expectation phenomenon includes 

academic and non-academic expectations. No scale has been found in international literature 

that measures academic expectations as well as non-academic teacher expectations.  

The scale of teacher expectations, developed or adapted in accordance with Turkish culture 

from the point of view of teachers, was not found when scanned in the literature.  Considering 

the mutual cyclical interaction between student behavior and teacher expectations, it is 

important to examine non-academic teacher expectations as well as academic expectations. 

This research aims to contribute to a better understanding of the level and direction of teacher 

expectations for students' academic and non-academic performances. Examining the 

relationships between various variables and a scale that measures teacher expectations 

according to teacher perception at the group/class level or school composition can add 

important insights to the literature. As Rubie-Davies and others (2020) emphasize, although 

there is now a rich history of teacher expectations, there is still a lot that is unknown. In this 

context, the aim of this research is to develop a ‘Teacher Expectation Scale’ that can measure 

teacher expectations, especially at the group/class level, and to conduct validity and reliability 

analyses. 
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2. METHOD 

In this study, it is aimed to develop a teacher expectation scale (TES) and conduct validity and 

reliability analyses. In Turkish culture, the different dimensions of teacher expectations are not 

exactly known from the point of view of teachers. In this context, it is necessary to first explore 

the point of view of teachers regarding their expectations. In order to develop a TES based on 

teachers' points of view and literature, the model of this research is designed in an exploratory 

sequential design, which is one of the mixed method research types. The goal of the exploratory 

sequential pattern is to examine the research problem by first discovering it through qualitative 

data collection and analysis. After this first stage, qualitative data is analyzed, and a new data 

collection tool is developed from qualitative results. After the scale is developed, newly 

developed data collection tools are applied for testing (Creswell, 2019, p.41). The qualitative 

stage, which will meet the requirements of the quantitative stage in studies conducted in the 

form of scale development, plays a secondary role (Creswell & Plano Clark, 2018, p.98). 

2.1. Sample 

From the methods of sampling in the qualitative dimension of the research, the maximum 

variation sampling method was used, and in the quantitative dimension, the simple random 

sampling method was used. Demographic information of the participating teachers in the study 

groups that make up the sample of the study is presented in Table 1. 

Table 1. Demographic characteristics of teachers in samples. 

Data from the sample for Interview  Data from the sample for EFA  Data from the sample for CFA 

   Gender N (%) 

 

Gender N (%) 

 

Gender N (%) 

Female 14 51.8 Female 239 56.5 Female 403 53.7 

Male 13 48.2 Male 184 43.5 Male 347 46.3 

Total 27 100 Total 423 100 Total 750 100 

Seniority N (%) Seniority N (%) Seniority N (%) 

1 – 5 Year 8 29.6 1 – 5 Year 57 13.5 1 – 5 Year 191 25.5 

6 – 10 Year 8 29.6 6 – 10 Year 103 24.3 6 – 10 Year 199 26.5 

11 – 15 Year 1 3.7 11 – 15 Year 90 21.3 11 – 15 Year 119 15.9 

16 – 20 Year 5 18.5 16 – 20 Year 57 13.5 16 – 20 Year 98 13.1 

21+ Year 5 18.5 21+ Year 116 27.4 21+ Year 143 19.1 

Total 27 100 Total 423 100 Total 750 100 

School N (%) School N (%) School N (%) 

Preschool 2 7.4 Preschool 45 10.6 Preschool 65 8.7 

Primary School 2 7.4 Primary School 149 35.2 Primary School 241 32.1 

Middle School 5 18.5 Middle School 132 31.2 Middle School 286 38.1 

High School 18 66.6 High School 97 22.9 High School 158 21.1 

Total 27 100 Total 423 100 Total 750 100 

As shown in Table 1, there are three groups involved in this study. The priority criteria for 

maximum diversity at the qualitative stage of the research when determining study groups are 

the maximum different branches, levels, school types and socioeconomic structures of students 

in the schools that are assigned to the task, which can be reached in such a way as to best 

represent the whole. At the quantitative stage, attention was paid to the fact that the study groups 

reached by simple random sampling method for Explanatory Factor Analysis (EFA) and 

Confirmatory Factor Analysis (CFA) consisted of different participants. When research groups 
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are divided in this direction, all schools in Kahramanmaraş are listed according to the districts 

through the corporate web page of the Ministry of National Education (MoNE, 2021). The listed 

schools are classified as school type, school level, provincial, district center and rural schools. 

Classified schools are divided into two clusters, attempting to make a balanced distribution. 

Data was collected from the first set for EFA and from the second set for CFA by a simple 

random sampling method. In this way, in order to generalize the whole, it was attempted to give 

the possibility of being selected equally to the sample units that could best represent the whole 

(Büyüköztürk et al., 2019, p.88). 

The 27 participants in the first study group of the research constitute the qualitative study group, 

which is the exploratory aspect of the research in the development of TES. 423 participants in 

the second study group constitute quantitative study groups in which data is collected for EFA 

and 750 participants in the third study group for CFA. In order to determine the psychometric 

properties of the scale to be developed in scale development studies with minimal errors, the 

minimum number of data (N=300) specified by Tabachnick and Fidell (2015) for factor analysis 

was used as a base. In addition, Kline (1994) suggests that the sample size should be 10 times 

the number of items (Çokluk et al., 2018, p.206). An attempt was made to reach the number of 

samples to exceed the specified number of data and the proposal. In this direction, the number 

of teachers from which the data is collected is seen in Table 1, where the total number of items 

(36) found on the final scale developed in the current research is more than 10 times for EFA 

and 20 times for CFA. 

2.2. Scale Development Process 

During the development process of TES, the subject area was first examined. After the literature 

review, semi-structured interviews that lasted on average for 20 minutes were conducted face 

to face with 27 teachers, 15 of which are in a different branch, who work in various schools in 

terms of socioeconomic levels, so as to form a basis for the item pool of the scale. 

Content analysis was performed on responses obtained from teacher opinions. Simultaneously 

with the content analysis, scale items were written, and the item pool began to be created.  The 

items found in the item pool, during the development of TES, were compared with the 

information and findings given in the literature and an item pool was attempted to be realized 

in accordance with the literature (Gökdere, 2013; Kuş & Çelikkaya, 2010; Öztürk et al., 2002; 

Rubie-Davies, 2004, 2006, 2007, 2010, 2015). During the preparation of the item pool, the 

findings of expectation studies conducted in Turkiye (Erçetin et al., 2020; Kuş & Çelikkaya, 

2010; Yurtal & Yontar, 2006), the general and specific purposes of the Turkish Ministry of 

National Education, the general competencies of the teaching profession (MoNE, 2017), as well 

as scale development studies that may include similar items with TES (Barriga et al., 2019; 

Eden et al., 2000; Sarıtepeci, 2018; Timmermans & Rubie-Davies, 2018) were benefited from. 

When writing scale items, the opinions of the participating teachers were examined 

individually, some expressions were changed and turned into a scale item, and consistency with 

the literature was given importance. In the item pool, firstly 47 items were written. Six experts, 

two of whom are experts in measurement and evaluation, one is an expert in educational 

programs and teaching, three are experts in educational sciences in the field of teacher training, 

and the faculty members were consulted on the written statements. According to expert 

opinions, some expressions, which are similar to each other, distorted in terms of meaning, or 

considered not to measure teacher expectations, were removed from the item pool, some items 

were corrected, and some new items were written. After expert opinions, the number of items 

was reduced to 42. After that, six teachers, the majority of whom received a master's degree or 

doctorate in the field of Educational Sciences, studied the items individually in terms of 

comprehensibility. After the reviews, the opinions of four Turkish language experts were 

received in terms of language and expression. After the teachers' opinions, it was seen that some 
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expressions in some items evoked different connotations, and new corrections and item 

subtractions were made. In the last case, a 37-item draft scale was developed. The scale is 

developed in five-level Likert-type as; 1-Strongly disagree (1.00-1.80), 2-Mostly disagree 

(1.81-2.60), 3-Moderately agree (2.61-3.40), 4-Mostly agree (3.41-4.20), 5-Strongly agree 

(4.21-5.00). 

2.3. Data Analysis 

Data analysis was carried out in two stages in the form of qualitative and quantitative data 

analysis. 

2.3.1. Analysis of qualitative data 

The content analysis method was used in the analysis of qualitative data collected in the 

research. Content analysis helps determine the existence of certain words or concepts in texts 

(Büyüköztürk et al., 2019, p.259) It is an analysis method for defining data, revealing the facts 

hidden in the data, classifying similar data within a specific concept and theme, and interpreting 

them by organizing them in a way that the reader can understand (Yıldırım & Şimşek, 2013). 

In this direction, the available data was analyzed by the researcher and encodings were made 

with a series of repetitions, including components and operations such as taking Edge notes on 

data sets, summarizing data, drawing conclusions, creating simple relationship sets, and 

returning to data sets again. Expert opinion on the coding has been taken. Because some codes 

may have the same meaning in expert evaluations, they were taken as a single code and new 

arrangements were made for encodings that did not meet the sub-themes. After the 

arrangements, the common or similar aspects between the resulting codes were re-examined 

and the theme and sub-themes were systematic, and the interrelated codes were collected under 

the relevant theme. An attempt was made to be written by associating the item pool one-on-one 

with the themes and codes that appeared in the content analysis. Codes and themes reached by 

content analysis in the research constitute the discoverer aspect of the current research. 

2.3.2. Analysis of quantitative data 

Lisrel 8.8, IBM SPSS Amos 24, Factor 10.5.03 and IBM SPSS Statistic 26.0 package programs 

were used in descriptive and structural statistics of quantitative data. The level of significance 

is designated as .05 in statistical analysis. The validity and reliability of the scale, developed in 

accordance with qualitative and quantitative data analysis, were examined. Content validity of 

the scale in accordance with expert opinions and its structure was analyzed by EFA. Kaiser-

Meyer-Olkin (KMO) coefficient and Bartlett Sphericity test were used to decide whether the 

data was suitable for factor analysis. In EFA analysis, the ‘Maximum Likelihood Factor’ 

Analysis method, which is a method of removing factors that have high similarities as a 

factorization technique, was selected, because it is thought that there is a relationship between 

factors, the ‘Direct Oblimin’ oblique rotation method was used. After the rotation process, the 

decision was made by evaluating the results of the eigenvalue slope graph and the parallel 

analysis method (Timmerman & Lorenza-Seva, 2011) together. The relationship between the 

score of each item and the total scale score was determined by the Pearson moments product 

correlation coefficient. Independent samples were analyzed by the t-Test to show that items can 

well distinguish between those with properties they want to measure and those without. CFA 

analysis was conducted to test whether the defined and bounded structure of TES was verified 

as a model. In addition, convergent and divergent validity methods with combined reliability 

have been applied as additional proof of reliability. Combined reliability is used to measure the 

overall reliability of multiple, heterogeneous, but similar expressions (Raykov, 1998). 

Convergent validity means that expressions for variables are related to each other and to the 

factor they form, while divergent validity means that expressions for variables must be less 

related to the factors they do not belong to than the factors in which they are located (Yaşlıoğlu, 
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2017). The combined reliability and average variance (AVE) values achieved were calculated 

in Excel 2010. 

3. FINDINGS 

This section presents the findings related to the validity and reliability analysis of TES. 

3.1. Content Validity 

The qualitative findings of the research on exploratory evidence are divided into two themes, 

academic and non-academic expectations. In the academic expectation theme, 17 codes were 

reached, while in the non-academic expectation theme, 14 codes were reached. Scale 

expressions developed with codes reached under generated themes are mapped by association. 

Expert opinions have been taken on scale expressions mapped to codes. As a result of expert 

opinions, the scope was validated, and it was determined that there was a semantically close 

relationship between each developed scale expression and the opinions of the participating 

teachers. 

3.2. Construct Validity 

The theoretical basis for the scale developed in the current research is based on Rubie-Davies' 

(2015) contextual teacher expectation model. It can be said that the theoretical structure of the 

scale is in accordance with the definitions of academic and non-academic teacher expectations 

by Chen et al. (2011). In addition, academic and non-academic teacher expectation themes 

created by content analysis in the qualitative dimension of the research are consistent with the 

structure discovered with EFA. This consistent structure has been confirmed by the CFA. This 

shows that the teacher expectation structure developed in qualitative analyses is generalizable 

with quantitative analyses and provides additional evidence for the structural validity of TES. 

3.2.1. Normality analysis 

In the process of scale development, normality analysis of the data obtained from the second 

study group was carried out. The suitability of the data for normal distribution was decided by 

looking at kurtosis and skewness values from analytical methods, as well as other graphical 

methods. In the analysis of the data obtained from the second study group, the skewness 

coefficient was found to be -0.321 and the kurtosis coefficient was 0.252. Accordingly, the fact 

that the skewness and kurtosis coefficients are between ±1.5 values (Tabachnick & Fidell, 

2015) shows that the data meet the normality assumption. 

3.2.2. Exploratory factor analysis 

The scale was applied online to 483 participants reached for EFA. Data from the application 

was examined using Microsoft Office Excel 2010 prior to EFA. 22 data with the same 

demographic information and responses that appeared to have responded two or more times 

were extracted from the dataset. In addition, standard Z values were looked at to determine the 

end values in the dataset prior to EFA, and 38 data that were not in the ±3.29 range (Tabachnick 

& Fidell, 2015) were removed from the dataset. Thus, EFA was applied to the data set 

consisting of the remaining 423 teachers' responses to 37 items. 

The Kaiser-Meyer-Olkin (KMO) coefficient and Barlett Sphericity test examined whether the 

data was suitable for factor analysis. Test results are presented in Table 2. 

Table 2. Kaiser-Meyer-Olkin (KMO) test and Bartlett's sphericity test results. 

Kaiser-Meyer-Olkin sample suitability measure (KMO) .98 

Bartlett's sphericity test chi-squared value  19461.37 

Degree of freedom (Df) 666 
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Based on the value ranges specified in Table 2, the value of the KMO appears to be .98 in terms 

of the size of the sample of 423 people. According to this value, the sample is ‘excellent’ and 

the chi-square value determined by the Bartlett Sphericity Test results is significant (X²(666)= 

19461.37; p<0.01). The slope chart of the scale is presented in Figure 2. 

Figure 2. Scree plot. 

 

As a result of EFA, the eigenvalues of the scale are collected under two factors greater than 1. 

It is seen in Figure 2 that the eigenvalues are very close to each other below 1 beginning from 

the third factor. 

According to the data analysis, the charge value of the 37th item written as the reverse is 

designated as .350 in the first factor, and .038 in the second factor. Based on the opinion 

(Büyüköztürk, 2015) that selecting items with a load value greater than 0.45 would be a good 

criterion when studying factor loads, so the 37th item has been removed from the scale. Factor 

analysis has been renewed over the remaining 36 items. The eigenvalues, total variance and 

parallel analysis proofs explained by the scale after the matter extraction are presented in Table 

3. 

Table 3. Total variance table explained by the scale. 

F
ac

to
r Initial Eigenvalues  Extraction Sums of Squared 

Loadings 
 Parallel Analysis 

Total 
% of 

Variance 

Cumulative 

% 
 Total 

% of 

Variance 

Cumulative 

% 
 Real Data 

Variance 

Random 

Variance 

1 23.29 64.69 64.69  22.964 63.79 63.79  66.2 5.7 

2 3.70 10.27 74.96  3.51 9.75 73.54  10.5 5.4 

3 0.78 2.16 77.12      2.1 5.1 

Extraction Method: Maximum Likelihood. 

By examining Figure 2 and Table 3, it is seen that the scale elements are collected under factor 

2. In the analysis made by the parallel analysis method, the real data variation values in the first 

two factors are greater than the random variation values. The eigenvalue of the third factor is 

less than 1. The results of the analysis to determine the number of factors appeared to support 

each other.   

The total variance described by EFA is 73.54%. After the oblique rotation of the Direct oblique, 

the first sub-dimension contributed to the total variance of 20.85, and the second sub-dimension 

contributed to the total variance of 19.26. It seems that the cumulative variance finding is above 

the acceptable level of 60% (Çokluk et al., 2018, p.239). 



Int. J. Assess. Tools Educ., Vol. 9, No. 3, (2022) pp. 787–807 

 795 

Since the two-factor structure of TES discovered by EFA corresponds to the definitions of 

teacher expectations by Chen and others (2011), the items collected in the first factor are titled 

‘Academic Expectations (AE)’ and the items collected in the second factor are titled 

‘Nonacademic Expectations (NE)’. The item and factor distribution loads of the scale are 

presented in Table 4. 

Table 4. Items and factor loadings (Not proofed English version). 

F
ac

to
rs

 Item 

No 

Items 

Students I teach, 

Factor Loads 

1 2 

A
C

A
D

E
M

IC
 E

X
P

E
C

T
A

T
IO

N
S

 

4 I think they will achieve their goal. 0.968 0.143 

8 I think their motivation for studying will be high. 0.936 0.067 

3 I think their level of success will be high. 0.928 0.105 

5 I think they will have academic confidence. 0.926 0.071 

13 I think they will gain the learning outcomes included in the curriculum. 0.890 0.040 

9 I think they'll learn the content of the lessons. 0.889 0.006 

6 I think they'll be interested in their lessons. 0.875 0.001 

7 I think they will fulfil their responsibilities for their classes. 0.867 0.015 

16 I think they'll be ready for higher education training. 0.866 0.008 

12 I think they'll ask effective questions in class. 0.850 0.017 

10 I think they will actively participate in the classes. 0.820 0.052 

1 I think they will succeed in the exams they will take. 0.813 0.003 

15 I think they'll have a prepared approach to their development period. 0.806 0.068 

2 I think they will set goals for success. 0.803 0.034 

11 I think they'll give me the right answers to my questions about the lesson. 0.766 0.088 

14 I think they'll reflect on what they've learned in classes in their lives. 0.747 0.077 

17 I think they'll discover their abilities. 0.736 0.109 

18 I think they'll care about their personal development. 0.718 0.131 

20 I think they will use Turkish in accordance with the rules of the language. 0.607 0.232 

19 I think they'll communicate effectively. 0.594 0.271 

36 I think they will have high-status professions. 0.593 0.188 

N
O

N
A

C
A

D
E

M
IC

 E
X

P
E

C
T

A
T

IO
N

S
 

33 I think they will be individuals who respect people around them. 0.071 0.974 

32 I think they will respect values. 0.127 0.968 

31 I think they care about national values. 0.114 0.966 

27 I think they'll be useful people to society. 0.011 0.900 

28 I think they will adopt the behavior that society expects of them. 0.005 0.891 

22 I think they'll be individuals of character. 0.004 0.884 

29 I think they will be sensitive individuals to social events. 0.051 0.867 

34 I think they will build positive relationships with their families. 0.006 0.866 

21 I think they will have moral virtues. 0.013 0.845 

30 I think they'll be sensitive to protecting the natural environment. 0.075 0.834 

25 I think they'll be kind. 0.094 0.826 

26 I think they will show empathic approaches. 0.127 0.765 

24 I think they will show positive behavior appropriate to their developmental 

period. 

0.190 
0.736 

23 I think they will take care of their personal hygiene. 0.147 0.704 

35 I think they'll pay attention to their choice of friends. 0.263 0.634 

Extraction Method: Maximum Likelihood, Rotation Method: Oblimin with Kaiser Normalization 
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A closer look at Table 4 suggests factor head values of 21 items (Item No: 1-20 and 36) found 

in the AE factor of TES change between .593 and .968, and factor head values of 15 items (Item 

No: 21-35) found in NE factor change between .634 and .974. It is seen that items in the scale 

are associated with a factor that is close to or above the value of .60. Items binding to over .60 

related factors indicate high-level binding (Kline, 1994). In terms of whether the head values 

of items, boarding and factor meet the acceptance level, the difference between the load values 

of items are higher than the acceptance level and the load values of items have in two factors 

greater than .1 (Çokluk et al., 2018, p.233). In this direction, it can be said that TES is a powerful 

measuring tool. 

3.2.2.1. Reliability Study of the Scale. The variance and alpha coefficients explained by 

each factor are presented in Table 5. 

Table 5. Reliability of the scale and sub-factors.  

Factors Item Number Variance Cronbach's Alpha McDonald's Omega 

Factor 1 (AE) 21 % 63.79 0.98 0.98 

Factor 2 (NE) 15 % 9.75 0.98 0.98 

Total 36 % 73.54 0.98 0.98 

In Table 5, it is seen that the reliability coefficient values of Cronbach's Alpha and McDonald's 

Omega are the same values. The Alpha and Omega coefficients of the first and second factors 

are 0.98. The scale-wide reliability coefficient value obtained with a stratified alpha of TES is 

calculated as 0.96. After calculating the reliability coefficients of the scale, the internal 

consistency reliability of the scale was calculated by the Split-half method. The internal 

consistency coefficient values obtained by analyzing the scale by the Split-Half method are 

presented in Table 6. 

Table 6. Internal consistency coefficients of the scale (Split-Half). 

 
 

Cronbach's Alpha 
 Correlation 

Between Forms 

 
Spearman-Brown Coefficient 

 
Guttman 

Split-Half 

Factor  Part1 Part2  N of Items r  Equal Length Unequal Length  Coefficient 

1  .97 .96  21 .91  .96 .96  .95 

2  .97 .96  15 .93  .96 .96  .96 

In Table 6, it can be said that the internal consistency coefficient values of the two groups 

formed by analyzing TES separately for each factor by the Split-Half method are close to each 

other and are very good. These values indicate that items are regulated in a sequential nature 

(Ocak & Park, 2019). Positive and high levels of linear relationships were found between the 

groups. When Guttman and Spearman-Brown coefficients are evaluated, it can be said that TES 

has high reliability. 

3.2.2.2. Item Analysis. In order to determine the item discrimination of the scale, the 

total score of the scale was determined and item analyses were performed on the lower 27% 

(N:114) and upper 27% (N:114) groups. On the scale, it was found that there was a significant 

difference between all items compared to the lower and upper groups of 27% compared to the 

independent samples t-Test. T values for the lower and upper groups range from -16.43 (sd:226, 

p<.01) to -22.30 (sd:226, p<.01). Adjusted item total test correlation values range from 0.73 to 

0.84. Analysis of items by comparing TES' total test correlations with lower and upper groups 

of 27% is shown in Table 7. 



Int. J. Assess. Tools Educ., Vol. 9, No. 3, (2022) pp. 787–807 

 797 

Table 7. Item-Total statistics. 
F

ac
to

rs
 

Item No 

Bottom 27% Group (N: 

114) 
  

Top 27% Group (N: 

114) t 

Corrected Item-

Total 

Correlation X̄ S   X̄ S 

A
C

A
D

E
M

IC
 E

X
P

E
C

T
A

T
IO

N
S

 

1 2.40 0.69   3.90 0.69 -16.43 0.76 

2 2.41 0.62  3.90 0.64 -17.88 0.78 

3 2.36 0.64  3.86 0.65 -17.56 0.77 

4 2.46 0.63  3.93 0.61 -18.07 0.77 

5 2.37 0.66  3.99 0.62 -19.25 0.80 

6 2.49 0.63  4.10 0.53 -20.84 0.81 

7 2.51 0.60  4.11 0.50 -21.78 0.82 

8 2.35 0.58  3.96 0.56 -21.32 0.81 

9 2.48 0.57  4.04 0.49 -22.28 0.83 

10 2.51 0.57  4.09 0.56 -21.18 0.81 

11 2.59 0.59  4.03 0.49 -20.02 0.79 

12 2.46 0.57  3.91 0.59 -19.03 0.78 

13 2.54 0.57  4.00 0.58 -19.18 0.79 

14 2.41 0.65  4.01 0.65 -18.63 0.77 

15 2.38 0.62  3.98 0.59 -20.28 0.81 

16 2.30 0.62  4.00 0.59 -21.35 0.80 

17 2.39 0.57  4.00 0.67 -19.64 0.79 

18 2.44 0.57  3.97 0.57 -20.39 0.79 

19 2.50 0.66  4.15 0.60 -19.84 0.80 

20 2.24 0.64  4.02 0.62 -21.24 0.78 

36 2.29 0.63   3.82 0.65 -18.00 0.73 

N
O

N
A

C
A

D
E

M
IC

 E
X

P
E

C
T

A
T

IO
N

S
  

21 2.92 0.71   4.41 0.51 -18.26 0.77 

22 2.96 0.69  4.44 0.52 -18.26 0.79 

23 2.86 0.75  4.39 0.54 -17.61 0.77 

24 2.80 0.58  4.33 0.48 -21.83 0.84 

25 2.75 0.65  4.47 0.52 -22.20 0.83 

26 2.65 0.60  4.32 0.56 -21.96 0.80 

27 2.98 0.65  4.55 0.53 -19.91 0.81 

28 2.89 0.60  4.40 0.54 -19.88 0.80 

29 2.84 0.63  4.52 0.57 -21.05 0.82 

30 2.77 0.63  4.49 0.54 -22.30 0.82 

31 3.06 0.78  4.61 0.51 -17.72 0.75 

32 3.08 0.78  4.61 0.51 -17.54 0.74 

33 2.95 0.70  4.57 0.52 -19.91 0.80 

34 2.88 0.61  4.43 0.56 -19.93 0.78 

35 2.63 0.63   4.27 0.57 -20.67 0.81 

Since the total correlation value of all items contained in the scale is r ≥ 40, each item found on 

the scale can be considered ‘a very good item’ (Büyüköztürk, 2015). After EFA, a 2-

dimensional structure emerged in which 36 items can take place on the final scale. 

3.2.3. Confirmatory factor analysis 

The scale was applied online to 875 different participants from the study group reached by EFA. 

The data from the application was examined using Microsoft Office Excel 2010 before CFA. 
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59 data with the same demographic information and responses that appeared to have responded 

two or more times were extracted from the dataset. In addition, standard z values were looked 

at to determine the end values in the dataset prior to CFA, and 66 data that were not in the ±3.29 

range (Tabachnick & Fidell, 2015) were excluded from the dataset. Thus, CFA analyses were 

performed on the data set of the remaining 750 teacher responses. A diagram of the model that 

appeared in accordance with the CFA is presented in Figure 3. 

Figure 3. CFA Diagram for TES. 

 

In CFA, t values were examined first. T values which show description states of latent variables 

to indicator variables exceed 2.56. Its level has been seen to be significant (p<.01). T values of 

all items range from 25.12 to 32.34. In this case, after CFA analysis, items were found to 

confirm the factors they are related to in the 99% confidence range (p=.000). Error variances in 

the path diagram of the scale have been studied. M28 has the lowest error variance examining 

the error variances of observed variables. It has a value of 0.18, and the highest error variance 

is by the M36th item. As it is stated in Figure 3, it has a value of 0.40. When the error variances 

of the scale are examined, it can be said that there is no item with a high error variance (Çokluk 

et al., 2018, p.305). In addition, it can be said that there is no incompatible value, and the 

relationship between hidden variables and observed variables is significant (p<.05). 

Standardized coefficients of 36 items found in TES are between .77 and .91. In this direction, 

it can be said that there is no item that should be excluded from the analysis. 

Modification Indices (MI) for covariance indicate the connection between error terms. This 

covariance between error terms refers to the measurement error. The most common cause of 

this error is that the two expressions are understood in the same format, even if they are usually 

written in different forms (Yaşlıoğlu, 2017). In this direction, when modifying TES, covariance 

connections were established between indicators that have a closely related meaning in terms 

of expression, are successive in the order of expressions and are in the same factor. Accordingly, 

the recommended modification indexes in the CFA analysis were examined. Recommended 

modification indexes were evaluated in different aspects. First of all, attention was paid to 

ensure that the modified items were in the same subscale. Secondly, with the thought that 

consecutive answers may affect each other, only consecutive items were modified. Lastly and 

more importantly, the criterion of closeness in the meaning of the modified items was used. 

Totally, 164 covariance connections were proposed. In AE factor, 11 covariance connections 

(1-2, 2-3, 3-4, 6-7, 7-8, 10-11, 11-12, 14-15, 15-16, 17-18, 19-20) have been established 

between the indicators. In NE factor, 6 covariance connections (21-22, 27-28, 28-29, 31-32, 

32-33, 33-34) have been established between the indicators. It was found that the modifications 

made a significant contribution to the chi-square value. Compliance indexes for CFA analysis 

before and after modification are given in Table 8. 
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Table 8. Confirmatory factor analysis compliance indexes. 

  χ2/df RMSEA GFI AGFI CFI NFI TLI RMR SRMR 

Pre-

modification 
7.79 0.11 0.69 0.65 0.98 0.98 0.98 0.04 0.05 

Post-

modification 
4.53 0.08 0.81 0.78 0.99 0.99 0.99 0.03 0.05 

Compliance 

Indicator 
Acceptable Acceptable Acceptable Weak fit Excellent Excellent Excellent Good fit Good fit 

Sources: Brown, 2006; Hooper et al., 2008; Jöreskog & Sörbom, 1993; Tabachnick & Fidell, 2001; Ulrich & Lehrmann, 2008; 

as cited in Ocak & Park, 2019. 

As a result of CFA, χ2/df, Root Mean Square Error of Approximation (RMSEA), Goodness of 

Fit Index (GFI), Comparative Fit Index (CFI), and standardized Root Mean Square Residual 

(SRMR) index values were reported, which were proposed to be examined by Kline (2019) to 

determine the validity of the model. However, some commonly used harmony indexes are 

studied in the literature (Çokluk et al., 2018; Tabachnick & Fidell, 2015). In CFA analysis, the 

value of χ2 after modification was found to be 2610.72 and the degree of freedom was found to 

be 576. When these two values are divided into each other, χ2/df (2610.72/576) results in a value 

of 4.53. The threshold value χ2/df≤5 was accepted when interpreting this value (Wheaton et al., 

1977). It can be said that χ2/df=4.53 shows acceptable compliance (Kline, 2019). The value of 

RMSEA shows a good fit when it is between .05 and .08, and it is thought acceptable between 

.80 and .10. When CFI and TLI are higher than .90 and when they are close to .95, they are 

indicative of suitable models (MacCallum et al., 1996; Hu & Bentler, 1999; as cited in Zhu et 

al., 2018). After modification, it is seen in Table 8 that the RMSEA value is 0.08, the GFI is 

0.81, the AGFI is 0.78, and the SRMR compliance index is 0.05.  

TES compliance indexes and Criterion compliance indexes were compared. In comparison, it 

can be said that the TES model developed in the classroom/group-level teacher expectation 

structure, along with the sub-dimensions of the scale items, has been verified and has generally 

acceptable compliance indexes. 

3.2.4. Composite reliability, convergent validity and divergent validity 

Test results for composite reliability and convergent and divergent validity of TES are presented 

in Table 9. 

Table 9. Composite reliability, convergent and divergent validity test results. 

Factors CR* AVE** AVE SQUARE ROOT 

AE 0.97 0.64 0.80 

NE 0.97 0.71 0.84 
*CR=Composite Reliability, **AVE= Average Variance Extracted 

As a result of the analysis applied to the data obtained for CFA, the correlation value between 

AE and NE factors, which are the sub-dimensions of TES, was found to be 0.75 (p<.01). In 

addition, the fact that CR values for factors are 0.97 provides strong empirical evidence of scale 

reliability. For Convergent validity, it is seen in Table 9 that the CR values in the sub-

dimensions of TES are greater than the average variation Extracted (AVE) values and the AVE 

values are greater than 0.5 (Raykov, 1998). Fornell and Larcker (1981) state that the fact that 

AVE square root values are greater than the sub-dimension correlation values is proof of 

divergent validity. It was found that AVE square root values in factors are greater than the 

correlation value between factors. As part of the results obtained, it can be said that the desired 

conditions for composite reliability and convergent and divergent validity are met. 
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4. DISCUSSION and CONCLUSION 

Teacher expectation is the beliefs that teachers have about students' academic abilities and their 

subsequent success levels (Peterson et al., 2016), and achievements that teachers expect 

students to gain over time (Rubie-Davies et al., 2020). Many studies have tried to reveal that 

teacher expectations affect student performances in some ways. When studying this effect, it 

was found that the research highlighting the characteristics of teachers (Park & Byun, 2020; 

Peterson et al., 2016; Rubie-Davies et al., 2012; Timmermans & Rubie-Davies, 2018; Watson 

et al., 2017) seems to have started recently and has become a new focal point (Li, 2016). There 

is a need for scales that can measure classroom/group-level teacher expectations according to 

teacher perceptions in Turkish literature (İğde, 2021). In this direction, in the current research, 

it is aimed to develop a teacher expectation scale that can measure the expectation factors 

arising from the perceptions and attitudes of teachers at the classroom/group level and test the 

validity and reliability of the measurement scale.  

The opinions of teachers are taken first when preparing the teacher expectation scale (TES). 

Codes and categories are organized by content analysis of teachers' opinions. Scale items are 

written in a way that is related to the specified codes and categories and in accordance with the 

teacher expectation literature (Chen et al., 2011; Rubie-Davies, 2004, 2006, 2007, 2010, 2015; 

Szumski & Karwowski, 2019). Expert opinions are taken to ensure the validity of the scope and 

outlook of the scale items. In accordance with the expert opinions, the content, size and 

description of the items are revised. The 47-item draft scale written before is organized as 37 

items after expert opinions. The number of organized items differs from most studies in the 

teacher expectation literature. In teacher expectation studies, scales comprising of one item 

(Gregory & Huang, 2013; Papageorge et al., 2019; Peterson et al., 2016; Rubie-Davies et al., 

2020; Watson et al., 2017; Zhu et al., 2018) or a couple of items, (Archambault et al., 2012; 

Denessen et al., 2020; Friedrich et al., 2015; Gentrup et al., 2020; Rubie-Davies & Peterson, 

2016; Timmermans & Rubie-Davies, 2018) are widely used (Friedrich et al., 2015). The first 

studies on the subject (Babad et al., 1982; Rosenthal & Jacobson, 1968) and other studies 

conducted since (de Boer et al., 2010; Gentrup et al., 2020; Papageorge et al., 2019; Szumski 

& Karwowski, 2019; Zhu et al., 2018) mostly focus on the individual teacher expectation effect. 

The studies that examine teacher expectations on the basis of classroom/group level (de Jong 

et al., 2012; Demanet & van Houtte, 2012; Friedrich et al., 2015; Li & Rubie-Davies, 2017, 

Park & Byun, 2020; Rubie-Davies, 2006; Rubie-Davies et al., 2020; Timmermans & Rubie-

Davies, 2018) have started to become widespread in recent years. Accordingly, the scale 

developed in the current study focuses on classroom/group-level teacher expectations. Group-

level teacher expectation is measured by the general perception of teachers about the academic 

abilities of students in a group (Park & Byun, 2020). The TES developed in the current study 

can measure this general perception of classroom/group-level teacher expectation in a 

comprehensive and useful way. In addition, among teacher expectation scales in the 

international literature (Auwarter & Aruguete, 2008; Barriga et al., 2019; Regalla, 2013; 

Sweatt, 2000; Szumski & Karwowski, 2019; Tiedemann, 2000; van den Bergh et al., 2010), 

non-academic teacher expectation is often ignored. The TES developed in the current study 

takes into account the expectation of non-academic teachers as well as academic teacher 

expectations. 

EFA and CFA are used to test the structural validity of TES. As a result of EFA, an item with 

a low factor load is excluded from the scale. Thus, a two-factor structure consisting of 36 items 

is obtained. The item content and factors show similarities with the studies of Chen et al. (2011). 

In this specified study, teacher expectation is defined in the form of teacher impression in 

schools regarding the potential academic and non-academic behavior of students. Especially 

with this study, and also with other teacher expectation studies (Barriga et al., 2019; Rubie-
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Davies, 2015; Wang et al., 2021), consistently, the first factor of the scale is named ‘academic 

expectation’ and the second factor is named ‘non-academic expectation’.  

Each item contained in TES shows a high level of connection to the corresponding factor. In 

order to determine whether the theoretically designed model has been verified with data, CFA 

has been conducted. The data obtained from CFA showed that the compliance indices of the 

two-factor structure in TES are sufficient. In order to determine the total score predictive power 

of the items in TES and to determine their level of distinctiveness, item analyses are performed. 

In the lower and upper groups of 27% of the scale items within the scope of item analyses, a 

statistically significant difference was found between the groups and the t value is found to be 

significant. The adjusted item total test correlation values of the items indicate that the scale 

has high item distinctiveness and high validity. The CR and AVE values of TES provide the 

desired conditions for convergent and divergent validity with combined reliability. In addition, 

TES's Cronbach's Alpha, McDonald's Omega and stratified Alpha coefficient results are also 

confirmed by combined reliability coefficients.  

The data collected with the scale have internal consistency. It is concluded that the correlation 

value between the two factors is high with the entire TES score and that there is a suggestive 

relationship between them. This high correlation between academic and non-academic teacher 

expectation factors is in accordance with the teacher expectation literature. The results show 

that all factors and the scale measure a similar structure. The final form of the 36-items TES 

including only positive wordings is provided in Appendix. As a result, TES reliability and 

validity proofs are presented, and TES is brought to the literature. 

4.1. Implications 

It can measure teacher expectations at the individual level with TES, and it can be more useful 

to measure teacher expectations at the group/class/school level as a whole. Along with TES, 

research can be conducted through standardized tests that measure the socio-psychological 

characteristics of students. Research examining the relationships between teacher expectations 

and various teacher qualities (such as self-esteem, teacher judgment, teacher enthusiasm, 

dedication, burnout, stereotypical thinking, prejudice, etc.) can be done using TES. Revealing 

the current state of TES, teacher expectation can also be used to determine which variables that 

uniform teacher expectation affects and which variables are affected. Conducting research, in 

which TES will be used, will be important in terms of contributing to the measurement power 

and purpose of the use of the scale. 
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APPENDIX 

Teacher Expectation Scale (TES)'s Turkish version 

Öğretmen Beklentisi Ölçeği (ÖBÖ) 
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1 Girecekleri sınavlarda başarılı olacaklarını düşünüyorum. 1 2 3 4 5 

2 Başarılı olmak için hedefler belirleyeceklerini düşünüyorum. 1 2 3 4 5 

3 Başarı düzeylerinin yüksek olacağını düşünüyorum. 1 2 3 4 5 

4 Başarı hedeflerine ulaşacaklarını düşünüyorum. 1 2 3 4 5 

5 Akademik özgüvene sahip olacaklarını düşünüyorum. 1 2 3 4 5 

6 Derslerine karşı ilgili olacaklarını düşünüyorum. 1 2 3 4 5 

7 Derslerle ilgili sorumluluklarını yerine getireceklerini düşünüyorum. 1 2 3 4 5 

8 Ders çalışma motivasyonlarının yüksek olacağını düşünüyorum. 1 2 3 4 5 

9 Ders içeriklerini öğreneceklerini düşünüyorum. 1 2 3 4 5 

10 Derslere aktif katılım göstereceklerini düşünüyorum. 1 2 3 4 5 

11 
Ders konusunda sorularıma doğru yanıtlar vereceklerini 

düşünüyorum. 
1 2 3 4 5 

12 Derslerde etkili sorular soracaklarını düşünüyorum. 1 2 3 4 5 

13 
Ders programında yer alan öğrenme kazanımlarını edineceklerini 

düşünüyorum. 
1 2 3 4 5 

14 Derslerde öğrendiklerini hayatlarına yansıtacaklarını düşünüyorum. 1 2 3 4 5 

15 
Gelişim dönemlerine uygun hazırbulunuşluğa sahip olacaklarını 

düşünüyorum. 
1 2 3 4 5 

16 Üst kademe öğrenimlerine hazır olacaklarını düşünüyorum. 1 2 3 4 5 

17 Yeteneklerini keşfedeceklerini düşünüyorum. 1 2 3 4 5 

18 Kişisel gelişimlerine önem vereceklerini düşünüyorum. 1 2 3 4 5 

19 Etkili iletişim kuracaklarını düşünüyorum. 1 2 3 4 5 

20 Türkçeyi dil kurallarına uygun kullanacaklarını düşünüyorum. 1 2 3 4 5 

21 Ahlaki erdemlere sahip olacaklarını düşünüyorum. 1 2 3 4 5 

22 Karakterli bireyler olacaklarını düşünüyorum. 1 2 3 4 5 

23 Kişisel bakımlarına özen göstereceklerini düşünüyorum. 1 2 3 4 5 

24 
Gelişim dönemlerine uygun olumlu davranışlar göstereceklerini 

düşünüyorum. 
1 2 3 4 5 

25 Nezaket kurallarına uyacaklarını düşünüyorum. 1 2 3 4 5 

26 Empatik yaklaşımlar göstereceklerini düşünüyorum. 1 2 3 4 5 

27 Topluma faydalı bireyler olacaklarını düşünüyorum. 1 2 3 4 5 

28 
Toplumun kendisinden beklediği davranışları benimseyeceklerini 

düşünüyorum. 
1 2 3 4 5 

29 Toplumsal olaylara duyarlı bireyler olacaklarını düşünüyorum. 1 2 3 4 5 

30 Doğal çevreyi korumaya duyarlı olacaklarını düşünüyorum. 1 2 3 4 5 

31 Milli değerlere önem vereceklerini düşünüyorum. 1 2 3 4 5 

32 Manevi değerlere saygılı olacaklarını düşünüyorum. 1 2 3 4 5 

33 Çevrelerine saygılı bireyler olacaklarını düşünüyorum. 1 2 3 4 5 

34 Aileleriyle olumlu ilişkiler kuracaklarını düşünüyorum. 1 2 3 4 5 

35 Arkadaş seçimlerine dikkat edeceklerini düşünüyorum. 1 2 3 4 5 

36 Yüksek statülü mesleklere sahip olacaklarını düşünüyorum. 1 2 3 4 5 
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