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Empirical Voronoi wavelets

JÉRÔME GILLES*

ABSTRACT. Recently, the construction of 2D empirical wavelets based on partitioning the Fourier domain with the
watershed transform has been proposed. If such approach can build partitions of completely arbitrary shapes, for
some applications, it is desirable to keep a certain level of regularity in the geometry of the obtained partitions. In
this paper, we propose to build such partition using Voronoi diagrams. This solution allows us to keep a high level of
adaptability while guaranteeing a minimum level of geometric regularity in the detected partition.

Keywords: Empirical wavelet, Voronoi diagram, adaptive partitioning, harmonic mode decomposition.
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1. INTRODUCTION

Empirical wavelets have been proposed in [8] in the 1D case, and then extended to 2D in [7]
as an alternative to the empirical mode decomposition [9]. Its purpose is to build data-driven
wavelets, i.e. a family of wavelets which is designed based on the content of the original sig-
nal/image to analyze. The corresponding wavelet filter bank aims at extracting the harmonic
modes (i.e. amplitude modulated - frequency modulated components) plus some residue. This
is achieved by considering that the expected modes should have a compact support (or at least
are rapidly decreasing outside a compact support) in the Fourier domain. Therefore, the adapt-
ability is obtained by detecting the supports of each mode instead of following some prescribed
rule like classic wavelets. A wavelet filter is built for each support providing us the sought
wavelet filter bank. A theoretical analysis of such construction in the 1D case is available in
[2], considering arbitrary partitioning of the Fourier domain. If in 1D, partitions are made of
intervals, partitions in 2D can have more variability in terms of their geometry. For instance,
in [7], several types of geometries have been considered like rectangular boxes (analogous to
a tensor approach), concentric rings centered at the origin (to represent Littlewood-Paley type
operators), and polar wedges (to mimic the behavior of curvelets). A higher degree of flexibility
have been achieved in [1], where partitions of arbitrary shapes are detected thanks to a water-
shed transform. Such level of adaptability is desirable for many applications, however it can
lead to non-smooth geometries, affecting the degree of regularity of the wavelets themselves,
which is frequently a desirable property for particular analyses. In this paper, we propose an
alternative type of partitions based on Voronoi diagrams. This solution provides a trade-off
between a high level of adaptability while keeping some simple geometric constraint on the
partition to keep good properties of the obtained wavelets.
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*Corresponding author: Jérôme Gilles; jgilles@sdsu.edu
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184 Jérôme Gilles

The remaining of the paper is organized as follows. Section 2 gives a brief reminder about
empirical wavelets, in particular the 2D case. Section 3 describes the Voronoi based empirical
wavelets. Some experiments will be presented in Section 4 while conclusions will be given in
Section 5.

2. EMPIRICAL WAVELETS

Empirical wavelets have proven to be very efficient in different problems from science and
engineering, see for instance [3, 4, 5, 10, 11] to cite only a few. Their construction is originally
inspired by the Empirical Mode Decomposition [9]. It aims at writing a signal f as the sum of
harmonic modes fk (i.e. amplitude modulated-frequency modulated components) and some
residue r:

f(x) = r(x) +
N∑

k=1

fk(x).

The key assumption is that the Fourier transform, f̂k, of each mode has a compact support, or
is at least rapidly decaying outside of a compact support. Each wavelet filter, ψk, is then built
on top of each support. The expected modes are obtained by filtering the signal f by ψk, i.e.
f̂k(ξ) = f̂(ξ)ψ̂k(ξ), where ξ is the frequency, and then the inverse Fourier transform is applied
to get fk. Note that we will denote ψ0 the scaling function that extracts the residue r (i.e. f0 =
r). Empirical wavelets follow the same principle as classic wavelet except that the supports
of each wavelet filter in the Fourier domain are not given by a given rule (like the dyadic
decomposition) but are detected from the spectrum of f itself. In practice, given a function
f , we compute its magnitude spectrum, |f̂ |, then partition the Fourier domain to obtain the
supports of the expected harmonic modes. Equipped with this partition, we build the wavelet
filters and finally decompose f . This process describes the empirical wavelet transform. Note
that this transform is not linear since the support detection step is, in general, not linear.

If in 1D, partitions of the Fourier domain are collections of intervals, in 2D, the partition cells
can have very different geometries. For instance, in [7], the authors have re-visited some exist-
ing constructions of classic wavelets, and have shown that building empirical versions of them
is equivalent to partition the 2D Fourier domain with 1) rectangular boxes those edges are par-
allel to the frequency axis, 2) concentric rings centered around the origin, 3) polar wedges. Each
of these types of partitions correspond respectively to tensor wavelets (Figure 1.a), Littlewood-
Paley wavelets (Figure 1.b), and curvelets (Figure 1.c). These partitions have strong geomet-
ric constraints since they are based on boxes, rings and angular sectors. A higher level of
adaptability has been reached in [1], where the authors proposed to use a watershed trans-
form [13, 14, 15] to find the lowest level lines in the Fourier domain that separate the expected
supports, see Figure 1.d. Such approach removes all geometric constraints on the shape of
the partition cells. However, if such flexibility is desirable for some applications, it also has
some drawbacks. More specifically, the curves corresponding to the cell edges may lack some
smoothness which will directly impact the level of regularity of the built wavelets, which can
be an issue in particular circumstances. To mitigate such issue, we propose in the next section
to use Voronoi partitions. This solution allows us to keep a comparable level of flexibility, since
we use the same seeds than in the watershed case to find the Voronoi cells; and the partition
geometry is smoother since the cells edges are made of linear segments.

3. EMPIRICAL VORONOID WAVELETS

In this section, we give the details on the construction of Empirical Voronoi Wavelets (EVW).
In a nutshell, the different steps are: 1) detect the position of meaningful harmonic modes
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FIGURE 1. Existing 2D partitions of the Fourier domain. These different types
of partitions correspond to a) tensor wavelets, b) Littlewood-Paley wavelets,
c) curvelet type, d) watershed wavelets.

within the magnitude spectrum, 2) create the Voronoi partition, 3) build the wavelet filters ac-
cordingly to each Voronoi cell. Finally, the transform is obtained by performing each individual
filtering. Hereafter, we provide details about these different steps.

3.1. Detection of harmonic mode positions. To detect the position of the meaningful har-
monic modes within the magnitude spectrum, |f̂ |, we use the same method as in [1]. It consists
in building a scale-space representation [6] of |f̂ |: S(ξ, σ) = (|f̂ | ∗gσ)(ξ), where gσ is a Gaussian
kernel with variance σ. For each value of σ (we take the convention that g0 = δ, the Dirac func-
tion), we detect the set of local maxima, denoted {ξσn}

Nσ
n=1, in S, whereNσ is the number of such

local maxima for σ. By increasing σ, the spectrum becomes smoother removing the small vari-
ations within it, hence Nσ is decreasing (this property comes from one axiom of the scale-space
theory that states that no extrema can appear while σ increases). We can then obtain a binary
scale-space representation that is zero everywhere except where local maxima were detected,
see Figure 2.a. The main idea is to notice that the maxima that do correspond to the expected
meaningful modes are the ones corresponding to the “longest” curves in that representation.
Therefore, if we denote ln = argmaxσ{ξσn exist} the length of the curve associated to ξ0n, we
can compute the histogram of {ln}N0

n=1. This histogram will be bimodal: one mode will mostly
count for the shortest curves while the second one for the longest ones. Then, we use Otsu’s
algorithm [12] to automatically find a threshold, T , that separates these two modes. The indices
of the sought longest curves are then given by Λ = {n | ln > T}, the position of the meaningful
modes {ξ0n}n∈Λ extracted from Figure 2.a are depicted in Figure 2.b.

3.2. Voronoi partitioning. The next step consists in using the set {ξ0n}n∈Λ, found previously,
as the seeds of a Voronoi partitioning algorithm [16]. Each position in the domain is tagged
with the label of the closest maxima position (we used the Euclidean distance). Note that, in
the numerical implementation, if a given position is at equal distance from two maxima, some
rule must be implemented to preserve the central symmetry that is expected when real images
are processed. The Voronoi partition corresponding to the set of meaningful maxima depicted
in Figure 2.b is given in Figure 2.c. To enforce a real transform, we pair together the Voronoi
cells that are symmetric with respect to the origin.

3.3. Empirical Voronoi Wavelet transform. The construction of the wavelet filters follow the
same procedure as in [1]. Given a Voronoi cell Ω, if we denote ∂Ω its edge, we define a distance



186 Jérôme Gilles

a) b) c)

FIGURE 2. a) existence of local maxima in the scale-space representation. Each
curve correspond to one originally detected maxima. The vertical axis corre-
sponds to the scale parameter σ. b) positions of maxima {ξ0n}n∈Λ correspond-
ing to the meaningful modes. c) the Voronoi partition associated with {ξ0n}n∈Λ.

Input : image f
Output: set of EVW filters {ψ̂Ωk

}, set of wavelet coefficients {fk}

1 f̂ ← F(f)
2 Detect position of harmonic modes {ξ0n}n∈Λ from |f̂ |
3 Create the Voronoi partition {Ωk}Nk=1 from the seeds {ξ0n}n∈Λ

4 for k = 1 to N do
5 Build ψ̂Ωk

using Eq.(3.3)
6 Extract wavelet coefficients fk = F−1(f̂ ψ̂Ωk

)

7 end
Algorithm 1: Empirical Voronoi Wavelet Transform

transform by

(3.1) DΩ(k, l) =

{
2π
N min(p,q)∈∂Ω

(
d(k, l, p, q)

)
if (k, l) ∈ Ω

−2π
N min(p,q)∈∂Ω

(
d(k, l, p, q)

)
if (k, l) /∈ Ω

,

where d(k, l, p, q) is the quasi-Euclidean distance:

(3.2) d(k, l, p, q) =

{
(
√
2− 1)|q − l|+ |p− k| if |p− k| ≥ |q − l|

(
√
2− 1)|p− k|+ |q − l| if |p− k| < |q − l|.

The corresponding empirical Voronoi wavelet filter, ψ̂Ω, is then defined in the Fourier domain
by

(3.3) ψ̂Ω(k, l) =


1 if DΩ(k, l) > τ

cos
(

π
2β
(

τ−DΩ(k,l)
2τ

))
if DΩ(k, l) ≤ |τ |

0 if DΩ(k, l) < −τ,

where τ defines the width of a transition area along ∂Ω and β(x) = x4(35− 84x+70x2− 20x3).
The Empirical Voronoi Wavelet transform (EVWT) is summarized in Algorithm 1 (we denote
F and F−1 the Fourier transform and its inverse, respectively).

It is straightforward to see that Proposition 1 in [1] remains valid in the present work since
a Voronoi partition can be seen as a particular case of the more general partition considered
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in [1]. Therefore, the set {ψΩk
} forms a frame. The direct consequence is the guaranty of the

existence of the inverse transform by constructing the dual frame {ψ̃Ωk
} via

̂̃
ψΩk

=
ψ̂Ωk∑N

k=0 |ψ̂Ωk
|2
.

The inverse transform is thus given by

f = F−1

(
N∑

k=0

f̂k
̂̃
ψΩk

)
.

4. EXPERIMENTS

The example of an empirical Voronoi wavelet transform is given in Figure 3. The input image
(on the top left of the figure) is a toy example made of piecewise objects (the oval and rectangle)
on which four harmonic modes are superimposed. Two pairs of harmonic modes have similar
frequencies but different orientations, i.e their corresponding positions in the Fourier domain
lie in specific rings with different angular positions. The top right image shows the Voronoi
partition plotted on top of the logarithm of the image magnitude spectrum. We can observe
that the method indeed associates some specific cells to the particular harmonic modes. Finally,
the wavelet coefficients, fk, are given in the remaining images. We emphasize that each image
has been re-normalized for visualization purposes most of them contain only information of
very small magnitude compared to the main modes (given by the boxed images). On the other
hand, the boxed images clearly show that some filters are indeed capable of extracting the
different harmonic modes as well as the objects.

5. CONCLUSION

In this paper, we have proposed an alternative on how to create partitions in the Fourier do-
main for the purpose of building 2D empirical wavelets. Our solution, using Voronoi diagrams,
provides a trade-off between having sub-domain with regular edges, and a high level of adapt-
ability like the one previously proposed in the construction of empirical watershed wavelets.
The corresponding Matlab code is publicly available at https://www.mathworks.com/
matlabcentral/fileexchange/42141-empirical-wavelet-transforms.
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FIGURE 3. Example of an empirical Voronoi wavelet transform. The top left
image is an synthetically generated input image, in particular it contains four
harmonic modes. The top right image depicted the detected Voronoi partition
superimposed on the logarithm of the magnitude spectrum of the input im-
age. The remaining images correspond to the outputs of the different empirical
Voronoi wavelet filters. Note that the images that look black do actually con-
tain some information of very small energy compared to the main harmonic
modes.
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ABSTRACT. We construct a sampling operator with the property that the smoother a function is, the faster its ap-
proximation is. We establish a direct estimate and a weak converse estimate of its rate of approximation in the uniform
norm by means of a modulus of smoothness and a K-functional. The case of weighted approximation is also con-
sidered. The weights are positive and power-type with non-positive exponents at infinity. This sampling operator
preserves every algebraic polynomial.

Keywords: Sampling operator, sampling series, weighted approximation, direct estimate, weak converse estimate,
modulus of smoothness, K-functional.
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1. INTRODUCTION

The general form of the sampling series or operator of the function f : R → R is given for
w > 0 by

(1.1) (Gχ
wf)(x) :=

∑
k∈Z

f

(
k

w

)
χ(wx− k), x ∈ R.

Here χ : R → R is referred to as the kernel of the operator. Under certain assumptions on χ,
we have that Gχ

wf is well-defined for any f in a given function class and Gχ
wf converges to f

either point-wise, or in norm, as w tends to infinity. For example, if χ is continuous on R, has
compact support and

(1.2)
∑
k∈Z

χ(u− k) = 1, u ∈ R,

then (see [10, Theorem 1])
lim

w→∞
Gχ

wf(x) = f(x)

at any point x ∈ R at which f is continuous, as, moreover, the convergence is uniform on R
provided that f is bounded and uniformly continuous on R. More general conditions on the
kernel, which provide such approximation, can be found e.g. in [5, 6, 9, 14, 15, 17].

Clearly, (1.2) implies that Gχ
w reproduces the constant functions. Given any positive integer

r, Butzer and Stens [10, pp. 165–168] constructed a kernel of compact support such that the
corresponding sampling operator reproduces the algebraic polynomials up to degree r − 1.
Another approach to achieve the same goal is given in [6, Section 3.2]. The purpose of the
present paper is to introduce a sampling operator which reproduces all algebraic polynomials.

Received: 07.08.2022; Accepted: 28.10.2022; Published Online: 01.11.2022
*Corresponding author: Borislav R. Draganov; bdraganov@fmi.uni-sofia.bg
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As a consequence, this sampling operator has the property that the smoother the function is, the
faster its approximation is. We estimate the rate of approximation in unweighted and weighted
uniform norm on the real line. The weights are of power-type with non-positive exponents at
infinity.

The contents of the paper are organized as follows. In the next section, we construct the
kernel of the sampling operator. We will consider and show that this sampling operator is
well-defined for a certain broad class of continuous functions. Then, in Section 3, we state our
main results about estimating its rate of approximation by a modulus of smoothness. Section
4 contains basic properties of the sampling operator, from which the main results are derived.
In the last section, we provide proofs of the main results.

2. THE DEFINITION OF THE SAMPLING OPERATOR

Let C(R) denote the space of the continuous (not necessarily bounded) functions on R and
CB(R) the space of the continuous bounded functions on R. Further, let ∥ ◦ ∥ stand for the
uniform norm in CB(R). Let Cr(R) and C∞(R) be the spaces of the functions that are r-times
and infinitely many times, respectively, continuously differentiable on R. Also, as usual, let
L(R) denote the space of the Lebesgue summable functions on R.

Let the function η : R→ R be defined by

η(v) :=



1, v = 0,

e
− 1

e1/v2 − e , |v| < 1, v ̸= 0,

0, |v| ≥ 1.

Lemma 2.1. We have that η ∈ C∞(R).

Proof. The assertion of the lemma is established by elementary calculus. For the sake of com-
pleteness, we include it.

Clearly, η(v) is continuous on R and, for any j ∈ N+, η(j)(v) exists and is continuous on
R\{0,±1}. It remains to demonstrate that η(j)(v) exists and is continuous at v = 0,±1. We set

ξ(v) :=
1

e1/v2 − e
, v ∈ (−1, 1)\{0}.

First, by means of Faà di Bruno’s formula we get

η(j)(v) = η(v)
∑

m1,m2,...,mj

j! (−1)m1+m2···+mj

(m1! 1!m1)(m2! 2!m2) · · · (mj ! j!mj )
(2.1)

×
j∏

n=1

(
ξ(n)(v)

)mn

, v ∈ (−1, 1)\{0},

where the sum is over all non-negative integers m1,m2, . . . ,mj such that

1m1 + 2m2 + · · ·+ jmj = j.

Next, we verify by induction that

(2.2) ξ(n)(v) =
ξn+1(v)

v3n

n∑
ℓ=1

eℓ/v
2

pn,ℓ(v
2), v ∈ (−1, 1)\{0},

where pn,ℓ(x) are algebraic polynomials of degree n− 1.
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Now, using (2.1)-(2.2), we see by induction on j ∈ N+ that η(j)(v) exists at v = 0,±1 and is
equal to 0. Here, we use that η(v) is continuous at these points and limv→0,±1∓0 η

(j)(v) = 0 for
all j ∈ N+. �

We need the Fourier transform of functions in L(R). We use it in the form

f̂(v) :=

∫
R
f(u)e−ivudu, u ∈ R.

Lemma 2.2. There exists θ ∈ L(R) such that θ̂(v) = η(v), v ∈ R. Moreover,

(2.3) θ(u) =
1

π

∫ 1

0

η(v) cosuv dv, u ∈ R,

θ ∈ C∞(R) and θ(j)(u) = O(|u|−n) as u→ ±∞ for all j, n ∈ N0.

Proof. The existence of θ as well as its representation (2.3) can be established by means of e.g. [8,
Proposition 6.3.10] (see also its proof; let us note that the Fourier transform is normalized dif-
ferently in [8]). The last two assertions of the lemma are established directly from the theorem
for differentiation under the integral sign and by integration by parts, as it is more convenient
to write θ(u) in the form

θ(u) =
1

2π

∫ 1

−1

η(v) cosuv dv

and use that η(n)(±1) = 0 for all n ∈ N0. �

We will consider the sampling operator

Gw := Gθ
w,

where Gθ
w is defined in (1.1) with χ := θ given in (2.3). As we will establish now, Gwf(x),

x ∈ R, is well defined for any f ∈ C(R) of at most polynomial growth at infinity. Actually,
more is valid.

Proposition 2.1. If f ∈ C(R) is such that f(x) = O(|x|ν) as x → ±∞ with some ν ∈ N0, then
Gwf ∈ C∞(R), w > 0, as, moreover,

(2.4) (Gwf)
(j)(x) = wj

∑
k∈Z

f

(
k

w

)
θ(j)(wx− k), x ∈ R, j ∈ N0,

the series being uniformly convergent on the compact intervals of R.

Proof. Below, we will denote by c positive constants, not necessarily the same at each occur-
rence, which are independent of x ∈ R and k. We have that

(2.5) |f(x)| ≤ c(1 + |x|)ν , x ∈ R.

Let j ∈ N0. By Lemma 2.2, we have

(2.6) |θ(j)(x)| ≤ c(1 + |x|)−ν−2, x ∈ R.

Let [a, b] be an arbitrary compact subinterval of R. Let γ := wmax{|a|, |b|}. Then for all
x ∈ [a, b] and k ∈ Z such that |k| ≥ γ, we have

1 + |wx− k| ≥ 1 + |k| − γ ≥ |k|+ 1

γ + 1
;
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hence, using (2.5) and (2.6), we arrive at the estimate∣∣∣∣f ( kw
)
θ(j)(wx− k)

∣∣∣∣ ≤ c(1 + |k|w
)ν

(1 + |wx− k|)−ν−2

≤ c

(|k|+ 1)2
, x ∈ [a, b], |k| ≥ γ.

Now, the Weierstrass M-test implies that the series∑
k∈Z

f

(
k

w

)
θ(j)(wx− k)

is uniformly convergent on [a, b] for each j ∈ N0. Consequently, Gwf ∈ C∞(R) for every w > 0
and (2.4) holds. �

Remark 2.1. As it follows from Propositions 4.2 and 4.4 below, (Gwf)
(j)(x), j ∈ N0, is at most of the

same polynomial growth at infinity as f(x).

3. ESTIMATES OF THE RATE OF APPROXIMATION OF Gw

We will consider approximation by Gw in the weighted uniform norm with the weight

ρα,β(x) :=


|x|−α, x < −1,
1, −1 ≤ x ≤ 1,

x−β , x > 1,

where α, β ≥ 0. Let us explicitly note that the results obtained include the unweighted case
ρ0,0(x) ≡ 1. In the case α = β, we can instead write ρα,α, equivalently, in the concise form

ρα,α(x) :=
1

1 + |x|α
, x ∈ R.

As we observed earlier (Proposition 2.1), Gwf is a well-defined infinitely continuously differ-
entiable function on R for any f ∈ C(R) such that ρα,βf ∈ CB(R) with some α, β ≥ 0.

Let f ∈ C(R) be such that ρα,βf ∈ CB(R). We will use the modulus of smoothness of order
r ∈ N+ of f , defined for t > 0 by

ωr(f, t)α,β := sup
0<h≤t

∥ρα,β∆r
hf∥,

where ∆hf(x) := f(x + h/2) − f(x − h/2), x ∈ R, h > 0, and ∆r
h := ∆h(∆

r−1
h ). Clearly,

ρα,β∆
r
hf ∈ CB(R) for every f ∈ C(R) such that ρα,βf ∈ CB(R), and every h > 0.

We will establish the following direct estimate of the rate of approximation of Gw.

Theorem 3.1. Let α, β ≥ 0 and r ∈ N+. Then for all f ∈ C(R) such that ρα,βf ∈ CB(R), and all
w ≥ 1 there holds

∥ρα,β(Gwf − f)∥ ≤ c ωr(f, 1/w)α,β .

Above c is a positive constant whose value is independent of f and w.

This theorem and basic properties of the modulus of smoothness, or more directly Proposi-
tion 4.3 below imply that if f ∈ C∞(R) and ρα,βf (r) ∈ CB(R) for all r ∈ N0, then

∥ρα,β(Gwf − f)∥ = O(w−r) as w →∞ ∀r ∈ N+;

in particular, if f ∈ C∞(R) and f (r) ∈ CB(R) for all r ∈ N0, then

∥Gwf − f∥ = O(w−r) as w →∞ ∀r ∈ N+.
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Also, let us note that Theorem 3.1 yields that Gw preserves any algebraic polynomial (see
also Corollary 4.1 and Remark 4.2 below).

Estimates of the rate of approximation of general sampling operators (1.1) in spaces of con-
tinuous functions associated with the weight ρ2,2 have been recently obtained in [1]. Similar
results for integral modifications of the general sampling operator were established in [2, 3].
Also, such results were proved for an integral form of general exponential sampling operators
in function spaces equipped with a logarithmic weight in [4, Section 5].

The assertion of Theorem 3.1 in the unweighted case follows from the one-dimensional form
of the general assertion in [15, Theorem 6, (8)]. A direct estimate of a different type than the one
in Theorem 3.1 was established for a very general class of sampling operators, in particular, in
the essential supremum norm with the weight ρα,α under certain additional assumptions on
f in [13, Theorem 31 and Remark 34]. There the rate of approximation of a general class of
multivariate quasi-projection operators in weighted Lp-spaces was considered.

The direct estimate in Theorem 3.1 is essentially best possible–the following equivalence
result holds.

Theorem 3.2. Let α, β ≥ 0, r ∈ N+, 0 < λ < r and f ∈ C(R) be such that ρα,βf ∈ CB(R). Then

∥ρα,β(Gwf − f)∥ = O(w−λ) ⇐⇒ ωr(f, t)α,β = O(tλ).

We will prove these theorems in the last section.

4. BASIC RELATIONS AND ESTIMATES

We will often apply the following auxiliary result (cf. [1, Proposition 1]).

Lemma 4.3. Let α, β ≥ 0 and j, ℓ ∈ N0. Then for all x ∈ R and w ≥ 1, there holds

(4.1)
∑
k∈Z

ρα,β

(
k

w

)−1

|wx− k|ℓ|θ(j)(wx− k)| ≤ cρα,β(x)−1.

Above c is a positive constant whose value is independent of x ∈ R and w ≥ 1.

Proof. First, let us note that it is sufficient to establish (4.1) for x ≥ 0. This readily follows from
the relations

ρα,β(x) = ρβ,α(−x), x ∈ R,
and ∑

k∈Z

ρα,β

(
k

w

)−1

|wx− k|ℓ|θ(j)(wx− k)|

=
∑
k∈Z

ρβ,α

(
k

w

)−1

|w(−x)− k|ℓ|θ(j)(w(−x)− k)|, x ∈ R.

In the latter formula, we have taken into account that θ(u) is even; hence θ(2ℓ)(u) are even too,
and θ(2ℓ+1)(u) are odd. Thus, let x ≥ 0. We will estimate the sum on the negative k. We have

(4.2) ρα,β

(
k

w

)−1

≤ 1 +

∣∣∣∣ kw
∣∣∣∣α ≤ 2|k|α ≤ 2(wx− k)α, k ≤ −1, w ≥ 1.

Let n ∈ N+ be such that α + ℓ − n < −1. By virtue of Lemma 2.2, for any fixed j ∈ N0 there
exists a positive constant c such that for all u ≥ 1 there holds

(4.3) |θ(j)(u)| ≤ cu−n.
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Since wx− k ≥ 1 for k ≤ −1, using (4.2) and (4.3), we get∑
k≤−1

ρα,β

(
k

w

)−1

|wx− k|ℓ|θ(j)(wx− k)| ≤ c
∑
k≤−1

(wx− k)α+ℓ−n

≤ c
∑
k≥1

kα+ℓ−n ≤ c.
(4.4)

To estimate the sum on the non-negative k, we take into account that

ρα,β

(
k

w

)−1

≤ 1 +

(
k

w

)β

≤ 1 + c

(∣∣∣∣ kw − x
∣∣∣∣β + xβ

)
≤ c(1 + |wx− k|β + xβ), k ≥ 0, w ≥ 1.

Let n ∈ N+ be such that β+ ℓ−n < −1. By virtue of Lemma 2.2, there exists a positive constant
c such that

|θ(j)(u)| ≤ c(1 + |u|)−n, u ∈ R.
Consequently, similarly as in the previous case, we arrive at∑

k≥0

ρα,β

(
k

w

)−1

|wx− k|ℓ|θ(j)(wx− k)|

≤ c
∑
k≥0

(1 + |wx− k|β + xβ)|wx− k|ℓ(1 + |wx− k|)−n

≤ c
∑
k≥0

(1 + |wx− k|)β+ℓ−n + cxβ
∑
k≥0

(1 + |wx− k|)ℓ−n

≤ c(1 + xβ)
∑
k≥0

(1 + |wx− k|)β+ℓ−n

≤ c(1 + xβ),

as at the last estimate we have taken into consideration that the series
∑

k≥0(1 + |u− k|)β+ℓ−n

is convergent for every u ≥ 0 and its sum is bounded on [0,∞). The latter can be easily
verified if we consider instead the series

∑
k∈Z(1 + |u − k|)β+ℓ−n for u ∈ R. Clearly, it is

uniformly convergent on each compact interval; hence its sum is a continuous function on R.
In addition, the sum is 1-periodic; consequently, it is bounded on R. Combining the estimates
we established above on the sums on k < 0 and k ≥ 0, we arrive at∑

k∈Z

ρα,β

(
k

w

)−1

|wx− k|ℓ|θ(j)(wx− k)| ≤ c(1 + xβ), x ≥ 0;

hence (4.1) follows for x ≥ 0. In view of the observation, we made in the beginning about the
symmetry of the cases x ≤ 0 and x ≥ 0, the proof of the lemma is complete. �

We proceed to the basic properties of the operator Gw, which we will later use to establish
estimates of its rate of approximation. We begin with showing that the family of operators
{Gw}w≥1 is uniformly bounded in the weighted spaces of continuous functions associated with
the uniform norm with the weight ρα,β .

Henceforward, c denotes positive constants, not necessarily the same at each occurrence,
which are independent of the function and the operator order w.
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Proposition 4.2. Let α, β ≥ 0. Then for all f ∈ C(R) such that ρα,βf ∈ CB(R), and all w ≥ 1 there
holds

∥ρα,βGwf∥ ≤ c ∥ρα,βf∥.

Proof. We have

|ρα,β(x)Gwf(x)| ≤ ρα,β(x)
∑
k∈Z

ρα,β

(
k

w

)−1

|θ(wx− k)| ∥ρα,βf∥, x ∈ R.

Then the assertion follows immediately from Lemma 4.3 with j = ℓ = 0. �

The discrete moment of θ of order j ∈ N0 is defined by

mj(u) :=
∑
k∈Z

(k − u)j θ(u− k), u ∈ R.

The following assertions for the discrete moments of θ holds true.

Lemma 4.4. We have m0(u) = 1 and mj(u) = 0, j ∈ N+, for all u ∈ R.

Proof. The proof is standard–based on the Poisson summation formula (see e.g. [16, Theo-
rem 4.2.8] or [8, Propositions 4.1.5, 5.1.28 and 5.1.29, and (3.1.22)]) and connected with certain
Strang-Fix type conditions on θ (see e.g. [10, Lemma 3]). For the readers’ convenience we in-
clude it. We apply the Poisson summation formula to the function θj(u) := ujθ(u), j ∈ N0. We
have θj ∈ L(R) by virtue of Lemma 2.2. The Fourier transform of θj is

(4.5) θ̂j(v) = ij θ̂(j)(v) = ijη(j)(v), v ∈ R,

where we have taken into account Lemma 2.2. Trivially, the series
∑

k∈Z |θ̂j(2πk)| is convergent.
Now, the Poisson summation formula, (4.5), η(j)(0) = 0 for j ≥ 1 (see Lemma 2.1) and

η(j)(v) = 0 for |v| > 1 and j ≥ 0 yield

mj(u) = (−1)j
∑
k∈Z

θj(u− k) = (−1)j
∑
k∈Z

θ̂j(2πk)e
i2πku

= (−i)j
∑
k∈Z

η(j)(2πk)ei2πku

=

{
1, u ∈ R, j = 0,

0, u ∈ R, j ∈ N+.

�

The following Jackson-type inequality holds true for Gw.

Proposition 4.3. Let α, β ≥ 0 and r ∈ N+. Then for all g ∈ Cr(R) such that ρα,βg, ρα,βg(r) ∈
CB(R), and all w ≥ 1 there holds

∥ρα,β(Gwg − g)∥ ≤
c

wr
∥ρα,βg(r)∥.

Proof. We expand g(k/w) by Taylor’s formula at the point x ∈ R to get

(4.6) g

(
k

w

)
=

r−1∑
j=0

g(j)(x)

j!

(
k

w
− x
)j

+
1

(r − 1)!

∫ k/w

x

(
k

w
− u
)r−1

g(r)(u) du.
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Then, taking into account Lemma 4.4, we get the relation

(4.7) (Gwg)(x)− g(x) =
1

(r − 1)!

∑
k∈Z

∫ k/w

x

(
k

w
− u
)r−1

g(r)(u) du θ(wx− k), x ∈ R.

Consequently,

(4.8) |(Gwg)(x)− g(x)| ≤
∥ρα,βg(r)∥
(r − 1)!

∑
k∈Z

∣∣∣∣∣
∫ k/w

x

∣∣∣∣ kw − u
∣∣∣∣r−1

ρα,β(u)
−1du

∣∣∣∣∣ |θ(wx− k)|, x ∈ R.

The function ρα,β(u)−1 is positive, decreasing on (−∞, 0], and increasing on [0,+∞); hence

ρα,β(u)
−1 ≤ ρα,β(x)−1 + ρα,β

(
k

w

)−1

for u between x and
k

w
.

Therefore, we deduce from (4.8) that

|(Gwg)(x)− g(x)|

≤∥ρα,βg
(r)∥

(r − 1)!

∑
k∈Z

∣∣∣∣∣
∫ k/w

x

(
k

w
− u
)r−1

du

∣∣∣∣∣
(
ρα,β(x)

−1 + ρα,β

(
k

w

)−1
)
|θ(wx− k)|

=
∥ρα,βg(r)∥
r!wr

∑
k∈Z

|wx− k|r
(
ρα,β(x)

−1 + ρα,β

(
k

w

)−1
)
|θ(wx− k)|

=
∥ρα,βg(r)∥
r!wr

ρα,β(x)
−1
∑
k∈Z

|wx− k|r|θ(wx− k)|

+
∥ρα,βg(r)∥
r!wr

∑
k∈Z

ρα,β

(
k

w

)−1

|wx− k|r|θ(wx− k)|, x ∈ R.

Now, the assertion of the proposition follows from Lemma 4.3 with j = 0 and ℓ = r, as to
estimate the sum

∑
k∈Z |wx− k|r|θ(wx− k)|, we apply it with α = β = 0. �

If p is an algebraic polynomial of degree at most n, then ρn,np ∈ CB(R) and Proposition 4.3
with r = n+ 1 implies that Gw preserves p for all w ≥ 1.

Corollary 4.1. We have Gwp = p for any algebraic polynomial p and all w ≥ 1.

Remark 4.2. Actually, as it is quite easy to see, the assertion of the corollary holds for all w > 0.

We will need a Bernstein-type inequality for Gw.

Proposition 4.4. Let α, β ≥ 0 and r ∈ N+. Then for all f ∈ C(R) such that ρα,βf ∈ CB(R), and all
w ≥ 1 there holds

∥ρα,β(Gwf)
(r)∥ ≤ cwr ∥ρα,βf∥.

Proof. Let us first recall that Gwf ∈ C∞(R) (see Proposition 2.1). Then, by virtue of (2.4), we
have

|ρα,β(x)(Gwf)
(r)f(x)| ≤ wrρα,β(x)

∑
k∈Z

ρα,β

(
k

w

)−1

|θ(r)(wx− k)| ∥ρα,βf∥, x ∈ R.

Now, the estimate in the proposition follows from Lemma 4.3 with j = r and ℓ = 0. �
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The last auxiliary result for Gw, we will need, is an estimate of the weighted uniform norm
of the derivatives of Gwg for smooth g. In order to establish it, we will make use of a property
of the discrete moments of the derivatives of θ, which is similar to Lemma 4.4. We set

mr,j(u) :=
∑
k∈Z

(k − u)j θ(r)(u− k), u ∈ R.

The following assertions for the discrete moments of θ(r) holds true.

Lemma 4.5. Let r ∈ N+. We have mr,j(u) = 0 for all u ∈ R, where j = 0, . . . , r − 1.

Proof. Just similarly as in the proof of Lemma 4.4, we apply the Poisson summation formula
but to the function θr,j(u) := ujθ(r)(u), j ∈ N0. Since θ̂(r)(v) = (iv)r θ̂(v) = (iv)rη(v), v ∈ R
(recall Lemma 2.2), we get

θ̂r,j(v) = ij θ̂(r)
(j)

(v) = ir+j
(
vrη(v)

)(j)
, v ∈ R.

We have for j = 0, . . . , r − 1(
vrη(v)

)(j)
=

j∑
ℓ=0

(
j

ℓ

)
r(r − 1) · · · (r − ℓ+ 1)vr−ℓη(j−ℓ)(v);

hence, we get θ̂r,j(2πk) = 0 for all k ∈ Z.
Now, the Poisson summation formula yields

mr,j(u) = (−1)j
∑
k∈Z

θr,j(u− k) = (−1)j
∑
k∈Z

θ̂r,j(2πk)e
i2πku ≡ 0.

�

Proposition 4.5. Let α, β ≥ 0 and r ∈ N+. Then for all g ∈ Cr(R) such that ρα,βg(r) ∈ CB(R), and
all w ≥ 1 there holds

∥ρα,β(Gwg)
(r)∥ ≤ c ∥ρα,βg(r)∥.

Proof. Since ρα,βg(r) ∈ CB(R), then g(x) = O(|x|ν) as x → ±∞ with some ν ∈ N+. Then, by
(2.4), we have

(4.9) (Gwg)
(r)(x) = wr

∑
k∈Z

g

(
k

w

)
θ(r)(wx− k), x ∈ R.

We substitute g(k/w) with its Taylor’s expansion (4.6) and apply Lemma 4.5 to arrive at

(Gwg)
(r)(x) =

wr

(r − 1)!

∑
k∈Z

∫ k/w

x

(
k

w
− u
)r−1

g(r)(u) du θ(r)(wx− k), x ∈ R.

We complete the proof with the same argument, used to establish Proposition 4.3, but with θ(r)

in place of θ and we apply Lemma 4.3 with j = ℓ = r. �

5. ESTIMATES OF THE RATE OF APPROXIMATION OF Gw BY A K-FUNCTIONAL

In this section, we will establish a direct inequality and a matching weak converse inequality
for the rate of approximation of Gw in the uniform norm on R with the weight ρα,β by means
of a K-functional. These estimates follow from the basic properties of the operator given in the
preceding section by means of standard techniques (see e.g. [11, Chapter 7, §§ 3 and 5] or [12,
Chapters 9 and 10]).
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The K-functional we will use is defined for f ∈ C(R) such that ρα,βf ∈ CB(R), and t > 0
by

Kr(f, t)α,β := inf{∥ρα,β(f − g)∥+ t ∥ρα,βg(r)∥ : g ∈ Cr(R), ρα,βg, ρα,βg(r) ∈ CB(R)}.

We proceed to the direct estimate.

Theorem 5.3. Let α, β ≥ 0 and r ∈ N+. Then for all f ∈ C(R) such that ρα,βf ∈ CB(R), and all
w ≥ 1 there holds

∥ρα,β(Gwf − f)∥ ≤ cKr(f, w
−r)α,β .

Proof. Let g ∈ Cr(R) be such that ρα,βg, ρα,βg(r) ∈ CB(R). Then, by virtue of Propositions 4.2
and 4.3, we get

∥ρα,β(Gwf − f)∥ ≤ ∥ρα,βGw(f − g)∥+ ∥ρα,β(Gwg − g)∥+ ∥ρα,β(g − f)∥

≤ c
(
∥ρα,β(f − g)∥+

1

wr
∥ρα,βg(r)∥

)
.

Now, we take the infimum on g to arrive at the assertion of the theorem. �

The following weak converse inequality holds.

Theorem 5.4. Let α, β ≥ 0 and r ∈ N+. Then for all f ∈ C(R) such that ρα,βf ∈ CB(R), and all
w, v ≥ 1 there holds

Kr(f, w
−r)α,β ≤ ∥ρα,β(Gvf − f)∥+ c

( v
w

)r
Kr(f, v

−r)α,β .

Proof. By virtue of Propositions 2.1, 4.2 and 4.4, we haveGvf ∈ Cr(R) and ρα,βGvf, ρα,β(Gvf)
(r)

∈ CB(R). Then

(5.1) Kr(f, w
−r)α,β ≤ ∥ρα,β(f −Gvf)∥+

1

wr
∥ρα,β(Gvf)

(r)∥.

Let g ∈ Cr(R) be such that ρα,βg, ρα,βg(r) ∈ CB(R). Then, we use Propositions 4.4 and 4.5 to
estimate the second term on the right above as follows:

∥ρα,β(Gvf)
(r)∥ ≤ ∥ρα,β(Gv(f − g))(r)∥+ ∥ρα,β(Gvg)

(r)∥

≤ cvr
(
∥ρα,β(f − g)∥+

1

vr
∥ρα,βg(r)∥

)
.

(5.2)

Combining (5.1) and (5.2), we arrive at

Kr(f, w
−r)α,β ≤ ∥ρα,β(Gvf − f)∥+ c

( v
w

)r (
∥ρα,β(f − g)∥+

1

vr
∥ρα,βg(r)∥

)
.

Finally, we take the infimum on g to derive the assertion of the theorem. �

Theorems 5.3 and 5.4 yield the following characterization of the rate of the approximation
of Gw.

Corollary 5.2. Let α, β ≥ 0, r ∈ N+, 0 < λ < r and f ∈ C(R) be such that ρα,βf ∈ CB(R). Then

∥ρα,β(Gwf − f)∥ = O(w−λ) ⇐⇒ Kr(f, t)α,β = O(tλ/r).
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Proof. If Kr(f, t)α,β = O(tr/λ), then Theorem 5.3 implies ∥ρα,β(Gwf − f)∥ = O(w−λ).
To establish the inverse implication, we will use the Berens-Lorentz Lemma [7]. We will

apply it in the form given in [11, Chapter 10, Lemma 5.2]. We set ϕ(x) := Kr(f, x
2)α,β , 0 < x ≤

1, and µ := 2λ/r ∈ (0, 2). Then Theorem 5.4 implies

ϕ(x) ≤ cf
(
yµ +

x2

y2
ϕ(y)

)
, 0 < x ≤ y ≤ 1,

where cf is a positive constant whose value may depend on f , but not on x and y. Now, the
Berens-Lorentz Lemma yields

ϕ(x) ≤ c′cfxµ, 0 < x ≤ 1,

with some positive constant c′; hence Kr(f, t)α,β = O(tλ/r). �

The K-functional above and the modulus of smoothness given in Section 3 are equivalent,
that is, there exist constants c, t0 > 0 such that for all f ∈ C(R) with ρα,βf ∈ CB(R), and all
t ∈ (0, t0] there hold (see [12, Theorem 6.1.1 with φ ≡ 1 and p =∞])

(5.3) c−1ωr(f, t)α,β ≤ Kr(f, t
r)α,β ≤ c ωr(f, t)α,β .

Actually, it can be shown by means of the standard method to prove the above equivalence
in the unweighted case (see e.g. [11, p. 177]) that it holds for any fixed positive t0 (with c
depending on t0).

Combining Theorem 5.3 and Corollary 5.2 with relations (5.3) with t0 = 1, we immediately
get Theorems 3.1 and 3.2.
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1. INTRODUCTION

For |t| < 1, let us consider the expansion

(1.1)
eat

(1− t)y
=

∞∑
k=0

pk,a(y)
tk

k!
, pk,a(y) =

k∑
i=0

(
k

i

)
(y)ia

k−i.

Recall that, for i ∈ N, (x)i = x(x + 1) · · · (x + i − 1), while (x)0 = 1. If we take y = n and
t = x/(x+ 1), then

eax/(x+1)(1 + x)n =

∞∑
k=0

pk,a(n)

k!

( x

1 + x

)k
.

For a ≥ 0, Mihesan [9] defined

Ba
n(f, x) =

∞∑
k=0

W a
n,k(x)f

(k
n

)
, where W a

n,k(x) = e−ax/(x+1) pk,a(n)x
k

k!(1 + x)n+k
.

We also write Ba
n(f(t), x) instead of Ba

n(f, x). Notice that, for a = 0, Ba
n(f) is just a Baskakov

operator.
In this paper, we present a Voronovsakaja type result for the operators Ba

n in a weighted
space C%[0,∞) defined as follows: for the weight %(x) = 1/(1 + x)q (q ≥ 0 a fixed real),

C%[0,∞) =
{
f ∈ C[0,∞) : ‖f‖% <∞

}
,

where ‖f‖% = supx≥0 |%(x)f(x)|. In order to present a simple proof, here we only consider the
case q ≥ 3/2.

It is known (see [9]) that, if f ∈ C[0,∞) and there exist positive constants A and B such that
|f(x)| ≤ BeAx, then Ba

n(f) is well defined. Hence, Ba
n(f) is defined for all f ∈ C%[0,∞).
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*Corresponding author: Jorge Bustamante; jbusta@fcfm.buap.mx
DOI: 10.33205/cma.1169884
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In [11] and [13] some pointwise asymptotic expansions were given for Mihesan operators.
But we remark that the results are not correct. For instance, in Theorem 4.1 of [11] and in
Theorem 2.2 in [13] a term g′(x)Ba

n(t− x, x) should be added.
The paper is organized as follows. In Section 2 we recall some known results. Section 3 is

very technical. We need estimates for the moments of the operators Ma
n,k(x) for 1 ≤ k ≤ 6.

Finally, in Section 5 we present the Voronovskaja type theorem. We remark that some different
quantitative Voronovskaja theorems were given in [6] and [7]. An inverse result will appear in
another paper.

In what follows C and Ci will denote absolute constants. They may be different on each
occurrence.

2. KNOWN RESULTS

It is known that (see [9])

(2.2) Ba
n(1, x) = 1, Ba

n(t, x) = x+
ax

n(1 + x)
,

and

(2.3) Ba
n((t−x)2, x) =

ϕ2(x)

n
+

1

n2
ax

(1 + x)

(a+ 1)x+ 1

(1 + x)
=
ϕ2(x)

n

(
1+

a

n(1 + x)2
+

a2x

n(1 + x)3

)
.

It was verified in [10] that

(2.4) ϕ2(x)
( d
dx
W a

n,k(x)
)
=
(
k − nx− ax

x+ 1

)
W a

n,k(x).

Theorem 2.1. (see [4]) If a ≥ 0 and q ≥ 0 are real numbers, there exists a constant Mq(a) such that

Ma(q) := sup
n>1

sup
x≥0

Ba
n((1 + t)q, x)

(1 + x)q
<∞.

Proposition 2.1. (see [4]) If a > 0, r ∈ [0, 1], there exists a constant C such that for each integer
n > 1 and each x ≥ 0,

Ba
n

( 1

(1 + t)r
, x
)
≤
( n

n− 1

)r 1

(1 + x)r
.

Remark 2.1. It is known a similar result for a = 0. We can use the arguments in [4] to verify
that, if a ≥ 0 and r ∈ [0, 2], there exists a constant C = C(a, r) such that, for n > 2,

(2.5) Ba
n

( 1

(1 + t)r
, x
)
≤ C

(1 + x)r

(see also [5]).

Lemma 2.1. (see [8, Prop. 3.3]) Assume r ≥ 0, m, p ∈ R, and m − r + 1 > 0. Then for x > 0 and
t ≥ 0, one has ∣∣∣∣∫ t

x

(t− s)m

sr
(1 + u)pds

∣∣∣∣ ≤ |t− x|m+1

(m− r + 1)xr

(
(1 + x)p + (1 + t)p

)
.
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3. ESTIMATES FOR THE MOMENTS

The moment of order j ∈ N0 of the operator Ba
n is defined by

Ma
n,j(x) = Ba

n((t− x)j , x).

In this work, we need estimates of Ma
n,j(x) for 0 ≤ j ≤ 6. We remark that in Lemma 2.3 of

[13] some computations were given for Ma
n,3(x) and Ma

n,4(x), but they are complicated. Here,
we follow a different approach. In Lemma 1 of [2], it is asserted that Ma

n,j(x) = O(n−[(j+1)/2]),
where [α] denotes the integer part of α, but the estimate is not correct (see (2.3)). A similar
assertion was given in [1], where the authors defined the Mihesan operators in the form

Ba
n(f, x) =

∞∑
k=0

W a
n,k(x)f

( k

n+ 1

)
.

Notice that

(3.6) Ma
n,0(x) = 1 and Ma

n,1(x) =
ax

n(1 + x)
.

We can use an iterative process to obtain representation for other moments of the operators.

Lemma 3.2. If a ≥ 0, j, n ∈ N, n > 1, and x ≥ 0, then

Ma
n,j+1(x) =

ϕ2(x)

n

(
jMa

n,j−1(x) +
a

(1 + x)2
Ma

n,j(x) +
d

dx
Ma

n,j(x)
)
.

Proof. Taking into account (2.4), one has

Ma
n,j+1(x) = Ba

n((t− x)(t− x)j , x)

=

∞∑
k=0

(k
n
− x
)(k

n
− x
)j
W a

n,k(x)

=
1

n

ax

x+ 1
Ma

n,j(x) +
1

n

∞∑
k=0

(
k − nx− ax

x+ 1

)(k
n
− x
)j
W a

n,k(x)

=
1

n

ax

x+ 1
Ma

n,j(x) +
ϕ2(x)

n

∞∑
k=0

(k
n
− x
)j d
dx
W a

n,k(x)

=
1

n

ax

x+ 1
Ma

n,j(x) +
jϕ2(x)

n
Ma

n,j−1(x) +
ϕ2(x)

n

d

dx
Ma

n,j(x)

=
ϕ2(x)

n

( a

(1 + x)2
Ma

n,j(x) + jMa
n,j−1(x) +

d

dx
Ma

n,j(x)
)
.

�

Since in Lemma 3.2 the derivative appears, in order to estimate Ma
n,6(x) we should study

other derivatives of the previous moments.

Lemma 3.3. Assume a ≥ 0. There exists a constant C such that, if n > 1 and x ≥ 0 , then

Ma
n,2(x) ≤ C

ϕ2(x)

n
,

∣∣∣ d
dx
Ma

n,2(x)
∣∣∣ ≤ C 1 + x

n
,

∣∣∣ d2
dx2

Ma
n,2(x)

∣∣∣ ≤ C

n
,∣∣∣ d3

dx3
Ma

n,2(x)
∣∣∣ ≤ C

n2(1 + x)4
and

∣∣∣ d4
dx4

Ma
n,2(x)

∣∣∣ ≤ C

n2(1 + x)5
.
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Proof. It follows from (2.3) that

d

dx
Ma

n,2(x) =
1

n

(
1 + 2x+

a

n(1 + x)2
+

2a2x

n(1 + x)3

)
.

Hence

0 ≤ d

dx
Ma

n,2(x) ≤
1 + 2x+ a(1 + 2ax)

n
≤ C(1 + x)

n
.

The estimates for the other derivatives follow from the identities

d2

dx2
Ma

n,2(x) =
1

n

(
2− 2a

n(1 + x)3
+

2a2(1− 2x)

n(1 + x)4

)
,

d3

dx3
Ma

n,2(x) =
1

n2

( 6a

(1 + x)4
− 4a2(1− x)

(1 + x)5

)
,

d4

dx4
Ma

n,2(x) =
1

n2

( 4! a

(1 + x)5
+

4a2(6− 4x)

(1 + x)6

)
.

�

Assume nx ≥ 1. Notice that 1 + x ≤ nx+ x = (n+ 1)x. Hence (1 + x)2 ≤ (n+ 1)ϕ2(x) and

1 + x

n
≤
√
n+ 1ϕ(x)

n
≤
√
2
ϕ(x)√
n
.

Lemma 3.4. Suppose that a ≥ 0. There exists a constant C such that, for n > 1 and x ≥ 0, one has

|Ma
n,3(x)| ≤ C

(1 + x)ϕ2(x)

n2
,

∣∣∣ d
dx
Ma

n,3(x)
∣∣∣ ≤ Cϕ2(x)

n2
,

∣∣∣ d2
dx2

Ma
n,3(x)

∣∣∣ ≤ C(1 + x)

n2
and

∣∣∣ d3
dx3

Ma
n,3(x)

∣∣∣ ≤ C

n2
.

Proof. From Lemma 3.2, one has

Ma
n,3(x) =

ϕ2(x)

n

{
2Ma

n,1(x) +
a

(1 + x)2
Ma

n,2(x) +
d

dx
Ma

n,2(x)
}

=
ϕ2(x)

n

{ 2ax

n(1 + x)
+

a

(1 + x)2
Ma

n,2(x) +
d

dx
Ma

n,2(x)
}
.

Taking into account (2.3) and Lemma 3.3, we obtain

|Ma
n,3(x)| ≤ C1

ϕ2(x)

n

{ x

n(1 + x)
+

x

n(1 + x)
+

1 + x

n

}
≤ C2

(1 + x)ϕ2(x)

n2
.

Moreover, for x ≥ 0,

n
d

dx
Ma

n,3(x) =
d

dx

{2ax2
n

+
ax

(1 + x)
Ma

n,2(x) + ϕ2(x)
d

dx
Ma

n,2(x)
}

=
4ax

n
+

a

(1 + x)2
Ma

n,2(x) +
ax

(1 + x)

d

dx
Ma

n,2(x) + ϕ2(x)
d2

dx2
Ma

n,2(x).

Hence, ∣∣∣ d
dx
Ma

n,3(x)
∣∣∣ ≤ C1ϕ

2(x)

n

( 4

n2
+

1

n(1 + x)2
+

a

(1 + x)

1

n
+

1

n

)
≤ C2

n2
.
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On the other hand

n
d2

dx2
Ma

n,3(x) =
4a

n
− 2a

(1 + x)3
Ma

n,2(x) +
2a

(1 + x)2
d

dx
Ma

n,2(x)

+
( ax

(1 + x)
+ (1 + 2x)

) d2
dx2

Ma
n,2(x) + ϕ2(x)

d3

dx3
Ma

n,2(x).

Therefore, ∣∣∣ d2
dx2

Ma
n,3(x)

∣∣∣ ≤ C1

n

( 1
n
+

ϕ2(x)

n(1 + x)3
+

1 + x

n(1 + x)2
+

1 + x

n
+

ϕ2(x)

n2(1 + x)4

)
≤ C2(1 + x)

n2
.

Finally

n
d3

dx3
Ma

n,3(x) =
6aMa

n,2(x)

(1 + x)4
− 6a

(1 + x)3
d

dx
Ma

n,2(x)) + ϕ2(x)
d4

dx4
Ma

n,2(x)

+
( 3a

(1 + x)2
+ 2
) d2
dx2

Ma
n,2(x) +

( ax

(1 + x)
+ 2(1 + 2x)

) d3
dx3

Ma
n,2(x)

and we obtain∣∣∣ d3
dx3

Ma
n,3(x)

∣∣∣ ≤ C1

n2

( ϕ2(x)

(1 + x)4
+

(1 + x)

(1 + x)3
+ 1 +

1 + x

n(1 + x)4
+

ϕ2(x)

n(1 + x)5

)
≤ C2

n2
.

�

Lemma 3.5. Suppose that a ≥ 0. There exists a constant C such that, for n > 1 and x ≥ 0, one has

0 ≤Ma
n,4(x) ≤ C

ϕ4(x)

n2
,
∣∣∣ d
dx
Ma

n,4(x)
∣∣∣ ≤ C(1 + x)ϕ2(x)

n2
and

∣∣∣ d2
dx2

Ma
n,4(x)

∣∣∣ ≤ C(1 + x)2

n2
.

Proof. First, we consider the representation

Ma
n,4(x) =

ϕ2(x)

n

(
3Ma

n,2(x) +
a

(1 + x)2
Ma

n,3(x) +
d

dx
Ma

n,3(x)
)
.

It follows from Lemma 3.4 that

0 ≤Ma
n,4(x) ≤ C1

ϕ2(x)

n

(ϕ2(x)

n
+

(1 + x)ϕ2(x)

n2(1 + x)2
+
ϕ2(x)

n2

)
≤ C2

ϕ4(x)

n2
.

For the first derivative, we obtain

n
d

dx
Ma

n,4(x) = (1 + 2x)
(
3Ma

n,2(x) +
a

(1 + x)2
Ma

n,3(x) +
d

dx
Ma

n,3(x)
)

+ ϕ2(x)
(
3
d

dx
Ma

n,2(x)−
2aMa

n,3(x)

(1 + x)3
+

a

(1 + x)2
d

dx
Ma

n,3(x) +
d2

dx2
Ma

n,3(x)
)

= 3(1 + 2x)Ma
n,2(x) + 3ϕ2(x)

d

dx
Ma

n,2(x) +
a

(1 + x)2
Ma

n,3(x)

+
(
1 + 2x+

ax

(1 + x)

) d
dx
Ma

n,3(x) + ϕ2(x)
d2

dx2
Ma

n,3(x).
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Hence ∣∣∣ d
dx
Ma

n,4(x)
∣∣∣ ≤ C1

n

( (1 + x)ϕ2(x)

n
+

(1 + x)ϕ2(x)

n2
+

(1 + x)ϕ2(x)

n2

)
≤ C1(1 + x)ϕ2(x)

n2
.

For the second derivative, we consider the identity

n
d2

dx2
Ma

n,4(x) = 6Ma
n,2(x) + 6(1 + 2x)

d

dx
Ma

n,2(x) + 3ϕ2(x)
d2

dx2
Ma

n,2(x)

− 2a

(1 + x)3
Ma

n,3(x) +
( a

(1 + x)2
+
(
2− a

(1 + x)2

) d
dx
Ma

n,3(x)

+
(
(1 + 2x)− ax

(1 + x)
+ (1 + 2x)

) d2
dx2

Ma
n,3(x) + ϕ2(x)

d3

dx3
Ma

n,3(x)

= 6Ma
n,2(x) + 6(1 + 2x)

d

dx
Ma

n,2(x) + 3ϕ2(x)
d2

dx2
Ma

n,2(x)−
2a

(1 + x)3
Ma

n,3(x)

+ 2
d

dx
Ma

n,3(x) +
(
2(1 + 2x)− ax

(1 + x)

) d2
dx2

Ma
n,3(x) + ϕ2(x)

d3

dx3
Ma

n,3(x).

Therefore∣∣∣ d2
dx2

Ma
n,4(x)

∣∣∣ ≤ C1

n

(ϕ2(x)

n
+

(1 + x)2

n
+
ϕ2(x)

n

+
(1 + x)ϕ2(x)

n2(1 + x)3
+
ϕ2(x)

n2
+

(1 + x)2

n2
+
ϕ2(x)

n2

)
=
C1(1 + x)

n2

(
2x+ (1 + x) +

1

n
+

2x

n
+

(1 + x)

n

)
≤ C2(1 + x)2

n2
.

�

Corollary 3.1. Suppose that a ≥ 0. There exists a constant C such that, if n > 1 and x ≥ 0, then

Ba
n,3(|t− x|3, x) ≤ C

ϕ3(x)

n3/2
.

Proof. It follows from the inequalities

Ba
n,3(|t− x|3, x) ≤

(
Ma

n,2(x)M
a
n,4(x)

)1/2
≤ C1

ϕ(x)√
n

ϕ2(x)

n
.

�

Lemma 3.6. Suppose that a ≥ 0. There exists a constant C such that, if n > 1 and x ≥ 0, then

|Ma
n,5(x)| ≤ C

(1 + x)ϕ4(x)

n3
and

∣∣∣ d
dx
Ma

n,5(x)
∣∣∣ ≤ C (1 + x)2ϕ2(x)

n3
.

Proof. For the fifth moment, one has

Ma
n,5(x) =

ϕ2(x)

n

(
4Ma

n,3(x) +
a

(1 + x)2
Ma

n,4(x) +
d

dx
Ma

n,4(x)
)
.
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It is clear that

|Ma
n,5(x)| ≤ C1

ϕ2(x)

n

( (1 + x)ϕ2(x)

n2
+

ϕ4(x)

n2(1 + x)2
+

(1 + x)ϕ2(x)

n2

)
≤ C2

(1 + x)ϕ4(x)

n3
.

For the first derivative one has
d

dx
Ma

n,5(x) =
(1 + 2x)

n

(
4Ma

n,3(x) +
a

(1 + x)2
Ma

n,4(x) +
d

dx
Ma

n,4(x)
)

+
ϕ2(x)

n

(
4
d

dx
Ma

n,3(x)−
2aMa

n,4(x)

(1 + x)3
+

a

(1 + x)2
d

dx
Ma

n,4(x) +
d2

dx2
Ma

n,4(x)
)
.

Therefore ∣∣∣ d
dx
Ma

n,5(x)
∣∣∣ ≤ C1

n

( (1 + x)2ϕ2(x)

n2
+

ϕ4(x)

n2(1 + x)
+

(1 + x)2ϕ2(x)

n2

+
ϕ4(x)

n2
+

ϕ6(x)

n2(1 + x)3
+
C1 + x)ϕ4(x)

n2(1 + x)2
+

(1 + x)2ϕ2(x)

n2

)
≤ C2

(1 + x)2ϕ2(x)

n3
.

�

Lemma 3.7. Suppose that a ≥ 0. There exists a constant C such that, if n > 1 and x ≥ 0, then

0 ≤Ma
n,6(x) ≤ C

(1 + x)ϕ4(x)

n3

(
x+

1

n

)
.

Proof. As in Lemma 3.5, we obtain

Ma
n,6(x) =

ϕ2(x)

n

(
5Ma

n,4(x) +
a

(1 + x)2
Ma

n,5(x) +
d

dx
Ma

n,5(x)
)
.

Taking into account Lemmas 3.5 and 3.6, we obtain

0 ≤Ma
n,6(x) ≤ C1

ϕ2(x)

n

(ϕ4(x)

n2
+

(1 + x)ϕ4(x)

n3(1 + x)2
+

(1 + x)2ϕ2(x)

n3

)
≤ C1

(1 + x)ϕ4(x)

n3

(
x+

ϕ2(x)

n3(1 + x)2
+

(1 + x)

n

)
≤ C2

(1 + x)ϕ4(x)

n3

(
x+

1

n

)
.

�

4. THE RATE OF CONVERGENCE

Set

(4.7) K(f, t)% = inf
g∈D(%)

(
‖f − g‖% + t

(
‖ϕ2g′′‖% + a‖ϕg′‖%

)
.

Theorem 4.2. Assume a, q ≥ 0 are real numbers, and %(x) = 1/(1 + x)q . There exists a constant
C = C(a, q), such that for n > 2 and f ∈ C%[0,∞), one has

‖Ba
n(f)− f‖% ≤ CK

(
f,

1

n

)
%
,

here K(f, t)% is defined in (4.7).
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Proof. If x > 0 and g ∈ D(%), we will use the representation

g(t) = g(x) + g′(x)(t− x) +
∫ t

x

g′′(s)(t− s)ds.

It follows from Proposition 2.1 that∣∣∣ ∫ t

x

g′′(s)(t− s)ds
∣∣∣ ≤ ‖ϕ2g′′‖%

∣∣∣ ∫ t

x

(t− s)
ϕ2(s)%(s)

ds
∣∣∣

= ‖ϕ2g′′‖%
∣∣∣ ∫ t

x

(t− s)
s

(1 + s)q−1ds
∣∣∣

≤ ‖ϕ2g′′‖%
(t− x)2

x
((1 + x)q−1 + (1 + t)q−1).

Taking into account (2.3), Hölder inequality, Theorem 2.1 (see also (2.5)), and Lemma 3.5, we
obtain ∣∣∣Ba

n

(∫ t

x

g′′(s)(t− s)ds, x
)∣∣∣

≤‖ϕ
2g′′‖%
x

(
(1 + x)q−1Ba

n((t− x)2, x) +Ba
n((t− x)2(1 + t)q−1, x)

)
≤‖ϕ

2g′′‖%
x

(
C1(1 + x)q−1

ϕ2(x)

n
+ (Ba

n((1 + t)2q−2, x))1/2
√
Ma

n,4(x)
)

≤C2
‖ϕ2g′′‖%

x

(x(1 + x)q

n
+ (1 + x)q−1

ϕ2(x)

n

)
≤ C3

‖ϕ2g′′‖%
n%(x)

.

Since

Ba
n(g, x)− g(x) = g′(x)Ba

n(t− x, x) +Ba
n

(∫ t

x

g′′(s)(t− s)ds, x
)
,

from the previous estimate and (3.6), one has

%(x)
∣∣∣Ba

n(g, x)− g(x)
∣∣∣ ≤ ∣∣∣%(x)g′(x)Ba

n(t− x, x)
∣∣∣+ ∣∣∣Ba

n

(∫ t

x

g′′(s)(t− s)ds, x
)∣∣∣

≤ %(x)
∣∣∣g′(x)Ba

n(t− x, x)
∣∣∣+Ba

n

(∣∣∣ ∫ t

x

g′′(s)(t− s)ds
∣∣∣, x)

≤ %(x)|g′(x)| ax

n(1 + x)
+ C3

‖ϕ2g′′‖%
n

≤ a
√
x

n(1 + x)3/2
‖ϕg′‖% + C3

‖ϕ2g′′‖%
n

≤ C4

n

(
‖ϕ2g′′‖% + a‖ϕg′‖%

)
.

Therefore, for any g ∈ D(%),

‖Ba
n(f)− f‖% ≤ ‖f − g‖% + ‖Ba

n(f − g)‖% + ‖Ba
n(g)− g‖%

≤ C
{
‖f − g‖% +

1

n

(
‖ϕ2g′′‖% + a‖ϕg′‖%

)}
.

�

Remark 4.2. For g ∈ D(%), the previous proof also yields the inequality

‖Ba
n(f)− f‖% ≤ C

{
‖f − g‖% +

1

n

(
‖ϕ2g′′‖% + a‖g′‖%

)}
.

But, the estimate with ‖ϕg′‖% is more convenient to study the inverse result.
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5. A VORONOVSKAJA-TYPE THEOREM

Theorem 5.3. Assume a, q ≥ 0 and %(x) = 1/(1 + x)q . There exists a constant C such that, if n > 1,
g ∈ C3[0,∞) and g, ϕ2g′′, ϕ3g′′′ ∈ C%[0,∞), then∥∥∥∥Ba

n(g)− g −
ae1

n(1 + e1)
g′ − ϕ2g′′

2n

∥∥∥∥
%

≤ C
(‖ϕ2g′′‖% + ‖ϕ2g′′′‖%

n2
+
‖ϕ3g′′′‖%
n3/2

)
,

where e1(x) = x.

Proof. For g ∈ C3[0,∞), we use the Taylor expansion

g(t) = g(x) + g′(x)(t− x) + 1

2
g′′(x)(t− x)2 + 1

2

∫ t

x

g′′′(s)(t− s)2ds,

to obtain the representation

Ba
n(g, x)−Qa

n(g, x) =
1

2
Ba

n

(∫ t

x

g′′′(s)(t− s)2ds, x
)
,

with

Qa
n(g, x) = g(x) + g′(x)Ba

n(t− x, x) +
1

2
g′′(x)Ba

n((t− x)2, x)

= g(x) + g′(x)Ma
n,1(x) +

1

2
g′′(x)Ma

n,2(x).

We should estimate

Ba
n

(∣∣∣ ∫ t

x

g′′′(s)(t− s)2ds
∣∣∣, x) =

∞∑
k=0

∣∣∣ ∫ k/n

x

g′′′(s)
(k
n
− s
)2
ds
∣∣∣W a

n,k(x).

(A) Suppose 0 ≤ x < 1/n. In this case, we consider the inequality

∞∑
k=0

∣∣∣ ∫ k/n

x

g′′′(s)
(k
n
− s
)2
ds
∣∣∣W a

n,k(x)

≤‖ϕ2g′′′‖%
∞∑
k=0

∣∣∣ ∫ k/n

x

(k
n
− s
)2 ds

ϕ2(s)%(s)

∣∣∣W a
n,k(x).

For k = 0, one has

W a
n,0(x)

∫ x

0

s2

ϕ2(s)%(s)
ds =W a

n,0(x)

∫ x

0

s(1 + s)q−1ds ≤ x2(1 + x)q−1

(1 + x)n

≤ (1 + x)q

n2
.
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On the other hand, if q ≥ 1, then

∞∑
k=1

W a
n,k(x)

∫ k/n

x

(k/n− s)2

ϕ2(s)%(s)
ds ≤ 1√

x

∞∑
k=1

W a
n,k(x)

∫ k/n

x

(k/n− s)2√
s(1 + s)1−q

ds

≤ 1√
x

∞∑
k=1

W a
n,k(x)(1 + k/n)q−1(k/n− x)2

∫ k/n

x

ds√
s

=
2√
x

∞∑
k=1

W a
n,k(x)(1 + k/n)q−1(k/n− x)2(

√
k/n−

√
x)

≤ 2√
x

∞∑
k=1

W a
n,k(x)(1 + k/n)q−1(k/n− x)5/2

≤ 2√
x

√
Mn,5(x)

( ∞∑
k=0

(1 + k/n)2q−2W a
n,k(x)

)1/2
≤ C1

√
1 + x√
x

ϕ2(x)

n3/2
(1 + x)q−1 ≤ C2

√
x

n3/2
(1 + x)q ≤ C1(1 + x)q

n2
,

where we use Lemma 3.6 and Theorem 2.1.
If q < 1, the proof is simpler because, for x < 1/n,

1

(1 + k/n)1−q
≤ 1

(1 + x)1−q
.

Therefore

%(x)|Ba
n(g, x)−Qa

n(g, x)| ≤
C

n2
‖ϕ2g′′′‖%.

(B) Assume that nx ≥ 1. In this case, we consider the inequality

∞∑
k=0

∣∣∣ ∫ k/n

x

g′′′(s)
(k
n
− s
)2
ds
∣∣∣W a

n,k(x)

≤‖ϕ3g′′′‖%
∞∑
k=0

∣∣∣ ∫ k/n

x

(k
n
− s
)2 ds

ϕ3(s)%(s)

∣∣∣W a
n,k(x).

Since 1/n ≤ x, it follows from Lemma 3.7

Ma
n,6(x) ≤ C

(1 + x)ϕ4(x)

n3

(
x+

1

n

)
≤ 2C

ϕ6(x)

n3
.

Moreover

Ba
n(|t− x|3, x) ≤

√
Ma

n,6(x) ≤ 2C
ϕ3(x)

n3/2
.
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Thus, we can use Lemma 2.1, Lemma 3.6 and Theorem 2.1 to obtain

%(x) |Ba
n(g, x)−Qa

n(g, x)| ≤
1

2
%(x)‖ϕ3g′′′‖%Ba

n

( ∣∣∣∣∫ t

x

(t− s)2

ϕ3(s)%(s)
ds

∣∣∣∣ , x)
=

1

2
%(x)‖ϕ3g′′′‖%Ba

n

( ∣∣∣∣∫ t

x

(t− s)2(1 + s)q−3/2

s3/2
ds

∣∣∣∣ , x)
≤ 1

3
%(x)‖ϕ3g′′′‖%Ba

n

(
|t− x|3

( (1 + x)q−3/2

x3/2
+

(1 + t)q−3/2

x3/2

)
, x
)

=
1

3
‖ϕ3g′′′‖%

(Ba
n(|t− x|3, x)
ϕ3(x)

+
%(x)

x3/2

√
Ma

n,6(x)
√
Ba

n((1 + t)2q−3, x)

≤ C3‖ϕ3g′′′‖%
( 1

n3/2
+
%(x)

x3/2
ϕ3(x)

n3/2
(1 + x)q−3/2

)
≤ C4

‖ϕ3g′′′‖%
n3/2

.

Taking into account (2.2) and (2.3), we obtain∥∥∥∥Ba
n(g)− g −

ae1
n(1 + e1)

g′ − ϕ2g′′

2n

∥∥∥∥
%

≤
∥∥∥∥Ba

n(g)− g − g′Ma
n,1 −

1

2
g′′Ma

n,2

∥∥∥∥
%

+
1

2

∥∥∥∥ϕ2g′′

n
− ϕ2(x)

n

(
1 +

a

n(1 + x)2
+

a2x

n(1 + x)3

)
g′′
∥∥∥∥
%

=

∥∥∥∥Ba
n(g)− g − g′Ma

n,1 −
1

2
g′′Ma

n,2

∥∥∥∥
%

+
1

n2

∥∥∥∥( a

(1 + x)2
+

a2x

(1 + x)3

)
ϕ2g′′

∥∥∥∥
%

≤C
(‖ϕ2g′′‖% + ‖ϕ2g′′′‖%

n2
+
‖ϕ3g′′′‖%
n3/2

)
.

�

Corollary 5.2. Under the assumptions of Theorem 5.3, one has

lim
n→∞

∥∥∥∥n(Ba
n(g)− g

)
− ae1

(1 + e1)
g′ − ϕ2g′′

2

∥∥∥∥
%

= 0,

where e1(x) = x.

Remark 5.3. In Theorem 3.2 of [13], a Voronovskaja-type theorem was given for functions f ∈ C3[0,∞)
such that f, f ′, f ′′, f ′′′ ∈ C%[0,∞), but the authors only considered the case q ∈ N0. Moreover, they
only obtained pointwise convergence.
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Exponential approximation in variable exponent Lebesgue
spaces on the real line

RAMAZAN AKGÜN*

ABSTRACT. Present work contains a method to obtain Jackson and Stechkin type inequalities of approximation
by integral functions of finite degree (IFFD) in some variable exponent Lebesgue space of real functions defined on
R := (−∞,+∞). To do this, we employ a transference theorem which produce norm inequalities starting from
norm inequalities in C(R), the class of bounded uniformly continuous functions defined on R. Let B ⊆ R be a
measurable set, p (x) : B → [1,∞) be a measurable function. For the class of functions f belonging to variable
exponent Lebesgue spaces Lp(x) (B), we consider difference operator (I − Tδ)r f (·) under the condition that p(x)

satisfies the log-Hölder continuity condition and 1 ≤ ess infx∈B p(x), ess supx∈B p(x) < ∞, where I is the identity
operator, r ∈ N := {1, 2, 3, · · · }, δ ≥ 0 and

(∗) Tδf (x) =
1

δ

∫ δ

0
f (x+ t) dt, x ∈ R, T0 ≡ I,

is the forward Steklov operator. It is proved that

(∗∗) ‖(I − Tδ)r f‖p(·)
is a suitable measure of smoothness for functions in Lp(x) (B), where ‖·‖p(·) is Luxemburg norm in Lp(x) (B) . We
obtain main properties of difference operator ‖(I − Tδ)r f‖p(·) in Lp(x) (B) . We give proof of direct and inverse
theorems of approximation by IFFD in Lp(x) (R) .

Keywords: Variable exponent Lebesgue space, one sided Steklov operator, integral functions of finite degree, best
approximation, direct theorem, inverse theorem, modulus of smoothness, Marchaud inequality, K-functional.

2020 Mathematics Subject Classification: 41A10, 41A25, 41A27, 41A65.

1. INTRODUCTION

Some inequalities of Approximation Theory in a Homogenous Banach Spaces (HBS) can
be obtained their uniform-norm counterparts. This information is known for a long time,
(see e.g., [20] for definition of HBS). This elegant method was generalized to some variable
exponent Lebesgue spaces functions defined on R (see Theorem 1 of [9]). Generally, these
scale of function classes are non-translation invariant with respect to the ordinary translation
x → f (x+ a). Here, we give several uniform-norm inequalities on C(R) and apply them
to obtain several inequalities of approximation by IFFD in some variable exponent Lebesgue
spaces Lp(x)(R). Under some condition on p(x) of Lp(x)(R), we obtain main inequalities of
exponential approximation by IFFD such as Jackson-Stechkin-Timan type estimates and equiv-
alence of K-functional with suitable modulus of smoothness (∗∗) given in abstract for functions
of Lp(x)(R). Note that many results of approximation by IFFD can be obtained easily their
uniform-norm counterparts in C(R).
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Consider an entire function f(z) and put M(r) = max|z|=r |f(z)| for z = x+ iy. We say that
an entire function f is of exponential type σ if lim supr→∞ r−1 lnM(r) ≤ σ, σ <∞.

The approximation by entire function of finite degree in the real line was originated in the
beginning of twentieth century by Serge Bernstein [15] and became a separate branch of analy-
sis due to the efforts of many mathematicians such as N. Wiener and R. Paley [45], N.I. Achiezer
[4], S.M. Nikolskii [42], I.I. Ibragimov [29], A.F. Timan [52], M.F. Timan [53], R. Taberski [54, 55],
F.G. Nasibov [41], V. Yu. Popov [46], A.A. Ligun [43], and others.

Studying function spaces with variable exponent is now an extensively developed field af-
ter their applications in elasticity theory [58], fluid mechanics [47, 48], differential operators
[19, 48], nonlinear Dirichlet boundary value problems [40], nonstandard growth [58], and vari-
ational calculus. See the books [16, 18, 51] for more references. Nowadays, many mathemati-
cian solved many problems for the approximation of function in these type spaces defined on
[0, 2π] ⊂ R (see e.g., [7, 8, 26, 30, 31, 34], [1, 2, 3, 11, 12], [5, 6, 9, 13, 14],[22, 24, 25, 28, 32, 33,
36],[37, 38, 44, 49, 50, 56]). In this paper, we propose generalized our last results in [10] which
we obtained a direct and inverse theorems for approximation by entire functions of finite de-
gree in variable exponent Lebesgue spaces on the whole real axis R with

(1.1) sup
0<h≤δ

‖(I − Th)f‖p(·)

as modulus of continuity Ω1(f, δ)p(·). Instead of (1.1), here we will use

(1.2) ‖(I − Tδ)rf‖p(·)
as modulus smoothness Ωr(f, δ)p(·) and we obtain stronger Jackson inequality than obtained
in [10].

Let B ⊆ R be a measurable set and p(x) : B → [1,∞) be a measurable function. We define
P̃ (B) as the class of measurable functions p(x) satisfying the conditions

(1.3) 1 ≤ p−B := ess infx∈B p(x), p+
B := ess supx∈B p(x) <∞.

We also set p− := p−R and p+ := p+
R. We define the Lp(·)(B) as the set of all functions f : B → R

such that

(1.4) Ip(·),B

(
f

λ

)
:=

∫
B

∣∣∣∣f(y)

λ

∣∣∣∣p(y)

dy <∞

for some λ > 0. We set Ip(·) (f) := Ip(·),R (f). The set of functions Lp(·)(B), with norm

‖f‖p(·),B := inf

{
η > 0 : Ip(·),B

(
f

η

)
< 1

}
is Banach space. We set Lp(·) := Lp(·)(R).

For i ∈ N, all constants ci (x, y, · · · ) will be some positive number such that they depend on
the parameters x, y, · · · given in the brackets. Also, constants ci (x, y, · · · ) can be change only
when the parameters x, y, · · · change. Absolute constants c1, c2, . . . will not change in each
occurrence.

Definition 1.1. For a measurable set B ⊆ R, a measurable function p(·) : B → R is said to locally
log-Hölder continuous on B if there is a positive constant c1 (p) such that

(1.5) |p(x)− p(y)| log (e+ 1/|x− y|) ≤ c1 (p) <∞
for any x, y ∈ B. We say that p satisfies log-Hölder decay condition if there is a constant c2 (p) > 0 and
p∞ > 1 such that

(1.6) |p(x)− p∞| log (e+ |x|) ≤ c2 (p) <∞
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for any x ∈ B.
Define the class PLog (B) :=

{
p ∈ P̃ (B) : 1

p is satisfy (1.5)-(1.6)
}

. We set c3 (p) :=

max {c1 (p) , c2 (p)} .

Definition 1.2. ([27, p.96]) Let N := {1, 2, 3, · · · } be natural numbers and N0 := N ∪ {0}.
(a) A family Q of measurable sets E ⊂ R is called locally N -finite (N ∈ N) if∑

E∈Q
χE (x) ≤ N

almost everywhere in R, where χU is the characteristic function of the set U .
(b) A family Q of open bounded sets U ⊂ R is locally 1-finite if and only if the sets U ∈ Q are

pairwise disjoint.
(c) Let U ⊂ R be a measurable set and

AUf :=
1

|U |

∫
U

|f (t)| dt.

(d) For a family Q of open sets U ⊂ R, we define averaging operator by

TQ : L1
loc → L0,

TQf (x) :=
∑
U∈Q

χU (x)AUf =
∑
U∈Q

χU (x)

|U |

∫
U

|f (y)| dy, x ∈ R,

where L0 is the set of measurable functions on R.

For a measurable set A ⊂ R, symbol |A|will represent the Lebesgue measure of A.
We consider Transference result.

Definition 1.3. For 0 < δ <∞, τ ∈ R, we define family of Steklov operators

(1.7) Sδf(x) :=
1

δ

∫ x+δ/2

x−δ/2
f (t) dt =

1

δ

∫ δ/2

−δ/2
f (x+ t) dt, x ∈ R,

where f is a locally integrable function defined on R.

The following result was obtained by Drihem for every cubes or balls in Rd. We write below
its restricted version with constants. The proof of this is the same with Theorem 2 of [23].

Proposition 1.1. ([23]) Suppose that p ∈ PLog (R) and Q is a bounded interval of R having Lebesgue
measure ≥ 1. For every m > 0, there is c4 (m, c3 (p)) := exp (−4mc3 (p)) ∈ (0, 1) such thatc4 (m, c3 (p))

|Q|

∫
Q

|f (y + τ)| dy

p(x)

≤ 3p
+

|Q|

∫
Q

|f (y + τ)|p(y+τ)
dy +

3p
+−1

(e+ |x|)m

+ 3p
+−1

∫
Q

dy

(e+ |y + τ |)m

holds for all x ∈ Q, τ ∈ R and all f ∈ Lp(·) + L∞ (R) with ‖f‖p(·) + ‖f‖∞ ≤ 1.

Theorem 1.1. Suppose that p ∈ PLog (R). Then, the family of operators {Uτf}τ∈R defined by

Uτf(x) := S1f (x+ τ) =

∫ +1/2

−1/2

f (x+ τ + t) dt, x ∈ R, τ ∈ R
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is uniformly bounded (in τ ) in Lp(·), namely,

‖Uτf‖p(·) ≤ c5
(
p+, c3 (p)

)
‖f‖p(·)

holds with c5 (p+, c3 (p)) := 2p
++13p

+
(

1 + 2 · 3p+
[∑∞

k=2 2−k + 2
])

exp (8c3 (p)).

Proof of Theorem 1.1. Let us consider f ∈ Lp(·) with ‖f‖p(·) ≤ 1/2. Suppose that

Q := {U ⊂ R : U open interval and |U | = 1}

be a locally 1-finite family of partition of R. Choosem = 2 > 1 (constant c6 (p+) below becomes
a finite number)

c6
(
p+
)

= 2p
+

3p
+
(

1 + 2 · 3p
+
[∑∞

k=2
2−k + 2

])
<∞.

We can select c4 (2, c3 (p)) = exp (−8c3 (p)) ∈ (0, 1) as in Proposition 1.1. Then, using Corollary
2.2.2 of [27, p.20] we obtain

ρp(·)

(
c4 (2, c3 (p))

c6 (p+)
Uτf

)
=

1

c6 (p+)

∫
R

∣∣∣∣∣c4 (2, c3 (p))

∫ +1/2

−1/2

f (x+ τ + t) dt

∣∣∣∣∣
p(x)

dx

≤ 1

c6 (p+)

∑
U∈Q

∫
U

∣∣∣∣∣c4 (2, c3 (p))

∫ +1/2

−1/2

f (x+ τ + t) dt

∣∣∣∣∣
p(x)

dx

≤ 2p
+

c6 (p+)

∑
U∈Q

∫
U

∣∣∣∣∣∣c4 (2, c3 (p))

|2U |

∫
2U

χ2U (y) f (y + τ) dy

∣∣∣∣∣∣
p(x)

dx

≤ 2p
+

c6 (p+)

∑
U∈Q

∫
U

3p
+

χ2U (y)

|2U |

∫
2U

|f (y + τ)|p(y+τ)
dy+

+
3p

+−1

(e+ |x|)2 +
χ2U (y)

|2U |

∫
2U

3p
+−1dy

(e+ |y + τ |)2

 dx
≤ 2p

+−13p
+

c6 (p+)

∑
U∈Q

∫
U

χ2U (y)

∫
2U+τ

|f (s)|p(s) ds

+
3p

+−12

(e+ |x|)2 +

∫
2U+τ

3p
+−1ds

(e+ |s|)2

 dx
≤ 2p

+−13p
+

c6 (p+)

∑
U∈Q

χ2U

1 + 3p
+

∫
R

ds

(e+ |s|)2


=

2p
+

3p
+

c6 (p+)

1 + 3p
+

∫
R

ds

(e+ |s|)2


≤ 2p

+

3p
+

c6 (p+)

(
1 + 2 · 3p

+

[∑∞

k=2

1

2k
+ 2

])
= 1
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and hence
‖Uτf‖p(·) ≤ 2−1c5

(
p+, c3 (p)

)
.

General case f ∈ Lp(·) can be obtained easily by re-scaling:

‖Uτf‖p(·) ≤ c5
(
p+, c3 (p)

)
‖f‖p(·) .

�

Theorem 1.2. ([18, Theorem 4.4.8]) Suppose that p ∈ PLog (R) and f ∈ Lp(·). If Q is locally 1-finite
family of open bounded subintervals of R having Lebesgue measure 1, then the averaging operator TQ
is uniformly bounded in Lp(·), namely,

‖TQf‖p(·) ≤ c7 (c3 (p)) ‖f‖p(·)
holds with c7 (c3 (p)) := 2 exp (8c3 (p)) .

Let C(R) be the class of continuous functions defined on R. For r ∈ N, we define Cr

consisting of every member f ∈ C(R) such that the derivative f (k) exists and is continuous on
R for k = 1, ..., r. We set C∞ := {f ∈ Cr for any r ∈ N}. We denote by Cc (R), the collection
of real valued continuous functions on R and support of f is compact set in R. We define
Crc := Cr ∩ Cc (R) for r ∈ N and C∞c := C∞ ∩ Cc (R). Let Lp (R), 1 ≤ p ≤ ∞ be the classical
Lebesgue space of functions on R.

Theorem 1.3. [18, Corollary 4.6.6] Let p ∈ PLog (R) and f ∈ Lp(·). Then

(1.8)
‖f‖p(·)

12c7 (c3 (p))
≤ sup
g∈Lp′(·)∩C∞c :‖g‖p′(·)≤1

∫
R

|f (x) g (x)| dx ≤ 2 ‖f‖p(·) .

Definition 1.4. Let p ∈ PLog (R). For an f ∈ Lp(·), we define

(1.9) Ff (u) :=

∫
R

(S1f) (x+ u) |G (x)| dx, u ∈ R,

where G ∈ Lp′(·) ∩ C∞c and ‖G‖p′(·) ≤ 1.

Let W r
p(·), r ∈ N, be the class of functions f ∈ Lp(·) such that derivatives f (k) exist for

k = 1, ..., r − 1, f (r−1) absolutely continuous and f (r) ∈ Lp(·).
Some properties of the function Ff (·) is given in the following theorem.

Theorem 1.4. Let p ∈ PLog (R), 0 < δ <∞, and f ∈ Lp(·). Then,
(a) the function Ff (·) defined in (1.9) is a bounded, uniformly continuous on R,
(b) (Sδf)

′
= Sδ (f ′) on R for f ∈W 1

p(·).

Main theorem of this section is as follows.

Theorem 1.5. Let p ∈ PLog (R). If f, g ∈ Lp(·) and

‖Ff‖C(R) ≤ c1 ‖Fg‖C(R)

holds with an absolute constant c1 > 0, then norm inequality

(1.10) ‖f‖p(·) ≤ c8
(
c1, p

+, c3 (p)
)
‖g‖p(·)

also holds with c8 (c1, p
+, c3 (p)) := 48c7 (c3 (p)) c1c5 (p+, c3 (p)).

Remark 1.1. Theorem 1.5 is a powerful tool to obtain norm inequalities in Lp(·) (and other non-
translation invariant Banach spaces of functions) for p ∈ PLog (R). In this work, we will use it
frequently. See for example the following result.



Approximation by entire IFFD on the real line 219

As a corollaries of Theorem 1.5, we get the following two results:

Theorem 1.6. Suppose that p ∈ PLog (R), 0 < δ < ∞ and τ ∈ R. Then, the family of operators
{Sδ,τf} defined by

Sδ,τf(x) := Sδf (·+ τ) =
1

δ

∫ x+τ+δ/2

x+τ−δ/2
f (s) ds, x ∈ R

is uniformly bounded (in δ and τ ) in Lp(·), namely,

‖Sδ,τf‖p(·) ≤ 48c7 (c3 (p)) c5
(
p+, c3 (p)

)
‖f‖p(·)

holds.

Corollary 1.1. Let p ∈ PLog (R), 0 < δ <∞, and f ∈ Lp(·). If τ = δ/2, then

Sδ,δ/2f (x) =
1

δ

∫ δ

0

f (x+ t) dt = Tδf (x) ,

‖Tδf‖p(·) ≤ 48c7 (c3 (p)) c5
(
p+, c3 (p)

)
‖f‖p(·) ,(1.11)

‖(I − Tδ)rf‖p(·) ≤
(
1 + 48c7 (c3 (p)) c5

(
p+, c3 (p)

))r ‖f‖p(·) .
For the proof of these results, we will need the following Propositions.

Proposition 1.2. (a) Cc (R) and C∞c are dense subsets of Lp (R), 1 ≤ p < ∞ (Theorems 17.10 and
23.59 of [57, p. 415 and p. 575]).

(b) Cc (R) contained L∞ (R), but not dense (Remark 17.11 of [57, p.416]) in L∞ (R) .
(c) If r ∈ N and f ∈ Crc , then Sδ (f) ∈ Crc .

Proof of Proposition 1.2. (a) and (b) are known. (c) is follows from definitions. �

Proposition 1.3. ([18, Theorem 2.26]) Let B ⊆ R be a measurable set. If 1 ≤ p(x) < p+
B < ∞,

p′(x) = p(x)/(p(x)− 1), f ∈ Lp(·)(B), and g ∈ Lp′(·)(B), then Hölder’s inequality

(1.12)
∫
B

f(x)g(x)dx ≤ 2 ‖f‖p(·),B ‖g‖p′(·),B

holds.

Proof of Theorem 1.4. (a) Since Cc (R) is a dense subset ([39, Theorem 4.1 (I)]) of Lp(·), we con-
sider functionsH ∈ Cc (R) and prove that FH (·) =

∫
R

(S1H) (x+ u1) |G (x)| dx is bounded and
uniformly continuous on R, where G ∈ Lp′(·) ∩C∞c and ‖G‖p′(·) ≤ 1. Boundedness of FH (·) is
easy consequence of the Hölder’s inequality (1.12) and Theorem 1.1. On the other hand, note
that H is uniformly continuous on R, see e.g. Lemma 23.42 of [57, pp.557-558]. Take ε > 0 and
u1, u2, x ∈ R. Then, there exists a δ := δ (ε) > 0 such that

|H (x+ u1)−H (x+ u2)| ≤ ε

2 (1 + |supp (G)|)
for |u1 − u2| < δ. Then, for |u1 − u2| < δ, u1, u2 ∈ R we have

|FH (u1)− FH (u2)| =
∣∣∣∣∫

R

S1 (H (x+ u1)−H (x+ u2)) |G (x)| dx
∣∣∣∣

≤ 1

2 (1 + |supp (G)|)

∫
R

|S1 (ε)| |G (x)| dx =
ε

2 (1 + |supp (G)|)

∫
R

|G (x)| dx

≤ ε

(1 + |supp (G)|)
(1 + |supp (G)|) ‖G‖p′(·) ≤ ε.
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Now, the conclusion of Theorem 1.4 follows for the class Cc (R). For the general case f ∈ Lp(·),
there exists an H ∈ Cc (R) so that

‖f −H‖p(·) < ξ/(8c5
(
p+, c3 (p)

)
)

for any ξ > 0. Then, for this ξ,

|Ff (u1)− Ff (u2)| ≤
∣∣∣∣∫

R

S1(f −H) (x+ u1) |G (x)| dx
∣∣∣∣

+

∣∣∣∣∫
R

S1 (H (x+ u1)−H (x+ u2)) |G (x)| dx
∣∣∣∣

+

∣∣∣∣∫
R

S1(H − f) (x+ u2) |G (x)| dx
∣∣∣∣

≤ 2 ‖S1 (f −H) (·+ u1)‖p(·) +

∣∣∣∣∫
R

S1 (H (x+ u1)−H (x+ u2)) |G (x)| dx
∣∣∣∣

+ 2 ‖S1 (f −H) (·+ u2)‖p(·)
≤ 4c5

(
p+, c3 (p)

)
‖f −H‖p(·) + ξ/2 ≤ ξ/2 + ξ/2 = ξ.

As a result Ff is bounded, uniformly continuous function defined on R.
(b) can be obtained easily from definition. �

Proof of Theorem 1.5. Let f ∈ Lp(·) be non-negative. If ‖f‖p(·) = 0, then the result (1.10) is
obvious. So we assume that∞ > ‖f‖p(·) > 0. In this case

‖Ff‖C(R) ≤ c1 ‖Fg‖C(R) = c1

∥∥∥∥∫
R

S1 (g) (u+ x) |G (x)| dx
∥∥∥∥
C(R)

= c1 max
u∈R

∣∣∣∣∫
R

S1 (g) (u+ x) |G (x)| dx
∣∣∣∣

≤ 2c1 max
u∈R
‖S1 (g) (u+ ·)‖p(·) ≤ 2c5

(
p+, c3 (p)

)
c1 ‖g‖p(·) ,

where we used hypothesis, Hölder’s inequality and Theorem 1.1, respectively. On the other

hand, for any ε ∈
(

0,
‖f‖p(·)

12c7(c3(p))

)
and appropriately chosen G̃ε ∈ Lp′(·) with

∥∥∥G̃ε∥∥∥
X′
≤ 1 (see

e.g. Theorem 1.3) ∫
R

|g (x)|
∣∣∣G̃ε (x)

∣∣∣ dx ≥ 1

12c7 (c3 (p))
‖g‖p(·) − ε,

one can find

‖Ff‖C(R) ≥ |Ff (0)| ≥
∫
R

S1 (f) (x) |G (x)| dx

= S1

(∫
R

f (x) |G (x)| dx
)
≥ S1

(
1

12c7 (c3 (p))
‖f‖p(·) − ε

)
=

1

12c7 (c3 (p))
‖f‖p(·) − ε.

In the last inequality, we take as ε→ 0+ and obtain

‖Ff‖C(R) ≥
1

12c7 (c3 (p))
‖f‖p(·) .
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Then for f ∈ Lp(·), we get

‖f‖p(·) ≤ 24c7 (c3 (p)) ‖Ff‖C(R) ≤ 24c7 (c3 (p)) c1 ‖Fg‖C(R)

≤ 48c7 (c3 (p)) c1c5
(
p+, c3 (p)

)
‖g‖p(·) .

�

Definition 1.5. For p ∈ PLog (R) , f ∈ Lp(·), 0 < δ < ∞, r ∈ N0, we can define modulus of
smoothness as

Ωr(f, δ)p(·) =‖(I − Tδ)rf‖p(·),
Ω0(f, δ)p(·) :=‖f‖p(·) =: Ωr(f, 0)p(·).

2. UNIFORM NORM ESTIMATES

In this section, let Ω ⊆ R be a measurable set and C (Ω) be the collection of functions con-
tinuous on Ω. If Ω 6= R and f ∈ C (Ω), we will extend f to whole R by “f (s) ≡ 0 whenever
s /∈ Ω.” when necessary. For f ∈ C (Ω) and δ ≥ 0, we define the modulus of smoothness as

Ωr(f, δ)C(Ω) :=‖(I − Tδ)rf‖C(Ω), r ∈ N,(2.13)

Ω0(f, ·)C(Ω) :=‖f‖C(Ω)

with Tδf of (∗).

Lemma 2.1. Let 0 ≤ δ <∞, r ∈ N and f ∈ Cr (Ω). Then

(2.14)
dr

dxr
Tδf (x) = Tδ

dr

dxr
f (x) on Ω.

The following theorem states the main properties of (2.13).

Theorem 2.7. For f ∈ C (Ω), 0 ≤ δ <∞, and r ∈ N, the following properties hold.
(1) Ωr (f, δ)C(Ω) is non-negative, non-decreasing function of δ,
(2) Ωr (f, δ)C(Ω) is sub-additive with respect to f ,
(3) ‖Tδf‖C(Ω) ≤ ‖f‖C(Ω) ,

(4) Ωr (f, δ)C(Ω) ≤ 2Ωr−1 (f, δ)C(Ω) ≤ · · · ≤ 2r−1Ω1 (f, δ)C(Ω) ≤ 2r ‖f‖C(Ω) , (***)
(5) Ωr (f, δ)C(Ω) ≤ 2−1δΩr−1 (f ′, δ)C(Ω) ≤ · · · ≤ 2−rδr

∥∥f (r)
∥∥
C(Ω)

, if f ∈ Cr (Ω) .

Let X be a Banach space with a norm ‖·‖X and r ∈ N. We define Peetre’s K-functional for
the pair X and W r

X as follows :

Kr (f, δ,X)X := inf
g∈W r

X

{
‖f − g‖X + δr

∥∥∥g(r)
∥∥∥
X

}
, δ > 0.

We set T rδ f := (Tδf)
r
.

Lemma 2.2. Let 0 ≤ δ <∞, r − 1 ∈ N, and f ∈ Cr (Ω) be given. Then

(2.15)
dr

dxr
T rδ f (x) =

d

dx
Tδ

dr−1

dxr−1
T r−1
δ f (x) on Ω.

Lemma 2.3. (see e.g.[17, p.177]) Let Ω ⊆ R be a measurable set, δ > 0, f ∈ C (Ω) and T̃δf (·) =
f (·+ δ). Then, for any r ∈ N, there holds
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1

rr + 2r
≤

sup
|h|≤δ

∥∥∥(I − T̃h)r f∥∥∥
C(Ω)

Kr (f, δ, C (Ω))C(Ω)

≤ 2r.

Main result of this section is the following theorem.

Theorem 2.8. Let Ω ⊆ R be a measurable set, 0 < δ <∞, f ∈ C (Ω), r ∈ N and g ∈ C2 (Ω). Then,
the following inequalities ∥∥∥∥ ddxTδf (x)

∥∥∥∥
C(Ω)

≤ 2

δ
‖f‖C(Ω) ,∥∥∥∥ d2

dx2
Tδf (x)

∥∥∥∥
C(Ω)

≤ 2

δ

∥∥∥∥ ddxTδf
∥∥∥∥
C(Ω)

,∥∥∥∥g (x)− Tδg (x) +
δ

2

d

dx
g (x)

∥∥∥∥
C(Ω)

≤ δ2

6

∥∥∥∥ d2

dx2
g

∥∥∥∥
C(Ω)

,

(c8 (r))
−1
Kr (f, δ, C (Ω))C(Ω) ≤ ‖(I − Tδ)

r
f‖C(Ω) ≤ 2rKr (f, δ, C (Ω))C(Ω)(2.16)

are hold with c8 (1) = 36, c8 (r) = 2r (rr + (34)r) for r > 1.

As a corollary of Theorem 2.8, we can state the following result.

Proposition 2.4. If 0 < h ≤ δ <∞ and f ∈ C (Ω) , then

(2.17) ‖(I − Th) f‖C(Ω) ≤ 72 ‖(I − Tδ) f‖C(Ω) .

As a corollary of (2.16) and Lemma 2.3, we can write

Corollary 2.2. Let Ω ⊆ R be a measurable set, δ > 0, f ∈ C (Ω) and r ∈ N. Then,
(i) there holds

1 + 2−rrr ≤
sup
|h|≤δ

∥∥∥(I − T̃h)r f∥∥∥
C(Ω)

‖(I − Tδ)r f‖C(Ω)

≤ 2rc8 (r) ,

(ii) for 0 < δ1 ≤ δ2, there holds(
1 + 2−rrr

)
Ωr (f, δ1)C(Ω) ≤ c8 (r) 2rΩr (f, δ2)C(Ω) .

Remark 2.2. From Theorem 23.62 of [57, p.579], we have

(2.18) lim
δ↘0

Ω1(f, δ)C(R) = lim
δ↘0
‖(I − Tδ) f‖C(R) = 0.

Corollary 2.3. If f ∈ C (R), 0 < δ <∞, and r ∈ N, then, by (2.18) and (***),

lim
δ↘0

Ωr(f, δ)C(R) = lim
δ↘0
‖(I − Tδ)r f‖C(R) = 0

holds.

Let Gσ (X) be the subspace of entire function of exponential type σ that belonging to a Ba-
nach space X . The quantity

(2.19) Aσ(f)X := inf
g
{‖f − g‖X : g ∈ Gσ (X)}

is called the deviation of the function f ∈ X from Gσ (X).
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Let Gσ,p(·) := Gσ
(
Lp(·)

)
be the subspace of integral function f of exponential type σ that

belonging to Lp(·). The quantity

Aσ(f)p(·) := inf
g
{‖f − g‖p(·) : g ∈ Gσ,p(·)}

is the deviation of the function f ∈ Lp(·) from Gσ .

Remark 2.3. Let σ > 0, 1 ≤ p ≤ ∞, f ∈ Lp (R),

ϑ (x) :=
2

π

sin (x/2) sin(3x/2)

x2

and

J (f, σ) = σ

∫
R

f (x− u)ϑ (σu) du

be the de la Valèe Poussin operator ([13, definition given in (5.3)]). It is known (see (5.4)-(5.5) of [13])
that, if f ∈ Lp (R), 1 ≤ p ≤ ∞, then

(i) J (f, σ) ∈ G2σ (Lp (R)),
(ii) J (gσ, σ) = gσ for any gσ ∈ Gσ (Lp (R)),

(iii) ‖J (f, σ) ‖Lp(R) ≤ 3
2‖f‖Lp(R),

(iv) (J (f, σ))
(r)

= J
(
f (r), σ

)
for any r ∈ N and f ∈ (Lp (R))

r,
(v) ‖J

(
f, σ2

)
− f‖Lp(R) → 0 (as σ →∞) and hence

‖
(
J
(
f,
σ

2

))(k)

− f (k)‖Lp(R) → 0 as σ →∞

for f ∈W r
Lp(R) and 1 ≤ k ≤ r.

Corollary 2.4. Let 0 < σ <∞.
(i) If 1 ≤ p <∞, f ∈ Lp (R). Then, using (v) of the last remark, we conclude

lim
σ→∞

Aσ(f)Lp(R) = 0.

(ii) Let g : R→ C be bounded on the real axis R. Then (see [14])

lim
σ→∞

Aσ(g)C(R) = 0

if and only if g is uniformly continuous on R.

Theorem 2.9. Let r ∈ N, σ > 0, δ ∈ (0, 1) and f ∈ C(R). Then, the following Jackson type inequality

(2.20) Aσ (f)C(R) ≤ 5π4r−1c8 (r) Ωr (f, 1/σ)C(R) ,

and its weak inverse

(2.21) Ωr (f, δ)C(R) ≤
(
1 + 22r−1

)
2r−1δr

(
A0 (f)C(R) +

∫ 1/δ

1/2

ur−1Au (f)C(R) du

)
are hold.

We set bσc := max {n ∈ Z : n ≤ σ}.

Theorem 2.10. Let r ∈ N, f ∈ Xr
C(R) and σ > 0. Then

(a) (i) there exists (see [13, Proposition 25]) a gσ ∈ Gσ (C(R)) such that

Aσ (f)C(R) ≤ ‖f − gσ‖C(R) ≤
5π

4

4r

σr
‖f (r)‖C(R),
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(ii) and its weak inverse

‖f (k)‖C(R) ≤
(
1 + 22k−1

)
2k+2πkc8 (k)

∞∑
ν=0

(ν + 1)r

ν + 1
Aν (f)C(R)

holds whenever k = 1, 2, · · · , r and
∑∞
ν=0(ν + 1)r−1Aν (f)C(R) <∞.

(b) (i) the following inequality (see [29, p.397])

Aσ (f)C(R) ≤
(5π)

r

σr
Aσ

(
f (r)

)
C(R)

,

(ii) and its weak inverse

Aσ

(
f (r)

)
C(R)

≤
∥∥∥f (r) −

(
J
(
f (r),

σ

2

))∥∥∥
C(R)

≤
(
1 + 22r−1

)
2r+2πrc8 (r)

Aσ (f)C(R)

bσc∑
k=0

kr

k
+

∞∑
ν=bσc+1

(ν + 1)
r

ν + 1
Aν (f)C(R)


hold when

∑∞
ν=0(ν + 1)r−1Aν (f)C(R) <∞.

Theorem 2.11. Let r, k ∈ N, 0 < t ≤ 1/2, 0 ≤ δ <∞ and f ∈ C(R). Then
(i) there holds

Ωr+k (f, δ)C(R) ≤ 2kΩr (f, δ)C(R) ,

(ii) and its weak inverse (Marchaud inequality)

Ωr (f, t)C(R) ≤ C9 (r, k) tr
∫ 1

t

Ωr+k (f, u)C(R)

ur+1
du

with C9 (r, k) = 10π
(
1 + 22r−1

)
22r+3kc8 (r + k) .

Theorem 2.12. Let σ > 0 and f ∈ C(R). If
∑∞
ν=0(ν+ 1)k−1Aν (f)C(R) <∞, holds for some k ∈ N,

then
(i) the following Jackson type inequality for derivatives

Aσ (f)C(R) ≤ (5π)
k+1

c8 (r)σ−kΩr

(
f (k), σ−1

)
C(R)

,

(ii) and its weak inverse (see Theorem 6.3.4 of [29, p.343])

Ωr

(
f (k),

1

σ

)
C(R)

≤ 22k+r+1

 1

σr

bσc∑
ν=0

(ν + 1)
r+k

ν + 1
Aν (f)C(R) +

∞∑
ν=bσc+1

νk

ν
Aν (f)C(R)


are hold.

2.1. Proofs of the results of section 2.

Proof of Lemma 2.1. For δ = 0 (2.14) is obvious. For 0 < δ <∞, and r = 1, one can find

d

dx
Tδf(x) =

d

dx

(
1

δ

∫ δ

0

f (x+ t) dt

)
=

1

δ

∫ δ

0

d

dx
f (x+ τ) dτ(2.22)

=
1

δ

∫ δ

0

(
d

dx
f

)
(x+ τ) dτ = Tδ

d

dx
f(x).

For r > 1, (2.14) follows from (2.22). �
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Proof of Theorem 2.7. (1)-(3) is known. (4) is seen from binomial expansion. To prove (5), it is
sufficient to note inequality (see [10])

‖(I − Tδ) f‖C(Ω) ≤ 2−1δ ‖f ′‖C(Ω) , δ > 0

for f ∈ C1 (Ω). Then

‖(I − Tδ)r f‖C(Ω) ≤ 2−1δ
∥∥∥(I − Tδ)r−1

f ′
∥∥∥
C(Ω)

≤ · · · ≤ 2−rδr
∥∥∥f (r)

∥∥∥
C(Ω)

for f ∈ Cr (Ω), because
[(I − Tδ)r f ]

′
= (I − Tδ)r f ′.

�

Proof of Lemma 2.2. For r = 2, by Lemma 2.1,

d2

dx2
T 2
δ f =

d

dx

d

dx
TδTδf =

d

dx

d

dx
TδΨ, [Ψ := Tδf ]

=
d

dx
Tδ

d

dx
Ψ =

d

dx
Tδ

d

dx
Tδf

and the result (2.15) follows. For r = 3, by Lemma 2.1,

d3

dx3
T 3
δ f =

d

dx

d2

dx2
T 2
δ Tδf =

d

dx

d2

dx2
T 2
δ Ψ =

d

dx

d

dx
Tδ

d

dx
TδΨ

=
d

dx

d

dx
Tδ

d

dx
Tδ

2f =
d

dx
Tδ

d

dx

d

dx
Tδ

2f =
d

dx
Tδ

d2

dx2
T 2
δ f

and (2.15) holds. Let (2.15) holds for k ∈ N:

(2.23)
dk

dxk
T kδ f =

d

dx
Tδ

dk−1

dxk−1
T k−1
δ f.

Then, for k + 1, (2.23) and Lemma 2.1 implies that

dk+1

dxk+1
T k+1
δ f =

d

dx

dk

dxk
T kδ Tδf =

d

dx

dk

dxk
T kδ Ψ =

d

dx

d

dx
Tδ

dk−1

dxk−1
T k−1
δ Ψ

=
d

dx

d

dx
Tδ

dk−1

dxk−1
T kδ f =

d

dx
Tδ

d

dx

dk−1

dxk−1
T kδ f =

d

dx
Tδ

dk

dxk
T kδ f.

�

Proof of Theorem 2.8. For f ∈ C (Ω), we have∥∥∥∥ ddxTδf (x)

∥∥∥∥
C(Ω)

=

∥∥∥∥∥ ddx 1

δ

∫ δ

0

f (x+ t) dt

∥∥∥∥∥
C(Ω)

=

∥∥∥∥∥1

δ

d

dx

∫ x+δ

x

f (τ) dτ

∥∥∥∥∥
C(Ω)

=

∥∥∥∥1

δ
(f (x+ δ)− f (x))

∥∥∥∥
C(Ω)

≤ 2

δ
‖f‖C(Ω) .(2.24)

Inequality (2.24) also implies∥∥∥∥∥
(
d

dx

)2

Tδf (x)

∥∥∥∥∥
C(Ω)

≤ 2

δ

∥∥∥∥ ddxTδf
∥∥∥∥
C(Ω)

for f ∈ C (Ω). If f ∈ C2 (Ω), one can get

(2.25)
∥∥∥∥f (x)− Tδf (x) +

δ

2

d

dx
f (x)

∥∥∥∥
C(Ω)

≤ δ2

6

∥∥∥∥ d2

dx2
f

∥∥∥∥
C(Ω)

.
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To obtain (2.25), we will use the Taylor formula

f (x+ t) = f(x) + t
d

dx
f(x) +

t2

2

d2

dx2
f(ξ)

for some ξ ≤ [x, x+ t]. Then, integrating the last equation with respect to t

1

δ

∫ δ

0

f (x+ t) dt = f(x) +
1

δ

∫ δ

0

tdt
d

dx
f(x) +

1

2

1

δ

∫ δ

0

t2dt
d2

dx2
f(ξ),

Tδf (x) = f(x) +
δ

2

d

dx
f (x) +

δ2

6

d2

dx2
f(ξ)

and (2.25) holds.
Now, (2.24) and (2.25) imply that

(2.26) (1/36)K1 (f, δ, C (Ω))C(Ω) ≤ ‖(I − Tδ) f‖C(Ω) ≤ 2K1 (f, δ, C (Ω))C(Ω) .

Firstly, let us prove the right hand side of (2.26). For any g ∈ C1 (Ω)

‖f − Tδf‖C(Ω) ≤ ‖f − g‖C(Ω) + ‖g − Tδg‖C(Ω) + ‖Tδ (g − f)‖C(Ω)

≤ 2 ‖f − g‖C(Ω) +
δ

2
‖g′‖C(Ω) ≤ 2K1 (f, δ, C (Ω))C(Ω) .

For the left hand side of inequality (2.26), we need inequalities∥∥f − T 2
δ f
∥∥
C(Ω)

≤ 2 ‖f − Tδf‖C(Ω) ,(2.27)

δ

∥∥∥∥ ddxT 2
δ f

∥∥∥∥
C(Ω)

≤ 34 ‖f − Tδf‖C(Ω) .(2.28)

First we prove (2.27). Then∥∥f − T 2
δ f
∥∥
C(Ω)

≤ ‖f − Tδf‖C(Ω) + ‖Tδf − TδTδf‖C(Ω) ≤ 2 ‖f − Tδf‖C(Ω) .

Now, we consider inequality (2.28). In (2.25), we replace f by T 2
δ f and obtain∥∥∥∥T 2

δ f (x)− TδT 2
δ f (x) +

δ

2

d

dx
T 2
δ f (x)

∥∥∥∥
C(Ω)

≤ δ2

6

∥∥∥∥ d2

dx2
T 2
δ f

∥∥∥∥
C(Ω)

.

On the other hand, by (2.24),∥∥∥∥ d2

dx2
T 2
δ f

∥∥∥∥
C(Ω)

≤ 2

δ

∥∥∥∥ ddxTδf
∥∥∥∥
C(Ω)

≤ 2

δ

{∥∥∥∥ ddxT 2
δ f

∥∥∥∥
C(Ω)

+

∥∥∥∥ ddxTδ (Tδf − f)

∥∥∥∥
C(Ω)

}

≤ 2

δ

∥∥∥∥ ddxT 2
δ f

∥∥∥∥
C(Ω)

+
4

δ2
‖Tδf − f‖C(Ω) .
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Hence,

δ

2

∥∥∥∥ ddxT 2
δ f

∥∥∥∥
C(Ω)

≤
∥∥∥∥T 2

δ f − TδT 2
δ f −

δ

2

d

dx
T 2
δ f

∥∥∥∥
C(Ω)

+
∥∥T 2

δ f − TδT 2
δ f
∥∥
C(Ω)

≤ δ2

6

∥∥∥∥ d2

dx2
T 2
δ f

∥∥∥∥
C(Ω)

+
∥∥T 2

δ f − TδT 2
δ f
∥∥
C(Ω)

≤ δ2

6

2

δ

{∥∥∥∥ ddxT 2
δ f

∥∥∥∥
C(Ω)

+
2

δ
‖Tδf − f‖C(Ω)

}
+
∥∥T 2

δ f − f
∥∥
C(Ω)

+
∥∥Tδ (T 2

δ f − f
)∥∥
C(Ω)

+ ‖Tδf − f‖C(Ω) .

Then

δ

6

∥∥∥∥ ddxT 2
δ f

∥∥∥∥
C(Ω)

≤ 17

3
‖Tδf − f‖C(Ω) ,

δ

∥∥∥∥ ddxT 2
δ f

∥∥∥∥
C(Ω)

≤ 34 ‖Tδf − f‖C(Ω) .

To finish proof of the left hand side of inequality (2.16) with r = 1, we proceed as

K1 (f, δ, C (Ω))C(Ω) ≤
∥∥f − T 2

δ f
∥∥
C(Ω)

+ δ

∥∥∥∥ ddxT 2
δ f

∥∥∥∥
C(Ω)

≤ 36 ‖Tδf − f‖C(Ω) .

The proof of (2.16) with r = 1 now completed.
Let r > 1 be a natural number and we define

g (·) =

r∑
l=1

(−1)
l−1

(
r

l

)
T 2rl
δ f (·) .

Then,

‖f − g‖C(Ω) =
∥∥∥(I − T 2r

δ

)r
f
∥∥∥
C(Ω)

≤ (2r)r ‖(I − Tδ)r f‖C(Ω) .

On the other hand,

δr
∥∥∥∥ drdxr T 2r

δ f

∥∥∥∥
C(Ω)

= δr−1δ

∥∥∥∥ ddxT 2
δ

(
dr−1

dxr−1

)
T 2r−2
δ f

∥∥∥∥
C(Ω)

≤ 34δr−1

∥∥∥∥(I − Tδ)
dr−1

dxr−1
T 2r−2
δ f

∥∥∥∥
C(Ω)

≤ (34)
2
δr−2

∥∥∥∥(I − Tδ)2 dr−2

dxr−2
T 2r−4
δ f

∥∥∥∥
C(Ω)

≤ · · · ≤ (34)r ‖(I − Tδ)r f‖C(Ω) .

Then

δr
∥∥∥∥ drdxr T 2rl

δ f

∥∥∥∥
C(Ω)

≤ (34)r
∥∥∥(I − Tδ)r T 2r(l−1)

δ f
∥∥∥
C(Ω)

= (34)r
∥∥∥T 2r(l−1)

δ (I − Tδ)r f
∥∥∥
C(Ω)

≤ (34)r ‖(I − Tδ)r f‖C(Ω) .
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Using the last inequality, we find

δr
∥∥∥∥ drdxr g

∥∥∥∥
C(Ω)

= δr

∥∥∥∥∥ drdxr
r∑
l=1

(−1)
l−1

(
r

l

)
T 2rl
δ f

∥∥∥∥∥
C(Ω)

= δr

∥∥∥∥∥
r∑
l=1

(−1)
l−1

(
r

l

)
dr

dxr
T 2rl
δ f

∥∥∥∥∥
C(Ω)

≤
r∑
l=1

∣∣∣∣(rl
)∣∣∣∣ δr ∥∥∥∥ drdxr T 2rl

δ f

∥∥∥∥
C(Ω)

≤ 2r(34)r ‖(I − Tδ)r f‖C(Ω)

and

Kr (f, δ, C (Ω))C(Ω) ≤ ‖f − g‖C(Ω) + δr
∥∥∥∥ drdxr g

∥∥∥∥
C(Ω)

≤ 2r (rr + (34)r) ‖(I − Tδ)r f‖C(Ω) .

For the opposite direction of the last inequality, when g ∈W r
p(·),

Ωr (f, δ)C(Ω) ≤ 2r ‖f − g‖C(Ω) + Ωr (g, δ)C(Ω)

≤ 2r ‖f − g‖C(Ω) + 2−rδr
∥∥∥g(r)

∥∥∥
C(Ω)

,(2.29)

and taking infimum on g ∈W r
p(·) in (2.29), we get

Ωr (f, δ)C(Ω) ≤ 2rKr (f, δ, C (Ω))C(Ω) .

�

Proof of Proposition 2.4. Let f ∈ C (Ω). Then

‖(I − Th) f‖C(Ω) ≤ 2K1 (f, h, C (Ω))C(Ω)

≤ 2K1 (f, δ, C (Ω))C(Ω) ≤ 72 ‖(I − Tδ) f‖C(Ω) .

�

Proof of Theorem 2.9. (i) We consider Jackson type inequality (2.20). For any g ∈ Xr
C(R), we have

Aσ (f)C(R) ≤ Aσ (f − g)C(R) +Aσ (g)C(R)

≤ ‖f − g‖C(R) +
5π

4

4r

σr

∥∥∥∥ drdxr g
∥∥∥∥
C(R)

.

Taking infimum on g ∈ Xr
C(R) in the last inequality, we have

Aσ (f)C(R) ≤
5π4r

4
Kr

(
f,

1

σ
, C(R)

)
C(R)

≤ 5π

4
c8 (r) 4r

∥∥∥(I − T 1
σ

)r
f
∥∥∥
C(R)

.

(ii) We give the proof of inverse estimate (2.21). Let σ > 0 and gσ ∈ Gσ (C(R)) be the best
approximating IFFD of f ∈ C(R). Suppose that r ∈ N, 0 < δ < 1. Then, there exists a m ∈ N
such that b1/δc = 2m−1. Hence, 2m−1 ≤ 1/δ < 2m. Now, we have

Ωr (f, δ)C(R) ≤ Ωr (f − g2m , δ)C(R) + Ωr (g2m , δ)C(R)

≤ 2rA2m (f)C(R) + 2−rδr
∥∥∥∥ drdxr g2m

∥∥∥∥
C(R)

.
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On the other hand∥∥∥∥ drdxr g2m

∥∥∥∥
C(R)

=

∥∥∥∥∥
m∑
γ=1

(
dr

dxr
g2γ −

dr

dxr
g2γ−1

)
+

(
dr

dxr
g1 −

dr

dxr
g0

)∥∥∥∥∥
C(R)

≤
m∑
γ=1

2γr ‖g2γ − g2γ−1‖C(R) + ‖g1 − g0‖C(R)

≤ A0 (f)C(R) +A1 (f)C(R) +

m∑
γ=1

2γr
(
A2γ (f)C(R) +A2γ−1 (f)C(R)

)
≤ A0 (f)C(R) + 2rA1 (f)C(R) + 2

m∑
γ=1

2γrA2γ−1 (f)C(R)

≤ 2

(
A0 (f)C(R) +

m∑
γ=1

2γrA2γ−1 (f)C(R)

)
.

Then,

δr

2r

∥∥∥∥ drdxr g2m

∥∥∥∥
C(R)

≤ 2

2r
δr

(
A0 (f)C(R) +

m∑
γ=1

2γrAqγ−1 (f)C(R)

)
.

Hence,

Ωr (f, δ)C(R) ≤
2(m+1)r

2mr
A2m (f)C(R) +

2

2r
δr

(
A0 (f)C(R) +

m∑
γ=1

2γrAqγ−1 (f)C(R)

)

≤
(
1 + 22r−1

)
21−r22rδr

A0 (f)C(R) +

m∑
γ=1

2γ−1∫
2γ−2

ur−1Au (f)C(R) du


≤
(
1 + 22r−1

)
2r−1δr

(
A0 (f)C(R) +

∫ 2m−1

1/2

ur−1Au (f)C(R) du

)

≤
(
1 + 22r−1

)
2r−1δr

(
A0 (f)C(R) +

∫ 1/δ

1/2

ur−1Au (f)C(R) du

)
.

�

Proof of Theorem 2.10. Results a) (i) and b) (i) are known. Let us consider a) (ii). Suppose that
∞∑
ν=0

(ν+1)r

ν+1 Aν (f)C(R) <∞ and k ∈ {1, 2, · · · , r}. Then, using Nikolskii inequality, one gets

‖f (k)‖C(R) = lim
σ→∞

‖J
(
f (k),

σ

2

)
‖C(R) = lim

σ→∞
‖
(
J
(
f,
σ

2

))(k)

‖C(R)

≤ πk

2k

sup
|h|≤δ

∥∥∥∥(I − T̃h)k (J (f, σ2 ))∥∥∥∥
C(R)

δk
≤ πk

2k

2kc8 (k) Ωk
(
J
(
f, σ2

)
, δ
)
C(R)

δk
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≤
(
1 + 22k−1

)
2k+2πkc8 (k)

b1/δc∑
ν=0

(ν + 1)k

ν + 1
Aν

(
J
(
f,
σ

2

))
C(R)

≤
(
1 + 22k−1

)
2k+2πkc8 (k)

∞∑
ν=0

(ν + 1)r

ν + 1
Aν (f)C(R) .

Note that (ii) b) is follow from (i) b). �

Proof of Theorem 2.11. (i) follows from properties of modulus of smoothness. We consider Mar-
chaud type inequality (ii). Let 0 < t < 1/2. Assume that 2m−1 ≤ 1

t < 2m for some m ∈ N.
Then,

Ωr(f, t)C(R) ≤
(
1 + 22r−1

)
21−rtr

(
m∑
ν=1

2νrA2ν−1 (f)C(R) +A0 (f)C(R)

)

≤ 5π

2

(
1 + 22r−1

)
2r+2kc8 (r + k) tr

(
A0 (f)C(R) +

m∑
ν=1

2νrΩk+r(f,
1

2ν
)C(R)

)

≤ 5π

2

(
1 + 22r−1

)
22r+3kc8 (r + k) tr

Ωk+r(f,
1

2
)C(R) +

m∑
ν=1

2−v+1∫
2−v

Ωk+r(f, u)C(R)

ur+1
du


≤ 5π

2

(
1 + 22r−1

)
22r+3kc8 (r + k) tr

Ωk+r(f,
1

2
)C(R) +

2−m+1∫
2−1

Ωk+r(f, u)C(R)

ur+1
du


≤ 5π

(
1 + 22r−1

)
22r+3kc8 (r + k) tr

 1∫
1/2

Ωk+r(f, u)C(R)

ur+1
du+

1∫
t

Ωk+r(f, u)C(R)

ur+1
du


≤ 10π

(
1 + 22r−1

)
22r+3kc8 (r + k) tk

1∫
t

Ωk+r(f, u)C(R)

ur+1
du.

�

Using this section’s estimates and Transference result Theorem 1.5, in the next section we
will give several results on difference operator ‖(I − Tδ)r f‖p(·) and approximation by IFFD in
Lp(·).

3. APPLICATIONS ON DIFFERENCE OPERATOR AND APPROXIMATION

Notation . Since the 48c7 (c3 (p)) c5 (p+, c3 (p)) of (1.11) will be used very frequently in the next parts,
we will set c10:=c10 (p+, c3 (p)):=48c7 (c3 (p)) c5 (p+, c3 (p)) .

Lemma 3.4. Let p ∈ PLog (R), r ∈ N, and 0 < δ <∞. Then

‖(I − Tδ)r f‖p(·) ≤ c
r
102−rδr

∥∥∥f (r)
∥∥∥
p(·)

, f ∈W r
Lp(·)

hold.

We will use notation Kr (f, δ, p (·)) := Kr

(
f, δ, Lp(·)

)
Lp(·)

for r ∈ N, p ∈ PLog (B), δ > 0 and
f ∈ Lp(·) (B).

As a corollary of Transference result, we can obtain the following Lemma.
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Lemma 3.5. Let 0 < h ≤ δ <∞, p ∈ PLog (R) and f ∈ Lp(·). Then

(3.30) ‖(I − Th) f‖p(·) ≤ c8
(
72, p+, c3 (p)

)
‖(I − Tδ) f‖p(·)

holds.

In the following theorem, we show thatK-functionalKr(f, δ, p (·)) and Ωr(f, δ)p(·) are equiv-
alent.

Theorem 3.13. Let p(·) ∈ PLog (R). If Lp(·), then the K-functional Kr (f, δ, p (·)) and the modulus
Ωr (f, δ)p(·) are equivalent, namely,

1

48c7 (c3 (p)) 2rc5 (p+, c3 (p))
≤ Kr (f, δ, p (·))

Ωr(f, δ)p(·)

≤ 48c7 (c3 (p)) {(2r)r + 2r(34)r} c5
(
p+, c3 (p)

)
.

Theorem 3.14. For p(·) ∈ PLog (R), f, g ∈ Lp(·) and δ > 0, the modulus of smoothness Ωr (f, δ)p(·)
has the following properties:

(1) Ωr (f, δ)p(·) is non-negative; non-decreasing function of δ.
(2) For f, g ∈ Lp(·) and δ > 0,

(3.31) Ωr(f + g, δ)p(·) ≤ Ωr(f, δ)p(·) + Ωr(g, δ)p(·).

(3) For f ∈ Lp(·),

(3.32) lim
δ→0

Ωr(f, δ)p(·) = 0.

As a corollary of Theorem 3.13,

Corollary 3.5. Let p(·) ∈ PLog (R). If δ, λ ∈ (0, 1), f ∈ Lp(·), then

Ωr (f, λδ)p(·)

(1 + bλc)r Ωr (f, δ)p(·)
≤ (48)

2
c27 (c3 (p)) 2rc25

(
p+, c3 (p)

)
((2r)r + 2r(34)r)

holds.

Theorem 3.15. Let p(·) ∈ PLog (R), r ∈ N, σ > 0 and f ∈ Lp(·). Then,

(3.33) Aσ (f)p(·) ≤ c11

∥∥(I − T1/σ

)r
f
∥∥
p(·)

with c11 := c11(r, p+, c3 (p)) := 30π8rc5 (p+, c3 (p)) c7 (c3 (p)) c8 (r).

Now, we present the inverse theorem.

Theorem 3.16. Let p(·) ∈ PLog (R), r ∈ N, δ ∈ (0, 1) and f ∈ Lp(·). Then,

Ωr (f, δ)p(·) ≤ c12δ
r

A0 (f)p(·) +

1/δ∫
1/2

ur−1Au/2 (f)p(·) du


holds with c12 := c12 (r, p+, c3 (p)) := c1312c7 (c3 (p))

(
1 + 22r−1

)
2r, where

c13 := c13 (p+, c3 (p)) := 2c5 (p+, c3 (p)) (1 + 72c7 (c3 (p)) c5 (p+, c3 (p))) .

In this section, we obtain Marchaud inequality.
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Theorem 3.17. Let r, k ∈ N, p ∈ PLog (R), f ∈ Lp(·) and t ∈ (0, 1/2). Then,

Ωr (f, t)p(·) ≤ c14t
r

∫ 1

t

Ωr+k (f, u)p(·)

ur+1
du

holds with c14 := c14(r, k, p+, c3 (p)) := 48c7 (c3 (p))C9 (r, k) c5 (p+, c3 (p)) .

Theorem 3.18. Let p ∈ PLog (R), r ∈ N and f ∈ Lp(·). If
∞∑
ν=0

νk−1Aν/2 (f)p(·) <∞

holds for some k ∈ N, then f (k) ∈ Lp(·) and

(3.34) Ωr

(
f (k),

1

σ

)
p(·)
≤ c14

 1

σr

bσc∑
ν=0

(ν + 1)
r+k−1

Aν/2 (f)p(·) +

∞∑
ν=bσc+1

νk−1Aν/2 (f)p(·)


with c14 := c14(r, k, p+, c3 (p)) := 48c7 (c3 (p)) c5 (p+, c3 (p)) 22k+r+2.

3.1. Proofs of the results of section 3.

Proof of Lemma 3.4. We note that (see [10]) the following inequality

(3.35) ‖(I − Tδ) f‖p(·) ≤ 2−1c10δ ‖f ′‖p(·) , δ > 0

holds for f ∈ Lp(·). Then

Ωr (f, δ)p(·) = ‖(I − Tδ)r f‖p(·) ≤ ... ≤ 2−rcr10δ
r
∥∥∥f (r)

∥∥∥
p(·)

, δ > 0

for f ∈W r
Lp(·)

. �

Proof of Theorem 3.13. For any g ∈W r
Lp(·)

(Ω), we have Fg ∈ Cr (Ω). Since Ff is linear in f,

(I − Tδ)r Ff = F(I−Tδ)rf and (Fg)
(r)

= Fg(r) ,

using Theorem 1.5 we obtain

‖(I − Tδ)r f‖p(·) ≤ 24c7 (c3 (p))
∥∥F(I−Tδ)rf

∥∥
C(Ω)

= 24c7 (c3 (p)) ‖(I − Tδ)r Ff‖C(Ω)

≤ 24c7 (c3 (p)) 2rKr (Ff , δ, C (Ω))C(Ω)

≤ 24c7 (c3 (p)) 2r
{
‖Ff − Fg‖C(Ω) + δr

∥∥∥(Fg)
(r)
∥∥∥
C(Ω)

}
= 24c7 (c3 (p)) 2r

{∥∥F(f−g)
∥∥
C(Ω)

+ δr
∥∥Fg(r)∥∥C(Ω)

}
≤ 48c7 (c3 (p)) 2rc5

(
p+, c3 (p)

){
‖f − g‖p(·) + δr

∥∥∥g(r)
∥∥∥
p(·)

}
.

Taking infimum and considering definition of K-functional one gets,

‖(I − Tδ)r f‖p(·) ≤ 48c7 (c3 (p)) 2rc5
(
p+, c3 (p)

)
Kr (f, δ, p (·)) .

Now, we consider the opposite direction of the last inequality. For

g (·) =

r∑
l=1

(−1)
l−1

(
r

l

)
T 2rl
δ f (·) ,



Approximation by entire IFFD on the real line 233

we have

Kr (f, δ, p (·)) ≤ ‖f − g‖p(·) + δr
∥∥∥∥ drdxr g

∥∥∥∥
p(·)

≤ 24c7 (c3 (p))
{∥∥F(f−g)

∥∥
C(Ω)

+ δr
∥∥Fg(r)∥∥C(Ω)

}
= 24c7 (c3 (p))

{
‖Ff − Fg‖C(Ω) + δr

∥∥∥(Fg)
(r)
∥∥∥
C(Ω)

}

≤ 24c7 (c3 (p))


∥∥∥(I − T 2r

δ

)r
Ff

∥∥∥
C(Ω)

+δr

∥∥∥∥∥∥
(

r∑
l=1

(−1)
l−1

(
r

l

)
T 2rl
δ Ff

)(r)
∥∥∥∥∥∥
C(Ω)


= 24c7 (c3 (p))

{∥∥∥(I − T 2r
δ

)r
Ff

∥∥∥
C(Ω)

+

r∑
l=1

∣∣∣∣(rl
)∣∣∣∣ δr ∥∥∥(T 2rl

δ Ff
)(r)∥∥∥

C(Ω)

}
≤ 24c7 (c3 (p))

{
(2r)r ‖(I − Tδ)r Ff‖C(Ω) + 2r(34)r ‖(I − Tδ)r Ff‖C(Ω)

}
= 24c7 (c3 (p)) {(2r)r + 2r(34)r}

∥∥F(I−Tδ)rf
∥∥
C(Ω)

≤ 48c7 (c3 (p)) {(2r)r + 2r(34)r} c5
(
p+, c3 (p)

)
‖(I − Tδ)r f‖p(·) .

�

Proof of Theorem 3.14. Properties (1) and (2), by definition of Ωr (f, δ)p(·) and the triangle in-
equality of Lp(·) are clearly valid. By using [21, Theorem 10.1] and [35, Lemma 2], the relation
(3.32) is satisfied. �

Proof of Corollary 3.5. We have

Ωr (f, λδ)p(·)

(1 + bλc)r Ωr (f, δ)p(·)
≤ 48c7 (c3 (p)) 2rc5 (p+, c3 (p))

(1 + bλc)r
Kr (f, λδ, p (·))

Ωr (f, δ)p(·)

≤ (48)
2
c27 (c3 (p)) 2rc25 (p+, c3 (p))

(1 + bλc)r
(1 + bλc)r

1
{(2r)r + 2r(34)r}

= (48)
2
c27 (c3 (p)) 2rc25

(
p+, c3 (p)

)
{(2r)r + 2r(34)r} .

�

Proof of Theorem 3.15. First we obtain

(3.36) A2σ (f)p(·) ≤ 30π8rc5
(
p+, c3 (p)

)
c7 (c3 (p)) c8 (r)

∥∥(I − T1/(2σ)

)r
f
∥∥
p(·)

and (3.33) follows from (3.36). Let gσ be an exponential type entire function of degree ≤ σ,
belonging to C(R), as best approximation of Ff ∈ C(R). Since FVσf = VσFf and Vσgσ = gσ ,
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there holds

A2σ (f)p(·) ≤ ‖f − Vσf‖p(·) ≤ 24c7 (c3 (p)) ‖Ff−Vσf‖C(R)

= 24c7 (c3 (p)) ‖Ff − VσFf‖C(R)

= 24c7 (c3 (p)) ‖Ff − gσ + gσ − VσFf‖C(R)

= 24c7 (c3 (p)) ‖Ff − gσ + Vσgσ − VσFf‖C(R)

≤ 24c7 (c3 (p)) (Aσ (Ff )C(R) +
3

2
Aσ (Ff )C(R))

= 12c7 (c3 (p))Aσ (Ff )C(R) .

For any g ∈W r
C(R)

Aσ (u)C(R) ≤ Aσ (u− g)C(R) +Aσ (g)C(R)

≤ ‖u− g‖C(R) +
5π

4

4r

σr

∥∥∥∥ drdxr g
∥∥∥∥
C(R)

≤ 5π4r

4
Kr

(
u,

1

σ
, C(R)

)
C(R)

≤ 5π8r

4
Kr

(
u,

1

2σ
, C(R)

)
C(R)

≤ 5π8r

4
c8 (r)

∥∥∥(I − T 1
2σ

)r
u
∥∥∥
C(R)

.

Therefore,

A2σ (f)p(·) ≤ 12c7 (c3 (p))Aσ (Ff )C(R)

≤ 15π8rc7 (c3 (p)) c8 (r)
∥∥∥(I − T 1

2σ

)r
Ff

∥∥∥
C(R)

= 15π8rc7 (c3 (p)) c8 (r)
∥∥∥F(I−T1/(2σ))

r
f

∥∥∥
C(R)

≤ 30π8rc5
(
p+, c3 (p)

)
c7 (c3 (p)) c8 (r)

∥∥(I − T1/(2σ)

)r
f
∥∥
p(·) .

�

Proof of Theorem 3.16. Let gσ be an exponential type entire function of degree ≤ σ, belonging to
Lp(·), as best approximation of f ∈ Lp(·). Then

Ωr (f, δ)p(·) = ‖(I − Tδ)r f‖p(·)
≤ 24c7 (c3 (p))

∥∥F(I−Tδ)rf
∥∥
C(R)

= 24c7 (c3 (p)) ‖(I − Tδ)r Ff‖C(R)

≤ 12c7 (c3 (p))
(
1 + 22r−1

)
2rδr

(
A0 (Ff )C(R) +

∫ 1/δ

1/2

ur−1Au (Ff )C(R) du

)

≤ c1312c7 (c3 (p))
(
1 + 22r−1

)
2rδr

(
A0 (f)p(·) +

∫ 1/δ

1/2

ur−1Au/2 (f)p(·) du

)
,

because

A2σ (Ff )C(R) ≤ ‖Ff − VσFf‖C(R) = ‖Ff−Vσf‖C(R) ≤ 2c5
(
p+, c3 (p)

)
‖f − Vσf‖p(·)
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= 2c5
(
p+, c3 (p)

)
‖f − gσ + gσ − Vσf‖p(·)

≤ 2c5
(
p+, c3 (p)

) (
‖f − gσ‖p(·) + ‖Vσgσ − Vσf‖p(·)

)
≤ 2c5

(
p+, c3 (p)

) (
‖f − gσ‖p(·) + 72c7 (c3 (p)) c5

(
p+, c3 (p)

)
‖gσ − f‖p(·)

)
= 2c5

(
p+, c3 (p)

) (
1 + 72c7 (c3 (p)) c5

(
p+, c3 (p)

))
Aσ (f)

p(·)
.

�

Proof of Theorem 3.17. Let gσ be an exponential type entire function of degree ≤ σ, belonging to
Lp(·), as best approximation of f ∈ Lp(·). Then

Ωr (f, t)p(·) = ‖(I − Tt)r f‖p(·) ≤ 24c7 (c3 (p))
∥∥F(I−Tt)rf

∥∥
C(R)

= 24c7 (c3 (p)) ‖(I − Tt)r Ff‖C(R)

≤ 24c7 (c3 (p))C9 (r, k) tr
∫ 1

t

∥∥∥(I − Tu)
r+k

Ff

∥∥∥
C(R)

ur+1
du

= 24c7 (c3 (p))C9 (r, k) tr
∫ 1

t

∥∥∥F(I−Tu)r+kf

∥∥∥
C(R)

ur+1
du

≤ 48c7 (c3 (p))C9 (r, k) c5
(
p+, c3 (p)

)
tr
∫ 1

t

∥∥∥(I − Tu)
r+k

f
∥∥∥
p(·)

ur+1
du

= 48c7 (c3 (p))C9 (r, k) c5
(
p+, c3 (p)

)
tr
∫ 1

t

Ωr+k (f, u)p(·)

ur+1
du.

�

Proof of Theorem 3.18. Proof of (3.34) is similar to that of proof of Theorem 3.17. �
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ABSTRACT. This paper concerns dual frames multipliers, i.e. operators in Hilbert spaces consisting of analysis,
multiplication and synthesis processes, where the analysis and the synthesis are made by two dual frames, respectively.
The goal of the paper is to give some results about the localization of the spectra of dual frames multipliers, i.e. to
identify regions of the complex plane containing the spectra using some information about the frames and the symbols.
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1. INTRODUCTION

Frame multipliers have been objects of several studies [6, 9, 17, 18, 19, 20, 21] and appli-
cations in physics [13], signal processing (in particular, Gabor multipliers [12, 16] attracted
interest as time-variant filters) and acoustics [4, 5]. Details about applications are discussed
also in the survey [22].

Frame multipliers are part of the Bessel multipliers which were introduced in [2] and we are
going to recall. A Bessel sequence of a separable Hilbert space H is a sequence ϕ = {ϕn}n∈N of
elements ofH such that there exists Bϕ > 0 and∑

n∈N
|〈f, ϕn〉|2 ≤ Bϕ‖f‖2, ∀f ∈ H.

The constant Bϕ is called a Bessel bound of ϕ. A sequence ϕ = {ϕn}n∈N is a frame of H if there
exist A,B > 0 (lower bound and upper bound of ϕ, respectively) such that

(1.1) A‖f‖2 ≤
∑
n∈N
|〈f, ϕn〉|2 ≤ B‖f‖2, ∀f ∈ H.

Now, let ϕ = {ϕn}n∈N, ψ = {ψn}n∈N be Bessel sequences of H and m = {mn}n∈N ∈ `∞, i.e. a
bounded complex sequence. The operator Mm,ϕ,ψ given by

Mm,ϕ,ψf =
∑
n∈N

mn〈f, ψn〉ϕn, f ∈ H,

is called the Bessel multiplier ofϕ, ψ with symbolm. Correspondent versions of Bessel multipliers
have been studied also in continuous and distributional contexts (see [3, 10, 23]). A Bessel
multiplier Mm,ϕ,ψ is called a frame multiplier if ϕ and ψ are frames.
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This paper deals with the spectra of dual frames multipliers, i.e. multipliers Mm,ϕ,ψ , where
ϕ and ψ are dual frames and m ∈ `∞. Two frames ϕ and ψ of H are called dual if f =∑
n∈N〈f, ϕn〉ψn for every f ∈ H (or, equivalently, f =

∑
n∈N〈f, ψn〉ϕn for every f ∈ H). In

particular, the study of this paper is inspired by the result for Bessel multipliers shown in
Proposition 1 below, which is an immediate consequence of [2, Theorem 6.1], i.e. of the fact
that

(1.2) ‖Mm,ϕ,ψ‖ ≤ sup
n∈N
|mn|Bϕ

1
2Bψ

1
2 ,

where Mm,ϕ,ψ is any Bessel multiplier with Bϕ and Bψ some Bessel bounds of ϕ and ψ, respec-
tively.

Proposition 1. The spectrum of any Bessel multiplier Mm,ϕ,ψ is contained in the closed disk centered
the origin with radius supn∈N |mn|Bϕ

1
2Bψ

1
2 , where Bϕ and Bψ are Bessel bounds of ϕ and ψ, respec-

tively.

Proposition 1 provides information about the location of the spectra of Bessel multipliers
in the complex plane. However, the given estimate may be too large for the spectra of dual
frames multipliers1. The main results of the paper, Theorems 4.1 and 5.2, provide more accurate
localization results for the spectra of dual frames multipliersMm,ϕ,ψ under some conditions on
ϕ and ψ. We also stress that these conditions are satisfied by many frames used in applications
(see Remark 4.2).

A localization of the spectrum of Mm,ϕ,ψ may show that Mm,ϕ,ψ is invertible. The invertibil-
ity of multipliers was a subject faced in [6, 9, 17, 18, 19, 20] and Theorems 4.1 and 5.2 bring new
results in this direction (see Remark 5.4).

Moreover, the knowledge of a region containing the spectrum of Mm,ϕ,ψ gives, in particular,
information about the distribution of the possible eigenvalues of Mm,ϕ,ψ . In connection with
this subject, recently in [9] some types of dual frames multipliers with at most countable spectra
have been studied.

The paper is organized as follows. In Section 2, we recall some basic notions of frame theory,
while we give some preliminary localization results about the spectra of dual frames multipli-
ers in Section 3. Finally, Sections 4 and 5 contain the main results mentioned above together
with examples.

2. PRELIMINARIES

Throughout the paper, H indicates a separable Hilbert space with inner product 〈·, ·〉 and
norm ‖ · ‖. Given an operator T acting between two Hilbert space H1 and H2, we denote by
R(T ) andN(T ) the range and kernel of T , respectively, and by T ∗ its adjoint when T is bounded.

If T : H → H is a bounded operator, then we write ρ(T ) and σ(T ) for the resolvent set and
spectrum of T , respectively. We recall that ρ(T ) is the set of λ ∈ C such that T −λI has bounded
inverse (T −λI)−1 everywhere defined onH and σ(T ) is the complement set of ρ(T ). We recall
that two bounded operators T, T ′ : H → H are said to be similar if there exists a bounded and
bijective operator S : H → H such that T = S−1TS. Throughout the paper, we will apply
the following standard perturbation result (for a reference see, for instance, Theorem IV.1.16 of
[15]).

1Indeed, ifm ∈ `∞, ϕ andψ are dual Riesz bases (for the definition see the end part of Section 2), then the spectrum
of Mm,ϕ,ψ is the closure of the set {mn}n∈N (see [1, Proposition 2.1] or [8, Section 5.1]), which is in general smaller

than the closed disk centered the origin with radius supn∈N|mn|Bϕ
1
2Bψ

1
2 .
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Lemma 2.1. Let T,B : H → H be bounded operators. If T is bijective and ‖B‖ < ‖T−1‖−1, then
T +B is bijective.

We denote by `2 (respectively, `∞) the usual spaces of square summable (respectively, bounded)
complex sequences indexed by N. A limit point for m ∈ `∞ is the limit of a converging subse-
quence of m.

In the introduction, we gave the definitions of Bessel sequences and frames. Here, we recall
some other notions and elementary results about frame theory [7]. A sequence ϕ = {ϕn}n∈N is
complete in H if its linear span is dense in H if and only if 〈ϕn, f〉 = 0 for every n ∈ N implies
f = 0. A frame forH is, in particular, complete inH.

Let ϕ be a frame for H. We say that ϕ is a Parseval frame if (1.1) holds with A = B = 1. The
operator S : H → H, defined by

Sf =
∑
n∈N
〈f, ϕn〉ϕn, f ∈ H,

is well-defined, bounded, bijective and it called the frame operator ofϕ. The sequence {S−1ϕn}n∈N
is a dual frame of ϕ, called the canonical dual, and {S− 1

2ϕn}n∈N is a Parseval frame forH.
A Riesz basis ϕ forH is a complete sequence inH satisfying for some A,B > 0

(2.3) A
∑
n∈N
|cn|2 ≤

∥∥∥∥∥∑
n∈N

cnϕn

∥∥∥∥∥
2

≤ B
∑
n∈N
|cn|2, ∀{cn} ∈ `2.

A Riesz basis ϕ for H is a frame for H, the constants in (1.1) can be chosen as in (2.3) and the
canonical dual of ϕ is a Riesz basis too (called dual Riesz basis of ϕ).

3. BASIC LOCALIZATION RESULTS

In this section, we give two preliminary localization results of the spectra of dual frames
multipliers (Propositions 2 and 3) without requiring specific properties of the two frames. For
the first one, we need the notion of numerical range. Given a bounded operator T : H → H the
numerical range of T is the set nT = {〈Tf, f〉 : f ∈ H, ‖f‖ = 1}. We recall also that the spectrum
of T is contained in the closure of nT (see [15, Corollary V.3.3]).

In addition, we are going to use the following lemma, which states that to examine the
spectrum of a dual frame multiplier Mm,ϕ,ψ where ψ is, in particular, the canonical dual frame
of ϕ, we can just consider a multiplier determined by a Parseval frame.

Lemma 3.2. Let ϕ be a frame forH, ψ its canonical dual frame andm ∈ `∞. ThenMm,ϕ,ψ is similar to
Mm,ρ,ρ, where ρ is the Parseval frame associated to ϕ, and so σ(Mm,ϕ,ψ) = σ(Mm,ρ,ρ). In particular, if
m is a real (resp., non-negative) sequence, then Mm,ϕ,ψ is similar to a self-adjoint (resp., non-negative)
operator and σ(Mm,ϕ,ψ) is real (resp., non-negative).

Proof. Let S be the frame operator of ϕ, which is a bijective operator. It is immediate to see that
S−

1
2Mm,ϕ,ψS

1
2 = Mm,ρ,ρ, where ρ = S−

1
2ϕ is the Parseval frame associated to ϕ. The rest of

the statement follows easily. �

Proposition 2. Let ϕ be a frame forH, ψ its canonical dual andm ∈ `∞. Then σ(Mm,ϕ,ψ) is contained
in the closed convex hull of m, i.e. the closure of the set {

∑
n∈N anmn :

∑
n∈N|an|2 = 1}.

Proof. By Lemma 3.2, we can confine to the case where ϕ = ψ is a Parseval frame. We note that

〈Mm,ϕ,ϕf, f〉 =
∑
n∈N

mn|〈f, ϕn〉|2,
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therefore, because ‖f‖2 =
∑
n∈N|〈f, ϕn〉|2, the numerical range (and then also the spectrum) of

Mm,ϕ,ϕ is contained in the closed convex hull of m. �

Remark 3.1.
(i) Under the hypothesis of Proposition 2, if in additionm is a real sequence, we have that σ(Mm,ϕ,ψ) ⊆

[infn∈Nmn, supn∈Nmn].
(ii) If ϕ is not a Parseval frame and ψ is its canonical dual, then the numerical range of Mm,ϕ,ψ

is not necessarily contained in the closed convex hull of m (even though by Proposition 2
σ(Mm,ϕ,ψ) is). For example, let

ϕ = {e1, e1 + e2, e3, . . . , en, . . . } and ψ = {e1 − e2, e2, e3, . . . , en, . . . },

where {en}n∈N is an orthonormal basis of H and m = {2, 1, 1, . . . }. The sequences are frames
and ψ is the canonical dual of ϕ. Moreover, 3+i

2 belongs to the numerical range of Mm,ϕ,ψ ,
because 〈Mm,ϕ,ψf, f〉 = 3+i

2 , where f = e1+ie2√
2

. Nevertheless, 3+i
2 is not in the convex hull of

m.

The statement of Proposition 2 may not hold if ψ is just a dual frame of ϕ. For example, take

ϕ = {e1, e1, e2, . . . , en, . . . } and ψ = {ie1, (1− i)e1, e2, . . . , en, . . . },

where {en}n∈N is an orthonormal basis of H and m = {2, 1, 1, . . . }. Then, a straightforward
calculation shows that Mm,ϕ,ψf = f + (1 − i)〈f, e1〉e1 for every f ∈ H, so Mm,ϕ,ψ is not self-
adjoint and, in particular, its spectrum is not contained in the closed convex hull of m, which is
a subset of the real line. For generic dual frames, we can actually state the following.

Proposition 3. Let ϕ,ψ be dual frames forH with upper bounds Bϕ, Bψ , respectively. Let m ∈ `∞. If
λ, µ ∈ C and

(3.4) sup
n∈N
|mn − µ|Bϕ

1
2Bψ

1
2 <|µ− λ|,

then λ ∈ ρ(Mm,ϕ,ψ). In particular,
(1) if m is contained in the disk of center µ with radius r, then σ(Mm,ϕ,ψ) is contained in the disk

of center µ with radius rBϕ
1
2Bψ

1
2 ;

(2) if m is real, then σ(Mm,ϕ,ψ) is contained in the disk of center 1
2 (supn∈Nmn + infn∈Nmm)

with radius 1
2 (supn∈Nmn − infn∈Nmm)Bϕ

1
2Bψ

1
2 .

Proof. For simplicity, we write m − λ and m − µ for the complex sequences {mn − λ} and
{mn − µ}, respectively. If (3.4) holds, then by (1.2) we have ‖Mm−µ,ϕ,ψ‖ <|µ − λ| and by
Lemma 2.1 we have λ− µ ∈ ρ(Mm−µ,ϕ,ψ), i.e. λ ∈ ρ(Mm,ϕ,ψ). Now, the rest of the statement is
immediate. �

When ψ is the canonical dual of ϕ, Proposition 2 gives a more accurate result than Proposi-
tion 3.

4. MAIN RESULT 1

For the localization result in this section, we make the assumption that a frame contains
a Riesz basis. Note that this is not a very strong requirement. Indeed, it is satisfied by many
frames used in applications (see Remark 4.2 below for a consideration about Gabor and wavelet
frames). For simplicity, we write the statement of the result in terms of the resolvent set.
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Theorem 4.1. Let ϕ,ψ be frames for H such that for some I ⊆ N, {ϕn : n ∈ I}, {ψn : n ∈ I} be
Riesz bases forH with lower frame bounds Aϕ,1 and Aψ,1, respectively. Moreover, let Bϕ,2 and Bψ,2 be
Bessel bounds of {ϕn : n ∈ N\I} and {ψn : n ∈ N\I}, respectively. Let m ∈ `∞. If

(4.5) sup
n∈N\I

|mn|Bϕ,2
1
2Bψ,2

1
2 < inf

n∈I
|mn|Aϕ,1

1
2Aψ,1

1
2 ,

then Mm,ϕ,ψ is bijective.
If, in addition, ϕ and ψ are dual frames and

(4.6) sup
n∈N\I

|mn − λ|Bϕ,2
1
2Bψ,2

1
2 < inf

n∈I
|mn − λ|Aϕ,1

1
2Aψ,1

1
2 ,

then λ ∈ ρ(Mm,ϕ,ψ).

Proof. We can write Mm,ϕ,ψ = M1 +M2, where M1 = Mm(1),ϕ(1),ψ(1) and M2 = Mm(2),ϕ(2),ψ(2) ,
m(1) = {mn : n ∈ I}, m(2) = {mn : n ∈ N\I}, ϕ(1) = {ϕn : n ∈ I}, ϕ(2) = {ϕn : n ∈ N\I},
ψ(1) = {ψn : n ∈ I}, ψ(2) = {ψn : n ∈ N\I}. First of all, infn∈I |mn| > 0 holds by (4.5), so M1 is
bijective by [17, Theorem 5.1]. Moreover, (4.5) allows to apply Lemma 2.1 because

‖M2‖ ≤ sup
n∈N\I

|mn|Bϕ,2
1
2Bψ,2

1
2

by (1.2), and
inf
n∈I
|mn|Aϕ,1

1
2Aψ,1

1
2 ≤ ‖M−11 ‖−1

by Propositions 7.7 and 7.2 of [2] and the fact that a Bessel bound of the canonical dual of ϕ
(resp., ψ) is Aϕ,1−1 (resp., Aψ,1−1). The second part of the statement now follows from the fact
that Mm,ϕ,ψ − λI = Mm−λ,ϕ,ψ when ϕ and ψ are dual frames (here, we write m − λ for the
sequence {mn − λ}). �

We show an application of Theorem 4.1 with an example of multiplier with 0−1 symbol (i.e.
a sequence made only of 0 and 1)2.

Example 4.1. Let ϕ be a Parseval frame for H such that {ϕ2n}n∈N is a Riesz basis for H with lower
bound A. Clearly, we have 0 < A < 1. Consequently, {ϕ2n−1} is a Bessel sequence with bound 1−A.
Let, moreover, m be a sequence of 0 and 1. With these choices, we apply Theorem 4.1 to Mm,ϕ,ϕ.
Condition (4.6) is

(4.7) sup
n∈N
|m2n−1 − λ|(1−A) < inf

n∈N
|m2n − λ|A.

We have

inf
n∈N
{| − λ|, |1− λ|} =


−λ, λ < 0,

λ, 0 ≤ λ ≤ 1
2 ,

1− λ, 1
2 < λ ≤ 1,

λ− 1, 1 < λ,

and

sup
n∈N
{| − λ|, |1− λ|} =


1− λ, λ < 0,

1− λ, 0 ≤ λ ≤ 1
2 ,

λ, 1
2 < λ ≤ 1,

λ, 1 < λ.

2Such a multiplier often occurs in applications, see e.g. [22].
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Since, by Proposition 2, we already know that σ(Mm,ϕ,ϕ) ⊆ [0, 1], we need to check the validity of
(4.7) only for 0 ≤ λ ≤ 1. We note that if 0 ≤ λ ≤ 1

2 , then (4.7) is true if and only if λ > 1− A, which
makes sense only if A > 1

2 . On the other hand, if 1
2 < λ ≤ 1, then (4.7) is true if and only if λ < A,

which makes sense again only if A > 1
2 . Thus, by Theorem 4.1, we can write that if A > 1

2

σ(Mm,ϕ,ϕ) ⊆ [0, 1−A] ∪ [A, 1].

As particular case of Theorem 4.1, we get the following.

Corollary 1. Let ϕ be a frame forH with bounds A and B such that for some I ⊆ N {ϕn : n ∈ I} is a
Riesz basis forH with lower frame bound A′. Let ψ be the canonical dual of ϕ and m ∈ `∞. If

sup
n∈N\I

|mn − λ|
B −A′

A
< inf
n∈I
|mn − λ|

A′

B
,

then λ ∈ ρ(Mm,ϕ,ψ).

Proof. The statement follows by Theorem 4.1 once noticed that {ψn}n∈I = {S−1ϕn}n∈I is
a Riesz basis with lower bound A′

B2 , {ψn}n∈N\I has Bessel bound B − A′ and {ψn}n∈N\I =

{S−1ϕn}n∈N\I has Bessel bound B−A′

A2 . �

Remark 4.2. Gabor and wavelet frames are classical frames which occur in applications (see [7, 11, 14]).
A (regular) Gabor frame for L2(R) is a frame of the form

G(g, a, b) = {Emb Tna g}m,n∈Z,
where g ∈ L2(R), a, b > 0, (Taf)(x) = f(x − a) and (Ebf)(x) = e2πibxf(x) for x ∈ R. A Gabor
frame which is a finite union of Riesz bases can be easily constructed in this way. Let N ∈ N and
G(g, a, b) a Riesz basis for L2(R). A simple calculation shows that G(g, aN , b) (as well as G(g, a, bN )) is
a frame for L2(R) which is a union of N Riesz bases.

Frames which are unions of Riesz bases can be found also in the context of wavelet frames. In par-
ticular, the frame multiresolution analysis technique (see [7, Ch. 17]) gives a way to construct wavelet
frames which are unions of Riesz bases.

5. MAIN RESULT 2

In this section, we consider Parseval frames ϕ for H which are unions of multiples of or-
thonormal bases. In other words, we can think that there exists k ∈ N such that

(5.8) {ϕ(i−1)k+j : i ∈ N} = {αjeji : i ∈ N},

where αj ∈ C\{0} and {eji : i ∈ N} is orthonormal basis for H for j = 1, . . . , k. Also here,
we remark that this condition occurs for frames used in application. For instance, following
Remark 4.2, if G(g, a, b) is an orthonormal basis for L2(R), then 1

N G(g,
a
N , b) and 1

N G(g, a,
b
N )

are Parseval frames and unions of N multiples of orthonormal bases.

Theorem 5.2. Let ϕ be as in (5.8), m ∈ `∞ and l1, . . . , lk ∈ C. If λ ∈ C and

(5.9)
k∑
j=1

|αj |2 sup
i∈N
|m(i−1)k+j − lj | <

∣∣∣∣∣∣
k∑
j=1

|αj |2lj − λ

∣∣∣∣∣∣ ,
then λ ∈ ρ(Mm,ϕ,ϕ). As a consequence, if m is a real sequence, then

(5.10) σ(Mm,ϕ,ϕ) ⊆

 k∑
j=1

|αj |2 inf
i∈N

m(i−1)k+j ,

k∑
j=1

|αj |2 sup
i∈N

m(i−1)k+j

 .
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Proof. First of all, we note that λ 6=
∑k
j=1|αj |2lj by (5.9). We have Mm,ϕ,ϕf =

∑k
j=1|αj |2ljf +

Mm′,ϕ,ϕ, where m′ = {m′n} and m′(i−1)k+j = m(i−1)k+j − lj for i ∈ N and j = 1, . . . , k. Thus,
the first statement follows by Lemma 2.1 noting that

‖Mm′,ϕ,ϕ‖ ≤
k∑
j=1

|αj |2 sup
i∈N
|m(i−1)k+j − lj |.

Now assume that m is real, i.e. Mm,ϕ,ϕ is self-adjoint. Therefore, (5.9) implies that σ(Mm,ϕ,ϕ)
is contained in the interval

(5.11)

 k∑
j=1

|αj |2(lj − sup
i∈N
|m(i−1)k+j − lj |),

k∑
j=1

|αj |2(lj + sup
i∈N
|m(i−1)k+j − lj |)

 .
Choosing in (5.11), first lj < infi∈Nm(i−1)k+j and then lj > supi∈Nm(i−1)k+j for every j =
1, . . . , k, we find (5.10). �

Example 5.2. Let ϕ = { 1√
2
e1,

1√
2
f1,

1√
2
e2,

1√
2
f2, . . . }, where {en} and {fn} are orthonormal bases

for H. Furthermore, let m = {mn} be such that m4n−3 = 0, m4n−2 = 1
3 , m4n−1 = 2

3 and m4n = 1,
n ∈ N. Taking into account Proposition 2, the spectrum of Mm,ϕ,ϕ is contained in [0, 1]. This estimate
can be improved by Theorem 5.2: in particular, we obtain that σ(Mm,ϕ,ϕ) ⊆ [ 16 ,

5
6 ].

Remark 5.3. Theorem 5.2 is not a special case of Theorem 4.1 (and vice-versa). In particular, Theorem
4.1 gives no improvement on the localization of the spectrum in Example 5.2. On the other hand,
Theorem 5.2 does not add any further information about the spectrum of the multiplier in Example 4.1,
even in the case where {ϕ2n}n∈N and {ϕ2n+1}n∈N are multiples of orthonormal bases.

Remark 5.4. Theorems 4.1 and 5.2 give, in particular, new criteria of invertibility in comparison to the
results in [17]. For instance, let

ϕ =

{
1√
2
e1,

1√
2
f1,

1√
2
e2,

1√
2
f2, . . .

}
,

where {en} and {fn} are orthonormal bases for H and m = {mn} is such that m2n−1 = 1
n+1 and

m2n = 2 − 1
n+1 , n ≥ 1. Both Theorems 4.1 and 5.2 show that σ(Mm,ϕ,ϕ) ⊆ [ 34 ,

5
4 ]. In particular,

Mm,ϕ,ϕ is invertible. However, Propositions 4.1, 4.2 and 4.4 of [17] do not apply to this multiplier
Mm,ϕ,ϕ.
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