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Abstract 

Atenolol is one of the most used drugs today. Therefore, it is important to develop new and simple methods for 

the determination of atenolol. The goal of this research is to develop a high-performance liquid chromatography 

method for analyzing atenolol levels in rabbit plasma and apply this method to the pharmacokinetic study. The 

liquid-liquid extraction technique was used to prepare blood samples from rabbits. Separation of atenolol was 

achieved on an Ace C18 column. The method’s calibration curve was plotted between 5 and 250 ng/mL. The 

accuracy results were better than 2.97% and the precision results were less than 6.30% in rabbit plasma for 

atenolol. The method had recovery values >93.1% for all samples in rabbit plasma. In addition, the validated 

method was used to study atenolol pharmacokinetics in rabbits. The maximum atenolol plasma concentration is 

240.1 ± 33.41 ng/mL. The duration to attain the greatest atenolol concentration and the area under the curve 

from (AUC0-12 h) were 3.0 ± 0.64 h and 1184.1 ± 235.13 ng/mL h, respectively.  
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Tavşan Plazmasında Atenololün HPLC Yöntemi ile Analizi 

 

Öz 

Atenolol günümüzde en çok kullanılan ilaçlardan biridir. Bu nedenle, atenolol tayini için yeni ve basit 

yöntemlerin geliştirilmesi önemlidir. Bu araştırmanın amacı tavşan plazmasında atenololün analizi için bir 

yüksek performanslı sıvı kromatografi yöntemi geliştirmek ve farmakokinetik çalışmaya uygulamaktır. Tavşan 

kan örnekleri sıvı-sıvı ekstraksiyon yöntemi ile hazırlanmıştır. Atenololün ayırımı Ace C18 kolon ile yapılmıştır. 

Yöntemin kalibrasyon eğrisi 5 ve 250 ng/ng/ arasında çizildi. Tavşan plazmasında atenolün kesinlik sonuçları 

%6.30’dan küçüktü ve doğruluk sonuçları %2.97’den daha iyiydi. Yöntemin tavşan plazmasındaki tüm örnekler 

için geri kazanım değerleri >%93.1’dir. Ayrıca, tavşanlarda atenololün farmakokinetiğini incelemek için valide 

edilen yöntem uygulanmıştır. Maksimum atenolol plazma konsantrasyonu 240.1 ± 33.41 ng/mL idi. Atenololün 

maksimum konsantrasyona ulaşma süresi ve eğrinin altındaki alan (AUC0-12 h) sırasıyla 3.0 ± 0.64 h ve 1184.1 

± 235.13 ng/mL h idi.  
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1. Introduction  

The chemical formula structure of atenolol is 4-(2-hydroxy-3-isopropyl-aminopropoxy) 

phenylacetamide (Figure 1). It is a type of β-blockers constitute. It has been widely used to 

angina pectoris, hypertension, myocardial infarction and cardiac arrhythmias (Al-Ghannam, 

2006). Therefore, atenolol may be used alone or concomitantly with other antihypertensive 

agents (Pires de Abreu et al., 2003). 

In literature research, UV-Visible spectrophotometry (Saleem, 2019; Antakli et al., 2020; 

Mohammad et al., 2019; Vaikosen et al., 2020), spectrofluorometry (Tabrizi and Yousefzadeh, 

2019), high-performance liquid chromatography (HPLC) (Pires de Abreu et al., 2003; Iha et 

al,. 2002; Chiu et al., 1997; Madhusudhan et al., 2018; El-Alfy et al., 2019; Elkady et al., 2020), 

gas chromatography-mass spectrometry (GC-MS) (Yilmaz et al., 2009) and capillary 

electrophoresis (Arias et al., 2001) methods for determining atenolol in invitro conditions and 

biological materials have been reached.   

However, the HPLC method was not available for detecting atenolol in rabbit plasma. 

Therefore, a new and easy HPLC approach for the analysis of atenolol in rabbit plasma was 

devised in this study. For this, liquid-liquid extraction technique and fluorescence detection 

were used to increase sensitivity. The developed method was then validated with respect to the 

Center for Drug Evaluation and Research guidelines (CDER, 2001). 

 

Figure 1. Atenolol (a) and metoprolol (b) 

 

The presented method is based on a simple and single extraction step in a short time using 

inexpensive chemicals. At the same time, the approach was also used to examine atenolol levels 

in rabbit plasma.  For this, Tensinor tablet containing atenolol was given to six rabbits. Bloods 

was drawn from the rabbits at different times. The analysis was performed after extraction. 

From the results obtained, the plasma pharmacokinetic parameters of atenolol were calculated. 
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2. Materials and Methods 

2.1 Chemicals and reagents 

 

Atenolol (99.6% purity) was obtained from Abdi Ibrahim Pharmaceutical Industry. 

Ethylacetate, chloroform, butanol, methanol, acetonitrile and metoprolol (IS, ≥98% purity) 

were acquired from Sigma-Aldrich. Tensinor tablet that included 50 mg atenolol was 

purchased. 

 2.2 HPLC system and chromatographic conditions 

 

HPLC analyses were performed with the Agilent HPLC system. In this work, an Ace C18 

column (4.6×250 mm, 5 µm) was used. 20 µLs injection volume was selected for the analysis. 

As the mobile phase, methanol-water (50:50, v/v) containing 0.1% TFA was employed with a 

flow rate of 1 mL/min.  Fluorescence detector was used employed for HPLC system. 

Fluorescence detection of atenolol and IS were selected as 276 nm and 296 nm (excitation and 

emission), respectively. 

2.3 Preparation of standard and quality control samples 

 

Methanol was used to make a 1.0 mg/mL atenolol solution. Atenolol standard solutions were 

diluted with methanol. Standard calibration samples were prepared 05-250 ng/mL (5, 15, 45, 

100, 150, 200 and 250 ng/mL). The solutions were all kept at 4 C. Atenolol quality control 

standard solutions were produced 10, 125 and 225 ng/mL.   

2.4 Extraction procedure  

The extraction procedure in rabbit plasma samples was carried out using the liquid-liquid 

extraction method. Butanol, acetonitrile, hexane, dichloromethane, chloroform and ethylacetate 

were tried to find the most suitable extraction solvent. In the end, 5 mL chloroform and butanol 

mixture (4:1, v/v) was chosen. 

0.5 mL rabbit plasma was used in the study. 0.1 mL atenolol standard solutions (5, 10, 25, 50, 

100, 150 and 250 ng/mL) containing 20 μL IS solution were added and then 1 M 0.5 mL sodium 

hydroxide solution was added. The vortex procedure was performed for 30 seconds. 5 mL 

chloroform and butanol mixture (4:1, v/v) was added in rabbit plasma. The rabbit plasma sample 

was vortexed for 30 seconds, and the plasma was then centrifuged for 5 minutes at 3000 × g. 

The supernatant was transferred into another plastic tube. The supernatant was vaporized under 

nitrogen gas. The dry residue sample was dissolved in 1 mL methanol and then 20 µL plasma 

sample was analyzed in HPLC system. 

  

 

2.5 Rabbits 

 

Before starting the research, the ethics committee report was obtained from the Ethical 

Committee for Medical Experimental Research and Application Centre of Ataturk University. 
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12.5 mg kg-1 of atenolol were six rabbits by oral administration. 2.0 mL blood was taken from 

the ear vein of six rabbits at 0, 0.5, 1, 2, 3, 4, 6, 8 and 12 h. EDTA tubes were used to collect 

the bloods. The blood samples were centrifuged. The plasma samples were taken, and samples 

were extracted. After that, they are analyzed by the HPLC system. 

 

 2.6 Statistical analysis 

The statistical analyses were done with SPSS V.15.0 version at computer program. Regression 

analyses were used in the preparation of the atenolol standard line and calculations. The results 

were given with the mean ± standard deviation. 

3. Results and Discussion 

 

3.1 Method development and optimization 

 

In this work, the reversed-phase column (C18) was used because atenolol is a polar molecule. 

For the sensitivity of the HPLC method, fluorescence detection was used to atenolol and IS. 

Several mobile phase components were performed to achieve a good peak shape and resolution 

in chromatogram. In the end, methanol-water (50:50, v/v) containing 0.1% TFA was employed 

as the mobile phase. Atenolol retention time was quite short than that studied by Giachetti et 

al., 1997; Iha et al., 2002). In the proposed HPLC method, the buffer mobile phase system was 

not used as in the previously published articles (Chatterjee et al., 1995; Giachetti et al., 1997). 

In this research, there is no column washing after the analysis. This is an advantage of the 

method. In HPLC chromatogram, atenolol and IS retention times were 2.8 and 4.7 min, 

respectively. A representative chromatogram of atenolol and IS was given in Figure 2. 

 
Figure 2. (a) Pre-drug rabbit plasma chromatogram, (b) rabbit plasma chromatogram spiked 

with 100 ng/mL atenolol, (c) rabbit plasma chromatogram obtained 6h after administration 

12.5 mg/kg of atenolol  

http://www.sciencedirect.com/science?_ob=ArticleURL&_udi=B6TGX-4KBDWH5-3&_user=610102&_coverDate=11%2F16%2F2006&_alid=1039729714&_rdoc=1&_fmt=full&_orig=search&_cdi=5266&_sort=r&_docanchor=&view=c&_ct=1&_acct=C000031788&_version=1&_urlVersion=0&_userid=610102&md5=07802527400c1780f256e051d3b9c866#fig2
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3.2 Validation of the method 

HPLC method was validated with validation parameters according to CDER. These parameters 

were selectivity, linearity, precision, accuracy, recovery, limits of detection (LOD) and 

quantification (LOQ), stability and dilution integrity. 

i. Selectivity 

The selectivity of the developed technique was checked by comparing the chromatograms of 

spiked rabbit plasma with the blank rabbit plasma. Atenolol and IS retention times were 

approximately 2.8 and 4.7 min (Figure 2). The symmetry of the peaks and the short retention 

times are the advantages of the method. In addition, the blank plasma sample was analyzed. 

Endogenous interferences were not observed.  

ii. Linearity 

Standards calibration curves were drawn according to peak area ratio (y) of atenolol and IS 

versus atenolol concentration. It was found to be linear over the 5-250 ng/mL concentration 

range for atenolol. The mean calibration equation of method is y=0.1824x + 0.0192. The 

correlation coefficient value was higher than 0.99 for the mean calibration curve (n=3).  

iii. Precision and accuracy  

Intra-day and inter-day precision were used to assess the proposed method’s precision. Six 

replicates for each of three different concentrations (7.5, 75, 175 ng/mL) were analyzed to 

determine intra-day precision. The same samples of plasma were analyzed in three successive 

days to measure the intermediate precision. The percent relative standard deviation (RSD %) 

was used to assess precision.  

In addition, the percentage relative error was used to assess the method's accuracy. The 

precision and accuracy were gratifying for atenolol from plasma samples. RSD is obtained as 

lower than 6.27%. In addition to this, accuracy is detected to be within ± 2.97% with relative 

error. It is understood that both the precision and the accuracy of this method are good in 

statistical comparison with previously reported methods (Miller et al., 1991; Iha et al., 2002).  

iv. Recovery 

In order to prepare the samples at rabbit plasma, the extraction technique was used for this 

work. Therefore, dichloromethane, ethylacetate, butanol and chloroform were tried. In the end, 

chloroform and butanol mixture (4:1, v/v) was decided to be used as the most suitable solvent 

for extraction. Atenolol recovery values of rabbit plasma are between 93.1 and 98.6% (Table 

1). The mean recovery of atenolol was 96.1% in rabbit plasma. 
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Table 1. Recovery of atenolol in human plasma 

Added  Found % Recovery % 

RSDb 

    

(ng/mL) (Mean ± SDa)     

5 4.9 ± 0.23 98.0 4.69    

10 9.4 ± 0.47 94.0 5.00    

25 24.1 ± 0.63 96.4 2.61    

50 48.1 ± 2.32 96.2 4.82    

100 98.6 ± 5.59 98.6 5.67    

150 145.1 ± 6.49 96.7 4.47    

250 232.8 ± 8.62 93.1 3.70     

SDa: Standard deviation of six replicate determinations, RSD: Relative standard deviation 

     bAverage of six replicate determinations    

 

In the literature, atenolol was extracted with a solid-phase extraction method from human 

plasma in previous studies (Chatterjee et al., 1995; Arias et al., 2001; Miller et al. 2002). The 

solid-phase extraction technique is an expensive method. In our technique, the liquid-liquid 

method in plasma from rabbits is used as the extraction method. In addition, the extraction 

technique was very simple, cheap and could be done in one step.  

v. Limits of detection (LOD) and quantification (LOQ) 

The LOD value was evaluated as the minimum concentration in this work. The reason behind 

this is the fact that the signal-to-noise ratio of it is found to be 3 for atenolol at HPLC 

chromatogram. In addition, the LOQ value was evaluated as the minimum concentration of the 

plasma spiked with atenolol. The LOD and LOQ values were 1.5 and 5.0 ng/mL in the work, 

respectively. Both precision and accuracy of the LOD and LOQ values were within the criteria 

(CDER, 2001). In addition, this method is better than reported previosly methods (Giachetti et 

al., 1997; Miller et al., 1991). 

vi. Stability 

Atenolol stock solution stability was evaluated for at least 72 hours at room temperature. In 

addition, the stabilities of atenolol in rabbits were investigated under various storage conditions. 

By analyzing the low and high concentrated samples (15 ng/mL and 225 ng/mL), the method's 

short-term stability was determined. Therefore, the samples were thawed at room temperature. 

They were stored in room condition for 24 h. The samples were analyzed at -20 °C for three 
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days to determine long-term stability. No significant degradation product of atenolol in the 

storage conditions. 

vii. Dilution integrity 

The dilution integrity was performed on higher atenolol concentrations above the upper LOQ. 

The accuracy and precision of atenolol were between 97.9 to 102.1 and 2.46 to 3.27 % for 1/5th 

and 1/10th dilution. 

3.3 Pharmacokinetic analysis 

Pharmacokinetic results of atenolol were calculated in rabbit plasma by the linear trapezoidal 

rule (Yilmaz et al., 2009). In addition, Figure 3 illustrates the average atenolol concentration-

time curve for six rabbits.  

 

 
Figure 3. Atenolol concentration-time profile in rabbit plasma (n=6). 

 

The mean AUC0-12h, Cmax, Tmax and t1/2 of atenolol obtained from six rabbits were 1184.1 ± 

235.13 μg/mL h, 240.1 ± 33.41 ng/mL, 3.0 ± 0.64 h and 3.18 ± 0.41 h, respectively. Using this 

method, the obtained pharmacokinetics results are in agreement with the previously researh 

papers (Giachetti et al., 1997; Iha et al., 2002).  

However, in the previously papers especially it has been used with 1.0 mL plasma (Giachetti et 

al., 1997; Iha et al., 2002).  In the proposed method, low plasma volume (0.5 mL) is used This 

can be advantageous in pharmacokinetic studies. Because, atenolol is one of the most used β-

blockers drugs today. Therefore, it is important to develop and validate new and simple methods 

for the determination of atenolol. In the literature, there are different chromatographic studies 

on the determination of atenolol in biological materials. Among these, the most used methods 

are usually HPLC, capillary electrophoresis and GC-MS. 

The GC-MS method is a widely used chromatographic method for the analysis of volatile or 

volatile substances. In this study, atenolol, a polar compound, was volatilized by derivatization. 

In this way, the sensitivity of the study was increased. With this, it was possible to determine 

the amount of atenolol in rabbit plasma even at low concentrations. However, the GC-MS 
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method is not always accessible because it is a very expensive method. Therefore, the HPLC 

method developed in this study is cheaper than the GC-MS method. 

4 Conclusion 

In this research, a new and fast HPLC technique has been completely developed in order to 

analyze atenolol in rabbit plasma. Furthermore, validation parameters were used to validate the 

procedure. The advantages of the method are that 0.5 mL of plasma is sufficient for the 

application of the method and that it has an easy extraction method. In addition, the proposed 

method was applied to six rabbits. Pharmacokinetic parameters were calculated in rabbit 

plasma. Therefore, the proposed method can be easily used in the plasma of people using 

atenolol in the clinic. 
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Abstract 

Noise pollution is one of the most important environmental problems waiting to be solved today. For this 

reason, in this study, to determine the noise level and dose in the hospital environment, which is one of the 

areas heavily used by society, noise measurement was made in the polyclinic corridors of the KSU Medical 

Faculty Hospital. In all corridors of the hospital, which has 10 outpatient corridors in total, from Monday to 

Friday, at 08:00-09:07, 10:00-11:01, 12:00-13:01, 14:00-15:01, 15:01 and 16:00-17:01 at hours noise intensity 

measurements were made as dB(A) by Testo 815 noise meter. The measurements were averagely performed 

at each point for 15 minutes, and repeated at least three times. The equivalent noise level (Leq) calculated from 

the measurement results varies between 27.39 and 50.68 dBA. Most of the Leq values calculated for many 

corridors are greater than the limit value (35 dB) of the Republic of Turkey Ministry of Environment and 

Forestry and WHO. But, it was determined that the values of the noise dose calculated for the corridors of the 

KSU medical faculty hospital (except for ground floor) were smaller than the acceptable noise dose value 

(D≤1) defined by the authorized institutions or organizations.  

 

 

Keywords: Sound, noise dose, noise pollution, dBA and health 

 

Kahramanmaraş Sütçü İmam Üniversitesi Tıp Fakültesi Hastanesi Gürültü Kirliliği                                        

ve Gürültü Doz Düzeyinin Belirlenmesi 

Öz 

Gürültü kirliliği günümüzde çözüm bekleyen en önemli çevre sorunlarından biridir. Bu nedenle bu çalışmada 

toplumun yoğun olarak kullandığı alanlardan biri olan hastane ortamındaki gürültü seviyesi ve dozunun 

belirlenmesi amacıyla KSÜ Tıp Fakültesi Hastanesi poliklinik koridorlarında gürültü ölçümü yapılmıştır. 

Toplam 10 poliklinik koridoru bulunan hastanenin tüm koridorlarında Pazartesiden Cumaya kadar 08:00-

09:07, 10:00-11:01, 12:00-13:01, 14:00-15:01, 15:01 ve 16:00-17:01 saatlerinde Testo 815 gürültü ölçer ile 

dB(A) olarak gürültü şiddeti ölçümleri yapılmıştır. Ölçümler ortalama olarak her noktada 15 dakika süreyle 

yapıldı ve en az üç kez tekrarlandı. Ölçüm sonuçlarından hesaplanan eşdeğer gürültü seviyesi (Leq) 27,39 ile 

50,68 dBA arasında değişmektedir. Birçok koridor için hesaplanan Leq değerlerinin çoğu, T.C. Çevre ve 

Orman Bakanlığının ve DSÖ'nün sınır değerinden (35 dBA) daha büyüktür. Ancak KSÜ tıp fakültesi 

hastanesinin koridorları için hesaplanan gürültü dozu değerlerinin (zemin kat hariç) yetkili kurum veya 

kuruluşlar tarafından belirlenen kabul edilebilir gürültü doz değerinden (D≤1) daha küçük olduğu tespit 

edilmiştir.  

 

Anahtar Kelimeler:  Ses, gürültü dozu, gürültü kirliliği, dBA ve sağlık. 

 

https://orcid.org/0000-0003-1987-1116
https://orcid.org/0000-0002-7779-9928


Determination of Noise Pollution and Noise Dose Level of KSU Medical Faculty Hospital                

 12 

1. Introduction  

The environment is the area in which people live and carry out all their life-related activities. 

However, various factors within this field can affect people as positively or negatively. 

Developments such as rapid population growth due to the development science, industry and 

technology in recent years have led to the emergence of many environmental problems. Noise 

pollution still is one of the most important environmental problems today. In the last decade, 

more and more people are trying to cope with the noise problem in their daily life. The main 

source of noise is sound waves. The sound is a vibration that can propagate in the air or other 

medium and can be detected when it reaches the human ear or a suitable receiver (Kara, 

2011). If the sound propagates from one point in an enclosure to another observation point, it 

not only follows the direct path, but also multiple reflections (Kuttruff and Mommertz, 2013). 

This situation, which is a physical process, causes the sound produced in the environment to 

be heard for a while after the sound source is turned off (ISO 3382-1, 2009). The noise 

resulting from human activities is rapidly changing the natural sound balance of the Earth 

(Connelly et al., 2022; Kight and Swaddle, 2011; Shannon et al., 2016). It has been shown by 

research that noise pollution can cause serious health effects such as hearing damage, 

cardiovascular diseases, increased stress, and sleep disturbance in humans (Passchier-Vermeer 

and  Passchier, 2000; Frei et al., 2014; Fyhri and Aasvang, 2010; Basner et al., 2014; 

Halperin, 2014). The intensity of sound is measured in decibels (dB). The decibel is a ratio of 

any two of the three components of sound, power, pressure, and intensity.  Since the decibel 

scale is a ratio, a baseline called a filter is used to measure a single sound source. There are 

three standard filters as called A, B, and C. Filter A is often used to measure ambient noises as 

it is less sensitive to very high and very low frequencies. Filter B is located between A and C, 

while filter C is generally used to measure high frequencies. When using a sound meter, it is 

also very important to choose the filter suitable for the nature of the measuring environment 

and to determine which filter was used when recording the measurements. It should be noted 

that the decibel is not an absolute measure of sound pressure, but rather the ratio of the 

measured sound pressure to the reference sound pressure. However, since this sound scale is 

exponential, a sound of 10 dB has intensity 10 times greater than a sound of 0 dB, and a sound 

of 20 dB is 100 times more intense than 0 dB (Field and Long, 2018). Sound is one of the 

most important communication tools for people. But, when sound turns into noise, it can 

cause many negative effects on human health. The noise can be defined as unwanted sounds 

that can adversely affect people's physiological or psychological states, or audible acoustic 

energy that disturbed and disturbs the peace of any person (Cantrell, 1975). Although sound is 

an objective concept that can be measured individually and cannot be changed noise is a very 

subjective concept. Therefore, sounds that are pleasant and beautiful for one person may be 

disturbing for another. Noise is one of the most common occupational health problems for 

deafness. Besides the noise-induced hearing loss is generally irreversible. Therefore, to 

protect from negative consequences of noise exposure, the noise levels should be kept at 

acceptable levels. The acceptable, that is, safe sound level depends on the severity of the 

sound, exposure time and frequency of exposure. The medium noise contains all the sounds in 

an environment. The noise level in an environment can be measured at any time by using a 

decibel meter. In this sense, a single dBA measurement taken can usage provide a lot of 
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information about ambient noise, and the most common measurement level of environmental 

noise is dBA. The investigated noise is measured over a time interval of at least 15 minutes 

or, if the noise persists for less than 15 minutes, over the duration of the noise to determine 

that the measured value is adequately representative of the noise in question (WHO, 2019). 

Exposure to loud sounds, i.e. noise, for any length of time, can cause fatigue of the ear's 

sensory cells, resulting in temporary hearing loss such as tinnitus or humming in the ear. 

However, when the exposure time is long, regular, or high, it can cause permanent damage to 

sensory cells and other structures, resulting in irreversible hearing loss (WHO, 2019). In 

addition to hearing loss, noise has numerous physical effects on the body. These include pupil 

dilation, increase production of thyroid hormone, increased heart rate, increased adrenaline 

production, increases in corticotrophy, increase stomach and abdominal movement, muscle 

reaction, and constriction of blood vessels. Hearing impairment is typically defined as an 

increase in the hearing threshold (WHO, 1994). The recommended safe level for daily noise 

should be below 80 dB and equal to Laeq, 24h equal to 70 dBA for a maximum of 40 hours 

per week (WHO, 2018, 2019; Neitzel and Filgor, 2017). Noise pollution is one of the 

important environmental pollutions that can cause hearing health problems in people in 

developed and developing countries. In recent years, while the number of people living in 

apartments has been increasing,  the noise level caused by the technological devices used in 

most modern houses with poor sound insulation are affected the quality of life of people 

negatively (Peterso, 1980). 

The aim of this study is to measure the noise level in dBA of Kahramanmaraş Sütçü İmam 

University (KSU) Medical Faculty Hospital for five days from Monday to Friday, and to 

calculate the equivalent noise level and noise dose. In addition, it is to draw attention to noise 

pollution which is one of the most important environmental problems of today and to the 

negative health effects caused by this pollution.   

2. Material and Method 

2.1. Testo 815 Sound Intensity Meter 

The Testo 815 is the ideal instrument for measuring noise or sound intensity. The testo 815 

sound meter (decibelmeter) used for measuring sound frequencies has sound level 

measurement ranges of 32-80 dB, 50-100 dB and 80-130 dB, two time and frequency ranges, 

maximum/minimum function and a tripod screw. The device, which has slow and fast time 

intervals, can collect incoming audio signals in the range of 1s to 125 ms. The Testo 815 noise 

meter has an accuracy of ±1.0 dB and a resolution of 0.1dB. The device is especially used to 

measure sound levels with A-weighted frequency standards. The photographs of the Testo 

815 decibel meter (a) and CEM SC-05 sound level calibrator devices (b) used are given in 

Figure 1. Before starting the measurements, the Testo 815 sound level or noise meter was 

calibrated with the CEM SC-05 sound level calibrator, which has ±0.5 dB sensitivity. 
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Figure 1. (a) The photographs of the Testo 815 decibelmeter, and (b) CEM SC-05 sound level 

calibrator devices. 

  

2.2. Measurement of the Sound Intensity 

The first stage of noise control is the sound level measurement, and determination of the 

frequency and intensity of the affecting noise. There are 10 different polyclinic corridors in 

total in KSU Medical Faculty Hospital. Since the corridors were so long, three points were 

determined in each corridor for measurements, and the sound pressure levels of the noise in 

the outpatient corridors were measured on the A-weighted (dBA) decibel scale. The 

measurements were made at 08-09, 10-11, 12-13, 14-15 and 16-17 hours every day of the 

week at selected points. Measurements were started on 14 April 2019 and finished on 12 July 

2019. That is, it took three months to complete measurements in all corridors of the hospital. 

Testo 815 decibelmeter was used to measure sound intensity in hospital corridors. The 

probabilities of reflection of sound waves from walls, ceilings and other objects were taken 

into account while making the measurements, and therefore the measurements were made 1.5 

m away from the walls and at a height of 1m from the ground. If the measurements were 

made more than one meter away from the person's, measurement errors could occur. The 

measurements were made at a distance of at least 30 cm and 50 cm from the body in order to 

avoid similar errors. Measurements were made at each measurement point for at least 15 

minutes or during the noise period, and each measurement was repeated three times. A photo 

of the moment of measuring in one of the corridors is given in Figure 2. The list of outpatient 

clinics located in the corridors is given in Table 1. 

 

Figure 2.  Photograph of one of the hospital corridors where measurements were made 
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Table 1.  Lists of polyclinics in the corridors of KSU Medical Faculty Hospital 

Ground floor 

Corridor A Physical Medicine and Rehabilitation, Urology and Nephrology 

Corridor B 
Child Health and Diseases, Newborn and Healthy Child, Pediatric Endocrinology, 

and Pediatric Neurology 

Corridor C Internal Medicine, Nutrition and Dietetics, and Gastroenterology 

Corridor D 
Cardiology, Cardiovascular Surgery, Infectious Diseases and Clinical 

Microbiology, and Endocrinology and Metabolism 

Corridor E 
Brain and Nerve Surgery, Neurology, Orthopedics and Traumatology, and 

Rheumatology 

First floor 

Corridor A Ear, Nose and Throat Diseases 

Corridor B 

Chest Diseases, Thoracic Surgery, Plastic, Reconstructive and Aesthetic Surgery, 

General Surgery, Child and Adolescent Psychiatry and Diseases, and Forensic 

Medicine 

Corridor C Skin and Venereal Diseases, Gynaecology and Obstetrics 

Corridor D 
Eye Diseases, 

Mental Health and Diseases 

Radiology corridor Radiology polyclinic 

 

2.3. Calculation of Equivalent Noise Level (Leq) 

Equivalent noise level (Leq) should be calculated in sound intensity or noise measurements. 

Because in many measurement situations, the widely fluctuating display data of a 

conventional sound level meter can make it extremely difficult to detect the correct sound 

level. The equivalent noise level, Leq, is a noise scale in dB(A) that gives the average value of 

sound energy or sound pressures continued over a given period, and can be calculated by the 

following equation (Ministry of Environment and Forestry, 2008), 

    𝐿𝑒𝑞 = 10log  dB(A)                                                                                                           (1) 

where Leq is the equivalent noise level, n is the number of sample data noise measurements, Li 

is the noise value over the specified measurement time interval, and its unit is dB(A). 

Equivalent continuous level Leq can also be defined as the level of a constant level sound that 

has the same total energy as the corresponding sound in a given time interval. The noise dose 

can be calculated in two ways, depending on whether the noise level is constant or consist of 

periods of different noise levels: 

 If the sound level L is constant over the entire working time (shift), the noise dose D, in 

percent, is calculated as follows:    

    𝐷 = 100𝑥
𝐶

𝑇
                                                                                                                         (2)                                                                                                                         

where D is the dose level as in percent, C is the total length of the working day (hours), and T 

is the reference time level corresponding to the measured sound level (L). 
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But, if the daily noise exposure consists of periods of different noise levels, the daily dose D, 

in percent,  is calculated according to the formula given below, and D  equals  or cannot 

exceed 100 ( NIOSH, 1998; Field and Long, 2018). 

    𝐷 = [
𝐶1

𝑇1
⁄ +

𝐶1
𝑇1
⁄ +⋯+

𝐶𝑛
𝑇𝑛
⁄ ] 𝑥100                                                                          (3)                                                                        

where Cn is the total exposure time at a given noise level, and Tn is the exposure time at which 

noise at that level becomes dangerous (the reference duration for that level). The first equation 

determines the dose for those exposed as a percentage, and the maximum allowable dose is 

100%. The reference duration level, T, is calculated using the following equation (Field and 

Long, 2018); 

     𝑇 =
8

2
(𝐿−

90
5
)
                                                                                                                         (4)                                                                                                              

where T is reference duration, and L is dBA exposure which is the measured sound level. The 

daily dose, on the other hand, can be converted to an 8-hour time-weighted average (TWA) 

according to the formula (NIOSH, 1998): 

     𝑇𝑊𝐴 = 10𝑥𝐿𝑜𝑔(𝐷 100⁄ ) + 85                                                                                        (5)                                                                                            

where 85 dBA is the recommended exposure limit, and  exposures above this level are 

considered hazardous. However, continuous, variable, intermittent or impulsive noise 

exposure should not exceed 140 dBA (NIOSH, 1998; Field and Long, 2018). 

3. Results and Discussion 

The noise measurement values made with the Testo 815 decibelmeter on the dBA scale in the 

corridors where the polyclinics of Kahramanmaraş Sütçü İmam University Medical Faculty 

Hospital are located are given in Tables 2 and 3. The equivalent noise levels calculated for all 

corridors are given in Tables 4 and 5. The calculated percentages of noise dose are given in 

Tables 6 and 7. As seen from Table 4 and Figure 3, the highest equivalent noise level in 

corridor A of the ground floor was measured as 31.03 dBA on Monday, while the lowest 

noise level was measured as 27.39 dBA on Thursday. For the ground floor B corridor, the 

highest equivalent noise level was calculated as 50.68 dBA on Monday, while the lowest 

equivalent noise level was calculated as 41.48 dB on Thursday. While the highest equivalent 

noise level calculated from the sound intensity measurements made in the ground floor C 

corridor was 47.72 dBA on Wednesday, the lowest equivalent noise level was calculated as 

43.08 dBA on Monday. In the calculations made using sound intensity measurements made in 

the ground floor D corridor, the lowest equivalent noise level was calculated as 41.58 dBA on 

Thursday, while the highest equivalent noise level was calculated as 47.12 dBA on 
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Wednesday. The highest equivalent noise level for the ground floor E corridor was calculated 

as 43.33 dBA on Friday, while the lowest equivalent noise level was calculated as 39.90 dBA 

on Wednesday.  

As seen from Table 4 and Figure 4, the highest equivalent noise level was found as 47.80 

dBA on Thursday, and the lowest equivalent noise level was found at 32.99 dBA on Friday, 

from the calculations made using the sound intensity data made in the radiology corridor on 

the minus first floor.  As seen from Table 5 and Figure 5, the average equivalent noise level 

achieved from the calculations for the ground floor corridors was found to be 29.09 dBA for 

corridor A, 45.55 dBA for corridor B, 45.04 dBA for corridor C, 44.91 dBA for corridor D 

and 41.39 dBA for corridor E, respectively. Similarly, the average equivalent noise level for 

the minus first-floor radiology corridor was 41.80 dBA. The limit value of the equivalent 

noise level (Leq) in health institutions has been accepted as 35 dB by national and 

international institutions and organizations (Republic of Turkey Ministry of Environment and 

Urbanization, 2017; NESREA, 2007). 

 As seen from Table 4, in the radiology corridor on the minus first floor, the equivalent noise 

level calculated for all of the other days except Friday is greater than the limit value of 35 

dBA. The value of the equivalent noise level calculated for all days in corridor A on the 

ground floor is smaller than the 35 dBA limit value. The values of the equivalent noise level 

calculated for all days in corridors B, C, D, and E on the ground floor are bigger than the 35 

dBA limit value. 
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Table 2. The values of the sound intensity measured in dBA in the corridors on the first floor of 

KSU Faculty of Medicine in between Monday and Friday, April 15-19, 2019. 

Hours Monday Tuesday Wednesday Thursday Friday 

A
 B

lo
ck

 

 

     

08:00-09:01 68±2.12 72.65±1.34 69.45±0.91 72.80±2.54 72.65±1.13 

10:00-11:01 77.40±5.37 74.20±0.84 82.2±3.11 79.55±10.81 81.1±4.94 

12:00-13:01 64.40±5.93 72.45±1.76 78.10±8.48 66.70±10.18 65.30±6.08 

 14:00-15:01 81.55±8.69 74.65±5.02 75.40±3.11 83.95±0.35 75.70±4.38 

16:00-17:01 61.45±0.35 62.50±0.56 78.10±17.11 64.85±8.83 72.70±2.12 

Mean 70.56±4.50 71.29±1.90 76.65±6.54 73.57±6.54 73.49±3.75 

 

08:00-09:01 71.90±0.15 69.20±3.22 78.87±4.95 77.43±2.75 70.00±3.15 

B
 B

lo
ck

 10:00-11:01 80.83±1.05 80.97±1.20 77.30±4.45 79.83±4.73 81.00±4.90 

12:00-13:01 70.63±9.26 70.60±3.43 71.00±0.51 68.93±5.55 74.53±1.78 

14:00-15:01 71.17±2.10 77.73±3.44 78.73±3.15 63.17±5.64 78.77±6.26 

16:00-17:01 67.94±5.16 58.17±2.19 61.50±3.61 75.00±4.43 61.27±6.36 

Mean 72.52±3.54 71.33±2.70 72.45±3.33 72.81±4.62 72.40±4.50 

 

08:00-09:01 73.50±1.67 64.73±3.94 72.6±5.54 73.2±5.23 79.9±12.32 

C
 B

lo
ck

 10:00-11:01 79.60±4.01 72.06±3.07 66.06±8.76 77±2.81 67.9±8.69 

12:00-13:01 70.50±10.67 71.56±7.26 65.66±7.03 67.4±7.23 60.43±0.92 

14:00-15:01 79.43±7.87 74.26±1.94 74.26±3.70 79.1±3.67 70.20±1.47 

16:00-17:01 60.13±7.48 56.3±5.18 60.7±6.29 62.93±12.36 63.10±4.46 

Mean 72.63±6.34 67.79±4.28 67.85±6.26 71.92±6.26 68.30±5.57 

 

08:00-09:01 71.90±1.40 71.91±4.01 73.06±0.57 68.73±0.72 72.76±4.17 

D
 B

lo
ck

 10:00-11:01 80.86±8.85 77.93±4.36 78.43±4.40 71.13±1.13 75.63±10.65 

12:00-13:01 70.20±6.58 67.50±0.90 77.46±10.37 67.10±6.78 59.80±2.86 

14:00-15:01 70.90±2.55 75.66±4.57 77.80±5.65 78.70±7.56 76.10±3.89 

16:00-17:01 65.73±5.51 65±7.86 60.66±1.25 67.56±3.04 60.90±1.11 

Mean 71.91±4.98 71.60±4.34 73.48±4.45 70.64±3.85 69.03±4.54 

 

08:00-09:01 72.46±6.65 71.9±1.47 71.66±3.70 76.33±5.39 68.13±6.50 

R
a

d
io

lo
g

y
 f

lo
o

r 

10:00-11:01 74.7±5.28 80.23±4.82 78.33±3.83 76±1.47 72.6±0.21 

12:00-13:01 70.6±6.32 73.66±4.64 78.56±1.40 76.9±4.71 69.1±0.96 

14:00-15:01 70.83±3.67 76.2±2.68 76.96±7.80 73.7±6.23 68.6±2.10 

16:00-17:01 62.83±3.30 61.9±3.76 59.33±1.47 63.23±4.89 63.83±4.53 

Mean 70.28±5.04 72.77±3.47 73.56±3.64 73.23±5.54 68.45±2.86 
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Table 3. The values of the sound intensity measured in dBA in the corridors on the ground floor 

of KSU Faculty of Medicine in between Monday and Friday, April 15-19, 2019 

Hours Monday Tuesday Wednesday Thursday Friday  

08:00-09:01 63.56±2.20 99.25±0.98 62.60±2.86 66.13±3.18 64.46±4.86 

A
 B

lo
ck

 10:00-11:01 63.70±2.07 66.73±4.47 71.56±7.26 68.70±4.60 71.16±2.18 

12:00-13:01 75.73±0.29 61.93±5.16 62.30±5.03 59.00±1.31 67.56±2.23 

14:00-15:01 112.80±1.49 67.10±6.78 73.00±2.95 64.16±5.42 67.66±7.35 

16:00-17:01 62.43±2.40 66.40±2.50 55.63±3.36 60.70±6.29 63.53±2.17 

Mean 75.64±1.69 72.28±4.00 65.01±4.29 63.73±4.16 66.87±3.86 

  

08:00-09:01 74.60±2.64 69.73±4.13 76.8±6.84 74.26±3.70 72.70±3.12 

B
 B

lo
ck

 10:00-11:01 77.06±5.04 77.13±4.31 76.9±4.55 71.63±1.50 75.13±0.64 

12:00-13:01 76.00±1.48 74.26±12.73 74.53±2.94 70.63±2.51 76.53±3.69 

14:00-15:01 81.33±7.91 81.66±10.27 71.90±7.35 72.66±3.07 75.00±1.14 

16:00-17:01 64.86±4.74 61.66±3.32 63.16±6.15 59.50±0.62 64.86±4.31 

Mean 74.77±4.36 72.88±6.95 72.65±5.57 69.73±11.40 72.84±2.58 

 

08:00-09:01 72.643.59 72.153.07 69.424.11 69.563.85 68.961.72 

C
 B

lo
ck

 10:00-11:01 70.436.25 73.752.31 71.750.70 71.036.33 69.033.88 

12:00-13:01 51.765.47 61.243.30 63.73 5.79 67.3440.04 59.5634.62 

14:00-15:01 71.553.91 70.252.27 70.99 5.06 71.095,42 70.391.17 

16:00-17:01 41.3635.59 44.2437.53 52.7837.07 42.0736.85 42.2035.26 

Mean 61.5410.96 64.379.70 65.7310.56 64.21812.50 62.0215.33 

 

08:00-09:01 73.43±3.63 73.10±3.01 74.30±3.81 74.23±8.21 71.00±2.40 

D
 B

lo
ck

 10:00-11:01 71.97±0.80 53.40±4.12 74.80±2.49 78.00±0.75 71.70±2.34 

12:00-13:01 72.27±1.48 68.27±7.23 76.60±5.40 68.07±5.77 72.20±3.13 

14:00-15:01 70.07±3.18 70.43±0.55 75.40±0.77 73.67±3.62 73.40±0.75 

16:00-17:01 66.93±5.38 93.25±1.60 67.37±7.77 78.83±10.12 71.07±2.16 

Mean 70.91±2.89 69.67±3.30 73.69±16.76 73.00±5.70 71.85±2.16 

 

08:00-09:01 72.46±2.89 69.33±0.51 69.53±2.90 68.6±2.27 71.56±6.40 

E
 B

lo
ck

 10:00-11:01 75.16±0.66 75.16±5.25 75.63±4.98 76.13±2.60 74.7±1.64 

12:00-13:01 68.36±7.31 77.8±5.65 70.66±2.49 68.53±4.53 76.46±3.70 

14:00-15:01 76.56±2.25 75.8±4.57 78.86±9.60 70.06±0.32 75±1.13 

16:00-17:01 63.53±1.90 65.13±6.75 65.23±3.98 63.1±5.89 58.86±1.70 

Mean 71.21±6.42 72.64±5.55 71.98±4.79 69.28±3.12 71.31±2.90 

 

 

 

 

 

 

 

 

 



Determination of Noise Pollution and Noise Dose Level of KSU Medical Faculty Hospital                

 20 

Table 4. The equivalent noise level calculated for the ground floor and minus the first-floor corridors (dBA) 

Corridors/Days Monday Tuesday Wednesday Thursday Friday Mean 

Corridor A 31.03 29.27 28.39 27.39 29.38 29.09 

Corridor B 50.68 43.87 47.74 41.48 44.00 45.55 

Corridor C 43.08 44.36 47.72 46.51 43.54 45.04 

Corridor D 45.77 46.80 47.12 41.58 43.30 44.91 

Corridor E 40.06 42.37 39.90 41.30 43.33 41.39 

Minus the first 

floor* 
41.57 42.80 43.68 47.80 32.99 41.80 

    *The corridor of the radiology polyclinic                             
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Figure 3. Variation of equivalent noise level calculated as dBA for ground floor corridors according to days 
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Figure 4. Variation of the equivalent noise level calculated in dBA for the corridor of the radiology polyclinic on 

the minus first floor, according to days 

 

As seen from Table 5 and Figure 5, in the calculations made for the corridors on the first 

floor, the highest equivalent noise level was calculated as 44.38 dBA on Tuesday in corridor 

A, 47.22 dBA on Monday in corridor B, 53.57 dBA on Monday in corridor C and 46.80 dBA 

on Thursday in corridor D. Similarly, again, in the calculations made for the corridors on the 
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first floor, the smallest equivalent noise level was calculated as 34.68 dBA on Monday and 

Friday in corridor A, 38.70 dBA on Friday in corridor B, 44.90 dBA on Friday in corridor C 

and 36.92dBA on Friday in corridor D. The average equivalent noise levels for these corridors 

was calculated as 39.18 dBA for A corridor, 43.09 dBA for B corridor, 48.60 dBA for 

corridor C and 43.27 dBA for corridor D, respectively. As seen from Table 5, the value of the 

equivalent noise level calculated for all of the other days, except for Monday and Friday, in 

corridor A on the first floor is bigger than the 35 dBA limit value. The value of the equivalent 

noise level calculated for all days in B, C and D corridors on the first floor are greater than the 

35 dBA limit value. In addition, to determine the average equivalent noise level of each floor, 

when take  the average of all corridors on each floor, the mean  equivalent noise levels were 

calculated as 41.80 dBA for minus  the first floor (radiology corridor), 41.20 dBA for the 

ground floor and 43.54 dBA for the first floor, respectively.  All of these calculated values are 

bigger than the 35 dBA limit value determined by national and international institutions and 

organizations. 

Table 5. The equivalent noise level calculated for first-floor corridors (dBA) 

Corridors/Days Monday Tuesday Wednesday Thursday Friday Mean 

Corridor A 34.68 44.38 40.00 42.18 34.68 39.18 

Corridor B 47.22 43.41 42.40 43.70 38.70 43.09 

Corridor C 53.57 46.03 47.18 51.27 44.90 48.60 

Corridor D 41.70 44.80 46.12 46.80 36.92 43.27 
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Figure 5. Variation of equivalent noise level calculated as dBA for the first floor corridors according to days. 

 

As seen from Table 6 and Figure 6, the percentage of noise dose was also calculated for the 

ground floor corridors where sound intensity measurement was made. The highest noise dose 

percentage calculated for corridors on the ground floor was 0.00% for corridor A, 0.23% for 

corridor B, 0.12% for corridor C, 0.10% for corridor D and 0.03% for corridor E, 

respectively. As seen from Table 6 and Figure 7, the maximum percentage of noise dose 
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calculated according to the measured data in the corridor of the radiology outpatient clinic on 

the minus first floor is 0.12. 

Table 6. The calculated the percentage of noise dose for the ground floor and  minus the first-floor 

corridors 

Corridors/Days Monday Tuesday Wednesday Thursday Friday 

Corridor A 0.00 0.00 0.00 0.00 0.00 

Corridor B 0.23 0.05 0.12 0.13 0.05 

Corridor C 0.05 0.05 0.12 0.09 0.05 

Corridor D 0.07 0.10 0.10 0.03 0.04 

Corridor E 0.02 0.03 0.02 0.03 0.02 

The minus the first floor* 0.03 0.04 0.05 0.12 0.00 

                   *The corridor of the radiology polyclinic 
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Figure 6. The variation of the calculated percentage of noise dose for the ground floor corridors according to 

days 
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Figure 7. The variation of the calculated percentage of noise dose for the minus the first floor (the corridor of 

radiology polyclinic) corridors according to days. 
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As seen from Table 7 and Figure 8, the highest noise dose percentage calculated for the first-

floor corridors was 0.06 for corridor A, 0.11 for corridor B, 0.04 for corridor C and 0.08 for 

corridor D, respectively. As seen from Table 6 and Figure 8, in the radiology polyclinic 

corridor on the minus first floor, the highest noise dose percentage was calculated as 0.12 on 

Thursday, and the lowest noise dose percentage was also 0.00 on Friday.  

Table 7.  The calculated the percentage of noise dose for the first-floor corridors 

Corridors/Days Monday Tuesday Wednesday Thursday Friday 

Corridor A 0.01 0.06 0.02 0.03 0.02 

Corridor B 0.11 0.04 0.03 0.05 0.01 

Corridor C 0.04 0.01 0.01 0.03 0.01 

Corridor D 0.03 0.06 0.08 0.02 0.01 
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Figure 8. The variation of the calculated the percentage of noise dose for the first floor corridors according to 

days 

 

The acceptable equivalent noise level (Leq) for health buildings and hospitals was accepted as 

35 dBA in the noise control directive of the Ministry of Environment and Forestry of the 

Republic of Turkey, which was published in the Official Gazette dated 11.12.1986 and 

numbered 19308. The World Health Organization Guidelines for Community Noise and the 

National Environmental Standards and Regulations Enforcement Agency have defined the 

equivalent noise level for indoor and outdoor noise levels in health institutions as 35 and 55 

dBA, respectively (Berglund et al., 1999; NESREA, 2007). As seen from Table 4 and            

Figure 3, the equivalent noise levels calculated for the ground floor corridors vary between 

27.39 dBA and 50.68 dBA. Again, as seen from Table 4 and Figure 4, the equivalent noise 

levels calculated for the minus first-floor corridor vary between 32.99 dBA and 47.80 dBA. 

As seen from Table 5 and Figure 5, the equivalent noise levels calculated for the first-floor 

corridors vary also between 34.68 dBA and 53.57 dBA. But, the values of the equivalent 

noise level calculated for all corridors were generally found to be greater than 35 dBA, which 

is the acceptable limit value for health facilities (hospitals). Noise pollution in hospitals is an 

important problem that needs to be solved for both healthcare professionals and patients. 
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Because the noise ruins performance, and it can be created some physiological responses 

mediated by the autonomic nervous system (increased heart rate and blood pressure), nausea, 

headache, argumentativeness, and mood and anxiety changes that can affect the patient-

physician relationship (Gültekin et al., 2013). In a study conducted by Tijunelis et al. in 2005, 

they determined that there is an excessive noise level that can vary and is regular in the 

emergency room of a hospital. In a study conducted in 2011, it was reported that the noise 

level in intensive care units and emergency services was above the limit values (Khademi et 

al., 2011). Mohamed et al., in 2021, have prepared a book chapter titled Noise Pollution and 

its impact on human health and the environment, and in this chapter they have given very 

important basic information about sound, noise and the environment. A study was conducted 

on the noise pollution caused by vehicles in the province of Tokat, Turkiye, and the 

measurement values were found to be much larger than the limit values in most of the 

measurement points (Ozer et al., 2009). In a study conducted in Australia in 2021 has been 

investigated the impact of environmental noise from road traffic, airplanes, trains and industry 

on mental health and psychological distress by 31,387 participants using a 19-year 

longitudinal data set. In the study, it was concluded that perceived residential noise has a 

negative effect on mental health (Li et al., 2022). According to the findings of the World 

Health Organization (WHO), noise pollution is the second biggest environmental problem for 

human health after air pollution. Because the World Health Organization defines the state of 

being healthy as a state of complete physical, mental and social well-being in the absence of 

disease or infirmity. The noise should be considered an environmental pollutant that 

negatively affects human health and should be evaluated accordingly. Regarding its 

properties, it should be classified as a physical and atmospheric pollutant. The noise can harm 

human health and well-being; adversely can affect ecosystems and ecological services. With 

this, when long-term exposure to noise pollution can also occurs serious health problems such 

as hearing impairment, cardiovascular diseases, sleep disorders and negative social 

behaviours. Extreme emerged noise in hospitals reduces the intelligibility of speech, disrupts 

communication, causing discomfort, irritation, and tiredness, and reduces the quality and 

safety of healthcare services. In addition, it has been reported to play a role in the 

development of intensive care psychosis (mental balance disorder), stress caused by 

hospitalization, increased pain sensitivity, high blood pressure, and poor mental health 

(Xyrichis et al., 2018; Grumet,1993; Choiniere, 2010; Buxton et al., 2012). 

Conclusions 

This study was carried out to determine the noise level in the outpatient clinic corridors of the 

KSU Medical Faculty Hospital and to raise awareness about the negative effects of noise on 

human health. As seen in Table 2, the average sound intensity level measured on the first 

floor was calculated as 71.61 dBA. The average sound intensity measured on the minus first 

floor, that is, in the corridor where the radiology outpatient clinic is located, was calculated as 

71.66 dBA. As can be seen from Table 3, the average sound intensity measured on the ground 

floor was also calculated as 69.72 dBA. As can be seen from Table 4, while the average 

equivalent noise level of the ground floor was calculated as 41.20 dBA, the average 

equivalent noise level of the radiology polyclinic corridor, that is, minus the first-floor, was 
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calculated as 41.80 dBA. As can be seen from Table 5, the average equivalent noise level of 

the first floor was calculated as 43.54 dBA. As a result, the measured sound intensity level 

and the calculated equivalent noise level in approximately all corridors and floors of the KSU 

Medical Faculty hospital are above the limit value of 35 dBA. 

As can be seen in Tables 6 and 7, on average, the noise dose percentage-calculated for the 

floors is 0.057 for the ground floor, 0.048 for minus the first floor (the corridor of the 

radiology outpatient clinic), and 0.034 for the first floor. As a result, since the acceptable 

noise dose percentage is D≤1, it can be seen that the values of all corridors and days meet this 

condition and the noise dose in all the areas is not exceeded. But, since the calculated total 

noise dose percentage in the ground floor corridors is 1.40, it is greater than the limit value of 

D1. For all that, the percentages of the total noise dose calculated for the corridors on the 

other floor are less than the limit value of D1. 

Noise pollution is an intense, common anthropogenic discomfort that can have highly 

damaging effects on natural populations, societies and ecosystems around the world. 

Therefore, research on noise and its health effects should be done locally and solutions should 

be made locally. That is, it should be investigated by considering where (such as educational 

institutions, business environment, health institutions and so on) and in which groups the 

noise is effective. In particular, the building standards and public-policies should focus on 

both reinforcing areas with weak noise profiles and having consistent and stable standards for 

urban planning and substructure design (Li et al., 2022). The noise levels above the standard 

values defined by national and international organizations can seriously affect the treatment of 

patients and the quality of staff services. For this reason, noise reduction measures should be 

taken in corridors and even floors where the noise levels are above the limit values. For this, 

first of all, devices and instruments with low noise levels should be purchased to reduce noise 

levels in Hospitals. Secondly, if possible, only one polyclinic should be left in the corridors on 

the hospital floors instead of more than one. Thus, since the patient density in the corridors is 

reduced, human-induced noise is reduced. Thirdly, the hospital building should be built to 

absorb sound waves, especially when constructing corridor walls and ceilings. In conclusion, 

a multidisciplinary approach should be applied to hospital management, academic, 

administrative, and all other ancillary services along with all personnel in order to reduce 

noise in the hospital in general. 
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Abstract 

The adsorption behavior of aluminium ions on chamotte clay has been studied in this study. Chamotte clay has 

been used for the first time for determination of trace levels of aluminium in aqueous solutions. Quantitative 

adsorption and recovery of aluminium were both rapid and reached an equilibrium in 30 minutes. Aluminium 

was detected based on the formation of the highly fluorescent Al(III)-morin complex. Two linear calibration 

graphs were obtained in the range of 0.5-10 µg L-1 and 10-100 µg L-1 with the detection limits of 0.12 µg L-1 

and 1.12 µg L-1, respectively. Chamotte clay was characterized by scanning electron microscope coupled with 

energy-dispersive X-ray spectroscopy, energy dispersive X-ray fluorescence and X-ray photoelectron 

spectroscopy techniques. Different isotherm models were evaluated and the results showed that the adsorption 

study was fitted to Freundlich isotherm and a favorable and multilayer adsorption of aluminium was occurred 

on the heterogeneous surface of the chamotte clay. Thermodynamic and kinetic parameters of aluminium 

adsorption were also investigated. Various experimental parameters were optimized and the method has been 

applied to tap and bottled drinking water samples and quantitative recoveries were obtained. The results 

demonstrated that the chamotte clay, as a natural clay, was expected to be a promising adsorbent for the 

determination and preconcentration of the trace levels of analyte in real samples. 

 

 

Keywords: aluminium, separation, clay, adsorption, fluorescence 

 

Şamot Kili: Alüminyumun Ayrılması ve Önderiştirilmesi için Doğal Bir Adsorban 

Öz 

Bu çalışmada alüminyum iyonlarının şamot kili üzerine olan adsorpsiyon davranışı incelenmiştir. Şamot kili, 

sulu çözeltilerde eser miktarda alüminyumun tayini için ilk kez kullanılmıştır. Alüminyumun kantitatif 

adsorpsiyonu ve geri kazanımı hızlı olup 30 dakikada dengeye ulaşmıştır. Alüminyum, floresan özellik gösteren 

Al(III)-morin kompleksinin oluşumuna dayalı olarak tespit edilmiştir. Çalışmada, 0.5-10 µg L-1 ve 10-100 µg 

L-1 aralığında, sırasıyla 0.12 µg L-1 ve 1.12 µg L-1 belirtme sınırları ile iki ayrı lineer kalibrasyon grafiği elde 

edilmiştir. Şamot kili, taramalı elektron mikroskobu–enerji dağılım spektroskopisi, enerji dağılımlı X-ışını 

floresans ve X-ışını fotoelektron spektroskopisi teknikleri ile karakterize edilmiştir. Farklı izoterm modelleri 

incelenmiş ve sonuçlar adsorpsiyonun Freundlich izotermine uyduğunu ve şamot kilinin heterojen yüzeyinde 

alüminyumun çok katmanlı adsorpsiyonunun gerçekleştiğini göstermiştir. Alüminyum adsorpsiyonuna ilişkin 

termodinamik ve kinetik parametreler de incelenmiştir. Çeşitli deneysel parametreler optimize edilmiş ve 

yöntem musluk ve şişelenmiş içme suyu numunelerine uygulanmış ve nicel geri kazanımlar elde edilmiştir. 

Sonuçlar, doğal bir kil olarak şamot kilinin, gerçek örneklerde eser miktarda analitin belirlenmesi ve 

önderiştirilmesi için umut verici bir adsorban olmasının beklendiğini göstermiştir. 
 

Anahtar Kelimeler: alüminyum, ayırma, kil, adsorpsiyon, floresans  
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1. Introduction 

Aluminium is the most abundant metal and the third most abundant element after oxygen and 

silicon in the Earth’s crust [1,2]. Aluminium has a wide range of applications such as food 

packaging and drinking materials, electrical wires and metal equipments, construction and 

machinery [3,4]. The excessive use of aluminium has resulted in contamination of food, 

environmental or biological samples. Aluminium mainly enters the human body through the 

consumption of food and water [5] whereas WHO set the tolerable value of aluminium in 

drinking water to 0.2 mg L-1 [6]. Studies over the last decade reveal that aluminium accumulates 

in internal organs and excessive levels can cause harmful effects to lungs and kidneys [7,8]. 

Parkinson’s and Alzheimer’s diseases are also linked to overdose of aluminium in the human 

body [9-11]. Thus, separation and quantitative determination of trace levels of aluminium in 

aqueous samples is crucial. 

Several instrumental methods including atomic absorption spectrometry (AAS) [12] 

inductively coupled plasma-mass spectrometry (ICP-MS) [13] and inductively coupled plasma 

atomic emission spectrometry (ICP-AES) [14] have been used for the determination of 

aluminium in different types of samples. Aluminium can also be determined by electrochemical 

[15] and spectroscopic methods such as spectrophotometry [16] and spectrofluorimetry [17]. 

Fluorimetric sensing systems have been widely used for the determination of different metal 

ions due to their high sensitivity, selectivity, rapidity and simplicity [18,19]. Highly sensitive 

fluorimetric analysis of aluminium is mainly based on the formation of fluorescent complexes 

with different reagents including morin [20,21], lumogallion [22], 8-hydroxyquinoline [23] and 

different Schiff bases synthesized in the laboratory [24,25]. However, determination of trace 

levels of analyte in real samples is very difficult due to matrix effects and the lack of detection 

limits of instruments. Therefore, preconcentration of aluminium before its determination is 

essential and necessary. 

Numerous of organic and inorganic adsorbents have been used for the separation and 

preconcentration of metal ions [26-29]. Especially over the last decade, natural adsorbents have 

been widely used in metal ion analysis [30,31]. Among the natural adsorbents, different types 

of natural clay are attracting attention, for their non-toxicity, stability, low-cost and abundance 

[32]. Kaolinite [33,34], montmorillonite [35,36], vermiculite [37] and bentonite [38-39] are 

some of the natural clays which were used as adsorbents for the separation and detection of 

different metal ions. In the literature, it was reported that chamotte clay was used for the palm 

kernel biodiesel purification [40] and adsorption of lead(II) [41]. However, to the best of my 

knowledge, a method based on the usage of chamotte clay for separation, preconcentration and 

determination of aluminium has not been proposed yet. 

This study focuses on the development of a method based on the preconcentration and 

determination of aluminium using chamotte clay. Chamotte clay was used in this study for the 

first time for separation and determination of aluminium in aqueous samples. Separation and 

preconcentration of aluminium with the usage of chamotte clay was combined with 

spectrofluorimetric detection based on the highly fluorescent aluminium(III)-morin complex 
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which provides high sensitivity for the detection of aluminium. The adsorbent was 

characterized using energy dispersive X-ray fluorescence spectroscopy (EDXRF), scanning 

electron microscopy-energy dispersive X-ray spectroscopy (SEM-EDX) and X-ray 

photoelectron spectroscopy (XPS). Kinetics and the thermodynamic parameters of the 

adsorption were also evaluated. Various experimental parameters were optimized and the 

developed method has been successfully applied to aqueous samples for determination of trace 

levels of aluminium. 

2. Materials and Methods 

2.1. Materials 

Al(NO)3.9H2O, FeCl2.4H2O, FeCl3.6H2O, HCl, HNO3, CH3COOH, NaOH and absolute 

ethanol were purchased from Merck (St. Louis, MO, USA). Chamotte clay was obtained from 

a local company (Desmark, Izmir, Turkey). Morin hydrate were purchased from Fluka 

(Portland, OR, USA). Ultrapure water was used in all studies (Millipore, Bedford, MA, USA). 

1000 mg L-1 stock standard solution of aluminium was prepared by dissolving the appropriate 

amount of Al(NO)3.9H2O in 10 mL ultrapure water. 100 mg L-1 morin solution was prepared 

by dissolving appropriate amount of morin hydrate in 50 mL absolute ethanol. Working 

standard solutions were prepared daily by diluting the stock standard solution with ultrapure 

water. All solutions were stored at 4ºC in refrigerator. 

2.2.Instrumentation 

Fluorimetric determination of aluminium was carried out with a RF-5301 PC 

spectrofluorometer (Shimadzu, Japan). Energy dispersive X-ray fluorescence (EDXRF) 

spectrometer was used for determining the elemental composition of chamotte clay (Rigaku, 

Japan). Apreo S LoVac model scanning electron microscope (SEM) coupled with energy-

dispersive X-ray spectroscopy (EDX) was used for determining the morphology and elemental 

analysis of the adsorbent (Thermoscientific, USA). For SEM analysis, the sample surfaces were 

coated with gold and the surface was made conductive under vacuum. SEM images were taken 

at different magnification rates with an acceleration voltage of 20 kV. X-ray photoelectron 

spectra (XPS) were recorded on a Thermo Scientific K-alpha X-ray photoelectron spectrometer 

(ThermoFisher, E. Grinstead, UK). A AV264 model balance was used for weight measurements 

(Ohaus, USA). pH meter was used for measuring and adjusting the pH of the solutions (Hanna 

Instruments, Woonsocket, RI, USA). All experiments were carried out in a shaking incubator 

(Wisd Laboratory Instruments, Wertheim, Germany) at a shaking speed of 150 rpm. Sigma 3 -

18 KS model centrifuge was used for the separation of the phases (Sigma, Germany). Visual 

Minteq program version 3.0 (Stockholm, Sweden) was used for the determination of the 

dominant chemical form of aluminium. 

2.3. Adsorption and recovery procedures for aluminium 

For adsorption of aluminium, 5 mL, 1 mg L-1 aluminium solution in ultrapure water (with pH 

values in the range of 2.0-10.0) was added onto 25 mg of chamotte clay. The mixture was 
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shaken for 30 minutes at 25°C. After adsorption, chamotte clay was separated from the solution 

by centrifuging at 10,000 rpm for 5 minutes and aluminium in the solution was measured with 

spectrofluorometer. 

For recovery of aluminium, in the first step, adsorption procedure was applied as explained 

above. HCl, HNO3 and CH3COOH with the concentrations of 0.1, 0.5 and 1 mol L-1 were used 

for determining the quantitative recovery of the analyte. However, unexpectedly high signal 

was measured in 1 mol L-1 acidic medium, possibly due to the partial dissolution of the clay.  

0.1 mol L-1 HCl supplies the highest recovery value and selected as the recovery agent. Thus, 

after adsorption, separation of chamotte clay was performed and 5 mL, 0.1 mol L-1 HCl was 

added onto adsorbent and shaken for 30 minutes for recovery of the adsorbed aluminium. 

Aluminium in the solution was measured with spectrofluorometer. 

2.4. Fluorimetric determination of aluminium 

Fluorimetric determination of aluminium was based on the formation of the highly fluorescent 

Al(III)-morin complex. In order to obtain the highly fluorescent compound, firstly, pH of Al(III) 

solution was adjusted to 3.5 with HCl-NaOH. Then, 0.8 mL of 100 mg L-1 morin solution was 

added onto 2.5 mL of Al(III) solution and the solution was diluted to 5 mL with absolute 

ethanol. The emission spectra of the solutions were recorded after 15 minutes in the wavelength 

range from 440 nm up to 600 nm, using 420 nm as the excitation wavelength and 498 nm as 

the maximum emission wavelength. Fluorescence spectrum of Al(III)-morin complex is shown 

in Fig. S1. 

3. Results and Discussion 

3.1. Characterization of chamotte clay 

Chamotte clay was characterized with XPS, SEM-EDX and EDXRF analysis. As shown in the 

SEM image in Fig. 1, chamotte clay has a porous layered structure with irregular shapes and 

various sizes. Elemental composition of chamotte clay was determined using XPS, EDXRF and 

EDX. XPS gives the atomic percentage, EDXRF gives the weight percentage and EDX gives 

both of the data for the amount of the elements. EDX analysis gathers the chemical information 

that refers to the surface of the material and may differ from the original bulk composition. 

However, the similar values were obtained from the analyses and the results are shown in Table 

1. Only for XPS analysis, carbon was detected on the surface of the adsorbent which may be 

due to the atmospheric contamination [42]. According to the results, chamotte clay was mainly 

composed of Si, Al and O which were attributed to SiO2 and Al2O3 with the trace amounts of 

Fe, Ca, Ti, Mg, Na and K. 
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Table 1. Elemental composition of chamotte clay. 

 

 

Figure 1. SEM-EDX analysis of chamotte clay (applied voltage: 20 kV, working distance: 13.6 

mm, magnification: 20000x). 

 

 

3.2 Effect of initial pH on the adsorption of Aluminium 

The efficiency of aluminium adsorption was affected by the initial pH of the solution as pH not 

only determines the surface charge of the sorbent but also influences chemical speciation in the 

solution. In order to investigate the effect of pH on the adsorption efficiency of aluminium, the 

pH of the water solutions were adjusted in the range of 2.0 to 10.0 using hydrochloric acid 

(HCl) or sodium hydroxide (NaOH) solutions at various concentrations. As shown in Fig. 2, 

the maximum adsorption efficiency for Al(III) was observed at pH 7.5. At lower pH values 

(pH<4, acidic pH values), the adsorption efficiency decreases due to the competitetive sorption 

with proton ions. With increasing pH (4<pH<7), the amount of proton ions decreases which 

favours the adsorption of aluminium ions. In higher pH values (pH>8), aluminium not only 

exists in the form of hydroxides which may precipitate depending its concentration but also 

exists ions with negative charge chich cause an electronic repulsion with the adsorbent which 

has a negative surface charge as stated below. Thus, in alkaline pH values, there is a decrease 

Method Al Si O Fe Ca Ti Mg Na K 

EDXRF (weight %) 5.1 22.3 70.2 0.8 0.3 0.5 0.2 - 0.7 

XPS (atomic %) 12.8 18.5 58.6 0.4 0.4 0.1 0.7 0.3 0.5 

EDX (atomic- weight %) 12.3-8.8 26.9-18.5 58.6-70.7 0.7-0.3 0.2-0.1 0.2-0.1 0.8-0.6 0.7-0.6 0.9-0.5 
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in the adsorption efficiency. Using the Visual Minteq software, it was found that the dominant 

chemical form of aluminium at pH 7.5 is Al(OH)4
-. Thus, it was concluded that the quantitative 

adsorption of aluminium at pH 7.5 can be proceeded in the form of Al(OH)4
-. 

 

Figure 2. Effect of initial pH on aluminium adsorption (amount of clay: 25 mg, sample volume: 

5 mL, initial aluminium(III) concentration: 1 mg L-1, contact time: 30 minutes, pH: 2-10). 

The surface charge of the adsorbent was also investigated to identify the sorption mechanism 

of aluminium. The pH of the point of zero charge (pHpzc) of chamotte clay was determined 

using the pH drift method [43]. As stated in the literature [44], the point of zero charge (pHpzc) 

can be defined as the pH of the solution at which charge of the positive surface sites is equal to 

that of the negative ones, thus, the sorbent surface charge has zero value. The surface charge is 

negative at pH>pHpzc and positive at pH<pHpzc [45]. 

For the determination of pHpzc, the pH of a solution of 0.01 M NaCl was adjusted in the range 

of 2-12 with the addition of either HCl or NaOH. The initial and final pH (after 24 h) values 

were recorded and the graph of final pH versus initial pH was used to determine the point at 

which the initial pH and final pH values were equal which was taken as pHpzc. The Fig. S2 

shows the pHpzc of the chamotte clay determined with the pH drift method. As shown from the 

Fig. S2, the pHpzc of the chamotte clay was determined as 7.8. In acidic pH values, both 

dominant species of aluminium and chamotte clay has a positive charge and in alkaline pH 

values (pH>8) both dominant species of aluminium and chamotte clay has a negative charge, 

for both cases, an electronic repulsion occurs and adsorption efficiency decreases. However, 

for pH between 7 and 7.8, dominant species of aluminium, AlOH4
-, is negatively charged and 

chamotte clay is positively charged thus, attractive interaction occurs and adsorption efficiency 

increases and reaches its maximum. Thus, pH 7.5 was selected as the optimum pH for the 

determination and preconcentration of trace levels of aluminium.  
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3.3  Effect of time on adsorption and recovery of aluminium  

Contact time is an important parameter that affects the diffusion of metal ions onto adsorbent 

which determines the sorption/removal efficiency and recovery values. 

Fig. 3 shows the effect of time on adsorption and recovery of aluminium. According to Fig. 3, 

quantitative adsorption and recovery of aluminium were both rapid and reached an equilibrium 

in 30 minutes. It can be concluded that the rapid adsorption was observed due to the abundant 

availability of the active sites on the surface of the chamotte clay. 

 

Figure 3. Effect of time on a) adsorption and b) recovery (amount of clay: 25 mg, sample 

volume: 5 mL, time: 0-60 minutes). 

3.4 Effect of adsorbent dosage 

In order to ensure the quantitative adsorption of aluminium in different sample volumes, usage 

of the minimum adsorbent dosage is very important. As shown in Fig. 4, 5 g L-1 is the required 

adsorbent dosage for the quantitative adsorption of aluminium. It can be concluded that the 

number of active sites increases as the amount of clay increases up to 5 g L-1 which supplies an 

increase in the adsorption efficiency. Increasing the adsorbent dosage had no effect on 

adsorption efficiency above 5 g L-1 and in order to use the mimium amount of sorbent and 

provide more economical method 5 g L-1 was used in the study. 
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Table 2. Isotherm models for aluminium adsorption. 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. Effect of adsorbent dose (amount of clay: 5-250 mg, sample volume: 5 mL, contact 

time: 30 minutes, pH: 7.5). 

  

Adsorption model Equation Parameters of the Equation 

Freundlich 
ln 𝑞𝑒 = ln 𝐾𝐹 +

1

𝑛
𝑙𝑛𝐶𝑒 

𝐾𝐹 = 0.53 mg g-1 

n = 2.64 

R2 =  0.9917 

Langmuir 𝐶𝑒

𝑞𝑒

=
1

𝐾𝐿𝑄𝑚

+
𝐶𝑒

𝑄𝑚

 
𝑄𝑚 = 2.66 mg g-1 

𝐾𝐿 = 0.13 L mg-1 

R2 =  0.9323 

Dubinin–Radushkevich ln 𝑞𝑒 = ln 𝑞𝑚 − 𝑘𝜀2 

𝜀 = (2k)−0.5 

k = 0.018 mol2 kJ-2 

qm = 0.00036 mol g-1 

E = 5.24 kJ mol-1 

R2 =  0.9577 
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3.5  Sorption isotherm models 

The type of the adsorption was determined using Freundlich, Langmuir and Dubinin–

Radushkevich (D-R) isotherm models. In order to determine the type of the interaction of the 

adsorbents with the adsorbate; 10 mg chamotte clay was shaken with 5 mL of various initial 

concentration of aluminium solution (1-50 mg L-1) in ultrapure water (pH~7.5) for 24 hours. 

After sorption, clay was separated from the solution with the aid of centrifugation and the 

amount of aluminium in the solution was determined with spectrofluorometer. 

The equations of the isotherm models can be seen at Table 2. In Freundlich isotherm model, qe 

is the amount of aluminium adsorbed by the clay (mg g-1), Ce is the equilibrium concentration 

of aluminium (mg L-1), KF (mg g-1) and n (dimensionless) are Freundlich constants related to 

the adsorption capacity and intensity of adsorption, respectively. Freundlich isotherm was 

obtained by plotting ln Ce versus ln qe. 

 

In Langmuir isotherm model, Ce is the equilibrium concentration of aluminium (mg L-1), qe is 

the adsorption capacity adsorbed at equilibrium (mg g-1), Qm is maximum adsorption capacity 

(mg g-1) and KL is the Langmuir adsorption constant (L mg-1). Langmuir isotherm was obtained 

by plotting Ce/qe versus Ce. 

For D-R isotherm model, qe is the amount of aluminium adsorbed by the clay (mg g−1), qm is 

the maximum sorption capacity (mol g-1), k is the activity coefficient related to sorption energy, 

R is the gas constant (J mol-1K-1), T is the temperature (K), ε is the Polanyi potential (mol2 J-2), 

Ce is the equilibrium concentration of aluminium (mol L-1) and E is the sorption energy 

represents the energy required for moving one mole of the solute from infinity to the surface of 

the adsorbent (kJ mol-1). D-R isotherm was obtained by plotting ln qe versus ε2. 

Parameters of the equations were calculated using the slope and intercept of the plots and the 

results are shown in Table 2. The most suitable isotherm is determined by the correlation 

coefficient (R2). The R2 value closest to 1 indicates the best fit model. 

Among the isotherm models, Freundlich isotherm is commonly used to describe the multilayer 

adsorption and adsorption on heterogeneous surfaces [46-48] whereas Langmuir isotherm 

represents a monolayer adsorption at specific homogenous sites [49-50]. On the other hand, D-

R isotherm both assumes that the adsorption is multilayered and depends on a pore-filling 

mechanism [51-52]. Considering the correlation coefficients, it can be seen that the sorption 

process fits to Freundlich isotherm very well. A value of 2.64 obtained for n with the Freundlich 

isotherm represents that the adsorption is favorable, as it is greater than 1 [53]. Thus, it can be 

concluded that a favorable and multilayer adsorption of aluminium was occurred on the 

heterogeneous surface of the chamotte clay. 
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3.6 Kinetic of aluminium adsorption 

10 mL of 5 mg L-1 aluminium solution (pH 7.5) was shaken with 200 mg chamotte clay for 

different periods of time (from 5 to 1440 min) at 25°C using shaking incubator in order to 

determine the kinetic parameters of aluminium adsorption. After sorption, clay was separated 

from the solution using centrifugation and the amount of aluminium in the solution was 

determined with spectrofluorometer. 

The linear pseudo-first-order, pseudo-second-order kinetic and intra-particle diffusion models 

were applied using the following equations [54,55]:  

where qe is the amount of aluminium adsorbed (µg g-1) at equilibrium, qt is the amount of 

aluminium adsorbed (µg g-1) at time t, k1, k2 and kid are the pseudo-first-order rate constant 

(min-1), pseudo-second-order rate constant (g µg-1 min-1) and the intraparticle diffusion rate 

constant (µg g-1 min-1/2), respectively, t is the time (min) and C (µg g-1) represents the boundary 

layer thickness. Kinetic parameters for the adsorption of aluminium can be shown in Table 3. 

As shown in Table 3, considering the correlation coefficients, pseudo-second-order model is 

more suitable to describe the adsorption of aluminium onto chamotte clay. As the adsorption of 

aluminium fits to pseudo second-order kinetic reaction model, it can be concluded that the 

chemisorption is the rate-limiting mechanism through sharing or exchange of electrons between 

adsorbent and adsorbate [56]. 

 

 

 

 

 

 

 

log(qe − qt) = logqe −
k1

2.303
t          (1) 

t

qt
=

1

k2qe
2 +

t

qe
           (2) 

𝑞𝑡 = 𝑘𝑖𝑑𝑡
1

2 + C           (3) 
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Table 3. Kinetic parameters of different models for the sorption of aluminium. 

 

 

 

 

 

 

 

 

 

 

 

3.7  Thermodynamics of aluminium adsorption 

In order to determine the thermodynamic parameters of the aluminium adsorption, experiments 

were carried out at three different temperatures. 10 mL of 5 mg L-1 aluminium solution (pH 7.5) 

was shaken with 200 mg chamotte clay for 30 minutes at 25°C, 35°C and 45°C using 

temperature controlled shaking incubator. After sorption, chamotte clay was separated from the 

solution using centrifugation and the amount of aluminium in the solution was determined with 

spectrofluorometer. Gibbs free energy change (ΔG°), enthalpy (ΔH°) and entropy (ΔS°) were 

calculated from the following equations [57-58]:  

Δ𝐺0 = −𝑅𝑇𝑙𝑛𝐾𝐶 ,  𝐾𝐶 =
𝐶𝑆

𝐶𝑒
         (4) 

𝑙𝑛𝐾𝐶 =
ΔS0

𝑅
−

ΔH0

𝑅𝑇
           (5) 

Δ𝐺0 = Δ𝐻0 − 𝑇ΔS0           (6) 

where Kc is the equilibrium constant, Cs is the amount of analyte adsorbed by adsorbent (mg g-

1), Ce is the equilibrium  concentration of aluminium (mg L-1), R is the is the gas constant (8.314 

J mol-1 K-1) and T is the temperature (K). Parameters change in enthalpy (ΔH0) and change in 

entropy (ΔS0) were calculated from the slope and the intercept of the linear plot of ln Kc versus 

1/T. The calculated thermodynamic parameters are summarized in Table 4. 

Kinetic model Parameters 

pseudo-first-order    µg g-1q qe = 64.18 µg g-1 

k1 = 0.004 min-1 

R2 =  0.4704 

pseudo-second-order qe= 43.5 µg g-1 

k2 = 0.025 g µg-1 min-1 

R2 = 0.9996 

intra-particle diffusion C = 40.47 µg g-1 

kid = 0.1995 µg g-1 min-1/2 

R2 =  0.9764 
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As mentioned in the literature, ΔG value lower than 20 kJ mol-1 states physical adsorption while 

values above 40 kJ mol-1 indicates the chemical adsorption and the negative values indicate the 

spontaneous nature of the sorption [59]. Negative Δ𝐻0 values emphasize that the adsorption is 

exothermic and the adsorption capacity decreases with an increase in the temperature [60]. If 

the value of ΔH0 is lower than 40 kJ mol-1 the adsorption process is physisorption while the 

value is more than 100 kJ mol-1 the type of adsorption is chemisorption [61]. A negative ΔS° 

value denotes the decreased randomness at the solid–solution interface during the adsorption 

process [62]. When the thermodynamic parameters evaluated, it is evaluated that the aluminium 

adsorption is exothermic due to the negative value of ΔH0, spontaneous and favorable due to 

the negative value of ΔG0 and the degree of freedom decreased at the liquid-solid interface due 

to the negative value of ΔS0.  

 

Table 4. Thermodynamic parameters for aluminium adsorption. 

 

 

 

 

 

 

3.8  Analytical figures of merit 

The aluminium content in the solution was determined via the formation of the highly 

fluorescent aluminium(III)-morin complex in acidic medium. As stated in the literature [21], 

the addition of ethanol into aqueous system increases the fluorescence signal of the complex. 

Two calibration graphs were obtained for two different range of aluminium. Using a slit width 

of 5 nm, the calibration graph (calibration graph #1) was linear within the range of 0.5-10 µg 

L-1 with an equation of y = 82993x + 149625 and a correlation coefficient (R2) of 0.9991 (n=3). 

When the slit width set to 3 nm, the calibration graph (calibration graph #2) was linear within 

the range of 10-100 µg L-1 with an equation of y = 9777.5x + 33040 and a correlation coefficient 

(R2) of 0.9971 (n=3). 

 

 

 

 

Temperature (K) ΔGº (kJ mol-1) ΔHº (kJ mol-1) ΔSº (kJ mol-1 K-1) 

298 -6.73 -16.13 -0.03 

308 -6.42   

318 -6.10   
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Limit of detection (LOD) and limit of quantification (LOQ) were calculated using the 

equations; 

𝐿𝑂𝐷 =
𝜎

𝑆
× 3            (7) 

and   

LOQ =
σ

S
× 10           (8)  

where σ is the standard deviation of the responses of the blank solution and S is the slope of the 

calibration curve [63,64]. 

For the calibration graph #1, LOD and LOQ were calculated as 0.12 µg L-1 and 0.39 µg L-1, 

respectively, whereas LOD and LOQ were calculated as 1.18 µg L-1 and 3.95 µg L-1, 

respectively, for the calibration graph #2. 

In order to determine the precision of the method, relative standard deviations (RSDs) of intra-

day and inter-day precisions of three different concentration levels of aluminium were 

determined for the obtained calibration graphs. 2.5, 5.0 and 7.5 µg L-1 aluminium(III) solutions 

were used for the precision study for calibration graph #1 where 25, 50 and 75 µg L-1 

aluminium(III) solutions were used for the precision stıudy for calibration graph #2. The intra-

day precision was determined with the five repeated measurements of the samples on the same 

day and the inter-day precision was determined by measuring the sample once a day for five 

consecutive days. RSD values of intra-day and inter-day studies were found to be in the range 

of 0.8 - 1.4 % and 1.2 - 1.5 % for calibration graph #1 and 1.2 - 1.8 % and 1.5 - 2.2 % for 

calibration graph #2,  respectively. 

Table 5 summarizes a comparison of the general performance parameters for the published 

methods used for the determination and preconcentration of aluminium. When the parameters 

were compared, the developed method based on the preconcentration of aluminium using 

chamotte clay was expected to be a promising method for the determination and 

preconcentration of the trace levels of analyte in real samples. 
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Table 5. Comparison of the analytical performance of published methods with the present work 

for the determination of aluminium. 

Working 

range 

Limit of 

Detection 

 Method Reference 

 

1–50 µg L-1 1.7 µg L-1 fabric phase sorptive extraction-hig 

performance liquid chromatography-UV 

detection 

[65] 

5-1600 µg L-1 1.5 µg L-1 graphene oxide modified (4-phenyl) 

methanethiol nanomagnetic composite- 

atom trap flame atomic absorption 

spectrometer 

[11] 

- 0.2 µg L-1 8-hydroxyquinoline–cobalt(II) 

coprecipitation system- UV–vis 

spectrophotometry 

[66] 

27 µg L-1- 270 

mg L-1 

6.6 µg L-1 all-solid-state potentiometric detection [8] 

0.5-10 µg L-1 

and 10-100 µg 

L-1 

0.12 µg L-1 and 

1.12 µg L-1 

chamotte clay-fluorescence detection This study 

 

3.9  Reusability of the adsorbent 

Reusability of the same chamotte clay was investigated since the reusability of the same 

adsorbent affects the cost of the developed method. Ten cycles of sorption-recovery procedures 

were applied to the same adsorbent and according to the recovery values 98.9±1.3 (n=10), it 

was observed that same adsorbent can be used for ten times for the determination of aluminium. 

3.10 Interference effects 

The interference effects of other cations, such as Na(I), K(I), Mg(II), Ca(II), Co(II), Fe(II), 

Fe(III), Mn(II), Co(II), Ni(II), Zn(II), Cd(II), and Pb(II) and anions such as chloride, nitrate, 

sulphate and phosphate on the recovery of aluminium(III) were investigated. The interference 

effect was studied independently for each of the ions. 5 mL of 10 μg L-1 aluminium solution 
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(pH 7.5) with different concentrations of ions was shaken with 25 mg chamotte clay for 30 

minutes. After sorption, chamotte clay was separated from the solution using centrifugation and 

5 mL 0.1 M HCl was added onto adsorbent and shaken for 30 minutes for recovery of 

aluminium. Then, the fluorimetric determination procedure was applied. The tolerable ratios of 

all investigated ions were investigated up to 1 mg L-1 (100-fold) and it was found that the 

investigated ions did not exhibit any remarkable change (> ±5%) on the recovery of aluminium. 

3.11 Analytical application 

The developed method was applied to both tap and bottled drinking water samples. Before the 

analysis, water samples were first filtered through a filter paper. After adjusting the pH values 

to 7.5, 50 mL of water samples were shaken with 250 mg chamotte clay for 30 minutes for the 

adsorption of aluminium. After sorption of aluminium, chamotte clay was separated from the 

solution with centrifugation. 5.0 mL 0.1 M HCl was added onto chamotte clay and shaken for 

30 minutes for the recovery of aluminium. After centrifugation, the phases were separated and 

the pH of the solution was adjusted to 3.5. Then, 0.8 mL of 100 mg L-1 morin solution was 

added onto 2.5 mL of the solution and the solution was diluted to 5 mL with absolute ethanol. 

The preconcentration factor for both analyses was 10. The amount of aluminium in the solution 

was measured with spectrofluorometer (λex=420 nm and λem=498 nm). Spike addition was also 

applied to the samples and the results of the sample applications are shown in Table 6. The 

quantitative recovery values revealed that the developed method can be applied to aqueous 

samples for the determination of aluminium. 

Table 6. Sample application of the method. 

Sample Added (µg L-1)* Found (µg L-1)* Recovery (%) 

Tap water - 

10 

25 

50 

0.39±0.07 

10.68±0.18 

25.40±0.56 

50.87±0.61 

- 

102.82±1.69 

100.04±2.19 

100.95±1.21 

Bottled 

drinking 

water 

- 

10 

25 

50 

<LOD** 

9.83±0.25 

25.03±0.32 

49.83±1.27 

- 

98.33±2.52 

100.13±1.29 

99.67±2.53 

*(n=3) 

**LOD = Limit of Detection 
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4. Conclusion  

The present work involves the development of a method for determination of aluminium in 

aqueous samples based on the usage of chamotte clay. Chamotte clay has been used for the first 

time for determination of trace levels of aluminium. Quantitative adsorption and recovery of 

aluminium were both rapid and reached an equilibrium in 30 minutes. The adsorption study 

was fitted to Freundlich isotherm and multilayer adsorption of aluminium was occurred on the 

heterogeneous surface of the chamotte clay. Thermodynamic parameters revelaed that the 

aluminium adsorption is exothermic, spontaneous and favorable. The method is applied to tap 

and bottled drinking water samples and the recoveries were found to be in the range of 98.3 and 

102.8 %. The preconcentration factor of both analyses was determined as 10 and same 

adsorbent can be used for ten times for the determination of aluminium. Upon the evaluation of 

the analytical parameters, the developed method was expected to be a promising method for the 

determination and preconcentration of the trace levels of analyte in real samples. 
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1. Introduction 

One of the exciting curves derived with the help of a curve is the involute curve. C. Huygens 

discovered the involute curve for the first time in 1673. The curve whose tangent vectors form 

right angles at each point of a given curve is called the involute curve, and these two curves are 

called the involute-evolute curve pair. For example, the involute of a circle is a spiral. In 

particular, a circle and its involute are significant in gear technology. For the characteristic 

properties and the more detailed information on the involute-evolute curve pair in classical 

differential geometry, see [1-3]. This article will focus more on n.l.c and geodesic sprays. See 

[4] for basic information on these concepts. In [5], authors have examined these concepts in the 

three dimensional space of Euclidean geometry. In [6], Bilici et al. generalized this problem to 

spherical indicatrices of the involute-evolute curve pair. Later, the authors  adapted this problem 

for a non-null curves in the three dimensional Lorentz spaces [7, 8]. Moreover, there are also 

many studies on spherical indicatrix curves and the n.l.c in Euclidean space and Lorentz  space 

[9-15]. Recently, authors have found the relations between the Frenet vectors of the curve pair 

in the Lorentz  3-space [16]. These relationships  were the source of inspiration for this study. 

In this sense, in the present paper, firstly, we defined the spherical indicatrices of the involute 

curve on the hyperbolic unit sphere and Lorentzian unit sphere. Then, we investigated the n.l.c 

and geodesic sprays for these indicatrices in Lorentz  3-space, and obtained some significant 

results.  

 

2. Preliminaries 

The space 3E  with the metric tensor   

        1 1 2 2 3 3A,B a b a b a b= − + +  

is called Lorentz  3-spaces  and denoted by 3

1E . There can be three states for a vector 
3

1A E : 

        

0 0

0

0 0

spacelike, A,A or A

timelike, A,A

null( lightlike ), A,A and A

  =



 = 

 

Similarly, a curve ( )= s   in 3

1E  can be spacelike, timelike or null, if all of its velocity vectors 

( ) s  are spacelike, timelike or null respectively, [17]. The cross product of two vectors can 

be defined as follows:  

( )3 2 2 3 1 3 3 1 1 2 2 1A B a b a b ,a b a b ,a b a b . = − − −  

Let denote the moving Frenet frame along the curve   by  1 2 3E ,E ,E . In this trihedron, 1E  

and 3E  are spacelike vectors, 2E  is timelike vector. From [18], definition of Lorentzian cross 

product we can write 

                           1 2 3 2 3 1 3 1 2 =−  = −  =E E E , E E E , E E E . 
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Then the following Frenet formulas hold between these three vectors [19]: 

                                                        

1 2

2 1 3

3 2

  =

  = +


 =

E p E ,

E p E q E ,

E q E .

                                                                                                   

The Darboux vector is expressed by 

                                                                1 3= − +q E pE ,                                                                                                                                   

where =p cos  , =q sin  .  

On the other hand, from [16] the unit Darboux vector C  can be given as follows 

                    1 3= = − +C sin E cos E


 


.                                                                                

Theorem 1.   is a general helix if and only if tan= =  =
q

f
p

constant. 

We can generalize the conception of integral curve to the hypersurface 3

1M E  easily as 

follows:  

A smooth curve →: I M  is an integral curve of a smooth vector field ( )W M  if 

                           ( t ) W( ( t ))  =                                                                              (1)                                  

for all It , [18].                                                            

For a curve  , the parametrized curve →: I TM  is defined as the n.l.c given by the equation 

                                                = =
( t )

( t ) ( ( t ) , ( t )) ( t )


    ,                                                    (2)                             

where ( )


= m
m M

TM T M  is the set of all tangent vectors to M. 

The Lorentzian and hyperbolic unit sphere of radius 1 and center 0 in 3

1E  are given by 

                     ( ) ( ) ( ) 2 2 3

1 0 1 2 3 1 1 1S H A a ,a ,a E : A,A A,A= =  = = −  

respectively, [18].    

For u TM ,  the smooth vector field W (TM )  defined by 

                                 
( )t

W(u ) u,S(u )


=                                                                   (3)                                

is called the geodesic spray on TM. 

We know from [7] that "The n.l.c   of the curve   is an integral curve of the geodesic spray 

W if and only if   is a geodesic on M ".      

Theorem 2. Let ( ),   be the involute-evolute curve pair. The following equality [16] gives 

the Frenet vectors of the curve pair: 

                                                         

2

1 3

1 3

 =


= − −
 = − −

*

*

*

T E

N cos E sin E

B sin E cos E

 

 

.                                              (4) 
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3. Main Theorems and Proofs  

In this section, we investigate the n.l.c *T , N
* , B

*  derived from spherical indicatrices of the 

involute curve   in 3

1E . For this purpose, we seek an answer to the following question. What 

type of curve must the evolute curve   be for the n.l.c of the spherical indicatrix curve to be an 

integral curve for geodesic spray?  

3.1. The curve *T for the first indicatrix of   

Let *T  be n.l.c of the tangent indicatrix *

*

T
T = . If *T  is an integral curve of the geodesic 

spray, then by means of Lemma 1. we can write        

                                                   0
* *T T

D   = ,                                                                  (5)                                                

where  

T

d
D

ds *

=  is the differential operator of 
2
0H . Thus from Theorem 2. and (5) we have 

                                     
1 3 0sin E cos E

 
 

 

 
− + = . 

Because of  1 2 3E ,E ,E  are linear independent, we get  

= constant. 

Thus, from Theorem 1. we obtain 

                                                      f = constant. 

Result 3.1.1. If the curve   is a general helix, then *T
  is a geodesic on 

2
0H .  

3.2. The curve *N  for the second indicatrix of   

Let *N  be the n.l.c of the principal normal indicatrix *

*

N
N = . If *N  is an integral curve of 

the geodesic spray, then from Lemma1. we can write 

                                                                              0
N N

D   =**
.                                                                (6) 

From the Theorem 2. and (6) we get,  

           

1 22

3

1

**N

N
NN

N N

N

N N

k
D ( sin cos k cos )E ( )E

k k

( cos sin k sinh )E ,
k k




       


      





 
  = − − + + + −




 + − + − 


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where  
N

d
D

ds *

=  is the differential operator of 
2

1S  and N

N

g

k
 = . From [20], Ng






=  and 

221
Nk  


= −  are the geodesic curvatures of the principal normal indicatrix N N =   

with respect to 2
1S  and 3

1E , respectively. Since  1 2 3E ,E ,E  are linear independent, we can 

write  

        
2

0

0

0

N

N

N

N

N

N

sin cos k cos ,
k

k
,

k

cos sin k sin ,
k


      


      


 + − − =


 

=



 − + + =


 

then we have  

                                     Nk = constant, N
g =  constant. 

Result 3.2.1. If Nk = constant, N
g =  constant, then *N

  is a geodesic line on 2

1S .  

 

3.3. The curve * B  for the third indicatrix of   

Let * B  be the n.l.c of the binormal indicatrix *

*

B
B = . If * B  is an integral curve of the 

geodesic spray, then we can write 

                                                    0
B B

D   =**
,          

that is, 

                                                         
2 0E




=


. 

Since  1 2 3E ,E ,E  are linear independent, we have 

                                                                 0. =   

Thus we get  

                                                     0= , 0= . 

Thus, we can say that   is a line and know its involute is a circle segment. Thus we can give 

the following result. 
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Result 3.3.1. If the curve   is a line, then 
B

 *  is a geodesic on 2

1S .  

Example 3.3.2. Let ( )
3 3

2 2 2

s
s cosh s, sinh s,

 
=   
 

 be a unit speed spacelike helix. For the 

curve   we  obtain                                    

                                            ( )

1

2

3

3 3 1

2 2 2
3 1

0
2 2

1 1 3

2 2 2

E sinh s, cosh s,

E cosh s,sinh s, , , .

E sinh s, cosh s,

 

  
=   

  


= = =


  =   
 

                                                                                              

Then we get the timelike involute curve   of  such that 

           ( ) ( )( ) ( )( )
3 3

2 2 2
s cosh s s sinh s , sinh s s cosh s , ,


  

 
= + − + −  
 

 

The following figures show the spacelike evolute curve   (Fig. 1) and timelike involute curve 

  (Fig. 2) for 2 =  and  5 5s , − .  

  

                       Figure 1. Evolute curve                                                  Figure 2. Involute curve    

Then we can give the spherical indicatrices and the n.l.c of   as follow: 

           

( )

( )

( )

0

0

0 0 1

*

*

*

T

N

B

cosh s,sinh s, ,

sinh s,cosh s, ,

, , ,







 =


=
 =

    

( )

( )

( )

0

0

0 0 0

*

*

*

T

N

B

sinh s,cosh s, ,

cosh s,sinh s, ,

, , .







 =


=


=
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Since 1* *T T
,   = , 

T
 *  is a spacelike curve. For being 

T
 *  is a spacelike, its tangent 

indicatrix which is a geodesic line on 
2

0H  and the n.l.c of this spherical curve are as Fig.3. On 

the other hand, the normal indicatrix which is a geodesic on 
2

1S  and its n.l.c are as Fig.4. It is 

also obvious that the third spherical indicatrix (binormal  indicatrix) and its n.l.c is a point. 

Furthermore, we can say that ( ),   is timelike-spacelike involute-evolute curve pair, and the 

condition ( )1 0*g E ,T =  is satisfied. 

 

           Figure 3. Tangent indicatrix curve *T
  

              and its n.l.c *T  (red color) 

 

 

 

                 Figure 4. Normal indicatrix curve *N
  

                     and its n.l.c *N  (red color) 
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Abstract 

Due to the changing student demographics and technological advances in research and teaching, both public 

and private higher education institutions offer services in an increasingly competitive environment. At the same 

time, the service quality expectations of the stakeholders continue to rise. For these reasons, technology 

solutions are needed for cost savings, efficiency gains, and improved service delivery. Like many other 

industries, higher education institutions have processes that can benefit from robotic process automation (RPA). 

RPA can be used to run student/staff jobs that manage back-office functions. It enables to ease the workload of 

their employees charged with doing these tasks and improve the user experience for students. This study 

examines an administrative process carried out at İzmir Bakırçay University. At least one administrative 

personnel assigned for the business process at the beginning of the research. The process consists of repetitive 

activities defined by specific rules. It was recommended to improve the process, considering the multitude of 

human errors and the length of the processing time. At the end of the study, the same process was completed 

within 16 minutes for 240 students without making mistakes, which means 96.97% of the time was saved. 

Moreover, 75% of personnel needs were reduced, and a 98.51% saving rate. 

 

Keywords: Robotic process automation, Digital transformation, Process analysis and Digital robot 

 

Robotik Süreç Otomasyonu ile Dijitalleştirilmiş ve Otomatikleştirilmiş Üniversite 

Süreci  

Öz 

Araştırma ve eğitimdeki teknolojik gelişmeler ve öğrencilerin sürekli değişen demografik özellikleri nedeniyle 

hem kamu hem de özel yükseköğretim kurumları artan rekabet ortamında hizmet sunmaktadırlar. Aynı zamanda 

paydaşların hizmet kalitesi beklentileri de yükselmeye devam etmektedir. Bu sebeplerden dolayı, maliyet 

tasarrufu, verimlilik kazanımları ve iyileştirilmiş hizmet sunumu için teknoloji çözümlerine ihtiyaç vardır. Diğer 

birçok sektör gibi yükseköğretim kurumlarının da robotik süreç otomasyonundan (RSO) yararlanabilecek 

süreçleri bulunmaktadır. RSO, yönetsel süreçler olan öğrenci/personel işlerinde kullanılabilir. Bu süreçleri 

yürütmekle görevli çalışanların iş yükünü hafifletmeyi ve öğrencilerin kullanıcı deneyimini iyileştirmeyi sağlar. 

Bu çalışma, İzmir Bakırçay Üniversitesi'nde yürütülen bir idari süreci incelemektedir. Bu sürecin başında iş 

süreci için en az bir idari personel görevlendirilir. Süreç, belirli kurallarla tanımlanan ve tekrarlayan 

faaliyetlerden oluşur. Bu çalışma ile çok sayıda insan hatası ve işlem süresinin uzunluğu göz önünde 

bulundurularak sürecin iyileştirilmesi önerilmiştir. Çalışma sonunda 240 öğrenci için aynı işlem 16 dakikada 

hatasız tamamlanarak %96,97 oranında zaman tasarrufu sağlanmıştır. Ayrıca personel ihtiyacı %75 azaltılmış 

ve %98,51 tasarruf oranı sağlanmıştır. 

Anahtar Kelimeler: Robotik süreç otomasyonu, Dijital dönüşüm, Süreç analizi ve Dijital robot 
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1. Introduction 

According to the [8], Robotic Process Automation (RPA) is a technology application that 

enables to execute operations in existing applications, select data, interpret, manipulate, and 

communicate with other digital systems with computer software or a digital “robot” 

configuration in the company. 

RPA is not only the fastest way to digital transformation but also the most efficient way for 

organizations to increase their operational efficiency [16]. RPA robots can collect data, run 

applications, trigger responses, make decisions based on the defined rules, and interact with 

other systems [9]. It is primarily used to automate highly manual, repetitive, rule-based 

procedures with low exception rates and standard electronic readable input [2]. Like a human 

workforce, RPA solutions can be thought of as a virtual robotic workforce whose operational 

management is handled by the pipeline (supported only by IT). It combines well-understood 

technical skills with the ability to swiftly understand business processes in terms of inputs, 

outputs, and decision points while developing a RPA project. RPA provides firms with 

improved process documentation, lower error rates, and better report quality in addition to cost 

reductions [10]. 

RPA, which allows for the easy completion of repetitive and complicated processes, can also 

be used in university processes. Performing repetitive work by the personnel in the units causes 

time and cost losses. Furthermore, human-caused mistakes might obstruct effective process 

management. Including RPA in university processes and executing relevant tasks by robots can 

reduce human-induced errors while also saving time and cost [13]. This study focuses on the 

use of RPA in university processes. The study aims to digitize and automate a process at İzmir 

Bakırçay University. Students require the internship obligation document prepared by the 

departments. The problem is that the preparation process of the internship obligation document 

is regularly done for around 240 students in the Faculty of Engineering in each semester, and it 

wastes time and resources. As part of the process, the internship obligation document, which is 

a work that is regularly repeated and demands labor, was digitalized and automatically 

completed, signed, and delivered to the relevant student. Thus, it will be possible to save time 

and cost, especially in the repetitive operations at the operational level. The motivation of this 

study is to use the limited human resources of the university more efficiently and to ensure that 

repeated tasks may be completed more quickly and autonomously. This study achieved 75% of 

labour force, 96.67% of time savings and 98.51% of saving rate. 

The rest of the article begins by explaining the studies in Section 2 and revealing the 

connections between them. The flow chart of the study is presented in Section 3, and all steps 

are explained in detail. Section 4 gives the results of the RPA implementation and discusses 

them. Finally, Section 5 concludes the study.
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RPA tools are designed to relieve employees of the burden of repetitive and/or uncomplicated 

activities in a wide range of areas [1]. Each sector has its own set of processes. The automation 

of internal administrative procedures related to the delivery of public services is highlighted as 

part of the progression toward a more digitized, efficient, and thriving local government. 

However, this progress is frequently founded on unrealistic expectations about digital 

technology' revolutionary ability [11]. RPA seems to have the potential to benefit municipalities 

by performing organized activities and decreasing the need for workers to undertake repetitive 

and monotonous work, hence reducing cost and reducing lead times [12,14]. A study of federal 

and state agencies found [6]: 

• RPA has already been embraced by 65% of federal agencies and 41% of state agencies 

to facilitate work. 

• RPA is viewed as a building block for exploiting AI and ML capabilities by 61% of 

federal agencies and 49% of state agencies. 

• 26% of agencies have 51-100 robots deployed, while 15% have 101-200 robots 

deployed. 

• RPA success is measured by government agencies by: 

• Increased speed of service delivery (46%) 

• Cost avoidance/savings (41%) 

• Reduction in data processing errors (37%) 

• RPA was expected to save 5,000 to 50,000 hours of annual work time by 34% of 

respondents. 

According to the 2021 Gartner Digital Transformation Divergence Across Government Sectors 

Survey [7], 19% of government respondents had already used RPA, with another 33% planning 

to do so in the next two years. The popularity of RPA stems mainly from the operational 

efficiency it provides and its ability to bring benefits fast and its application in automating old 

system activities. 

There are various examples of the applications of RPA in public institutions. In their study, [18] 

focused on the methodology of RPA in administrative business processes. The usage of RPA 

in public administration administrative processes is investigated using the example of subject 

accreditation for scientific and technical activities. Through the introduction of elements of 

robotization business processes, the proposed methodology takes into account the unique 

characteristics of government processes, meets the needs of government agencies, and will 

significantly improve government agency performance and citizen satisfaction, as well as 

reduce costs in automating the functions and processes of government agencies. In another 

study, [3] conducted an in-depth case study at the Finnish government shared services center 

during their implementation of an Artificial Intelligence (AI) centric RPA technology. They 

used a theory of knowledge embodiment to explain how people and machines interact. They 

wanted to add to the theory by conceptualizing the knowledge embodying process in the future 

of work while expanding the knowledge embodiment theory. They contribute to practice by 

elucidating the consequences of how people and computers collaborate on knowledge work in 

organizations that have adopted AI technology.  
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RPA is increasingly being used to develop more modern, complex administrative operations in 

universities. [4] mentioned the use of RPA by an Australian university. According to the study, 

the institution reaped significant benefits from its RPA adoption. By automating student 

document uploads, the university was able to cut processing time in half, eliminate manual 

procedures, and reduce process touch points from 40 to one, saving the institution 1,330 hours 

of manual labor per year while also enhancing service time and eliminating mistakes. [17] 

explored the adoption of RPA technology within higher education. This article provided an 

overview of the possibilities for RPA technology to improve the functionality and efficiency of 

higher education institutions. They studied numerous prospective beneficiaries of this 

technology to address RPA in the context of higher education. They offered just a few use cases, 

but some with tremendous value and specific benefits. [15] focused on automating the entry of 

student information into the University portal. They claim that this robotization will help the 

organization use fewer human resources for such automated measures, resulting in successful, 

efficient, and error-free investigations. 

Although the benefits of using RPA technology in public institutions have been clearly 

demonstrated in the literature, there are relatively few studies on the issue. This study aims to 

contribute to the literature by creating and discussing the benefits of an example digital robot 

at the university. 

2. Material and Methods  

RPA consists of software of robots that work instead of humans, without human involvement.  

From the development of robots to their implementation, the robot must pass through several 

stages in the automation process. Figure 1 shows the flowchart representation of the 

methodology used in this study. RPA studies are generally carried out using the methodology 

described below, consisting of six steps [5]. 

 

Figure 1. Flowchart of RPA methodology
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2.1 Analysis Phase:  

The RPA life cycle begins with the analysis phase. The customer's requirements are examined 

at this point. The next step is to determine whether or not the process can be automated. If the 

process can be automated, the RPA analyst team and the developer team collaborate to examine 

the process. 

2.2 Design Phase: 

Automation of tasks occurs during the design phase.  The RPA development team collaborates 

with the analyst team to prepare a "Process Description Document" (PDD) that contains details 

about the entire process. The analyst team then creates a flowchart to visualize the process flow. 

After the design is complete, the RPA tool is used to initiate the development of the RPA 

software and automate the tasks. RPA employs both human path and robot path ideas. The 

human path is the step-by-step processing of all procedures using just human power and no 

robots. The user completes all the job's steps without any assistance. Robot path is the automatic 

execution of steps defined by a user. 

2.3 Development Phase:  

With the help of the PDD tool, the developer constructs bots-commands to automate processes. 

The created robots can run on the entire operating system without any restrictions. 

2.4 Control and Monitoring Phase:  

The RPA development team tests the robots developed at this step. If the tests fail, the robots 

are sent to development to fix bugs found during testing. The next phase begins after the test 

phase has been completed.  

2.5 Support and Maintenance Phase: 

If software errors are discovered after the control and monitoring phase, the process is sent back 

to the RPA development and testing team. The development team reanalyzes the robots and 

works to fix the issues. 

2.6 Execution of Robots: 

Robots are examined to ensure that the implementation fits the requirements. At this stage, the 

software is sent back to the testing and development team to correct any errors—the robots 

whose fixed errors are finally run in the production system. 

3. Results and Discussion 

RPA applications can be applied in various areas within universities, particularly in operational 

procedures. It is feasible to reduce the requirement for personnel and use it more efficiently in 

repetitive routine applications thanks to RPA applications. In this study, as an example case, a 

robot was developed that automatically generates the internship obligation document required 
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by the students studying at İzmir Bakırçay University who must complete an internship to 

graduate. This job is regularly done for around 240 students in four departments in each 

semester, and it wastes time and resources. Figure 2 presents the human path of the process. If 

this task is to be completed utilizing just human resources and no robots, the steps in Figure 2 

must be followed step by step. First, an excel file should be opened. Then, the word document 

should be opened and filled in all necessary places on the document until all students' 

documents are completed. Then, the documents should be sent to the students one by one by e-

mail. 

 

Figure 2. Human path of the selected process 

The study aims to use RPA to avoid wasting time and resources. Figure 3 shows the robot path 

that summarizes the followed flow. 

 
Figure 3. Robot path of the selected process 

During the development of the robot, the UiPath StudioX application was used. Currently, there 

is an excel file containing the details of the students (Student Number, Department, Name and 

Surname, Student Status, Internship Commission President) and a draft of the internship 

obligation document. The study's goal is to automatically transfer each student's details from 

excel to the internship obligation document one by one. Once the robot is designed, the excel 

file containing the student's information is automatically opened, and the student's status is 

checked. If the student status is active, the robot transfers the Student Number, Department, 

Name, Surname, and Internship Commission President sections of the excel sheet to each 

student's internship obligation document. The chairman of the commission's signature, which 
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is saved as a picture file, is also added as a picture to the relevant field, and each student's signed 

documents are saved as PDF. The process is completed by sending the documents saved as 

PDFs to the students' email address. Since the automated process is rule-based, consists of 

digital and structured data, and is a static process that will not change much, it was deemed 

appropriate to be done by the robot. The robot can quickly complete a process that requires a 

person to spend 2 minutes for each student (totally 2*240=480 minutes), especially given the 

university's high student density, in minutes and without human assistance. With RPA, the work 

of four people (one from each of the four departments) who had been working for more than a 

day was finished in 16 minutes with only one person. 75% of personnel and 96.67% of the time 

were saved in total. 

4. Conclusion 

RPA is a type of automation that may be repeated continuously, is prone to human error, and is 

employed in tasks that could result in avoidable labor loss. It provides secure and fast 

transactions in data cleaning, data extraction, and data transfer procedures. In addition to all of 

this, RPA technology allows employees' performance and productivity to improve and cost 

savings. Although RPA is used in various areas, the automatic internship obligation document 

is created with an example study, which focuses on its usage in universities. It is usually an 

iterative and static procedure that involves a considerable number of people and requires the 

production of hundreds of documents at once. Considering these process features, it is very 

suitable for RPA technology, as it provides savings in terms of both labor, cost, and time. 

The automatic creation of the internship obligation document, a routine job that must be 

completed every semester for about one thousand students, was completed and made available 

at İzmir Bakırçay University. In this approach, a process involving many people, including 

students, civil servants, and the heads of the internship commission, that would generally take 

four and a half days to complete can be finished in 16 minutes. The entire process takes place 

in a digital environment, and once done, the required document is produced and sent to the 

students’ email addresses. The workforce loss of all people involved in the process is reduced 

by 97%, and the risk of human error is eliminated. Table 1 summarizes the values in the current 

situation where the works are conducted without the use of a robot, and Table 2 summarizes 

the improved values seen with the developed robot. 

Table 1. Current situation analysis 

Metrics Values 

Frequency Once per semester 

Repetition 240 

Cycle time (min) 2 

Duration (min) 480 

Number of employees 4 

Cost (TL) 80600 
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Table 2. Improved situation analysis 

Metrics Values Improvement 

Frequency Once per semester  

Repetition 240  

Cycle time (min) 0.06 
96.67% 

Duration (min) 16 

Number of employees 1 75% 

Cost (TL) 1200 98.51% 

 

In terms of universities, there are numerous RPA-related works available. In future studies, the 

development of robots related to other jobs can be allowed the university to save money on 

labor and other expenses. Considering RPA's contribution to digitalization universities are 

expected to benefit significantly from a valuable automation system. 
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Öz 
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1. Introduction 

 

The idea of fuzzy was first defined by Zadeh [4]. It has used and attracted attention not only 

in mathematics but also in many fields. Kramosil and Michalek [5] contributed to the 

literature fuzzy metric spaces generalizing probabilistic metric spaces, and then George and 

Veeramani [6] made slight modification in this concept and V. Gregori et al. [3] introduced 

a kind of generalized version this concept called extended fuzzy metric spaces. Recently, it 

is a paramount development that defining the concept of contractive mapping in some fuzzy 

spaces. After the remarkable Banach [7] contractivity, a large amount of mathematicians 

studied some contractive mappings to proof a fixed point exists such as Grabiec [8], Gregori 

and his coauthors ( [9], [10]), Mihet ( [11], [12] ). And numerous authors studied different 

versions contractive mappings in the different spaces ([13], [14], [15]). Concepts, properties 

and especially some contraction mappings defined in metric spaces in the literature have 

been transferred to fuzzy metric spaces. For example Wardowski [1] manifested a special 

contraction and using it he demonstrated theorems in metric spaces. And then inspiring by 

him, H. Huang and coauthors [2] presented the fuzzy version with simplification. They 

made slight modification on it and then they indicated some theorems via this contraction 

in fuzzy metric spaces [2]. 

In this paper, we define a new fuzzy contraction. Using this newly concept, we verify some 

theorems [2] in the extended fuzzy metric spaces. And so we get "t=0", versions which are 

exist in the literature. 

While proving theorems in extended novel spaces, we considered two cases. First one is 

"t>0", which expresses fuzzy metric spaces. The second is the case of "t=0", which is an 

important point. This situation corresponds to stationary fuzzy metric spaces. This is why 

we consider the study we obtained by adding the "t=0", point to the existing one in the 

literature more comprehensive. 

 

2. Preliminaries 

 

In this section, we remember some descriptions and results that will be used later. 

Definition 2.1: [16] A binary operation T: [0,1] × [0,1] → [0,1] is t-norm, if the 

subsequent circumstances hold: 

(TN₁) T(ρ, φ)  =  T(φ, ρ); 

(TN₂) T(ρ, φ)  ≤  T(γ, δ) if ρ ≤  γ  and φ ≤  δ; 

(TN₃) T(ρ, T(φ, γ))  =  T(T(ρ, φ), γ); 

(TN₄) T(ρ, 1) = ρ. 

Now we present definitions of fuzzy metric space (FMS), stationary fuzzy metric space 

(SFMS) and extended fuzzy metric space (EFMS), each of which is a trio (Y, A,∗), where 

Y ≠ Ø  is a set, ∗ is a continuous t-norm and A is a fuzzy set on YxYx (0, ∞), YxY and 

YxYx [0, ∞)  respectively. 

Definition 2.2: [6] It is FMS, ensuring ∀ u, v, w ∈ 𝑌 and  ∀ t, s > 0 the next items: 

(FMS₁) A(u, v, t ) >  0; 
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(FMS₂) A(u, v, t ) = 1 ⇔   u = v; 

(FMS₃) A(u, v, t ) = A(v, u, t ); 

(FMS₄) A(u, v, t)  ∗  A(v, w, s)  ≤  A(u, w, t + s); 

(FMS₅) A(u, v, . ): (0, ∞) → (0,1]  is continuous. 

Definition 2.3: [9] It is SFMS, ensuring ∀ u, v, w ∈ Y the next items: 

(SFMS₁) A(u, v ) >  0; 

(SFMS₂) A(u, v ) = 1 ⇔   u = v; 

(SFMS₃) A(u, v ) = A(v, u ); 

(SFMS₄) A(u, v)  ∗  A(v, w)  ≤  A(u, w). 

{ui} named Cauchy, if lim
i,j→∞

A(ui, uj) = 1;  ui → u, if  lim
i→∞

 A(ui, u) = 1  

Definition 2.4: [3] It is EFMS, ensuring ∀ u, v, w ∈ Y and  ∀ t, s ≥ 0, the next items: 

(EFMS₁) A⁰(u, v, t ) > 0; 

(EFMS₂) A0(u, v, t) =  1 ⇔  u =  v; 

(EFMS₃) A⁰(u, v, t)  =  A⁰(v, u, t);  

(EFMS₄) A⁰(u, v, t)  ∗  A⁰(v, w, s)  ≤  A⁰(u, w, t + s)  ; 

(EFMS₅) A⁰u,v: [0, ∞) → (0,1]  is continuous; A0
u,v(t) = A⁰(u, v, t ). 

There are different completeness and Cauchy sequence definitions in FMS ([6],[8]). The 

authors adapted the M-Cauchy in [3] from FMS to EFMS. As follows; 

Definition 2.5: [3] A sequence {un} in Y is named Cauchy if, given ε ∈ (0,1), it can be find 

𝑛ε ∈ ℕ such that A⁰(un, um, 0 ) > 1 − ε for all n, m ≥ 𝑛ε . 

{un} is a Cauchy ⇔  lim
m,n

A⁰(un, um, 0) = 1. 

An EFMS is called complete if every Cauchy sequence is convergent. 

 

EFMS, defined in [3] and chosen as the study space in our article, is separated from FMS 

by the "t=0" point. This is the difference between Definition 2.2 and Definition 2.4 given 

above. For this reason, we examine the proof of theorems in EFMS in two cases; the first is 

"t>0", which denotes fuzzy metric spaces, the second is "t=0", which represents stationary 

fuzzy metric spaces.  

We continue with theorems and propositions about EFMS. 

Theorem 2.1: [3] Let be a fuzzy set on YxYx (0, ∞), and its extension A⁰ is on YxYx [0, ∞)   

given by ∀ u, v ∈ Y 

A0(u, v, t) = A(u, v, t),   t > 0  and A0(u, v, 0) = ⋀ A(u, v, t)t>0 . 

Then, (Y,A⁰,∗) is an EFMS  ⇔ (Y, A,∗)  is a FMS, A is called extendable ensuring 

  ∀ u, v ∈ Y, the condition ⋀ A(u, v, t)t>0 > 0. 

Proposition 2.1: [3] Let (Y, A,∗) be a FMS, given by NA(u, v) = ⋀ A(u, v, t)t>0  

Then, (NA,∗) is a SFMS on Y ⇔ ⋀ A(u, v, t) > 0t>0 ; ∀ u, v ∈ Y.   

It is clear that;  

   NA(u, v) = A0(u, v, 0) = ⋀ A(u, v, t)t>0  (1) 

Proposition 2.2: [3] Let (Y, A0, ∗) is complete ⇔ (Y, NA,∗) is complete. 
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H. Huang and coauthors [2] presented a new concept and they verified some fixed point 

theorems using it in FMS. And so, they modified and generalized some notions in the 

literature ones [1]. 

The class of  FH: [0,1] → (0, ∞) mappings is FH , ensuring ∀ u, v [0,1], 

 u < v implies FH(u) < FH(v). That is FH is strictly increasing. 

Definition 2.6: [2] Let (Y, A,∗) be a FMS and FH ∈ FH. ℑ: Y → Y is called a fuzzy                     

FH-contraction if ∃ τ ∈ (0,1) such that  

 τ. FH (A(ℑu, ℑv, t))  ≥  FH(A(u, v, t)) (2) 

for all u, v ∈ Y (u ≠ v) and t > 0. 

 

3. Main Theorems and Proofs 

 

We present FH⁰-fuzzy contraction. This new notion can be consider as extended version of 

the contraction which introduced by H. Huang and his coauthors [2]. In addition, we prove 

their theorems in the extended fuzzy metric space. And so, we obtain new results which are 

generalizations of ones exist in the literature. 

Definition 3.1: Let (Y, A0,∗) be an EFMS, FH ∈ FH  and an injective mapping ℑ: Y → Y is 

named  FH⁰-fuzzy contraction, if (2) is ensured for ∀ u, v ∈ Y and t ≥ 0.  

Theorem 3.1: Let (Y, A0,∗)  be a complete EFMS and lim
𝑡→0+

A(u, v, t) > 0. If the sequel items 

hold: 

i. ℑ is continuous, 

ii. ℑ is a FH⁰-fuzzy contraction, 

then ℑ has a unique fixed point in Y. 

Proof : The proof will be examine in two parts. 

I. t > 0; 

This case was proved in Theorem1's proof [2]. Because,  

A0
u,v(t) = Au,v (t)  ∀ u, v ∈ Y and t > 0, it is similar in FMS. 

II. t = 0; 

{un} is a Cauchy ⇔  lim
m,n

A⁰(un, um, 0) = 1 

Let u0 ∈ Y and the sequence {un}  in Y with un+1 = ℑun,  ∀ n ∈ ℕ.   

Provided that un+1 = un = ℑun, for some n ∈ ℕ, then   u∗ = un is fixed point of ℑ. 

We pressume that, un+1 ≠ un;  ∀ n ∈ ℕ. 

From (ii), using (1) and implementing (2) with u = un−1, v = un, t = 0, we obtain; 

 

FH(A0(ℑun−1, ℑun, 0)) = FH(NA(ℑun−1, ℑun)) 

 

                                                 > τ. FH(NA(ℑun−1, ℑun)) 

 

                                         ≥  FH(NA(un−1, un)) 

So, we have; 

FH(NA(ℑun−1, ℑun)) > FH(NA(un−1, un)) 
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Since FH is strickly increasing, we get; 

 

NA(un, un+1) > NA(un−1, un) 

 

{NA(un, un+1)} is a strickly increasing sequence. Also, since it is bounded from above, the 

sequence is convergent. 

And so, as n → ∞,  

NA(un, un+1) =  µ, µ ∈  [0,1] and n ∈  ℕ. 

It is obviously that,  

NA(un, un+1) <  µ, for n ∈  ℕ. 

As n → ∞,  

FH(NA(un, un+1)) = FH(µ) 

We assume that µ < 1, 

From (2) with u = un, v = un+1, t = 0, 

 

FH(NA(ℑun, ℑun+1)) > τ. FH(NA(ℑun, ℑun+1)) ≥  FH(NA(un, un+1)) 

 as n → ∞, 

FH(µ) > τ. FH(µ) ≥  FH (µ)  

Then FH(µ) = 0. It is a contradiction. 

So, as n → ∞, 

NA(un, un+1) = 1, n ∈  ℕ. 

Whether the sequence {un} is Cauchy or not is very important the proof. Assume that {un} 

is not Cauchy sequence. 

∃ ε ∈ (0,1) and {umk
} and {unk

} such that ∀ k ∈ ℕ and mk > nk ≥ k, we obtain 

NA(umk
, unk

) ≤ (1 − ε)  

NA(umk−1
, unk−1

) >  1 − ε  and  NA(umk−1
, unk

) > (1 − ε)  

And so using (SFMS₄), we have 

 

(1 − ε) ≥ NA(umk
, unk

) ≥ NA(umk−1
, unk−1

) ∗ NA(unk−1
, unk

) 

 

As k → ∞, 

lim
k→∞

(1 − ε) ≥ lim
k→∞

NA(umk
, unk

) ≥ lim
k→∞

NA(umk−1
, unk−1

) ∗ lim
k→∞

NA(unk−1
, unk

) 

And so, 

 

(1 − ε ) ≥ lim
k→∞

NA(umk
, unk

) > (1 − ε) 

We get, 

lim
k→∞

NA(umk
, unk

) = (1 − ε). 

In addition to, by (2) with implementing u = umk−1
, v = unk−1

, t = 0, we obtain 

FH (NA(ℑumk−1
, ℑunk−1

)) > τ. FH (NA(ℑumk−1
, ℑunk−1

)) ≥  FH(NA(umk−1
, unk−1

)) 

Since FH is strictly increasing on [0,1], 
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(1 − ε) ≥ NA(umk
, unk

) > NA(umk−1
, unk−1

) > (1 − ε) 

 

It is a contradiction. So, we get that {un} is a Cauchy. Because, Y is complete, ∃ u* ∈ Y :   

as n → ∞ and  un → u∗. 
 

 

Now we will prove that  ℑu∗ = u∗. 

From the contiunity of ℑ, 

u∗ = lim
n→∞

un+1 = ℑ( lim
n→∞

un)  =  ℑu∗.  

Now we want to show that whether u∗ is unique or not. Presume that u*and v∗ are two 

different fixed points of ℑ; we get*, 

FH(NA(ℑu∗, ℑv∗)) > τ. FH(NA(ℑu∗, ℑv∗)) ≥  FH(NA(u∗, v∗)) 

And so, we obtain 

NA(ℑu∗, ℑv∗) >  NA(u∗, v∗) =  NA(ℑu∗, ℑv∗). 

It is a contradiction. That is u* is unique. 

So, we complete the proof. 

 

Now we want to introduce and prove a new theorem. In fact, this theorem can be consider 

as a modified version proved in [2] (Theorem 3). 

Theorem 3.2: Let (Y, A0,∗)  be a complete EFMS and lim
𝑡→0+

A(u, v, t) > 0, ℑ: Y → Y be a 

mapping, FH ∈ FH  and ∀ u, v ∈ Y (u ≠ v), t ≥  0 there exists τ ∈  (0,1) such that 

τ.FH(A0(ℑu, ℑv, t)) ≥ FH(min{A0(u, v, t), A0(v, ℑv, t), A0(u, ℑu, t)})              (3) 

If FH or ℑ is continuous, ℑ has a unique fixed point in Y. 

Proof : The proof will be examine in two parts. 

I. t > 0; 

This case was proved in Theorem3's proof [2]. 

Because, A0
u,v(t) = Au,v (t) ∀ u, v ∈ Y, it is similar in FMS. 

II. t = 0; 

Let u0 ∈ Y and the sequence {un}  in Y with un+1 = ℑun,  ∀ n ∈ ℕ.   

Provided that un+1 = un = ℑun, for some n ∈ ℕ, then   u∗ = un is fixed point of ℑ. 

If un+1 ≠ un, ∀ n ∈ ℕ;  

Using (1) and (3) with u = un−1, v = un, t = 0, we obtain 

FH(A0(ℑun−1, ℑun, 0)) = FH(NA(ℑun−1, ℑun))                     

                                            > τ. FH(NA(ℑun−1, ℑun))                                  

                               ≥  FH(min{NA(un−1, un), NA(un, ℑun), NA(un−1, ℑun−1)}) 

                          ≥  FH(min{NA(un−1, un), NA(un, un+1), NA(un−1, un)}) 

                                        ≥  FH(min{NA(un−1, un), NA(un, un+1)}) 

And so, we get, 

FH(NA(ℑun−1, ℑun)) = FH(NA(un, un+1)) >  FH(min{NA(un−1, un), NA(un, un+1)}) 

If min{NA(un−1, un), NA(un, un+1)} = NA(un, un+1), 

NA(un, un+1) > NA(un, un+1). 

It is a contradiction. 
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If min{NA(un−1, un), NA(un, un+1)} = NA(un−1, un), 

NA(un, un+1) > NA(un−1, un).) 

We know that lim
n→∞

 un = u* , u*∈Y by the proof of Theorem 3.1. 

 

 

 

Assume that FH is continuous; 

Using (3) with u = un+1, v = un, t = 0, we obtain 

FH(A0(ℑun+1, ℑun, 0)) = FH(NA(ℑun+1, ℑun))                     

 

                                            > τ. FH(NA(ℑun+1, ℑun))        

 

                               ≥  FH(min{NA(un+1, un), NA(un, ℑun), NA(un+1, ℑun+1)}) 

For all n ∈ ℕ and t = 0.  

If ℑu* ≠ u*and as n → ∞,  

FH(NA(un+1, ℑu∗)) > τ. FH(NA(un+1, ℑu∗)) 

 

                                     ≥  FH(min{NA(un, u∗), NA(un, un+1), NA(u∗, ℑu∗)}) 

And we obtain, 

FH(NA(u∗, ℑu∗)) > τ. FH(NA(u∗, ℑu∗))  

 

                                ≥ FH(min{NA(u∗, u∗), NA(u∗, u∗), NA(u∗, ℑu∗)})  

 

                                = FH(min{1,1, NA(u∗, ℑu∗)})  

 

                                = FH(NA(u∗, ℑu∗)) 

So we obtain, 

FH(NA(u∗, ℑu∗)) = 0. 

It is a contradiction. Therefore ℑu* = u*, that is u* is a fixed point of ℑ. 

Pressume that ℑ is continuous; 

Since {un} is a sequence in Y with un+1 = ℑun and lim
n→∞

un  = u*, we obtain ℑu* = u*.  

That is u* is a fixed point of ℑ. 

Now we prove the uniquesness of u*.  

Presume that ℑ have two different fixed points; u*and v*. 

Using (1) and (3) implementing with u = u*and v = v∗, t=0 we obtain, 

FH(A0(ℑu∗, ℑv∗, 0)) = FH(NA(ℑu∗, ℑv∗))                     

 

                                        > τ. FH(NA(ℑu∗, ℑv∗)) 

 

          ≥  FH(min{NA(u∗, v∗), NA(v∗, ℑv∗), NA(u∗, ℑu∗)}) 

 

      ≥  FH(min{NA(u∗, v∗), NA(v∗, v∗), NA(u∗, u∗)}) 
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                                         =  FH(min{NA(u∗, v∗), 1,1}) 

 

                                         =  FH(min{NA(u∗, v∗)}) 

 

 

And so, we get, 

FH(NA(u∗, v∗)) > FH(NA(u∗, v∗)). 

It is a contradiction. Therefore ℑ has a unique fixed point. 

The proof is completed. 

4. Conclusion 

In this article, we proved some fixed point theorems in the literature, in extended fuzzy 

metric spaces, using new concepts. In the proofs, we specifically examined for "t=0",  in 

which case we worked with stationary fuzzy metrics. The difference between fuzzy metrics 

and extended fuzzy metrics comes from "t=0"point. The case of F "t>0" is already the 

same as fuzzy metrics. So, we provide some methods to the researchers who want to work 

on fixed point theorems via various contractive mappings in the extended fuzzy metrics. If 

we can inspire researchers, it will be a source of happiness for us.  
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Abstract 

With the rapid increase in energy consumption, the production and storage of solar energy from renewable 

energy sources has become a important subject. The problem of low-efficiency energy transfer from the solar 

panel has been overcome with the maximum power point tracking (MPPT) methods and algorithms. In this 

study, an isolated MPPT, constant current (CC), constant voltage (CV) solar battery charging circuit with 

perturb and observe (P&O) algorithm is proposed. Three different modes (MPPT, CC, CV) work together in 

the proposed solar battery charging circuit. Panel and battery current and voltage values are constantly measured 

by the microcontroller, and according to these values, the algorithm determines which mode the circuit will 

operate in. The converter is constantly trying to transfer maximum power to the battery in every mode it 

operates. The CC and CV modes in the converter also try to achieve maximum power continuously and quickly, 

and their algorithms are much easier and simpler than traditional PID controls. Another advantage of the 

algorithm is that it has a direct transition between modes, thanks to its fast response in terms of efficiency and 

protection. After changing the duty (D) in any mode, it is checked whether it is necessary to switch to the other 

two modes without returning to the beginning. Theoretical analyzes have been verified by the application of a 

battery charging circuit with 120 W output power, 12 V output voltage and 10 A output current.  

Keywords: Maximum Power Point Tracking, Solar Energy, Constant Current, Constant Voltage, Battery 

Charger  
 

İzoleli MPPT, CC, CV Solar Akü Şarj Devresi Tasarımı ve Uygulaması 

Öz 

Enerji tüketiminin hızla artması ile birlikte yenilenebilir enerji kaynaklarından güneş enerjisinin üretimi ve 

depolanması önemli bir konu haline gelmiştir. Güneş panelinden düşük verimle enerji aktarımı sorunu ise 

maksimum güç noktası takip (MPPT) yöntemi ve algoritmaları ile birlikte aşılmaya başlanmıştır. Bu çalışmada 

değiştir ve gözle (P&O) algoritmalı, izoleli, MPPT, sabit akım (CC), sabit gerilim (CV) solar akü şarj devresi 

sunulmuştur. Sunulan solar akü şarj devresinde 3 farklı mod (MPPT, CC, CV) birlikte çalışmaktadır. MPPT 

yöntemi olarak sade yapılı, değiştir ve gözle (P&O) algoritması kullanılmaktadır. Panel ve akü akım – gerilim 

değerleri sürekli olarak mikroişlemci tarafından ölçülmektedir ve bu değerlere göre algoritma, devrenin hangi 

modda çalışacağını belirlemektedir. Dönüştürücü çalıştığı her modda sürekli olarak maksimum gücü aküye 

aktarmaya çalışmaktadır. Dönüştürücüde bulunan CC ve CV modları da sürekli ve hızlı bir şekilde maksimum 

gücü elde etmeye çalışmaktadır ve algoritmaları geleneksel PID kontrollere göre çok daha kolay ve sadedir. 

Algoritmanın bir diğer avantajı ise verimlilik ve koruma açısından hızlı tepki vermesi sayesinde modlar arasında 

direkt geçiş bulundurmasıdır. Herhangi bir modda doluluk oranı (D) değiştirildikten hemen sonra başa 

dönmeden diğer iki moda geçilip geçilmemesi gerektiğine bakılmaktadır. Teorik analizler, 120 W çıkış gücü, 

12 V çıkış gerilimi ve 10 A çıkış akımı değerlerine sahip akü şarj devresi uygulaması ile doğrulanmıştır. 

Anahtar Kelimeler: Maksimum Güç Noktası Takibi, Solar Enerji, Sabit Gerilim, Sabit Akım, Akü Şarj Cihazı 
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1. Introduction 

With the development of technology, the demand for electrical energy is increasing rapidly, 

however, many reasons such as the danger of exhaustion of resources like oil and natural gas, 

non-renewable and harmful to human health encourage people to produce electricity from 

renewable energy sources [1]. Solar panels are used to generate electricity from the sun, which 

is an endless source of energy. The biggest problem with electricity generation from solar 

panels is that low efficiency electricity that can be produced due to variables such as light and 

temperature [2]. In recent years, maximum power point tracking (MPPT) techniques have been 

used for higher efficiency electricity generation and storage. MPPT techniques aim to provide 

the maximum power that can be obtained from the panel according to variable conditions [3]. 

To implement the MPPT technique, many different methods are used, mainly perturb and 

observe algorithm (P&O), incremental conductance algorithm (INC), fuzzy logic (FL) [4]. On 

the other hand, in conventional battery charging systems, constant voltage (CV) and constant 

current (CC) methods are generally used [5]. 

DC-DC converters are divided into two groups as isolated and non-isolated. Isolated converters 

provide isolation by transferring the input power to the output through the transformer. 

Although isolated converters seem to be disadvantageous due to their higher cost, preference is 

of great importance in terms of system and human health, and making an isolated design 

increases the usability and usage areas of the design [6-7]. 

In this study, P&O algorithm, isolated, MPPT, CC, CV solar battery charging circuit design 

and application is proposed. In the proposed battery charging circuit, 3 different modes 

(MPPT, CC, CV) work together. As the MPPT method, the simple structured perturb and 

observe (P&O) algorithm is used. Thanks to the designed algorithm, the panel and battery 

current and voltage values are constantly measured, and it determines which mode of the 

circuit will operate. The circuit is constantly trying to transfer maximum power to the battery 

in every mode it works. CC and CV modes in the circuit also try to achieve maximum power 

continuously and quickly, and their algorithms are much easier and simpler than the pre-

designed PID controls [8-9-10]. In addition, the proposed battery charging circuit algorithm 

includes overvoltage protection (OVP), undervoltage protection (UVP), overcurrent 

protection (OCP) and soft start (SS). The proposed P&O algorithm design has been verified 

by the application of the battery charging circuit with 120 W output power, 12 V output 

voltage and 10 A output current. 

2. Material and Methods  

The proposed isolated MPPT, CC, CV solar battery circuit with P&O algorithm converts the 

energy from the sun into electrical energy with the help of the solar panel. The electrical energy 

obtained from the solar panel is charged by an isolated DC-DC converter to the battery at the 

output. While the energy obtained from the solar panel is transferred to the battery, the MPPT 

algorithm is used, while the MPPT algorithm is provided by the microcontroller. The general 

scheme of the circuit's operation is shown in Figure 1. 
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Figure 1. General Scheme of Circuit’s Opeation. 

2.1 Solar Panel 

Solar panel formed by parallel and series connection of solar cells; it converts the rays coming 

from the solar energy into electrical energy. There are two types of solar panels, 

monocrystalline and polycrystalline, and monocrystalline panels have higher efficiency [11]. 

A monocrystalline solar panel with a power of 150 W is used in the proposed battery charging 

circuit. The electrical properties of the selected solar panel shared in Table 1.  

Table 1. Electrical Charecteristics of Proposed Circuit’s Solar Panel. 

Panel Power 150 W 

Max. Open Circuit Voltage 23.8 V 

Maximum Point Voltage 20.7 V 

Max. Short Circuit Current 7.61 A 

Maximum Point Current 7.25 A 

Max. System Voltage  1000 V 

 

2.2 DC-DC Converter Circuit 

The DC electrical energy obtained from the sun is transferred to the battery by isolating it via a 

two-switch forward DC-DC converter and the battery is charged. In this study, an isolated 

MPPT, CC, CV solar battery circuit with P&O algorithm by using a two-switch forward 

converter which is an isolated converter is proposed. The aim of using an isolated converter in 

the design; to consider system and human health, to make the usage areas of design wider. 
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Two-switch forward (TSF) DC-DC converters are more advantageous in terms of cost and ease 

of control than other isolated converters such as half-bridge and full-bridge.TSF converters are 

known for their durability and they are often used at medium power levels [12].  

 

Figure 2. Two Switch Forward DC-DC Converter Schematic. 

The schematic of the proposed DC-DC converter circuit is shown in Figure 2. DC-DC converter 

is designed to operate at 16 – 30 V input voltages, considering protection, solar panel electrical 

properties and cost issues. The converter works up to 120 W power and its control is provided 

by a microcontroller. 

2.3 Control – Feedback Circuit 

The proposed battery charging circuit is controlled by a microcontroller. In the battery charging 

circuit, continuous voltage is obtained from the solar panel, but the battery is not charged at low 

and high panel voltages.  

In Figure 3, the electrical characteristic graph of the solar panel is shared. As can be seen from 

the graph, the panel power takes its maximum value at the point where the panel voltage and 

current multiply at the maximum.  

 

Figure 3. Electrical Characteristics of the Solar Panel. 

In order to transfer the maximum value of the panel power to the output, the panel current and 

voltage must be constantly observed. The panel voltage is read in the ADC channel of the 

microcontroller with the classical voltage divider method. The panel current is read with an 

isolated hall current sensor considering situations such as short circuit and high current.  
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Batteries have maximum charge voltage and current values. The proposed solar battery 

charging circuit has constant current (CC) and constant voltage (CV) modes. In order to use 

these modes, the battery charging voltage and current must be constantly checked. In the 

proposed solar battery charging circuit, the battery voltage is transmitted to the microcontroller 

with isolation by using an optocoupler. The battery charging current is read with isolation by 

using hall current sensor, just like the panel current.  

The solar panel current and voltage and battery charging current and voltage values are 

continuously read by the microcontroller and the microcontroller generates the PWM signal 

through the algorithm inside according to the these values and the duty (D) is constantly 

updated. 

2.4 Battery 

Lead-Acid batteries are the most common types of batteries used from the past to present, due 

to their low cost and rechargeable nature. Since they give high current, they can be used in 

projects that require high power and are widely used in solar energy systems, automobiles, etc. 

[13-14]. 

The proposed solar battery charging circuit is designed to charge a 12 V – 10 A lead-acid 

battery. In addition, the circuit is suitable for charging batteries as Li-Ion and LiFePO4. 

3. Control Methodology  

The proposed solar battery charging circuit works in 3 different modes with the MPPT method. 

The microcontroller constantly measures the panel and battery voltage and current values, and 

takes the average of 50 analog to digital conversion (ADC) readings for each value to reach a 

clearer result and operates according to the average values. The basic flow diagram of the 

proposed solar battery charging circuit shown in Figure 4. 

According to the flowchart shown in Figure 4, the algorithm has high and low voltage 

protections, if the solar panel voltage value is outside the determined minimum and maximum 

values, it does not produce a PWM signal and continues to measure continuously. If the voltage 

value is within the specified range, which goes to the next step, mode selection. 

For the mode selection process, the predetermined 𝐶𝑉𝑙𝑖𝑚𝑖𝑡 and 𝐶𝐶𝑙𝑖𝑚𝑖𝑡 values are checked. 

𝐶𝑉𝑙𝑖𝑚𝑖𝑡 value indicates battery charge voltage limit value and 𝐶𝐶𝑙𝑖𝑚𝑖𝑡 value indicates battery 

charge current limit value. If the measured battery voltage is less than the determined 𝐶𝑉𝑙𝑖𝑚𝑖𝑡 

value and the measured battery current is less than the determined 𝐶𝐶𝑙𝑖𝑚𝑖𝑡 value, the MPPT 

mode works. If the measured battery voltage value is greater than 𝐶𝑉𝑙𝑖𝑚𝑖𝑡, CV mode works. 

And if the measured battery value is greater than 𝐶𝐶𝑙𝑖𝑚𝑖𝑡, CC mode works. 
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Figure 4. Basic Flowchart of the Circuit. 

PWM signal is generated according to the D value determined in the operating mode and these 

signals are transferred to the switches of the two-switch forward DC-DC converter via the 

isolated drive circuit. And by going back to the beginning, it is checked in which mode the 

algorithm will work. This process continues continuously until the solar panel is disconnected. 

3.1 MPPT Mode 

If the battery voltage and battery current values are lower than the limit values, it works in 

MPPT mode. The simple structured P&O algorithm is used as the MPPT method. The basic 

flowchart of the MPPT mode is shown in figure 5. 

The panel power is calculated by multiplying the solar panel voltage 𝑉𝑝𝑎𝑛𝑒𝑙 and current 𝐼𝑝𝑎𝑛𝑒𝑙 

values, which are measured and averaged at the start of the MPPT mode. The calculated power 

value is compared with the previous power value. If the power has increased, the D value is 

increased, if the power has decreased, the D value is decreased, and if the power has not 

changed, the D value remains constant. 

Immediately after changing the D value in MPPT mode, it is checked whether the battery 

voltage and current exceed the CV and CC limit values before the code returns. In such a case, 

CV or CC mode algorithms are activated directly without returning the code to the beginning. 
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Figure 5. Basic Flowchart of MPPT Mode. 

3.2 CV Mode 

In case the battery voltage is higher than the determined battery charge voltage limit value, the 

CV mode algorithm starts to work. The basic flow diagram of CV mode operation is shown in 

figure 6.  

When the CV mode starts, the battery voltage is checked again, if it is between the determined 

minimum and maximum limits, D is increased and the maximum power is tried to be obtained 

continuously, in line with the MPPT logic. If the battery voltage value is higher than the 

determined maximum limit, the D value is reduced to prevent damage to the battery and the 

voltage is reduced to the CV value range. 

Just like in MPPT mode, the battery voltage and current values are checked immediately after 

PWM signal is applied to the switches in CV mode, and if the battery charge current value is 

greater than 𝐶𝐶𝑙𝑖𝑚𝑖𝑡, the CC mode is started, if the battery charge current value is lower than 

𝐶𝐶𝑙𝑖𝑚𝑖𝑡 and the battery If the charging voltage value is lower than 𝐶𝑉𝑙𝑖𝑚𝑖𝑡, MPPT mode is 

started. 
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Figure 6. Basic Flowchart of CV Mode. 

3.3 CC Mode 

When the battery charging current is above the specified limit value, the CC mode algorithm 

starts to work. The basic flow diagram of the CC mode algorithm is shown in Figure 7. 

CC mode stages and CV mode stages are similar. When the battery charging current is between 

the determined limits, the D value is continuously increased to obtain maximum power. If the 

battery charging current exceeds the maximum limit value, D is reduced.  

As in MPPT mode and CV mode, battery charge and voltage values are checked immediately 

after D value is changed and PWM signal is applied to the switches. If the battery charging 

voltage is above the 𝐶𝑉𝑙𝑖𝑚𝑖𝑡 value, the CV mode, if the battery charging voltage is below the 

𝐶𝑉𝑙𝑖𝑚𝑖𝑡 value and the charging current is below the 𝐶𝐶𝑙𝑖𝑚𝑖𝑡 value, the MPPT mode algorithms 

start to work. 
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Figure 7. Basic Flowchart of CC Mode. 

4. Application and Results 

 

Figure 8. Proposed Solar Battery Charger Circuit. 
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The PCB design of the presented P&O algorithm, isolated MPPT, CC, CV solar battery circuit 

is shown in Figure 8. The two-switch forward DC-DC converter of the battery charging circuit 

presented in Figure 8, the circuits and components of the panel and battery voltage reading 

methods, solar panel and battery connections, microprocessor location are shown by marking. 

The proposed solar charging battery circuit has been connected and tested with the algorithm 

designed for the circuit. Operating states, output current and voltage signals, PWM signal D 

change and other signals have been observed in MPPT, CC and CV modes, which are 3 different 

modes included in the algorithm. The signals were observed as instant value readings together 

with the program of the application in which the microcontroller was coded. 

 

Figure 9. MPPT Mode Operating Graphs of Proposed Design. 

In Figure 9, the graph of the circuit working in MPPT mode is shared. At the top of the graph, 

the panel power old value P(k-1) and the new measured value P(k) signals are seen. The lower 

part of the graph shows the variation of D in the same range. 

Figure 9 shows the change in power with ΔP and the change in value with ΔD. As explained in 

the algorithm, D value increases when ΔP > 0, D value decreases when ΔP < 0, and D remains 

constant where power variation is zero. 
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Figure 10. CV Mode Operating Graphs of Proposed Design. 

The CV mode operating graph is shown in Figure 10. On the upper part of the graph, there is 

the battery charge voltage error reading waveform, and on the lower part, there is the D change 

graph. In the circuit, the battery voltage is read by generating an error signal over the 

optocoupler. When the battery voltage is less than 12 V, the error is maximum, and when the 

battery voltage is 12 V, the error takes a determined minimum value.  

As can be seen from the graph in Figure 10 in CV mode, while trying to keep the battery voltage 

constant within a certain range, the D value is constantly increased within this range and 

maximum power is utilized. As soon as the battery charge voltage exceeds the determined 

maximum value, D is reduced and put into range again. 

 

Figure 11. CC Mode Operating Graphs of Proposed Design. 
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Figure 11 shows the signals of the CC mode application of the solar battery charging circuit. 

The battery charging current is shown at the top and the D change at the bottom. 

CC mod and CV mod work with similar logic. As seen in Figure 11, when the battery charging 

current is within the determined constant current range, the D value is constantly increasing, 

and when it exceeds the maximum limit value, it is decreased. Maximum power has been 

achieved continuously and the protection of the battery has been taken into account. Also, it is 

seen in the graph that the battery current is 0 for a certain period of time at the beginning, this 

indicates undervoltage protection, the battery is not charged because the panel voltage is lower 

than the specified limit value. 

5. Conclusion 

In this study, the design and application of isolated MPPT, CC, CV solar battery charging 

circuits for solar panels, the use of which is constantly increasing, is proposed. All components 

of the proposed solar battery charging circuit; solar panel, DC-DC converter, battery and P&O 

MPPT control algorithm) are explained in detail. The designed  algorithm for the proposed solar 

battery charging circuit and the algorithms of 3 different (MPPT, CC and CV) modes are 

explained separately. The solar battery charging circuit designed to implement the proposed 

method and the control connections of the circuit are shared. The proposed method is validated 

with a solar battery charging circuit with 120 W output power, 12 V – 10 A output voltage and 

current. In practice, signals belonging to MPPT, CC and CV modes have been examined. Along 

with the reviews, it has been seen that the algorithms of all three modes are designed to achieve 

maximum power at all times. It has been seen that the proposed P&O algorithm method, 

together with the signals and results, can be easily applied for MPPT solar battery charging 

circuits compared to other algorithms such as its equivalent PID. 
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Abstract 

In this paper, a new hybrid system, neutrosophic soft multisets is introduced. Also, we studied some basic 

properties such as subset, equal set, null set, absolute set, union, intersection, different on these concept. 

Furthermore, we introduced neutrosophic soft multi topological spaces. Some important notions such as open 

set, closed set, interior, closure on these topological spaces have investigated. The important properties of all 

studied concepts have been examined, some theorems have been proved and various examples have been 

presented.  
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Neutrosophic Esnek Çoklu Kümeler ve Neutrosophic Esnek Çoklu Topolojik Uzaylar 

Üzerine 

Öz 

Bu çalışma da, yeni bir hibrit sistem olan neutrosophic esnek çoklu kümeler tanıtılmaktadır. Ayrıca, alt küme, 

eşit küme, boş küme, mutlak küme, birleşim, kesişim, farklı gibi bazı temel özellikleri bu kavramlar üzerinde 

çalıştık. Dahası, neutrosophic esnek çoklu topolojik uzayları tanıttık. Bu topolojik uzaylar üzerinde açık küme, 

kapalı küme, iç, kapanış gibi bazı önemli kavramlar araştırılmıştır. İncelenen tüm kavramların önemli özellikleri 

araştırılmış, bazı önemli teoremler ispatlanmış ve konu ile ilgili çeşitli örnekler sunulmuştur. 

 

Anahtar Kelimeler:  çoklu kümeler, neutrosophic esnek çoklu kümeler, neutrosophic esnek çoklu topoloji. 

 

1. Introduction 

 A number of research on generalizations of fuzzy set (FS) notions have been conducted since 

the invention of the fuzzy set [47]. The theory of FSs is a generalization of the traditional theory 

of sets, in the sense that the theory of sets should have been a special instance of the theory of 

FSs. Following the generalisation of FSs, several researchers used the notion of generalised FSs 

to a wide range of scientific and technological domains. Chang [6] was the first to develop 

fuzzy topology (FT), while Coker [7] defined intuitionistic fuzzy topological space. Lupianez 

[16-18] and Salama et al. [36] are two scholars that explored topology using neutrosophic sets 

(NS). In 1963, Kelly [14] introduced the notion of bitopological space (BTS). The concept of 

fuzzy bitopological space (FBTS) was investigated by Kandil et al. [13]. Lee et al. [15] looked 
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at some of the properties of Intuitionistic Fuzzy Bitopological Space (IFBTS). Garg [11] used 

a modified scoring function to study how to rank interval-valued Pythagorean FSs. The TOPSIS 

approach based on Pythagorean FSs was addressed as a Pythagorean fuzzy method for order of 

preference by similarity to ideal solution (TOPSIS), which accepted the experts’ preferences in 

the form of interval-valued Pythagorean fuzzy decision matrices. In addition, [1,5,41,48] 

contains several investigations of the notion of Pythagorean FSs. The q-rung orthopair FSs were 

proposed by Yager [43], in which the sum of the qth powers of the membership (MS) and non-

MS degrees is limited to one [44]. For q-rung orthopair FSs, Peng and Liu [32] investigated the 

systematic transformation for information measures. Pinar and Boran [33] used a q-rung 

orthopair fuzzy multi-criteria group decision-making technique based on a unique distance 

measure to pick suppliers. As Molodtsov [25] points out, each of these hypotheses has its own 

set of problems. Molodtsov [24] proposed an entirely new advanced soft sets theory 

methodology for modeling ambiguity and uncertainty that is devoid of the complexities that 

plague current methods. The challenge of determining the membership function, as well as 

other related issues, does not arise in soft set theory. Soft sets are a subset of context-dependent 

fuzzy sets and are referred to as neighbourhood systems. By applying the knowledge reduction 

approach to the information table created by the soft set, Maji et al. [19] functionalized soft sets 

in multicriteria decision-making issues. They defined and investigated some basic concepts in 

soft set theory in [20]. Ozkan studied soft multi generalized regular set and soft multi 

generalized closed sets [26-27]. 

Smarandache [37] proposed a neutrosophic set and logic in 1999, in which neutrosophic sets 

are defined by the truth membership function (T), indeterminacy membership function (I), and 

falsity membership function (F). Classical sets, fuzzy sets, and intuitionistic fuzzy sets are all 

generalized in neutrosophic set theory. The theory is a strong tool for dealing with knowledge 

that is imperfect, uncertain, and inconsistent in the actual world. Bera and Mahapatra [3] 

explored several important conclusions while introducing the notion of neutrosophic soft 

topology. New notions in neutrosophic soft topological spaces were developed by Ozturk in 

[29]. The terms boundary, dense set, and neutrosophic soft basis are used to describe these 

notions. The notion of soft subspace on neutrosophic soft topological spaces is also discussed. 

With regard to soft points, several intriguing results are discussed. The greatest examples are 

used to obtain some difficult outcomes. Yolcu et al. [46] examined the images and inverse 

images of neutrosophic soft sets and redefined neutrosophic soft mapping. The authors went on 

to trace the core activities of neutrosophic soft mapping as well as other related features. The 

authors did an excellent job of applying neutrosophic soft mapping to decision-making 

challenges. Ozturk et al. [30, 31] are pioneers of innovative neutrosophic soft set procedures. 

On the basis of the operation outlined in [29]. Some of the outcomes are backed up by the most 

easily accessible instances. New notions of neutrosophic soft sets were presented by Gunduz et 

al. [12]. With respect to soft points, they developed new separation axioms in neutrosophic soft 

topological spaces. The link between these neutrosophic soft axioms has also been discussed. 

Also examined are the inside and closer of neutrosophic soft settings. Other structures are 

addressed using these notions as a foundation. The best examples are used to secure the majority 

of the tough results. Also Ozturk et. al. [28] investigated neutrosophic soft compact spaces. 
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Blizard [4] claimed that multisets go all the way back to the beginning of numbers, claiming 

that the number was typically represented as a group of n strokes, tally marks, or units in ancient 

times. Yager [42] first proposed the concept of fuzzy multiset (FMS) as fuzzy bags. We 

consider our focus to the core notions such as an open fuzzy multiset, closed fuzzy multiset, 

interior, closure, and continuity of fuzzy multiset in the purpose of brevity. In [42], Yager 

introduced the idea of FMS (fuzzy bag) to generalize the FS, and in [42], he presented a calculus 

for them. An FMS element can appear more than once, with the same or distinct MS values. 

There has been some research on the multi fuzzy set [22,23,35], the intuitionistic fuzzy multiset 

[10,34,32,39], and the neutrosophic multiset [2,8,38,40,45]. The set theories discussed above 

have been applied to a variety of situations, including real-life decision-making difficulties. 

In this paper, we introduced a new hybrid system neutrosophic soft multisets and neutrosophic 

soft multi topological spaces as an update for the research in neutrosophic multisets. 

Furthermore, we attempted to prove several of these features and provided instances. The 

neutrosophic multi almost topological group was defined using the notion of neutrosophic multi 

nearly continuous mapping, and several features and theorems of the neutrosophic multi almost 

topological group were investigated. In the section 3, we present and investigated neutrosophic 

soft multiset structure and some notions such as complement, union, intersection, different, 

subset, equal set, null set, absolute set on these set structure. We have proved important 

theorems about these concepts and presented various examples. In the section 4, we introduced 

neutrosophic soft multi topological spaces. Furthermore, we investigated some properties such 

as open set, closed set, interior, closure on these topological structur. Also, We have proved 

important theorems about these notions and presented various examples. 

 

2. Preliminaries 

 

Definition 2.1 [37] Let   be an initial universe. Then a neutrosophic set N  on   is defined 

as follows: 

  = , ( ), ( ), ( ) : ,N N NN h T h I h F h h   

where ,T  ,I  : ] 0,1 [F     and 0 ( ) ( ) ( ) 3 .N N NT h I h F h       

 

Definition 2.2 [24] Let   be an initial universe,   be a set of all parameters and ( )P   denotes 

the power set of .  A pair ( , )H   is called a soft set over ,  where H  is a mapping given by 

: ( )H P  . 

In other words, the soft set is a parameterized family of subsets of the set  . For ,   

( )H   may be considered as the set of   elements of the soft set ( , ),H   or as the set of  

approximate elements of the soft set, i.e., 

  ( , ) = ( , ( )) : , : ( ) .H E e H e e E H E P X   

 Firstly, neutrosophic soft set defined by Maji [21] and later this concept has been modified by 

Deli and Bromi [9] as given below: 
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Definition 2.3 Let   be an initial universe set and   be a set of parameters. Let ( )P   denote  

the set of all neutrosophic sets of  . Then, a neutrosophic soft set  ,H   over   is a set 

defined by a set valued function H  representing a mapping : ( )H P   where H  is called 

approximate function of the neutrosophic soft  set  ,H  . In other words, the neutrosophic soft 

set is a parameterized family of some elements of the set ( )P   and therefore it can be written 

as a set of ordered pairs, 

     ( ) ( ) ( )
, = , , ( ), ( ), ( ) : :

H H H
H h T h I h F h h E

  
      

 

where 
( ) ( ) ( )

( ), ( ), ( ) [0,1]
H H H

T h I h F h
  

 , respectively called the truth-membership, 

indeterminacy-membership, falsity-membership function of ( )H  . Since supremum of each 

,T  ,I  F  is 1 so the inequality 
( ) ( ) ( )

0 ( ) ( ) ( ) 3
H H H

T h I h F h
  

     is obvious.  

 

Definition 2.4 [38] A neutrosophic multiset is a type of neutrosophic set in which one or more 

elements with the same or different neutrosophic components are repeated several times.

 

3. Main Theorem and Proof 

 

Definition 3.1 Let   be a universe,   be a set of parameters. Let ( )P   denote the all 

neutrosophic multisets of .  Then a neutrosophic soft multiset ( , )
nm

H   over   is a set valued 

function 
nm

H  representing a mapping : ( )
nm

H P   where 
nm

H  is called approximate 

function of the neutrosophic soft multiset ( , ).
nm

H   A neutrosophic soft multiset ( , )
nm

H   on 

  can be defined as follows: 

 

 
 

 

1 2

( ) ( ) ( )

1 2

( ) ( ) ( )

1 2

( ) ( ) ( )

, < , ( ), ( ),..., ( ) ,

( ), ( ),..., ( ) ,
( , ) =

( ), ( ),..., ( ) >:

: , = 1,2,...,

i

nm nm nm
H H H

i
nm nm nm nm

H H H

i

nm nm nm
H H H

h T h T h T h

I h I h I h
H

F h F h F h h

i k

  

  

  







  
  
  
   

   
  

  
  

  

 

where truth-membership sequence  1 2

( ) ( ) ( )
( ), ( ),..., ( ) ,i

nm nm nm
H H H

T h T h T h
  

 the indeterminancy-

membership sequence  1 2

( ) ( ) ( )
( ), ( ),..., ( )i

nm nm nm
H H H

I h I h I h
  

 and the falsity membership 
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sequence  1 2

( ) ( ) ( )
( ), ( ),..., ( )i

nm nm nm
H H H

F h F h F h
  

  and the sum of 
( )

( )i

nm
H

T h


, 
( )

( )i

nm
H

I h


, 

( )
( ) [0,1]i

nm
H

F h


  satisfies the condition 
( ) ( ) ( )

0 ( ) ( ) ( ) 3i i i

nm nm nm
H H H

T h I h F h
  

      for 

= 1,2,..., .i k  Here, the element  h  is repeated k  times for each parameter using in set.  

 

Example 3.1 Let 
1 2={ , }h h  be universe set and 

1 2= { , }   be a parameters. Let consider 

the neutrosophic soft multisets ( , )
nm

H   as follows; 

 

1

1

2

1

2

2

< ,(0.4,0.6,0.8), (0.4,0.5,0.7), (0.5,0.6,0.2) >
,

< ,(0.3,0.7,0.2), (0.5,0.5,0.3), (0.2,0.4,0.4) >
( , ) =

< ,(0.2,0.4,0.3), (0.4,0.5,0.7), (0.5,0.6,0.2) >
,

< ,(0.7,0.4,0.7), (0.5,0.5,0.3), (0.2,0.4,0

nm

h

h
H

h

h





 
 
 



.4) >

 
 
 
 

  
  
  

 

It is clear that above, = 3k  for the neutrosophic soft multiset ( , ).
nm

H   So , =1,2ih i   is 

repeated 3  times for each parameters using in set. This set can be written more clearly as 

follows. 

 

1 1 1

1

2 2 2

1 1 1

2

2

< ,(0.4,0.4,0.5) >,< ,(0.6,0.5,0.6) >,< ,(0.8,0.7,0.2) >
,

< ,(0.3,0.5,0.2) >,< ,(0.7,0.5,0.4) >,< ,(0.2,0.3,0.4) >
( , ) =

< ,(0.2,0.4,0.5) >,< ,(0.4,0.5,0.6) >,< ,(0.3,0.7,0.2) >
,

< ,(0.7,0.5

nm

h h h

h h h
H

h h h

h





 
 
 



2 2,0.2) >,< ,(0.4,0.5,0.4) >,< ,(0.7,0.3,0.4) >h h

 
 
 
 

  
  
  

 

 

 Definition 3.2 Let 
 

( ) ( ) ( )1

, < , ( ), ( ), ( ) >:
( , ) =

: , = 1,2,...,

i i i
nm nm nm nm

H H Hi i i

h T h I h F h h
H

i k

  
 



  
  

  

 and 

( ) ( ) ( )2 2 2 2

,< , ( ), ( ), ( ) >:
( , ) =

: , = 1,2,...,

i i i
nm nm nm nm

H H H
h T h I h F h h

H

i k

  
 



  
  

   
  

 be two neutrosophic soft 

multiset over the .  Then, there are the following relations: 

  

1.  1( , )
nm

H   is called to be neutrosophic soft multi-subset of 2( , )
nm

H   is denoted by 

1 2( , ) ( , )
nm nm

H H    if 
( ) ( ) ( ) ( ) ( ) ( )

2 2 2

( ) ( ), ( ) ( ), ( ) ( )i i i i i i

nm nm nm nm nm nm
H H H H H Hi i i

T h T h I h I h F h F h
     

    

for all    and for all , = 1,2,..., .h i k  

2.  1( , )
nm

H   is called to be neutrosophic soft multi-equal of 2( , )
nm

H   is denoted by 

1 2( , ) = ( , )
nm nm

H H   if 
( ) ( ) ( ) ( ) ( ) ( )

2 2 2

( ) = ( ), ( ) = ( ), ( ) = ( )i i i i i i

nm nm nm nm nm nm
H H H H H Hi i i

T h T h I h I h F h F h
     

 

for all    and for all , = 1,2,..., .h i k  

3.  The complement of 1( , )
nm

H   is denoted by 1( , )
nm cH   and defined as follows: 
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  1
( ) ( ) ( )

( , ) = , < , ( ),1 ( ), ( ) >: : , = 1,2,...,
nm i i i

nm nm nm
H H Hi i i

H h F h I h T h h i k
  

       

4.  The union of 1( , )
nm

H   and 2( , )
nm

H   is denoted by 1 2 3( , ) ( , ) = ( , )
nm nm nm

H H H     and is 

defined as follows 

 3
( ) ( ) ( )

3 3 3

( , ) = ,< , ( ), ( ), ( ) >: : , =1,2,...,
nm

i i i

nm nm nm
H H H

H h T h I h F h h i k
  

  
  

    
  

 

where  

( ) ( ) ( )
3 1 2

( ) = max ( ), ( )i i i

nm nm nm
H H H

T h T h T h
  

 
 
 

 

( ) ( ) ( )
3 1 2

( ) = max ( ), ( )i i i

nm nm nm
H H H

I h I h I h
  

 
 
 

 

( ) ( ) ( )
3 1 2

( ) = min ( ), ( )i i i

nm nm nm
H H H

F h F h F h
  

 
 
 

 

5.  The intersection of 1( , )
nm

H   and 2( , )
nm

H   is denoted by 1 2 3( , ) ( , ) = ( , )
nm nm nm

H H H     

and is defined as follows 

 3
( ) ( ) ( )

3 3 3

( , ) = ,< , ( ), ( ), ( ) >: : , =1,2,...,
nm

i i i

nm nm nm
H H H

H h T h I h F h h i k
  

  
  

    
  

 

where  

( ) ( ) ( )
3 1 2

( ) = min ( ), ( )i i i

nm nm nm
H H H

T h T h T h
  

 
 
 

 

( ) ( ) ( )
3 1 2

( ) = min ( ), ( )i i i

nm nm nm
H H H

I h I h I h
  

 
 
 

 

( ) ( ) ( )
3 1 2

( ) = max ( ), ( )i i i

nm nm nm
H H H

F h F h F h
  

 
 
 

 

  

Definition 3.3 Let 1( , )
nm

H   and 2( , )
nm

H   be neutrosophic soft multiset over the .  The 

difference of 1( , )
nm

H   and 2( , )
nm

H   is denoted by 1 2 3( , )\( , ) = ( , )
nm nm nm

H H H    and is 

defined as follows; 

3 1 2( , ) = ( , ) ( , )
nm nm nm cH H H     

3
( ) ( ) ( )

3 3 3

( , ) = ,< , ( ), ( ), ( ) >: : , =1,2,...,
nm

i i i

nm nm nm
H H H

H h T h I h F h h i k
  

  
  

    
  

 

where 

( ) ( ) ( )
3 1 2

( ) = min ( ), ( )i i i

nm nm nm
H H H

T h T h F h
  

 
 
 

 

( ) ( ) ( )
3 1 2

( ) = min ( ),1 ( )i i i

nm nm nm
H H H

I h I h I h
  

 
 

 
 

( ) ( ) ( )
3 1 2

( ) = max ( ), ( )i i i

nm nm nm
H H H

F h F h T h
  

 
 
 
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 Definition 3.4 Let  ( , )
nm

pH p I   be a family of neutrosophic soft multisets over the  . 

Then 

 

( ) ( ) ( )
,< ,sup ( ) ,sup ( ) , inf ( ) >:

( , ) = ,

: , = 1,2,...,

i i i
nm nm nm nm

H H Hp p pp p I p I p I
i I

h T h I h F h h
H

i k

  
 



  


       
                

 
 

 

 

( ) ( ) ( )
,< ,inf ( ) , inf ( ) ,sup ( ) >:

( , ) = .

: , = 1,2,...,

i i i
nm nm nm nm

H H Hp p pp p I p I p I
i I

h T h I h F h h
H

i k

  
 



  


       
                

 
 

 

 

 Definition 3.5   

1.  A null neutrosophic soft multiset over the   is denoted by 
( , )

0 nm
 

 and defined as  

   
( , ) ( ) ( ) ( )

0 = ,< , ( ), ( ), ( ) >: : , = 1, 2,...,i i i

nm nm nm nmh T h I h F h h i k
      

  


   

where 
( ) ( )

( ) = 0, ( ) = 0i i

nm nmT h I h
   

 and 
( )

( ) =1.i

nmF h
 

 

2.  A absolute neutrosophic soft multiset over the   is denoted by 
( , )

1 nm
 

 and defined as  

   
( , ) ( ) ( ) ( )

1 = , < , ( ), ( ), ( ) >: : , = 1, 2,...,i i i

nm nm nm nmh T h I h F h h i k
      

  


   

where 
( ) ( )

( ) =1, ( ) =1i i

nm nmT h I h
   

 and 
( )

( ) = 0.i

nmF h
 

  

It is clear that  
( , ) ( , )

0 = 1
c

nm nm
  

 and  
( , ) ( , )

1 = 0 .
c

nm nm
  

  

 

Proposition 3.1 Let 1( , )
nm

H  , 2( , )
nm

H   and 3( , )
nm

H   be neutrosophic soft multi sets over the 

universe set  . Then, 

1.  1 2 3 1 2 3( , ) ( , ) ( , ) = ( , ) ( , ) ( , )
nm nm nm nm nm nm

H H H H H H            
      

 and 

1 2 3 1 2 3( , ) ( , ) ( , ) = ( , ) ( , ) ( , );
nm nm nm nm nm nm

H H H H H H            
      

 

2.  1 2 3 1 2 1 3( , ) ( , ) ( , ) = ( , ) ( , ) ( , ) ( , )
nm nm nm nm nm nm nm

H H H H H H H                
          

 and 

1 2 3 1 2 1 3( , ) ( , ) ( , ) = ( , ) ( , ) ( , ) ( , ) ;
nm nm nm nm nm nm nm

H H H H H H H                
          

 

 

3.  1 1
( , )

( , ) 0 = ( , )
nm nm

nmH H
 

    and 1
( , ) ( , )

( , ) 0 = 0 ;
nm

nm nmH
  

   
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4.  1
( , ) ( , )

( , ) 1 =1
nm

nm nmH
  

   and 1 1
( , )

( , ) 1 = ( , ).
nm nm

nmH H
 

     

Proof. Straightforward.  

Proposition 3.2 Let 1( , )
nm

H   and 2( , )
nm

H   be two neutrosophic soft multi sets over the 

universe set  . Then, 

1.  1 2 1 2( , ) ( , ) = ( , ) ( , ) ;
c

nm nm nm nm
c cH H H H      

  
 

2.  1 2 1 2( , ) ( , ) = ( , ) ( , ) .
c

nm nm nm nm
c cH H H H      

  
  

Proof. 1. For all e  and ,x   

( ) ( ) ( ) ( )
1 2 1 2

1 2

( ) ( )
1 2

,max ( ), ( ) ,max ( ), ( ) ,

( , ) ( , ) =

min ( ), ( )

i i i i

nm nm nm nm
H H H Hnm nm

i i

nm nm
H H

x T x T x I x I x

H H

F x F x

   

 

    
    

     
    

  
    

 

( ) ( ) ( ) ( )
1 2 1 2

1 2

( ) ( )
1 2

,min ( ), ( ) ,1 max ( ), ( ) ,

( , ) ( , ) = .

max ( ), ( )

i i i i

nm nm nm nmc H H H Hnm nm

i i

nm nm
H H

x F x F x I x I x

H H

T x T x

   

 

    
    

               
    

 

Now, 

1
( ) ( ) ( )

1 1 1

( , ) = , ( ),1 ( ), ( ) ,
nm

c i i i

nm nm nm
H H H

H x F x I x T x
  

 
  

 
 

2
( ) ( ) ( )

2 2 2

( , ) = , ( ),1 ( ), ( ) .
nm

c i i i

nm nm nm
H H H

H x F x I x T x
  

 
  

 
 

Then, 

      
 

   

( ) ( ) ( ) ( )1 2 1 2

1 2

( ) ( )1 2

( ) ( ) ( ) ( )1 2 1 2

( )1

, min ( ), ( ) , min 1 ( ) , 1 ( ) ,

( , ) ( , ) =

max ( ), ( )

, min ( ), ( ) ,1 max ( ), ( ) ,

max ( )

i i i i

nm nm nm nm
nm nm H H H Hc c

i i

nm nm
H H

i i i i

nm nm nm nm
H H H H

i

nm
H

x F x F x I x I x

H H

T x T x

x F x F x I x I x

T x

   

 

   



 

  





 
 
 
 
 

 
( )2

.

, ( )
i

nm
H

T x


 
 
 
 
 

 

Therefore, 1 2 1 2( , ) ( , ) = ( , ) ( , ) .
c

nm nm nm nm
c cH H H H      

  
 

2. It is obtained in a similar way.  

 

Example 3.2 Let 1 2 3= { , , }h h h  be universe set and 1 2= { , }   be a parameters. Let consider 

two neutrosophic soft multisets 1( , )
nm

H   and 2( , )
nm

H   as follows: 
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1

1 2

3
1

2

< ,(0.4,0.6,0.8,0.3), (0.4,0.5,0.7,0.6), (0.5,0.6,0.2,0.8) >

, < , (0.3,0.7,0.2,0.4), (0.5,0.5,0.3,0.8), (0.2,0.4,0.4,0.5) >

< , (0.4,0.6,0.8,0.3), (0.4,0.5,0.8,0.2), (0.7,0.5,0.3,0.6) >
( , ) =

<

,

nm

h

h

h
H





 
 
 
 
 


1

2

3

, (0.2,0.4,0.3,0.6), (0.4,0.5,0.7,0.6), (0.5,0.6,0.2,0.8) >

< , (0.7,0.4,0.7,0.5), (0.5,0.5,0.3,0.8), (0.2,0.4,0.4,0.5) >

< , (0.8,0.5,0.3,0.2), (0.6,0.4,0.3,0.4), (0.5,0.3,0.2,0.7) >

h

h

h

 
 
 
  
 

 
 
   

  






 

 

1

1 2

3
2

2

< ,(0.2,0.3,0.6,0.4), (0.2,0.3,0.2,0.2), (0.4,0.6,0.1,0.4) >

, < , (0.5,0.4,0.6,0.3), (0.6,0.7,0.4,0.4), (0.8,0.4,0.3,0.2) >

< , (0.5,0.5,0.7,0.4), (0.7,0.3,0.6,0.7), (0.4,0.4,0.5,0.6) >
( , ) =

<

,

nm

h

h

h
H





 
 
 
 
 


1

2

3

, (0.8,0.5,0.2,0.7), (0.6,0.3,0.4,0.3), (0.6,0.2,0.4,0.2) >

< , (0.6,0.5,0.4,0.3), (0.6,0.4,0.2,0.1), (0.4,0.5,0.8,0.6) >

< , (0.8,0.6,0.4,0.5), (0.5,0.3,0.4,0.2), (0.3,0.5,0.4,0.4) >

h

h

h

 
 
 
  
 

 
 
   

  






 

Then; 

1

1 2

3
1 2

< ,(0.4,0.6,0.8,0.4), (0.4,0.5,0.7,0.6), (0.4,0.6,0.1,0.4) >

, < , (0.5,0.7,0.6,0.4), (0.6,0.7,0.4,0.8), (0.2,0.4,0.3,0.2) >

< , (0.5,0.6,0.8,0.4), (0.7,0.5,0.8,0.7), (0.4,0.4,0.3,0.6) >
( , ) ( , ) =

nm nm

h

h

h
H H









  
1

2 2

3

< ,(0.8,0.5,0.3,0.7), (0.6,0.5,0.7,0.6), (0.5,0.2,0.2,0.2) >

, < , (0.7,0.5,0.7,0.5), (0.6,0.5,0.3,0.8), (0.2,0.4,0.4,0.5) >

< , (0.8,0.6,0.4,0.5), (0.6,0.4,0.4,0.4), (0.3,0.3,0.2,0.4) >

h

h

h



 
 
 

 


 
 
 
 
 








 
 
 

 

1

1 2

3
1 2

< ,(0.2,0.3,0.6,0.4), (0.2,0.3,0.2,0.2), (0.4,0.6,0.1,0.4) >

, < , (0.5,0.4,0.6,0.3), (0.6,0.7,0.4,0.4), (0.8,0.4,0.3,0.2) >

< , (0.5,0.5,0.7,0.4), (0.7,0.3,0.6,0.7), (0.4,0.4,0.5,0.6) >
( , ) ( , ) =

nm nm

h

h

h
H H









  
1

2 2

3

< ,(0.8,0.5,0.2,0.7), (0.6,0.3,0.4,0.3), (0.6,0.2,0.4,0.2) >

, < , (0.6,0.5,0.4,0.3), (0.6,0.4,0.2,0.1), (0.4,0.5,0.8,0.6) >

< , (0.8,0.6,0.4,0.5), (0.5,0.3,0.4,0.2), (0.3,0.5,0.4,0.4) >

h

h

h



 
 
 

 


 
 
 
 
 








 
 
 

 

1

1 2

3
1 2

< ,(0.4,0.6,0.1,0.3), (0.4,0.5,0.7,0.6), (0.5,0.6,0.6,0.8) >

, < , (0.3,0.4,0.2,0.2), (0.4,0.3,0.3,0.6), (0.5,0.4,0.6,0.5) >

< , (0.3,0.4,0.5,0.3), (0.3,0.5,0.4,0.2), (0.7,0.5,0.7,0.6) >
( , )\( , ) =

nm nm

h

h

h
H H








 

1

2 2

3

< ,(0.2,0.2,0.3,0.2), (0.4,0.5,0.6,0.6), (0.8,0.6,0.2,0.8) >

, < , (0.4,0.4,0.7,0.5), (0.4,0.5,0.3,0.8), (0.6,0.5,0.4,0.5) >

< , (0.3,0.5,0.3,0.2), (0.5,0.4,0.3,0.4), (0.8,0.6,0.4,0.7) >

h

h

h



 
 
 

  


 
 
 
 
 







 
 
 
 

  

 

Definition 3.6 Let ( , )nmNSMS    be the family of all neutrosophic soft multi sets over the 

universe set   and 
nm

 be a subfamily of ( , )nmNSMS   . Then 
nm

  is known as neutrosophic 

soft multi topology on   if the given conditions are satisfied: 
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1.  
( , )

0 nm 
,

( , )
1

nm

nm



  

2.  The union of any number of neutrosophic soft multi sets in 
nm

  belongs to 
nm

  

3.  The intersection of finite number of neutrosophic soft multi sets in 
nm

  belongs to .
nm

   

Then , ,
nm

 
 

 
 

 is said to be a neutrosophic soft multi topological space over  . Each members 

of 
nm

  is said to be neutrosophic soft multi open set.  

 

Definition 3.7 Let , ,
nm

 
 

 
 

 be a neutrosophic soft multi topological space over   and 

 ,
nm

H   be a neutrosophic soft multi set over  . Then  ,
nm

H   is said to be neutrosophic 

soft multi closed set iff its complement is a neutrosophic soft multi open set .   

Proposition 3.3 Let , ,
nm

 
 

 
 

 be a neutrosophic soft multi topological space over  . Then 

1.  
( , )

0 nm 
 and 

( , )
1 nm 

 are neutrosophic soft multi closed sets over   

2.  the intersection of any number of neutrosophic soft multi closed sets is a neutrosophic soft 

multi closed set over   

3.  the union of finite number of neutrosophic soft multi closed sets is a neutrosophic soft multi 

closed set over  .  

Proof. It is easily obtained from the definition neutrosophic soft topological space and 

Proposition 3.2. 

 

Definition 3.8 Let ( , )nmNSMS    be the family of all neutrosophic soft multisets over the 

universe set  . 

1.  If  ( , ) ( , )
= 0 ,1 ,

nm

nm nm 


 
 then 

nm

  is said to be the neutrosophic soft multi indiscrete topology 

and , ,
nm

 
 

 
 

 is said to be a neutrosophic soft multi indiscrete topological space over  . 

2.  If = ( , ),
nm

nmNSMS    then 
nm

  is said to be the neutrosophic soft multi discrete topology 

and , ,
nm

 
 

 
 

 is said to be a neutrosophic soft multi discrete topological space over  .  

 

Proposition 3.4 Let 
1, ,

nm

 
 

 
 

 and 
2, ,

nm

 
 

 
 

 be two neutrosophic soft multi topological 

spaces over the same universe set  . Then 
1 2, ,

nm nm

  
 

  
 

 is neutrosophic soft multi topological 

space over  .  
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Proof. 1. Since 1( , ) ( , )
0 ,1

nm

nm nm 


 
  and 2( , ) ( , )

0 ,1
nm

nm nm 


 
 , then 1 2( , ) ( , )

0 ,1
nm nm

nm nm 
 

 
  . 

2. Suppose that   ,
nm

iH i I   be a family of neutrosophic soft multisets in 1 2

nm nm

  . 

Then   1,
nmnm

iH    and   2,
nmnm

iH    for all ,i I  so   1,
nmnm

i
i I

H 

    and   2,

nmnm

i
i I

H 

   . 

Thus   1 2,
nm nmnm

i
i I

H  

    . 

3. Let   , = 1,
nm

iH i n  be a family of the finite number of neutrosophic soft multisets 

in 1 2

nm nm

  . Then   1,
nmnm

iH    and   2,
nmnm

iH    for =1, ,i n  so   1
=1

,
n nmnm

i
i

H     and 

  2
=1

,
n nmnm

i
i

H    . Thus   1 2
=1

,
n nm nmnm

i
i

H      .  

 

Remark 3.1 The union of two neutrosophic soft multi topologies over   may not be a 

neutrosophic soft multi topology on  .  

 

Example 3.3 Let 
1 2 3= { , , }h h h  be universe set and 

1 2= { , }   be a parameters. Let consider 

neutrosophic soft multisets 1( , )
nm

H  , 2 3( , ), ( , )
nm nm

H H   and 4( , )
nm

H   as follows: 

 

1

1 2

3
1

2

< ,(0.8,0.6,0.7,0.4), (0.6,0.8,0.5,0.3), (0.4,0.5,0.3,0.2) >

, < , (0.7,0.8,0.6,0.5), (0.9,0.5,0.6,0.5), (0.2,0.4,0.4,0.5) >

< , (0.6,0.7,0.5,0.6), (0.7,0.6,0.8,0.7), (0.5,0.3,0.4,0.4) >
( , ) =

<

,

nm

h

h

h
H





 
 
 
 
 


1

2

3

, (0.7,0.7,0.6,0.6), (0.5,0.6,0.6,0.9), (0.5,0.4,0.6,0.2) >

< , (0.8,0.9,0.4,0.6), (0.7,0.8,0.8,0.5), (0.3,0.2,0.4,0.6) >

< , (0.7,0.7,0.8,0.6), (0.9,0.8,0.6,0.7), (0.5,0.1,0.6,0.3) >

h

h

h

 
 
 
  
 

 
 
   

  






 

 

1

1 2

3
2

2

< ,(0.6,0.5,0.7,0.3), (0.6,0.7,0.4,0.3), (0.6,0.6,0.4,0.4) >

, < , (0.7,0.6,0.4,0.4), (0.8,0.3,0.4,0.2), (0.5,0.6,0.7,0.6) >

< , (0.5,0.6,0.3,0.5), (0.5,0.4,0.6,0.5), (0.6,0.5,0.5,0.7) >
( , ) =

<

,

nm

h

h

h
H





 
 
 
 
 


1

2

3

, (0.5,0.6,0.4,0.4), (0.4,0.5,0.3,0.7), (0.7,0.6,0.7,0.5) >

< , (0.7,0.6,0.4,0.5), (0.5,0.7,0.6,0.3), (0.4,0.4,0.6,0.4) >

< , (0.5,0.4,0.7,0.6), (0.6,0.7,0.3,0.5), (0.6,0.3,0.7,0.4) >

h

h

h

 
 
 
  
 

 
 
   

  






 

 

1

1 2

3
3

2

< ,(0.4,0.3,0.5,0.3), (0.4,0.3,0.2,0.1), (0.7,0.8,0.5,0.6) >

, < , (0.6,0.5,0.3,0.2), (0.5,0.2,0.3,0.2), (0.6,0.8,0.9,0.8) >

< , (0.3,0.4,0.2,0.3), (0.4,0.3,0.5,0.2), (0.7,0.6,0.5,0.8) >
( , ) =

<

,

nm

h

h

h
H





 
 
 
 
 


1

2

3

, (0.4,0.3,0.2,0.3), (0.2,0.4,0.2,0.5), (0.8,0.7,0.9,0.9) >

< , (0.6,0.5,0.2,0.4), (0.4,0.3,0.2,0.2), (0.5,0.6,0.6,0.7) >

< , (0.4,0.3,0.6,0.6), (0.5,0.6,0.4,0.3), (0.7,0.5,0.8,0.6) >

h

h

h

 
 
 
  
 

 
 
   

  





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1

1 2

3
4

2

< ,(0.7,0.8,0.8,0.5), (0.8,0.7,0.7,0.4), (0.5,0.3,0.2,0.3) >

, < , (0.8,0.7,0.5,0.6), (0.8,0.6,0.5,0.3), (0.1,0.5,0.6,0.4) >

< , (0.7,0.9,0.4,0.7), (0.6,0.7,0.7,0.6), (0.4,0.3,0.2,0.4) >
( , ) =

<

,

nm

h

h

h
H





 
 
 
 
 


1

2

3

, (0.6,0.8,0.5,0.8), (0.7,0.8,0.5,0.8), (0.4,0.5,0.3,0.2) >

< , (0.8,0.8,0.5,0.5), (0.7,0.8,0.7,0.8), (0.2,0.2,0.4,0.3) >

< , (0.6,0.5,0.8,0.8), (0.7,0.8,0.6,0.6), (0.3,0.2,0.5,0.2) >

h

h

h

 
 
 
  
 

 
 
   

  






 

Then 

 1 2 31
( , ) ( , )

= {0 ,1 , ( , ), ( , ), ( , )}
nm nm nm nm

nm nm H H H
 


 

    

 and  

 2 42
( , ) ( , )

= {0 ,1 , ( , ), ( , )}
nm nm nm

nm nm H H
 


 

   

 are neutrosophic soft multi topological spaces over .  Since 1 4 1 2( , ) ( , ) ,
nm nmnm nm

H H        

then 1 2

nm nm

  is not a neutrosophic soft multi topology on .   

 

Definition 3.9 Let , ,
nm

 
 

 
 

 be a neutrosophic soft multi topological space over   and 

 , ( , )
nm nmH NSMS     be a neutrosophic soft multiset. Then, the neutrosophic soft multi 

interior of  ,
nm

H  , denoted  ,
nm

H  , is defined as the neutrosophic soft multi union of all 

neutrosophic soft multi open subsets of  ,
nm

H  . 

Clearly,  ,
nm

H   is the biggest neutrosophic soft multi open set that is contained by  , .
nm

H    

 

Example 3.4 Let 1 2 3= { , , }h h h  be universe set and 1 2= { , }   be a parameters. Let consider 

neutrosophic soft multisets 1( , )
nm

H   and 2( , )
nm

H   as follows: 

 

1

1 2

3
1

2

< ,(0.6,0.5,0.7,0.3), (0.6,0.7,0.4,0.3), (0.6,0.6,0.4,0.4) >

, < , (0.7,0.6,0.4,0.4), (0.8,0.3,0.4,0.2), (0.5,0.6,0.7,0.6) >

< , (0.5,0.6,0.3,0.5), (0.5,0.4,0.6,0.5), (0.6,0.5,0.5,0.7) >
( , ) =

<

,

nm

h

h

h
H





 
 
 
 
 


1

2

3

, (0.5,0.6,0.4,0.4), (0.4,0.5,0.3,0.7), (0.7,0.6,0.7,0.5) >

< , (0.7,0.6,0.4,0.5), (0.5,0.7,0.6,0.3), (0.4,0.4,0.6,0.4) >

< , (0.5,0.4,0.7,0.6), (0.6,0.7,0.3,0.5), (0.6,0.3,0.7,0.4) >

h

h

h

 
 
 
  
 

 
 
   

  





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1

1 2

3
2

2

< ,(0.7,0.8,0.8,0.5), (0.8,0.7,0.7,0.4), (0.5,0.3,0.2,0.3) >

, < , (0.8,0.7,0.5,0.6), (0.8,0.6,0.5,0.3), (0.1,0.5,0.6,0.4) >

< , (0.7,0.9,0.4,0.7), (0.6,0.7,0.7,0.6), (0.4,0.3,0.2,0.4) >
( , ) =

<

,

nm

h

h

h
H





 
 
 
 
 


1

2

3

, (0.6,0.8,0.5,0.8), (0.7,0.8,0.5,0.8), (0.4,0.5,0.3,0.2) >

< , (0.8,0.8,0.5,0.5), (0.7,0.8,0.7,0.8), (0.2,0.2,0.4,0.3) >

< , (0.6,0.5,0.8,0.8), (0.7,0.8,0.6,0.6), (0.3,0.2,0.5,0.2) >

h

h

h

 
 
 
  
 

 
 
   

  






 

then 1 21
( , ) ( , )

= {0 ,1 , ( , ), ( , )}
nm nm nm

nm nm H H
 


 

   is a neutrosophic soft multi topology on .  

Suppose that any 3( , ) ( , )
nm nmH NSMS     is defined as follows: 

 

1

1 2

3
3

2

< ,(0.8,0.6,0.7,0.4), (0.6,0.8,0.5,0.3), (0.4,0.5,0.3,0.2) >

, < , (0.7,0.8,0.6,0.5), (0.9,0.5,0.6,0.5), (0.2,0.4,0.4,0.5) >

< , (0.6,0.7,0.5,0.6), (0.7,0.6,0.8,0.7), (0.5,0.3,0.4,0.4) >
( , ) =

<

,

nm

h

h

h
H





 
 
 
 
 


1

2

3

, (0.7,0.7,0.6,0.6), (0.5,0.6,0.6,0.9), (0.5,0.4,0.6,0.2) >

< , (0.8,0.9,0.4,0.6), (0.7,0.8,0.8,0.5), (0.3,0.2,0.4,0.6) >

< , (0.7,0.7,0.8,0.6), (0.9,0.8,0.6,0.7), (0.5,0.1,0.6,0.3) >

h

h

h

 
 
 
  
 

 
 
   

  






 

Then 1 3
( , )

0 ,( , ) ( , ).
nm nm

nm H H
 

    Therefore, 3 1 1
( , )

( , ) = 0 ( , ) = ( , ).
nm nm nm

nmH H H
 

      

 

Theorem 3.1 Let , ,
nm

 
 

 
 

 be a neutrosophic soft multi topological space over   and 

 , ( , )
nm nmH NSMS    .  ,

nm

H   is a neutrosophic soft multi open set iff 

   , = ,
nm nm

H H  .  

Proof. Let  ,
nm

H   be a neutrosophic soft multi open set. Then the biggest neutrosophic soft 

multi open set that is contained by  ,
nm

H   is equal to  ,
nm

H  . Hence,    , = ,
nm nm

H H 

Conversely, it is known that  ,
nm

H   is a neutrosophic soft multi open set and if 

   , = ,
nm nm

H H  , then  ,
nm

H   is a neutrosophic soft multi open set.  

 

Theorem 3.2 Let , ,
nm

 
 

 
 

 be a neutrosophic soft multi topological space over   and 

   1 2, , , ( , )
nm nm nmH H NSMS     . Then, 

1.     1 1, = , ,
nm nm

H H
 

  
 
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2.   ( , ) ( , )
0 = 0nm nm  

 and  ( , ) ( , )
1 =1 ,nm nm  

 

3.         1 2 1 2, , , , ,
nm nm nm nm

H H H H        

4.         1 2 1 2, , = , , ,
nm nm nm nm

H H H H      
  

 

5.         1 2 1 2, , , , .
nm nm nm nm

H H H H       
  

  

Proof. 1. Let    1 2, = ,
nm nm

H H  . Then  2 ,
nmnm

H    iff    2 2, = ,
nm nm

H H  . So, 

   1 1, = ,
nm nm

H H
 

  
 

. 

2. Straighforward. 

3. It is known that      1 1 2, , ,
nm nm nm

H H H      and    2 2, ,
nm nm

H H   . Since 

 2 ,
nm

H   is the biggest neutrosophic soft multi open set contained in  2 ,
nm

H   and so, 

   1 2, ,
nm nm

H H   . 

4. Since      1 2 1, , ,
nm nm nm

H H H      and      1 2 2, , ,
nm nm nm

H H H     , then 

     1 2 1, , ,
nm nm nm

H H H     
  

 and      1 2 2, , ,
nm nm nm

H H H     
  

 and so, 

       1 2 1 2, , , ,
nm nm nm nm

H H H H       
  

. 

On the other hand, since    1 1, ,
nm nm

H H    and    2 2, ,
nm nm

H H   , then 

       1 2 1 2, , , ,
nm nm nm nm

H H H H       . Besides, 

       1 2 1 2, , , ,
nm nm nm nm

H H H H       
  

 and it is the biggest neutrosophic soft multi 

open set. Therefore,        1 2 1 2, , , ,
nm nm nm nm

H H H H       
  

. Thus, 

       1 2 1 2, , = , ,
nm nm nm nm

H H H H      
  

. 

5. Since      1 1 2, , ,
nm nm nm

H H H      and      2 1 2, , ,
nm nm nm

H H H     , then 

     1 1 2, , ,
nm nm nm

H H H     
  

 and      2 1 2, , ,
nm nm nm

H H H     
  

. Therefore, 

       1 2 1 2, , , ,
nm nm nm nm

H H H H       
  

.  
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Definition 3.10 Let , ,
nm

 
 

 
 

 be a neutrosophic soft multi topological space over   and 

 , ( , )
nm nmH NSMS     be a neutrosophic soft multiset. Then, the neutrosophic soft multi 

closure of  ,
nm

H  , denoted  ,
nm

H  , is defined as the neutrosophic soft multi intersection 

of all neutrosophic soft multi closed supersets of  ,
nm

H  . 

Clearly,  ,
nm

H   is the smallest neutrosophic soft multi closed set that containing 

 , .
nm

H    

 

Example 3.5 Let 
1 2 3= { , , }h h h  be universe set and 

1 2= { , }   be a parameters. Let consider 

neutrosophic soft multisets 1( , )
nm

H   and 2( , )
nm

H   as follows: 

 

1

1 2

3
1

2

< ,(0.6,0.5,0.7,0.3), (0.6,0.7,0.4,0.3), (0.6,0.6,0.4,0.4) >

, < , (0.7,0.6,0.4,0.4), (0.8,0.3,0.4,0.2), (0.5,0.6,0.7,0.6) >

< , (0.5,0.6,0.3,0.5), (0.5,0.4,0.6,0.5), (0.6,0.5,0.5,0.7) >
( , ) =

<

,

nm

h

h

h
H





 
 
 
 
 


1

2

3

, (0.5,0.6,0.4,0.4), (0.4,0.5,0.3,0.7), (0.7,0.6,0.7,0.5) >

< , (0.7,0.6,0.4,0.5), (0.5,0.7,0.6,0.3), (0.4,0.4,0.6,0.4) >

< , (0.5,0.4,0.7,0.6), (0.6,0.7,0.3,0.5), (0.6,0.3,0.7,0.4) >

h

h

h

 
 
 
  
 

 
 
   

  






 

 

1

1 2

3
2

2

< ,(0.7,0.8,0.8,0.5), (0.8,0.7,0.7,0.4), (0.5,0.3,0.2,0.3) >

, < , (0.8,0.7,0.5,0.6), (0.8,0.6,0.5,0.3), (0.1,0.5,0.6,0.4) >

< , (0.7,0.9,0.4,0.7), (0.6,0.7,0.7,0.6), (0.4,0.3,0.2,0.4) >
( , ) =

<

,

nm

h

h

h
H





 
 
 
 
 


1

2

3

, (0.6,0.8,0.5,0.8), (0.7,0.8,0.5,0.8), (0.4,0.5,0.3,0.2) >

< , (0.8,0.8,0.5,0.5), (0.7,0.8,0.7,0.8), (0.2,0.2,0.4,0.3) >

< , (0.6,0.5,0.8,0.8), (0.7,0.8,0.6,0.6), (0.3,0.2,0.5,0.2) >

h

h

h

 
 
 
  
 

 
 
   

  






 

then 1 21
( , ) ( , )

= {0 ,1 , ( , ), ( , )}
nm nm nm

nm nm H H
 


 

   is a neutrosophic soft multi topology on .  

Now, we will find neutrosophic soft multi closed sets as follows: 

 

1

1 2

3
1

2

< ,(0.6,0.6,0.4,0.4), (0.4,0.3,0.6,0.7), (0.6,0.5,0.7,0.3) >

, < , (0.5,0.6,0.7,0.6), (0.2,0.7,0.6,0.8), (0.7,0.6,0.4,0.4) >

< , (0.6,0.5,0.5,0.7), (0.5,0.6,0.4,0.5), (0.5,0.6,0.3,0.5) >
( , ) =

,

nm c

h

h

h
H





 
 
 
 
 


1

2

3

< ,(0.7,0.6,0.7,0.5), (0.6,0.5,0.7,0.3), (0.5,0.6,0.4,0.4) >

< , (0.4,0.4,0.6,0.4), (0.5,0.3,0.4,0.7), (0.7,0.6,0.4,0.5) >

< , (0.6,0.3,0.7,0.4), (0.4,0.3,0.7,0.5), (0.5,0.4,0.7,0.6) >

h

h

h

 
 
 
 
 

 
 
   

  







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1

1 2

3
2

2

< ,(0.5,0.3,0.2,0.3), (0.2,0.3,0.3,0.6), (0.7,0.8,0.8,0.5) >

, < , (0.1,0.5,0.6,0.4), (0.2,0.4,0.5,0.7), (0.8,0.7,0.5,0.6) >

< , (0.4,0.3,0.2,0.4), (0.4,0.3,0.3,0.4), (0.7,0.9,0.4,0.7) >
( , ) =

,

nm c

h

h

h
H





 
 
 
 
 


1

2

3

< ,(0.4,0.5,0.3,0.2), (0.3,0.2,0.5,0.2), (0.6,0.8,0.5,0.8) >

< , (0.2,0.2,0.4,0.3), (0.3,0.2,0.3,0.2), (0.8,0.8,0.5,0.5) >

< , (0.3,0.2,0.5,0.2), (0.3,0.2,0.4,0.4), (0.6,0.5,0.8,0.8) >

h

h

h

 
 
 
 
 

 
 
   

  








 

Suppose that any 3( , ) ( , )
nm nmH NSMS     is defined as follows: 

 

1

1 2

3
3

2

< ,(0.4,0.2,0.2,0.2), (0.1,0.2,0.1,0.5), (0.8,0.9,0.8,0.7) >

, < , (0.1,0.3,0.4,0.2), (0.2,0.3,0.2,0.5), (0.8,0.8,0.7,0.8) >

< , (0.3,0.1,0.2,0.3), (0.2,0.2,0.1,0.3), (0.8,0.9,0.5,0.8) >
( , ) =

<

,

nm

h

h

h
H





 
 
 
 
 


1

2

3

, (0.2,0.4,0.3,0.2), (0.2,0.1,0.3,0.2), (0.7,0.8,0.6,0.9) >

< , (0.1,0.1,0.2,0.3), (0.2,0.2,0.1,0.1), (0.8,0.9,0.6,0.7) >

< , (0.2,0.1,0.4,0.1), (0.2,0.2,0.3,0.2), (0.6,0.8,0.8,0.9) >

h

h

h

 
 
 
  
 

 
 
   

  






 

Then 1 2 3
( , )

1 ,( , ) ,( , ) ( , ).
nm nm nm

c c

nm H H H
 

     Therefore, 

3 1 2 2
( , )

( , ) = 1 ( , ) ( , ) = ( , ) .
nm nm nm nmc c c

nmH H H H
 

        

 

Theorem 3.3 Let , ,
nm

 
 

 
 

 be a neutrosophic soft multi topological space over   and 

 , ( , )
nm nmH NSMS    .  ,

nm

H   is neutrosophic soft multi closed set iff 

   , = ,
nm nm

H H  .  

Proof. Straightforward.  

 

Theorem 3.4 Let , ,
nm

 
 

 
 

 be a neutrosophic soft multi topological space over   and 

   1 2, , , ( , )
nm nm nmH H NSMS     . Then, 

1.     1 1, = , ,
nm nm

H H
 

  
 

 

2.   ( , ) ( , )
0 = 0nm nm  

 and  ( , ) ( , )
1 =1nm nm  

 

3.         1 2 1 2, , , , ,
nm nm nm nm

H H H H        

4.         1 2 1 2, , = , , ,
nm nm nm nm

H H H H      
  

 

5.         1 2 1 2, , , , .
nm nm nm nm

H H H H       
  
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Proof. 1. Let    1 2, = ,
nm nm

H H  . Then,  2 ,
nm

H   is a neutrosophic soft multi closed set. 

Hence,  2 ,
nm

H   and  2 ,
nm

H   are equal. Therefore,    1 1, = ,
nm nm

H H
 

  
 

. 

2. Straightforward. 

3. It is known that    1 1, ,
nm nm

H H    and    2 2, ,
nm nm

H H    and so, 

     1 2 2, , ,
nm nm nm

H H H     . Since  1 ,
nm

H   is the smallest neutrosophic soft multi closed 

set containing  1 , ,
nm

H   then    1 2, ,
nm nm

H H   . 

4. Since      1 1 2, , ,
nm nm nm

H H H      and      2 1 2, , ,
nm nm nm

H H H     , then 

     1 1 2, , ,
nm nm nm

H H H     
  

 and      2 1 2, , ,
nm nm nm

H H H     
  

 and so, 

       1 2 1 2, , , ,
nm nm nm nm

H H H H       
  

. 

Conversely, since    1 1, ,
nm nm

H H    and    2 2, ,
nm nm

H H   , then 

       1 2 1 2, , , ,
nm nm nm nm

H H H H       . Besides,    1 2, ,
nm nm

H H   
  

 is the smallest 

neutrosophic soft multi closed set that containing    1 2, ,
nm nm

H H   . Therefore, 

       1 2 1 2, , , ,
nm nm nm nm

H H H H       
  

. Thus, 

       1 2 1 2, , = , ,
nm nm nm nm

H H H H      
  

. 

5. Since        1 2 1 2, , , ,
nm nm nm nm

H H H H        and    1 2, ,
nm nm

H H   
  

 is the smallest 

neutrosophic soft multi closed set that containing    1 2, ,
nm nm

H H   , then 

       1 2 1 2, , , ,
nm nm nm nm

H H H H       
  

.  

 

Theorem 3.5 Let , ,
nm

 
 

 
 

 be a neutrosophic soft multi topological space over   and 

 , ( , )
nm nmH NSMS    . Then, 

1.     , = , ,

c
c

nm nm

H H
  

   
   
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2.     , = , .

c
c

nm nm

H H
   

    
   

  

Proof. 1. 

 

   

   

   

, = ( , ) : ( , ) ,

, = ( , ) : ( , ) ,

= ( , ) : ( , ) , = , .

NSMS
nm nm

c

cc NSMS
nm nm

c

c cnm nm nmc c

H G G H

H G G H

G G H H







 
       

 

   
          

    

   
         
   

 

2.     , = ( , ) : ( , ) ,
nmnm nm

H G G H        

    

   

, = ( , ) : ( , ) ,

= ( , ) : ( , ) , = ,

cc
nmnm nm

NSMS c c
nm nm

c c c

H G G H

G G H H





  
         

   

   
         

  

.  

 

4. CONCLUSION 

In this paper, we defined basic concept of neutrosophic soft multisets and neutrosophic soft 

multi topological spaces. The basic operations of neutrosophic soft multisets, namely, subset, 

equal set, null set, equal set, complement, union, intersection different and some basic 

properties of neutrosophic soft multi topological spaces, namely, open set, closed set, interior, 

closure have investigated. Novel numerical examples are given for definitions.Neutrosophic 

soft sets have an important place in the solution of decision making problems. We hope that 

with the newly defined neutrosophic soft multiset structure, important studies will be conducted 

on decision making processes. It is possible that this work will be extended in the future for: 1.  

Dealing neutrosophic soft multiset and topology with multi-criteria decision-making 

techniques. 2. Various topological concepts such as separation axioms, connectivity, 

compactness, using this structure. 3.  All concepts studied on NSS can be carried in accordance 

with this structure.  
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Abstract 

In this study we introduce a simple program for cyclic current–voltage (I–V) measurements for bipolar and 

unipolar resistive switching devices. This cyclic I-V measurement (CYC-IV) program was developed under the 

Keysight VEE Pro (Visual Engineering Environment Program) software and has a graphical interface. CYC-IV 

was developed for programming the Keysight B2912 Precision Source/Measure Unit (SMU) for I-V 

measurement of resistive switching devices in sweep mode. CYC-IV can be used in six different sweep modes. 

Moreover, the ramp rate, upper and lower limits of bias, cycle delay time and number of cycles easily define by 

user. Measurement results were visualized in three graphs that can be viewed simultaneously with the 

measurements.  

 

Keywords: Cyclic I-V, Sweep mode, VEE Pro, Resistive switching devices, SMU 

 

Döngüsel I-V Karakteristiklerinin Belirlenmesi için Ölçüm Sisteminin VEE Pro 

kullanarak Programlanması: Dirençli Anahtarlama Aygıtları Uygulaması 

Öz 

Bu çalışmada, iki kutuplu ve tek kutuplu dirençli anahtarlama aygıtları için döngüsel akım-gerilim (I–V) 

ölçümleri için basit bir program hazırlanmıştır. Bu döngüsel akım-gerilim ölçüm programı (CYC-IV) Keysight 

VEE Pro (Visual Engineering Environment Program) yazılımı altında geliştirilmiştir ve grafik arayüze sahiptir. 

CYC-IV, tarama modunda dirençli anahtarlama cihazlarının I-V ölçümü için Keysight B2912 Hassas 

Kaynak/Ölçüm Birimi'ni (SMU) programlamak üzere geliştirilmiştir. CYC-IV altı farklı tarama modunda 

kullanılabilir. Ayrıca gerilim artış hızı, üst ve alt gerilimin limitleri, döngü gecikme süresi ve döngü sayısı 

kullanıcı tarafından kolaylıkla tanımlanabilir. Ölçüm sonuçları, ölçümlerle aynı anda görüntülenebilen üç 

grafikte görselleştirildi. 

 

Anahtar Kelimeler: Döngüsel I-V, Tarama modu, VEE Pro, Dirençli anahtarlama aygıtları, SMU 
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1. Introduction 

Today, research laboratories are places where researchers from many disciplines work together 

and multi-tasks are carried out together. For this reason, researchers have to gain different 

abilities for different tasks, rather than specializing in a particular subject. For example, in a 

study on thin films, one or more of the thin film production techniques and basic 

characterization techniques should be known and easily applied by researchers. In addition, it 

is expected that the produced films will carry out studies on the possible application area. Such 

as, performance measurements of a film produced using metal-oxides for solar panel 

applications, applications to determine possible sensor properties or electrical characterization 

to be used as a possible electronic device. Due to the requirements mentioned above, researchers 

need to buy a new equipment or rearrange their basic equipment to measure the desired 

parameter in order to realize some specific applications. In its simplest form, this arrangement 

can be in the form of purchasing a new software package or making basic modifications as 

appropriate for the purpose [1-4]. 

Researchers generally uses a measurement setup, which has a software package that, come with 

this hardware. For this reason, studies for new applications of measurement setup are limited to 

this software. Many measurement devices can be reprogrammed for the purpose of the 

researcher using different programming languages and common command systems such as 

Standard Commands for Programmable Instruments (SCPI). However, in order to do this, the 

researcher needs to know programming languages such as C+, XML and/or Phyton [2, 5-7]. 

However, some manufacturers also offer the main software packages to the users in order to 

allow more flexible use of their devices [8]. Programs, such as VEE Pro and LabView, allow 

users to make appropriate measurements and calculations without the need to know any 

programming language [9-11]. In these type of interfaces, visual objects are used instead of 

command lines, variables and data can be defined with pre-defined programming objects 

instead of codes (see Figure 1.). So, this software packages allows the user for data recording, 

visualization, and basic calculations. VEE Pro is one of the most important graphical 

programming environment and generally used for building test systems and computation for 

researcher's specific demands [1, 2, 7, 11-14]. 

Non-volatile memories built on semiconductor substrate make an impressive progress and 

successfully scaled down to achieve large-capacity memories through improvements in 

photolithography technique [15]. However that they come up against technical and physical 

limits in the near future, so, three-dimensional structures and new materials are presented as 

alternatives. In this context, some metal oxides and polymers have attracted a great deal of 

attention for use as next-generation nonvolatile memories due to their resistive switching (RS) 

behavior. RS devices are cyclically changing their electrical resistivity values between different 

stable voltage levels under some certain electrical stresses conditions. These resistive states 

could be controlled and used to represent logic states in memories and computations [15, 16]. 

In this study, a program is introduced to make a programmable current-voltage measuring 

device used for current-voltage measurements of transistors and Schottky diodes suitable for 

multiple cyclic current-voltage measurements of RS devices using VEE Pro. Thus we create a 
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program can perform cyclic I-V measurements (when the equipped with SMU such as Agilent 

B2912), basic calculations, saving and visualizing the measurement results synchronously 

(Cyclic I-V measurement program, CYC-IV). Also our program allows users to control the 

electrical measurement processes of devices, which it’s not possible for many commercially 

available programs. It provides flexible measurement solutions and offers a new approach for 

user requirements in the electrical measurement process of RS devices. 

2. Material and Methods 

Basic electrical characterization of RS devices is based on cycled I-V data. Thus, electrical 

measurements are important for device fabrications and have to be performed with the high-

precision source-measure units under the certain conditions. Controlling the measurement 

environment and conditions is essential. In addition, it is necessary to define the measurement 

parameters flexibly in the program, to following the measurement process closely, and 

automatically save the data that emerges at the end of the process. All these requirements have 

been taken into account in the preparation of our program using VEE Pro. The prepared 

program (CYC-IV) contains more than 30 types VEE Pro objects in total. These objects 

includes instrument control transactions for B2912, loop elements, graphical interface, test data 

display elements, variables, program flow modifiers, some subscripts required for data logging, 

components that allow the user to input data, etc. (Figure 1.) [17]. 

 
Figure 1. Some of programming elements of VEE Pro used in CYC-IV. 

The components included here are combined using appropriate variable definition and data 

transmission paths. The basic steps of programming are as follows (Figure 2.);  

i. Creating of basic files  

ii. Defining variables and assigning values to some variables by the user  

iii. Defining process (measurement) parameters  
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iv. Measurement start, new variable assignments, temporary recording of results  

v. Completion of data permanently recording at the end of the measurement  

Figure 2. Main flow diagram and measurement subroutines of CYC-IV. 

3. Results and Discussion  

 

3.1.  RS Devices Characteristics and Cyclic I-V Measurements 

RS devices usually represent their switching characteristic parameters such as resistance value 

of high-resistance state (RHRS or RON) and resistance value of low-resistance state (RLRS or 

ROFF) ad their ratio (RON / ROFF), which could be used to calculate the energies set and reset 

condition (ESET and ERESET) can be easily found with the cyclic I-V measurements method. 

Typical I-V plots were obtained during the applied ramped voltage stresses (RVS) and current 

vs time (I-t) plots were obtained during the applied pulsed voltage stresses (PVS). In this 

method, RS behavior can be detected by applying RVS, which current raises and transitions 

occurs between the HRS-to-LRS (called a SET) and current drops and transitions occurs 

between the LRS-to-HRS (called a RESET) (Figure 3.). So, the current values in the forward 

and backward sweep directions are different for a given certain voltage (typically ∼0.1 V), and 

their resistances (RHRS and RLRS) can be calculated [16].  
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Figure 3. a) Typical I–V sweeps showing one cycle of bipolar RS device and b) unipolar RS 

device. 

 

3.2. Programming Details of CYC-IV 

CYC-IV was developed for cyclic I-V measurements of some devices by using the VEE Pro 

(v7.5). This program is focused on automation of Agilent B2912 SMU to help measure the 

cyclic switching behavior of RS devices. Throughout the programming steps, five programming 

stages are considered and applied on our flow diagram. Firstly, some requirements such as 

control the B2912A SMU for output status, bias/current compliance values, bias travel range 

and directions, certain increment rates for bias etc.) are defined. Also, all measurement data are 

could record without user command and sweep parameters can be described by user before the 

measurement. Secondly, basic programming task was created and virtual instrument 

components were used in process. In addition, a subroutine has been developed that will take 

place under the main loop of the program and will actually performs I-V measurements 

cyclically according to the parameters defined by the user  

Thirdly, Graphical User Interface (GUI) based development environment of VEE Pro was used 

for creating a task and some communication objects (instrument–computer), variables, data 

input objects for user, data display objects, loop/flow elements and file management 

components etc. in accordance with the flow chart. After that, start screen objects were placed 

in main user panel (user welcome screen) (Figure 4a.) and then, subroutine for the measurement 

task is arranged to sequentially run by user command (Figure 4b.). Also in here, “Current 

Directory Settings” button allows the user for file directory selection of measurement results. 

User can be select file names and their location on computer. 

a)                                                                     b) 
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Figure 4. a) Main user panel view and b) arrangement of programming objects and user-defined 

functions in the main panel. 

Subroutine part of our program allows the user for entering some measurement parameters and 

starting cyclic measurements (Figure 5.). Also, this subroutine was prepared to perform six 

different types of cyclic I-V measurements (sweep mode) and work with a user command 

(sweep mode) in Figure 5a.). Each type of f sweep mode has its own loop for generating a bias 

data (see on Figure 5b.). First four sweep mode scans both direction positive and negative biases 

and can be used bipolar RS device characterization. Last two mode performs voltage sweeps 

only one direction (semi-cycle) and belongs to unipolar RS device characterization. 

Panel view of subroutine can be seen in Figure 5a. In this panel, top-left side contains subroutine 

control buttons such as error clear for B2912A, cancel, back, polarity/connection control 

(Check Connection/Polarity - CCP). Bottom-left side of panel view contains user parameter 

define/select objects for measurement conditions such as compliance values for current and 

voltage of B2912 SMU, upper, lower and step size of bias cycle, cycle number, delay time for 

internal measurements and between the each cycles, and bias status graph for cycles. Right side 

of panel consist of two real-time graph, upper graph is I-V (logarithmic or linear scale can be 

chosen by user) and bottom graph is R versus time.  

a) 

 

 

 

b) 
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Figure 5. a) Subroutine’s panel view and b) objects of the program and their flow routine. 

Finally, each cycle was tested for stability under the different measurement parameters and data 

record options (dry run), and all program was documented.  

3.3. User Manual and Features of CYC-IV 

CYC-IV only runs under the VEE Pro software packages. Installing the VEE Pro or creating a 

RunTime version (see on user manual) of CYC-IV measurements can perform. After the run 

command main panel elements appears and clicking “Cyclic I-V Measurements” button starts 

the subroutine and its panel view. In here, user can select the measurement mode and define 

cyclic measurement parameters. For example, first mode for cyclic structure (sweep mode) is 

(0-HL-0-LL-0) starts with the applying 0 V on device via B2912 and continue with the 

increment (increment value equals the step size) up to the higher voltage limit (ramped voltage), 

then reaches the higher voltage limit and returns the 0 V by decreasing the bias (first half of 

a) 

 

 

 

 

 

 

 

b) 
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cycle). After that, bias voltage is carried out the lower limit of cycle then bias returns the 0 V 

similarly of first half (second half of cycle). The subroutine repeats this loops up to the number 

of cycles defined by the user. When the measurement completed all data files (*.dat) saved to 

“DATAS” folder, can be found in same directory with CYC-IV, with the time stamped and 

cycle numbered file name (Figure 6.). A “new measurement” or “stop” is selected in the pop-

up window that opens after all cycles are completed. 

 
a)                                                                     b) 

 

Figure 6. a) Typical data folder and b) data file. 

4. Conclusion 

Unlike its commercial equivalents, this program can be arranged to perform cyclic I-V 

measurements and make basic calculations. This allows the measurement system to be 

rearranged in line with user requirements in laboratories where different processes are carried 

out simultaneously and multidisciplinary studies are carried out. The program interface was 

GUI-based, allowing users to create programs without the need to write code. The CYC-IV 

program was successfully applicable to the cyclic I-V measurements of RS devices and re-

design for easily expand other similar applications such as sensors. Also, our program was still 

open to development and can be carried out to simulation and calculation of some specific 

parameters (e.g. set and reset times) of RS devices. 
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Abstract 

 

In this study, solutions of time-fractional differential equations that emerge from science and engineering have 

been investigated by employing reduced differential transform method. Initially, the definition of the derivatives 

with fractional order and their important features are given. Afterwards, by employing the Caputo derivative, 

reduced differential transform method has been introduced. Finally, the semi-analytical and numerical solutions 

of the fractional order Murray equation have been obtained by utilizing reduced differential transform method 

and results have been compared through graphs and tables. 

 

Keywords: Time-fractional differential equations, reduced differential transform methods, murray equations, 

caputo fractional derivative.  

 

 

Zaman-Kesirli Murray Reaksiyon-Difüzyon Denklemlerinin İndirgenmiş Diferansiyel 

Dönüşüm Yöntemiyle Sayısal Çözümü  

Öz 

Bu çalışmada mühendislik ve fen bilimlerinde ortaya çıkan zaman-kesirli diferansiyel denklemin yarı analitik 

ve sayısal çözümleri indirgenmiş diferansiyel dönüşüm metodu kullanılarak incelenmiştir. Öncelikle kesirli 

mertebeden türevlerin tanımı ve önemli özellikler verilmiştir. Daha sonra Caputo kesirli türev tanımı 

kullanılarak indirgenmiş diferansiyel metodu sunulmuştur. Son olarak, kesirli mertebeden Murray diferansiyel 

denkleminin yarı analitik ve sayısal çözümleri İndirgenmiş diferansiyel metodu kullanılarak elde edilmiştir. 

Elde edilen çözümler tablo ve grafik üzerinde gösterilerek karşılaştırılma yapılmıştır.  

 

Anahtar Kelimeler: Zaman-kesirli diferansiyel denklemler, indirgenmiş diferansiyel dönüşüm metodu, murray 

denklemleri, caputo kesirli türevi. 
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1. Introduction 

The mathematical modelling is highly important for defining and creating solutions for 

problems, which are encountered in science and engineering. As we know that there is no exact 

solution for most partial differential equations. The fact that these differential equations have 

fractional derivatives and non-linearity makes it difficult to produce analytical solutions. At this 

juncture, numerical methods come to the aid. Firstly, Zhou used the differential transformation 

method for solving linear and nonlinear initial value problems in electrical circuit analysis [1]. 

In 1980, Adomian introduced some definitions and theorems about the Adomian decomposition 

method which he named after himself, also he demonstrated how to apply this method to some 

differential equations [2]. Chen and Ho used the transform method to obtain eigen-values and 

eigen-functions [3]. He introduced a new analytical solution called the method of variational 

iterations for the solution of nonlinear problems. Initial value problems are solved with the help 

of Lagrange multiplier in variational theory via this method. This method converges faster to 

the analytical solutions compared to the Adomian method [4]. Chen and Ho introduced the 

novel two-dimensional differential transform method to solve Partial Differential Equations 

(PDE) and for the first-time differential transform method was applied to partial differential 

equations [5]. Two-dimensional differential transform method for solving the initial value 

problems for partial differential equations have been studied by Ayaz. Novel theorems have 

been introduced and some linear and non-linear PDEs solved by employing this method [6]. 

The Reduced Differential Transform Method (RDTM), which was first proposed by the Keskin 

[7], has received much attention due to its applications to solve a wide variety of problems. In 

this study, RDTM and Homotopy Perturbation Method (HPM) are successfully applied to the 

fractional Benney-Lin equation and solutions are obtained [8]. In the Srivastava’s study, the 

solution of two- and three-dimensional time-fractional telegraph equation with RDTM is 

presented. As a result, it has been observed that RDTM technique is efficient and, by this 

method, the numerical solution quickly convergences to the analytical solution [9]. 

In this study, the solution of time-fractional differential Murray equation is tackled. The 

Burgers’ equation, which is a member of the reaction-diffusion equation is defined as:    

                                          𝑢𝑡 = 𝑢𝑥𝑥 + 𝜆1𝑢𝑢𝑥 .                                                                                                                                                 

The Burgers’ equation has many applications in applied mathematics, modeling fluid dynamics, 

modeling of gas dynamics, boundary layer behavior, turbulence and shock wave formation [10]. 

Fisher’s equation, another member of the reaction diffusion equation, is defined as: 

                                           𝑢𝑡 = 𝑢𝑥𝑥 + 𝜆2𝑢 − 𝜆3𝑢2.  

It was introduced by Fisher to describe the dynamics of the spread of a mutant gene. The Fisher 

equation has wide applications in many fields. They explain the spread of biological 

populations, branching Brownian motion processes, logistic population growth, 

neurophysiology, flame propagation, neutron population in a nuclear reaction, chemical 

kinetics, autocatalytic chemical reactions and nuclear reactor theory. Murray equation is the 

generalized form of the Fisher and Burgers equations. Nonlinear reaction-diffusion equations 
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are very important due to their ease of use in various fields in engineering and science [10]. The 

Murray equation, which is a member of the reaction-diffusion equation family, is as follows;   

                                𝑢𝑡 = 𝑢𝑥𝑥 + 𝜆1𝑢𝑢𝑥 + 𝜆2𝑢 − 𝜆3𝑢2, 0 ≤ 𝑥 < 1, 0 ≤ 𝑡 < 1  [11,12].   

Reaction-Diffusion equations have a wide range of applications in science and engineering and 

have gained attention in recent years due to their interesting properties and rich variety of 

solutions. The fractional version of Murray equation defines as  

                                 𝐷𝑡
𝛼𝑢 = 𝑢𝑥𝑥 + 𝜆1𝑢𝑢𝑥 + 𝜆2𝑢 − 𝜆3𝑢2,   0 ≤ 𝑥 < 1, 0 ≤ 𝑡 < 1 .    

In this study, we apply reduced differential transform method to obtain the numerical solution 

of fractional Murray differential equation. 

The paper is organized as follows; in section 2, we present some essential definitions of the 

fractional calculus theory. In section 3, we demonstrate the definition and some features of 

fractional reduced differential transform method. Also, we define the time-fractional Murray 

equation with initial condition. In section 4, we illustrate a numerical example and we apply the 

numerical method to solve the test problem. The tables and graphs are created for this example. 

Finally, in section 5 the data obtained in the previous sections are compared and comments are 

made on the method. 

2. Preliminaries 

In this section, some notations and definitions, which are necessary for the solution of the 

problem, are given. Fractional analysis theory is as old as classical analysis theory and interest 

in fractional analysis has increased in the last two decades. In addition, more than one definition 

has emerged. In this study, Riemann-Liouville fractional integral, Riemann-Liouville fractional 

derivative and Caputo derivative are given. 

2.1. Fractional Derivative Definitions 

Definition 2.1. [13] A real valued function 𝑓(𝑥), 𝑥 > 0, is said to be in the space 𝐶𝜇, 𝜇 ∈ ℝ if 

there exists a real number   𝑝 > 𝜇, such that 𝑓(𝑥) = 𝑥𝑝𝑓1(𝑥) where 𝑓1(𝑥) ∈ 𝐶[0, ∞) and a 

function 𝑓(𝑥), 𝑥 > 0 is said to be in the space 𝐶𝜇
𝑚, 𝑚 ∈ ℕ ∪ {0}, if 𝑓(𝑚) ∈ 𝐶𝜇. 

 

Definition 2.2. The Riemann-Liouville fractional integral operator [14] of order 𝛼 ≥ 0, of a 

function 𝑓 ∈ 𝐶𝜇, 𝜇 ≥ −1 is defined as 

(𝐽𝑎
𝛼𝑓)(𝑥) =

1

Γ(𝛼)
∫(𝑥 − 𝜏)𝛼−1

𝑥

𝑎

𝑓(𝜏)𝑑𝜏,       𝑥 > 𝑎, 𝑥 > 0 .  

The properties of the operator 𝐽𝛼 can be found in [15], and here we only mention the following 

(in case, 𝑓 ∈ 𝐶𝜇, 𝜇 ≥ −1, 𝛼, 𝛽 ≥ 0 and 𝑣 > −1):  

(𝐽𝑎
0𝑓)(𝑥) = 𝑓(𝑥)  
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(𝐽𝑎
𝛼𝐽𝑎

𝛽
𝑓)(𝑥) = (𝐽𝑎

𝛼+𝛽
𝑓)(𝑥)  

𝐽𝑎
𝛼𝑥𝑣 =

Γ(𝑣 + 1)

Γ(𝛼 + 𝑣 + 1)
𝑥𝛼+𝑣  

where 𝛼, 𝛽 ≥ 0, 𝑥 > 0 and 𝑣 > −1. 

Definition 2.3. Let the function 𝑓 be continuous and integrable in every finite (𝑎, 𝑥) range. Let 

𝑚 ∈ ℕ, 𝑚 − 1 < 𝛼 ≤ 𝑚 and 𝑥 > 𝑎, 𝑎 ∈ ℝ. Therefore, the Riemann-Liouville fractional 

derivative [15] of the function 𝑓 is defined as 

𝐷𝛼𝑓(𝑥) = 𝐷𝑚𝐽𝑚−𝛼𝑓(𝑥)  

(𝐷𝑎
𝛼𝑓)(𝑥) =

𝑑𝑚

𝑑𝑥𝑚
[

1

Γ(𝑚 − 𝛼)
∫(𝑥 − 𝜏)𝑚−𝛼−1𝑓(𝜏)𝑑𝜏

𝑥

𝑎

] .  

Definition 2.4 The fractional derivative of  𝑓(𝑥) in the Caputo sense [16,17] is defined as  

𝐷𝛼𝑓(𝑥) = 𝐽𝑚−𝛼𝐷𝑚𝑓(𝑥)  

(𝐷𝑎
𝛼𝑓)(𝑥) =

1

Γ(𝑚 − 𝛼)
∫(𝑥 − 𝜏)𝑚−𝛼−1𝑓(𝑚)(𝜏)𝑑𝜏

𝑥

𝑎

 

for 𝑚 − 1 < 𝛼 ≤ 𝑚, 𝑚 ∈ ℕ, 𝑥 > 0, 𝑓 ∈ 𝐶−1
𝑚  . 

The following two properties of this operator will be used in what follows. 

Lemma: If 𝑚 − 1 < 𝛼 ≤ 𝑚, 𝑚 ∈ ℕ and 𝑓 ∈ 𝐶𝜇
𝑚, 𝜇 ≥ −1, then  

(𝐷𝑎
𝛼𝐽𝑎

𝛼𝑓)(𝑥) = 𝑓(𝑥)  

 (𝐽𝑎
𝛼𝐷𝑎

𝛼𝑓)(𝑥) = 𝑓(𝑥) − ∑ 𝑓(𝑘)(𝑎)
(𝑥 − 𝑎)𝑘

𝑘!

𝑚−1

𝑘=0

, 𝑎 ≥ 0 .  

The Caputo fractional derivative is considered here, because it allows traditional initial and 

boundary conditions to be included in the formulation of the problem.     

3. 2-dimensional fractional reduced differential transform method 

In this section, reduced differential transform method will be given for the solution of fractional 

partial differential equations. By using the reduced differential transform method, we can 

decrease the processes density of the generalized differential transform method. Therefore, it 

will be possible to obtain solutions of fractional differential equations quickly. 

Let us consider a function of two individual variables 𝑢(𝑥, 𝑡), and suppose that it can be 

represented as a product of two single-variable functions, i.e., 𝑢(𝑥, 𝑡) = 𝜙(𝑥)𝜓(𝑡). On the basis 

of the properties of the one-dimensional differential transformation, the function 𝑢(𝑥, 𝑡) can be 

represented as [18] 
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𝑢(𝑥, 𝑡) =  ∑ Φ(𝑘)𝑥𝑘

∞

𝑘=0

∑ Ψ𝛼(ℎ)𝑡𝛼ℎ

∞

ℎ=0

= ∑ 𝑈𝛼ℎ(𝑥)𝑡𝛼ℎ

∞

ℎ=0

 

where 0 < 𝛼 ≤ 1, 𝑈𝛼ℎ(𝑥) = Ψ𝛼(ℎ)Φ(𝑘) is called spectrum function of 𝑢(𝑥, 𝑡). The basic 

definitions and operations of the reduced differential transform are introduced as follows 

Definition 3.1 [19,20] Let 𝑢(𝑥, 𝑡) be an analytic function that continuously differentiable with 

respect to time 𝑡 and space 𝑥 in domain of interest. Define  

𝑈ℎ(𝑥) =
1

Γ(𝛼ℎ + 1)
[𝐷𝑡

𝛼ℎ𝑢(𝑥, 𝑡)]𝑡=𝑡0
(3.1) 

where 𝛼 is the parameter that describes the order of time fractional derivative in the Caputo 

sense and 𝑡-dimensional spectrum function 𝑈ℎ(𝑥) is defined as 

𝑢(𝑥, 𝑡) = ∑ 𝑈ℎ(𝑥)

∞

ℎ=0

(𝑡 − 𝑡0)𝛼ℎ (3.2) 

combining equation (3.1) and (3.2), we have  

𝑢(𝑥, 𝑡) = ∑
1

Γ(𝛼ℎ + 1)

∞

ℎ=0

[𝐷𝑡
𝛼ℎ𝑢(𝑥, 𝑡)]𝑡=𝑡0

(𝑡 − 𝑡0)𝛼ℎ (3.3) 

when 𝑡0 = 0, Eqs. (3.3) reduces to 

𝑢(𝑥, 𝑡) = ∑
1

Γ(𝛼ℎ + 1)

∞

ℎ=0

[𝐷𝑡
𝛼ℎ𝑢(𝑥, 𝑡)]𝑡=𝑡0

𝑡𝛼ℎ 

from the above definition, it can be found that the concept of the reduced differential transform 

is derived from the power series expansion of a function. 

 

Table 1. Reduced fractional differential Transformations [7,21] 

Original function Transformed function 

𝑢(𝑥, 𝑡) 𝑈ℎ(𝑥) =
1

Γ(1 + ℎ𝛼)
[

𝜕ℎ𝑎

𝜕𝑡ℎ𝑎
𝑢(𝑥, 𝑡)]

𝑡=0

 

𝑢(𝑥, 𝑡) = ℓ1𝑤(𝑥, 𝑡) ± ℓ2𝑣(𝑥, 𝑡) 𝑈𝑘(𝑥) = ℓ1𝑊ℎ(𝑥) ± ℓ2𝑉ℎ(𝑥)   ℓ1, ℓ2 ∈ ℝ 

𝑢(𝑥, 𝑡) = 𝑐𝑤(𝑥, 𝑡)      (𝑐 ∈ ℝ) 𝑈ℎ(𝑥) = 𝑐𝑊ℎ(𝑥)    (𝑐 ∈ ℝ) 
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𝑢(𝑥, 𝑡) =
𝜕𝑟

𝜕𝑥𝑟
𝑤(𝑥, 𝑡) 𝑈ℎ(𝑥) =

𝜕𝑟

𝜕𝑥𝑟
𝑊ℎ(𝑥) 

𝑢(𝑥, 𝑡) =
𝜕𝑁𝛼

𝜕𝑡𝑁𝛼
𝑤(𝑥, 𝑡) 𝑈ℎ(𝑥) =

Γ(ℎ𝛼 + 𝑁𝛼 + 1)

Γ(ℎ𝛼 + 1)
𝑊ℎ+𝑁(𝑥) 

𝑢(𝑥, 𝑡) = 𝑤(𝑥, 𝑡)𝑣(𝑥, 𝑡) 𝑈ℎ(𝑥) = ∑ 𝑉𝑠(𝑥)

ℎ

𝑠=0

𝑊ℎ−𝑠(𝑥) 

𝜓(𝑥, 𝑡) = 𝑢(𝑥, 𝑡)𝑤(𝑥, 𝑡)𝑣(𝑥, 𝑡) 
𝛹𝑘 = ∑ ∑ 𝑈𝑖(𝑥)𝑉𝑟−𝑖(𝑥)𝑊𝑘−𝑟(𝑥)

𝑟

𝑖=0

𝑘

𝑟=0

 

 

We illustrate the reduced differential transform method by employing the fractional Murray 

equation in standard form, 

𝐿(𝑢(𝑥, 𝑡)) + 𝑅(𝑢(𝑥, 𝑡)) + 𝑁(𝑢(𝑥, 𝑡)) + 𝐹(𝑢(𝑥, 𝑡)) = 0 (3.4) 

with initial condition  

𝑢(𝑥, 0) = 𝑓(𝑥) (3.5) 

where 𝐿 =
𝜕𝛼

𝜕𝑡𝛼 , 𝑅 =
𝜕2

𝜕𝑥2 , 𝐹 = 𝑢 and 𝑁 = 𝑢
𝜕𝑢

𝜕𝑥
 are the linear operators which has partial 

derivatives. 

 

According to RDTM formulas in Table 1, we can derive the following iteration formulas; 

Γ(𝛼(ℎ + 𝑁) + 1)

Γ(𝛼ℎ + 1)
𝑈ℎ+1(𝑥) = −𝑁(𝑈ℎ(𝑥)) − 𝑅(𝑈ℎ(𝑥)) − 𝑈ℎ(𝑥) (3.6) 

where 𝑁(𝑈ℎ(𝑥)), 𝑅(𝑈ℎ(𝑥)) and 𝑈ℎ(𝑥) are the transformations of 𝑁(𝑢(𝑥, 𝑡)), 𝑅(𝑢(𝑥, 𝑡)) and 

𝐹(𝑢(𝑥, 𝑡)), respectively. From the initial condition, we write 

𝑈0(𝑥) = 𝑓(𝑥) (3.7) 

substituting eqs. (3.7) into (3.6) and by a straight forward iterative formula, we get the following 

𝑈ℎ(𝑥) values. Then, we apply the inverse transformation to all the values {𝑈ℎ(𝑥)}ℎ=0
𝑛  to obtain 

the approximation solution as 

�̃�𝑛(𝑥, 𝑡) = ∑ 𝑈ℎ(𝑥)𝑡𝛼ℎ

𝑛

ℎ=0

(3.8) 
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where n is order of approximation solution. Thus, the exact solution of the problem is obtained 

by 

𝑢(𝑥, 𝑡) = lim
𝑛→∞

�̃�𝑛(𝑥, 𝑡) . 

 

4. Main Theorem and Proof 

4.1 Numerical Example 

Example The Murray equation with initial condition and analytical solution is given by 

𝐷𝑡
𝛼𝑢 = 𝑢𝑥𝑥 + 𝜆1𝑢𝑢𝑥 + 𝜆2𝑢 − 𝜆3𝑢2,   0 ≤ 𝑥 < 1, 0 ≤ 𝑡 < 1 (4.1) 

𝑢(𝑥, 0) =
1

2
(1 + 𝑡𝑎𝑛ℎ (

𝑥

4
)) (4.2) 

𝑢(𝑥, 𝑡) =
𝜆2

2𝜆3
(1 + 𝑡𝑎𝑛ℎ [

𝜆2

8𝜆3
2

(2𝜆1𝜆3𝑥 + (𝜆1
2 + 4𝜆3

2)𝑡)]) (4.3) 

.[10] 

If   𝜆1 = 1, 𝜆2 = 1 ve 𝜆3 = 1 (𝜆1, 𝜆2, 𝜆3 ∈ ℝ) in equation (4.1), the time-fractional partial 

differential equation turns into 

𝐷𝑡
𝛼𝑢 = 𝑢𝑥𝑥 + 𝑢𝑢𝑥 + 𝑢 − 𝑢2,    0 ≤ 𝑥 < 1, 0 ≤ 𝑡 < 1 . (4.4) 

Using the initial condition at (4.2), we apply the reduced differential transform method to (4.4) 

Murray equation and obtained: 

Γ(𝛼(ℎ + 1) + 1)

Γ(𝛼ℎ + 1)
𝑈ℎ+1(𝑥) =                                                                      

𝜕2

𝜕𝑥2
𝑈ℎ(𝑥) + ∑ 𝑈𝑠(𝑥)

𝜕

𝜕𝑥

ℎ

𝑠=0

𝑈ℎ−𝑠(𝑥) + 𝑈ℎ(𝑥) − ∑ 𝑈𝑠(𝑥)𝑈ℎ−𝑠(𝑥)

ℎ

𝑠=0

 . (4.5) 

If we iterate for  ℎ = 0,1,2,3 …; 

𝑈0(𝑥) =  
1

2
(1 + 𝑡𝑎𝑛ℎ (

𝑥

4
)) 

𝑈1 =
4 + 𝑠𝑒𝑐ℎ2 (

𝑥
4) − 4𝑡𝑎𝑛ℎ2 (

𝑥
4)

16Γ(𝛼 + 1)
 

𝑈2 =
1

64Γ(2𝛼 + 1)
[2𝑠𝑒𝑐ℎ2 (

𝑥

4
) − 2𝑠𝑒𝑐ℎ4 (

𝑥

4
) − 16𝑡𝑎𝑛ℎ (

𝑥

4
) − 9𝑠𝑒𝑐ℎ2 (

𝑥

4
) 𝑡𝑎𝑛ℎ (

𝑥

4
) 

−2𝑠𝑒𝑐ℎ2 (
𝑥

4
) 𝑡𝑎𝑛ℎ2 (

𝑥

4
) + 16𝑡𝑎𝑛ℎ3 (

𝑥

4
)] 

𝑈3 =
−1

512Γ(3𝛼 + 1)Γ2(𝛼 + 1)
[32Γ(2𝛼 + 1) + 16Γ2(𝛼 + 1)𝑠𝑒𝑐ℎ2 (

𝑥

4
) 

+16Γ(2𝛼 + 1)𝑠𝑒𝑐ℎ2 (
𝑥

4
) + 9Γ2(𝛼 + 1)𝑠𝑒𝑐ℎ4 (

𝑥

4
) + 2Γ(2𝛼 + 1)𝑠𝑒𝑐ℎ4 (

𝑥

4
) 
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+36Γ2(𝛼 + 1)𝑠𝑒𝑐ℎ2 (
𝑥

4
) 𝑡𝑎𝑛ℎ (

𝑥

4
) + 20Γ(2𝛼 + 1)𝑠𝑒𝑐ℎ2 (

𝑥

4
) 𝑡𝑎𝑛ℎ (

𝑥

4
) 

−86Γ2(𝛼 + 1)𝑠𝑒𝑐ℎ4 (
𝑥

4
) 𝑡𝑎𝑛ℎ (

𝑥

4
) + 5Γ(2𝛼 + 1)𝑠𝑒𝑐ℎ4 (

𝑥

4
) 𝑡𝑎𝑛ℎ (

𝑥

4
) 

−128Γ2(𝛼 + 1)𝑡𝑎𝑛ℎ2 (
𝑥

4
) − 64Γ(2𝛼 + 1)𝑡𝑎𝑛ℎ2 (

𝑥

4
) 

−138Γ2(𝛼 + 1)𝑠𝑒𝑐ℎ2 (
𝑥

4
) 𝑡𝑎𝑛ℎ2 (

𝑥

4
) − 16Γ(2𝛼 + 1)𝑠𝑒𝑐ℎ2 (

𝑥

4
) 𝑡𝑎𝑛ℎ2 (

𝑥

4
) 

−36Γ2(𝛼 + 1)𝑠𝑒𝑐ℎ2 (
𝑥

4
) 𝑡𝑎𝑛ℎ3 (

𝑥

4
) − 20Γ(2𝛼 + 1)𝑠𝑒𝑐ℎ2 (

𝑥

4
) 𝑡𝑎𝑛ℎ3 (

𝑥

4
) 

+128Γ2(𝛼 + 1)𝑡𝑎𝑛ℎ4 (
𝑥

4
) + 32Γ(2𝛼 + 1)𝑡𝑎𝑛ℎ4 (

𝑥

4
)] 

𝑈4 =
−1

4096Γ(4𝛼 + 1)Γ(2𝛼 + 1)Γ2(𝛼 + 1)
[32Γ2(2𝛼 + 1)𝑠𝑒𝑐ℎ2 (

𝑥

4
) 

+128Γ(3𝛼 + 1)Γ(𝛼 + 1)𝑠𝑒𝑐ℎ2 (
𝑥

4
) − 92Γ(2𝛼 + 1)Γ2(𝛼 + 1)𝑠𝑒𝑐ℎ4 (

𝑥

4
) 

−44Γ2(2𝛼 + 1)𝑠𝑒𝑐ℎ4 (
𝑥

4
) + 4Γ(3𝛼 + 1)Γ(𝛼 + 1)𝑠𝑒𝑐ℎ4 (

𝑥

4
) 

−233Γ(2𝛼 + 1)Γ2(𝛼 + 1)𝑠𝑒𝑐ℎ6 (
𝑥

4
) − 13Γ2(𝛼 + 1)𝑠𝑒𝑐ℎ6 (

𝑥

4
) 

−7Γ(3𝛼 + 1)Γ(𝛼 + 1)𝑠𝑒𝑐ℎ6 (
𝑥

4
) − 256Γ2(2𝛼 + 1)𝑡𝑎𝑛ℎ (

𝑥

4
) 

−512Γ(3𝛼 + 1)Γ(𝛼 + 1)𝑡𝑎𝑛ℎ (
𝑥

4
) − 416Γ(2𝛼 + 1)Γ2(𝛼 + 1)𝑠𝑒𝑐ℎ2 (

𝑥

4
) 𝑡𝑎𝑛ℎ (

𝑥

4
) 

−288Γ2(2𝛼 + 1)𝑠𝑒𝑐ℎ2 (
𝑥

4
) 𝑡𝑎𝑛ℎ (

𝑥

4
) − 400Γ(3𝛼 + 1)Γ(𝛼 + 1)𝑠𝑒𝑐ℎ2 (

𝑥

4
) 𝑡𝑎𝑛ℎ (

𝑥

4
) 

−456Γ(2𝛼 + 1)Γ2(𝛼 + 1)𝑠𝑒𝑐ℎ4 (
𝑥

4
) 𝑡𝑎𝑛ℎ (

𝑥

4
) − 96Γ2(2𝛼 + 1)𝑠𝑒𝑐ℎ4 (

𝑥

4
) 𝑡𝑎𝑛ℎ (

𝑥

4
) 

−64Γ(3𝛼 + 1)Γ(𝛼 + 1)𝑠𝑒𝑐ℎ4 (
𝑥

4
) 𝑡𝑎𝑛ℎ (

𝑥

4
) 

+322Γ(2𝛼 + 1)Γ2(𝛼 + 1)𝑠𝑒𝑐ℎ6 (
𝑥

4
) 𝑡𝑎𝑛ℎ (

𝑥

4
) − 85Γ2(2𝛼 + 1)𝑠𝑒𝑐ℎ6 (

𝑥

4
) 𝑡𝑎𝑛ℎ (

𝑥

4
) 

−24Γ(3𝛼 + 1)Γ(𝛼 + 1)𝑠𝑒𝑐ℎ6 (
𝑥

4
) 𝑡𝑎𝑛ℎ (

𝑥

4
) 

−488Γ(2𝛼 + 1)Γ2(𝛼 + 1)𝑠𝑒𝑐ℎ2 (
𝑥

4
) 𝑡𝑎𝑛ℎ2 (

𝑥

4
) 

−264Γ2(2𝛼 + 1)𝑠𝑒𝑐ℎ2 (
𝑥

4
) 𝑡𝑎𝑛ℎ2 (

𝑥

4
) − 616Γ(3𝛼 + 1)Γ(𝛼 + 1)𝑠𝑒𝑐ℎ2 (

𝑥

4
) 𝑡𝑎𝑛ℎ2 (

𝑥

4
) 

+2280Γ(2𝛼 + 1)Γ2(𝛼 + 1)𝑠𝑒𝑐ℎ4 (
𝑥

4
) 𝑡𝑎𝑛ℎ2 (

𝑥

4
) 

+2280Γ(2𝛼 + 1)Γ2(𝛼 + 1)𝑠𝑒𝑐ℎ4 (
𝑥

4
) 𝑡𝑎𝑛ℎ2 (

𝑥

4
) 

+144Γ2(2𝛼 + 1)𝑠𝑒𝑐ℎ4 (
𝑥

4
) 𝑡𝑎𝑛ℎ2 (

𝑥

4
) − 144Γ(3𝛼 + 1)Γ(𝛼 + 1)𝑠𝑒𝑐ℎ4 (

𝑥

4
) 𝑡𝑎𝑛ℎ2 (

𝑥

4
) 

+1024Γ(2𝛼 + 1)Γ2(𝛼 + 1)𝑡𝑎𝑛ℎ3 (
𝑥

4
) + 512Γ2(2𝛼 + 1)𝑡𝑎𝑛ℎ3 (

𝑥

4
) 

+1024Γ(3𝛼 + 1)Γ(𝛼 + 1)𝑡𝑎𝑛ℎ3 (
𝑥

4
) 

+1892Γ(2𝛼 + 1)Γ2(𝛼 + 1)𝑠𝑒𝑐ℎ2 (
𝑥

4
) 𝑡𝑎𝑛ℎ3 (

𝑥

4
) 

+288Γ2(2𝛼 + 1)𝑠𝑒𝑐ℎ2 (
𝑥

4
) 𝑡𝑎𝑛ℎ3 (

𝑥

4
) + 384Γ(3𝛼 + 1)Γ(𝛼 + 1)𝑠𝑒𝑐ℎ2 (

𝑥

4
) 𝑡𝑎𝑛ℎ3 (

𝑥

4
) 
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−128Γ(2𝛼 + 1)Γ2(𝛼 + 1)𝑠𝑒𝑐ℎ4 (
𝑥

4
) 𝑡𝑎𝑛ℎ3 (

𝑥

4
) 

+140Γ2(2𝛼 + 1)𝑠𝑒𝑐ℎ4 (
𝑥

4
) 𝑡𝑎𝑛ℎ3 (

𝑥

4
) − 8Γ(3𝛼 + 1)Γ(𝛼 + 1)𝑠𝑒𝑐ℎ4 (

𝑥

4
) 𝑡𝑎𝑛ℎ3 (

𝑥

4
) 

+488Γ(2𝛼 + 1)Γ2(𝛼 + 1)𝑠𝑒𝑐ℎ2 (
𝑥

4
) 𝑡𝑎𝑛ℎ4 (

𝑥

4
) 

+232Γ2(2𝛼 + 1)𝑠𝑒𝑐ℎ2 (
𝑥

4
) 𝑡𝑎𝑛ℎ4 (

𝑥

4
) + 488Γ(3𝛼 + 1)Γ(𝛼 + 1)𝑠𝑒𝑐ℎ2 (

𝑥

4
) 𝑡𝑎𝑛ℎ4 (

𝑥

4
) 

−1024Γ(2𝛼 + 1)Γ2(𝛼 + 1)𝑡𝑎𝑛ℎ5 (
𝑥

4
) − 256Γ2(2𝛼 + 1)𝑡𝑎𝑛ℎ5 (

𝑥

4
) 

−512Γ(3𝛼 + 1)Γ(𝛼 + 1)𝑡𝑎𝑛ℎ5 (
𝑥

4
) + 16Γ(3𝛼 + 1)Γ(𝛼 + 1)𝑠𝑒𝑐ℎ2 (

𝑥

4
) 𝑡𝑎𝑛ℎ5 (

𝑥

4
)] . 

From here, the approximate solution is found from the inverse transformation of the values of 

the set {𝑈𝑘(𝑥)}𝑘=0
4   . 

In order to obtain the approximate solution of this equation, if the below terms are written on 

the total series,  

�̃�𝑛(𝑥, 𝑡) = ∑ 𝑈ℎ(𝑥)𝑡𝛼ℎ

𝑛

ℎ=0

 

and we then arrive at the following solution: 

�̃�4(𝑥, 𝑡) = ∑ 𝑈ℎ(𝑥)𝑡𝛼ℎ

4

ℎ=0

=
1

2
(1 + 𝑡𝑎𝑛ℎ (

𝑥

4
)) +

4 + 𝑠𝑒𝑐ℎ2 (
𝑥
4) − 4𝑡𝑎𝑛ℎ2 (

𝑥
4)

16Γ(𝛼 + 1)
𝑡𝛼  

+
1

64Γ(2𝛼 + 1)
[2𝑠𝑒𝑐ℎ2 (

𝑥

4
) − 2𝑠𝑒𝑐ℎ4 (

𝑥

4
) − 16𝑡𝑎𝑛ℎ (

𝑥

4
) − 9𝑠𝑒𝑐ℎ2 (

𝑥

4
) 𝑡𝑎𝑛ℎ (

𝑥

4
) 

−2𝑠𝑒𝑐ℎ2 (
𝑥

4
) 𝑡𝑎𝑛ℎ2 (

𝑥

4
) + 16𝑡𝑎𝑛ℎ3 (

𝑥

4
)]𝑡2𝛼  

+
−1

512Γ(3𝛼 + 1)Γ2(𝛼 + 1)
[32Γ(2𝛼 + 1) + 16Γ2(𝛼 + 1)𝑠𝑒𝑐ℎ2 (

𝑥

4
) 

+16Γ(2𝛼 + 1)𝑠𝑒𝑐ℎ2 (
𝑥

4
) + 9Γ2(𝛼 + 1)𝑠𝑒𝑐ℎ4 (

𝑥

4
) + 2Γ(2𝛼 + 1)𝑠𝑒𝑐ℎ4 (

𝑥

4
) 

+36Γ2(𝛼 + 1)𝑠𝑒𝑐ℎ2 (
𝑥

4
) 𝑡𝑎𝑛ℎ (

𝑥

4
) + 20Γ(2𝛼 + 1)𝑠𝑒𝑐ℎ2 (

𝑥

4
) 𝑡𝑎𝑛ℎ (

𝑥

4
) 

−86Γ2(𝛼 + 1)𝑠𝑒𝑐ℎ4 (
𝑥

4
) 𝑡𝑎𝑛ℎ (

𝑥

4
) + 5Γ(2𝛼 + 1)𝑠𝑒𝑐ℎ4 (

𝑥

4
) 𝑡𝑎𝑛ℎ (

𝑥

4
) 

−128Γ2(𝛼 + 1)𝑡𝑎𝑛ℎ2 (
𝑥

4
) − 64Γ(2𝛼 + 1)𝑡𝑎𝑛ℎ2 (

𝑥

4
) 

−138Γ2(𝛼 + 1)𝑠𝑒𝑐ℎ2 (
𝑥

4
) 𝑡𝑎𝑛ℎ2 (

𝑥

4
) − 16Γ(2𝛼 + 1)𝑠𝑒𝑐ℎ2 (

𝑥

4
) 𝑡𝑎𝑛ℎ2 (

𝑥

4
) 

−36Γ2(𝛼 + 1)𝑠𝑒𝑐ℎ2 (
𝑥

4
) 𝑡𝑎𝑛ℎ3 (

𝑥

4
) − 20Γ(2𝛼 + 1)𝑠𝑒𝑐ℎ2 (

𝑥

4
) 𝑡𝑎𝑛ℎ3 (

𝑥

4
) 

+128Γ2(𝛼 + 1)𝑡𝑎𝑛ℎ4 (
𝑥

4
) + 32Γ(2𝛼 + 1)𝑡𝑎𝑛ℎ4 (

𝑥

4
)]𝑡3𝛼  

+
−1

4096Γ(4𝛼 + 1)Γ(2𝛼 + 1)Γ2(𝛼 + 1)
[32Γ2(2𝛼 + 1)𝑠𝑒𝑐ℎ2 (

𝑥

4
) 

+128Γ(3𝛼 + 1)Γ(𝛼 + 1)𝑠𝑒𝑐ℎ2 (
𝑥

4
) − 92Γ(2𝛼 + 1)Γ2(𝛼 + 1)𝑠𝑒𝑐ℎ4 (

𝑥

4
) 
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−44Γ2(2𝛼 + 1)𝑠𝑒𝑐ℎ4 (
𝑥

4
) + 4Γ(3𝛼 + 1)Γ(𝛼 + 1)𝑠𝑒𝑐ℎ4 (

𝑥

4
) 

−233Γ(2𝛼 + 1)Γ2(𝛼 + 1)𝑠𝑒𝑐ℎ6 (
𝑥

4
) − 13Γ2(𝛼 + 1)𝑠𝑒𝑐ℎ6 (

𝑥

4
) 

−7Γ(3𝛼 + 1)Γ(𝛼 + 1)𝑠𝑒𝑐ℎ6 (
𝑥

4
) − 256Γ2(2𝛼 + 1)𝑡𝑎𝑛ℎ (

𝑥

4
) 

−512Γ(3𝛼 + 1)Γ(𝛼 + 1)𝑡𝑎𝑛ℎ (
𝑥

4
) − 416Γ(2𝛼 + 1)Γ2(𝛼 + 1)𝑠𝑒𝑐ℎ2 (

𝑥

4
) 𝑡𝑎𝑛ℎ (

𝑥

4
) 

−288Γ2(2𝛼 + 1)𝑠𝑒𝑐ℎ2 (
𝑥

4
) 𝑡𝑎𝑛ℎ (

𝑥

4
) − 400Γ(3𝛼 + 1)Γ(𝛼 + 1)𝑠𝑒𝑐ℎ2 (

𝑥

4
) 𝑡𝑎𝑛ℎ (

𝑥

4
) 

−456Γ(2𝛼 + 1)Γ2(𝛼 + 1)𝑠𝑒𝑐ℎ4 (
𝑥

4
) 𝑡𝑎𝑛ℎ (

𝑥

4
) − 96Γ2(2𝛼 + 1)𝑠𝑒𝑐ℎ4 (

𝑥

4
) 𝑡𝑎𝑛ℎ (

𝑥

4
) 

−64Γ(3𝛼 + 1)Γ(𝛼 + 1)𝑠𝑒𝑐ℎ4 (
𝑥

4
) 𝑡𝑎𝑛ℎ (

𝑥

4
) 

+322Γ(2𝛼 + 1)Γ2(𝛼 + 1)𝑠𝑒𝑐ℎ6 (
𝑥

4
) 𝑡𝑎𝑛ℎ (

𝑥

4
) − 85Γ2(2𝛼 + 1)𝑠𝑒𝑐ℎ6 (

𝑥

4
) 𝑡𝑎𝑛ℎ (

𝑥

4
) 

−24Γ(3𝛼 + 1)Γ(𝛼 + 1)𝑠𝑒𝑐ℎ6 (
𝑥

4
) 𝑡𝑎𝑛ℎ (

𝑥

4
) 

−488Γ(2𝛼 + 1)Γ2(𝛼 + 1)𝑠𝑒𝑐ℎ2 (
𝑥

4
) 𝑡𝑎𝑛ℎ2 (

𝑥

4
) 

−264Γ2(2𝛼 + 1)𝑠𝑒𝑐ℎ2 (
𝑥

4
) 𝑡𝑎𝑛ℎ2 (

𝑥

4
) − 616Γ(3𝛼 + 1)Γ(𝛼 + 1)𝑠𝑒𝑐ℎ2 (

𝑥

4
) 𝑡𝑎𝑛ℎ2 (

𝑥

4
) 

+2280Γ(2𝛼 + 1)Γ2(𝛼 + 1)𝑠𝑒𝑐ℎ4 (
𝑥

4
) 𝑡𝑎𝑛ℎ2 (

𝑥

4
) 

+2280Γ(2𝛼 + 1)Γ2(𝛼 + 1)𝑠𝑒𝑐ℎ4 (
𝑥

4
) 𝑡𝑎𝑛ℎ2 (

𝑥

4
) 

+144Γ2(2𝛼 + 1)𝑠𝑒𝑐ℎ4 (
𝑥

4
) 𝑡𝑎𝑛ℎ2 (

𝑥

4
) − 144Γ(3𝛼 + 1)Γ(𝛼 + 1)𝑠𝑒𝑐ℎ4 (

𝑥

4
) 𝑡𝑎𝑛ℎ2 (

𝑥

4
) 

+1024Γ(2𝛼 + 1)Γ2(𝛼 + 1)𝑡𝑎𝑛ℎ3 (
𝑥

4
) + 512Γ2(2𝛼 + 1)𝑡𝑎𝑛ℎ3 (

𝑥

4
) 

+1024Γ(3𝛼 + 1)Γ(𝛼 + 1)𝑡𝑎𝑛ℎ3 (
𝑥

4
) 

+1892Γ(2𝛼 + 1)Γ2(𝛼 + 1)𝑠𝑒𝑐ℎ2 (
𝑥

4
) 𝑡𝑎𝑛ℎ3 (

𝑥

4
) 

+288Γ2(2𝛼 + 1)𝑠𝑒𝑐ℎ2 (
𝑥

4
) 𝑡𝑎𝑛ℎ3 (

𝑥

4
) + 384Γ(3𝛼 + 1)Γ(𝛼 + 1)𝑠𝑒𝑐ℎ2 (

𝑥

4
) 𝑡𝑎𝑛ℎ3 (

𝑥

4
) 

−128Γ(2𝛼 + 1)Γ2(𝛼 + 1)𝑠𝑒𝑐ℎ4 (
𝑥

4
) 𝑡𝑎𝑛ℎ3 (

𝑥

4
) 

+140Γ2(2𝛼 + 1)𝑠𝑒𝑐ℎ4 (
𝑥

4
) 𝑡𝑎𝑛ℎ3 (

𝑥

4
) − 8Γ(3𝛼 + 1)Γ(𝛼 + 1)𝑠𝑒𝑐ℎ4 (

𝑥

4
) 𝑡𝑎𝑛ℎ3 (

𝑥

4
) 

+488Γ(2𝛼 + 1)Γ2(𝛼 + 1)𝑠𝑒𝑐ℎ2 (
𝑥

4
) 𝑡𝑎𝑛ℎ4 (

𝑥

4
) 

+232Γ2(2𝛼 + 1)𝑠𝑒𝑐ℎ2 (
𝑥

4
) 𝑡𝑎𝑛ℎ4 (

𝑥

4
) + 488Γ(3𝛼 + 1)Γ(𝛼 + 1)𝑠𝑒𝑐ℎ2 (

𝑥

4
) 𝑡𝑎𝑛ℎ4 (

𝑥

4
) 

−1024Γ(2𝛼 + 1)Γ2(𝛼 + 1)𝑡𝑎𝑛ℎ5 (
𝑥

4
) − 256Γ2(2𝛼 + 1)𝑡𝑎𝑛ℎ5 (

𝑥

4
) 

−512Γ(3𝛼 + 1)Γ(𝛼 + 1)𝑡𝑎𝑛ℎ5 (
𝑥

4
) + 16Γ(3𝛼 + 1)Γ(𝛼 + 1)𝑠𝑒𝑐ℎ2 (

𝑥

4
) 𝑡𝑎𝑛ℎ5 (

𝑥

4
)]𝑡4𝛼  . 
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 𝛼 = 1 

(a) 

𝛼 = 0,75  

(b) 

 

 

 

𝛼 = 0,50 

(c) 

𝛼 = 0,25 

(d) 

Figure 1. (a) Murray equation graph for 𝛼 = 1, (b) Murray equation graph for 𝛼 = 0,75, (c) 

Murray equation graph for 𝛼 = 0,50, (d) Murray equation graph for 𝛼 = 0,25. 

Table 2. When 𝛼 = 1 and 𝑡 = 0,125, the 𝑢(𝑥, 𝑡) numerical solution of time-fractional 

differential equation (4.4) 
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𝑥 value  𝑡 value Numerical solution Analytical solution Absolute error 

0,125 0,125 0,5544702743 0,5544704649 1,9 × 10−7 

0,225 0,125 0,5667858200 0,5667860060 1,8 × 10−7 

0,325 0,125 0,5790194078 0,5790195874 1,7 × 10−7 

0,425 0,125 0,5911567286 0,5911568998 1,7 × 10−7 

0,525 0,125 0,6031839359 0,6031840971 1,6 × 10−7 

0,625 0,125 0,6150877057 0,6150878555 1,4 × 10−7 

0,725 0,125 0,6268552909 0,6268554280 1,3 × 10−7 

0,825 0,125 0,6384745708 0,6384746941 1,2 × 10−7 

0,925 0,125 0,6499340935 0,6499342022 1,0 × 10−7 

 

Table 3. When 𝑡 = 0,125 and 𝛼 = 1,  𝛼 = 0,75 ,  𝛼 = 0,50 , 𝛼 = 0,25 , the 𝑢(𝑥, 𝑡) numerical 

solution of time-fractional differential equation (4.4)  

𝑥 𝑡 𝛼 = 1 𝛼 = 0,75 𝛼 = 0,50 𝛼 = 0,25 

0,125 0,125 0,5544702743 0,5859103286 0,6334478288 0,6894731167 

0,225 0,125 0,5667858200 0,5979239246 0,6446632874 0,7000300566 

0,325 0,125 0,5790194078 0,6098216121 0,6557299695 0,7104476486 

0,425 0,125 0,5911567286 0,6215906289 0,6666378629 0,7207052979 

0,525 0,125 0,6031839359 0,6332187959 0,6773775486 0,7307833264 

0,625 0,125 0,6150877057 0,6446945618 0,6879402342 0,7406632610 

0,725 0,125 0,6268552909 0,6560070412 0,6983177834 0,7503280899 
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0,825 0,125 0,6384745708 0,6671460477 0,7085022739 0,7597624789 

0,925 0,125 0,6499340935 0,6781021211 0,7184883430 0,7689529449 

 

  

 

Figure 2. 2D graphic of the exact and numerical solution of  𝑢(𝑥, 0.125) of the (4.4) time-

fractional differential equation for 𝛼 = 1. 

 

 

Figure 3. 2D graphic of the numerical solution of  𝑢(𝑥, 0.125) of the (4.4) time-fractional 

differential equation for 𝛼 = 1, 𝛼 = 0,75 , 𝛼 = 0,50 , 𝛼 = 0,25 of the (4.4) time fractional 

differential equation. 
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Table 4. When  𝛼 = 1 and 𝑡 = 0,325, the 𝑢(𝑥, 𝑡) numerical solution of time-fractional 

differential equation (4.4)  

𝑥 value  𝑡 value Numerical solution Analytical solution Absolute error 

0,125 0,325 0,6150657708 0,6150878555 0,0000220847 

0,225 0,325 0,6268340714 0,6268554281 0,0000213566 

0,325 0,325 0,6384542799 0,6384746942 0,0000204143 

0,425 0,325 0,6499149279 0,6499342022 0,0000192743 

0,525 0,325 0,6612052504 0,6612232068 0,0000179564 

0,625 0,325 0,6723152161 0,6723316992 0,0000164831 

0,725 0,325 0,6832355529 0,6832504316 0,0000148788 

0,825 0,325 0,6939577659 0,6939709354 0,0000131695 

0,925 0,325 0,7044741505 0,7044855324 0,0000113819 

 

Table 5. When 𝑡 = 0,325 and 𝛼 = 1, 𝛼 = 0,75 ,  𝛼 = 0,50 , 𝛼 = 0,25 , the 𝑢(𝑥, 𝑡) numerical 

solution of time-fractional differential equation (4.4)  

𝑥 𝑡 𝛼 = 1 𝛼 = 0,75 𝛼 = 0,50 𝛼 = 0,25 

0,125 0,325 0,6150657708 0,6541561282 0,6919781039 0,7192267946 

0,225 0,325 0,6268340714 0,6651658729 0,7021446159 0,7307671602 

0,325 0,325 0,6384542799 0,6760042568 0,7121570774 0,7421752989 

0,425 0,325 0,6499149279 0,6866625171 0,7220040752 0,7534040021 

0,525 0,325 0,6612052504 0,6971325471 0,7316746799 0,7644082702 

0,625 0,325 0,6723152161 0,7074069155 0,7411585762 0,7751460837 
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0,725 0,325 0,6832355529 0,7174788827 0,7504461818 0,7855790777 

0,825 0,325 0,6939577659 0,7273424109 0,7595287530 0,7956731036 

0,925 0,325 0,7044741505 0,7369921707 0,7683984747 0,8053986682 

 

 

 

Figure 4. 2D graphic of the exact and numerical solution of  𝑢(𝑥, 0.325) of the (4.4) time-

fractional differential equation for 𝛼 = 1.  

 

 

Figure 5. 2D graphic of the numerical solution of  𝑢(𝑥, 0.325) of the (4.4) time-fractional 

differential equation for 𝛼 = 1, 𝛼 = 0,75 , 𝛼 = 0,50 , 𝛼 = 0,25 of the (4.4) time fractional 

differential equation. 
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It was observed that the acquired for t=0,125 taken in tables 2 and 3 are consistent with the 2D 

plots in figures 2 and 3 At the same time, for the t=0,325 value taken in tables 4 and 5, it was 

acquired that it is consistent with the 2D plots in figures 4 and 5 in our studies, it has been 

observed that there is a convergence for the other values of  t in the table and the variable values 

of 𝑥, as in the above graphs. 

3. Conclusion 

In this study, the reduced differential transform method was applied to the time-fractional 

Murray equation, which is a member of reaction-diffusion equation family. A series solution 

for the problem was obtained by using the initial condition. These solutions were compared 

with tables and graphs. For 𝛼 = 1 these solutions were compared with the analytical solutions. 

As a result, this method was found to be very useful for solving nonlinear equations. Reduced 

differential transform method converges to the solution faster than classical or generalized 

differential transform methods. Furthermore, this method eliminates the intensive processing 

load. 
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Abstract 

Tamoxifen, an estrogen receptor competitive and nonsteroidal drug, has been used for nearly 20 years to treat 

patients with hormone receptor-positive breast cancer. Deinoxanthin is a xanthophyll derivative purified from 

the cell wall of a radiation-resistant bacterium, Deinococcus radiodurans, has been shown in some studies to 

have proapoptotic and antiproliferative effects on some types of cancer. 

Within the study's scope, it aimed to increase the effectiveness of Tamoxifen with deinoxanthin. The 

combination of 4.21 µM tamoxifen (TMX) and 3.125 µM deinoxanthin showed the best synergistic effect  

(CI:0.052) at 24 h incubation in MDA-MB-453 cells according to calculation of XTT findings using 

CompuSyn software. In this concentration combination, gene expression levels and protein levels of BCL2 

Associated X protein (BAX), Caspase 3 (CASP-3), B cell leukemia/lymphoma 2 protein (BCL-2) and Human 

Epidermal Growth Factor Receptor 2 (HER2) were determined by RT-qPCR and ELISA method, 

respectively, and according to the results, it is thought that the intrinsic apoptotic pathway is activated.   

Keywords: Breast cancer, Deinoxanthin, Tamoxifen, MDA-MB-453. 

 

Deinoksantinin HER2 Pozitif Meme Kanserinde Tamoksifenin Antiproliferatif 

Aktivitesi Üzerindeki Agonistik Etkileri: MDA-MB-453 Üzerine Bir In vitro Çalışma 

 

Öz 

Östrojen reseptörü yarışmalı ve steroid olmayan bir bileşik olan Tamoksifen, hormon reseptör pozitif meme 

kanseri olan hastaları tedavi etmek için yaklaşık 20 yıldır kullanılmaktadır. Deinoxanthin, radyasyona dirençli 

bir bakteri olan Deinococcus radiodurans'ın hücre duvarından saflaştırılan bir ksantofil türevi olup, bazı kanser 

türleri üzerinde proapoptotik ve antiproliferatif etkilere sahip olduğu bazı çalışmalarda gösterilmiştir. 

Çalışma kapsamında Tamoksifenin (TMX) deinoksantin (DNX) ile etkinliğinin artırılması hedeflendi. 4.21 µM 

TMX ve 3.125 µM DNX kombinasyonu, CompuSyn yazılımı kullanılarak XTT bulgularının hesaplanmasına 

göre MDA-MB-453 hücrelerinde 24 saatlik inkübasyonda en iyi sinerjistik etkiyi (CI:0.052) gösterdi. Bu 

konsantrasyon kombinasyonunda BCL-2 ilişkili X proteini (BAX), Kaspaz 3 (CASP-3), B hücreli 

lösemi/lenfoma 2 proteini (BCL-2) ve İnsan Epidermal Büyüme Faktörü Reseptörü 2'nün (HER2) gen ifade 

seviyeleri ve protein düzeyleri sırasıyla RT-qPCR ve ELISA yöntemi ile belirlenmiş olup sonuçlara göre 

intrensek apoptotik yolağın aktifleştiği olduğu düşünülmektedir. 

 

Anahtar Kelimeler: Meme Kanseri, Deinoksantin, Tamoksifen, MDA-MB-453. 
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1. Introduction 

Cancer, which has become a global threat and causes millions of deaths, is among the causes 

of mortality after heart diseases [1] Breast cancer, which is the most common type of cancer in 

women, is malignant and metastatic tumors. Hormone receptor-positive breast cancer accounts 

for 80% of all breast cancers [2]. 

Cancer caused an estimated 9.6 million deaths in 2018. About 1 out of 6 deaths in the world 

and 1 out of every 5 deaths in Türkiye are caused by cancer [3]. According to 2013 data, breast 

cancer is the most common type of cancer in women in our country, and it is known that 

approximately 25% of women with this disease have HER2 positive breast cancer [4]. 

The exact cause of the onset of cancer is not known. In addition, studies are carried out to 

characterize cancer and prevent its formation and progression [5]. Since the determination of 

the type of treatment is of great importance, scientists have used different parameters to define 

the types of breast cancer. Rare breast cancers, special type; the common breast cancers were 

named as non-specific types. There are cells with specific characteristics in rare special types 

of breast cancers. 

Combination therapy has also gained momentum in oncology in recent years, with higher 

response rates with drug combinations compared to monotherapy in several studies, the FDA 

has recently approved therapeutic combination regimens that show superior safety and efficacy 

to monotherapy [6,7]. 

In therapeutic agent development research, the identification of membrane receptors and the 

creation of ligands with high affinity for them have been identified as the most important end 

goal. Advances in molecular biology and genetics have brought along important innovations in 

drug development. As a result of the joint studies of these fields with the science of 

bioinformatics, it has been an important step in the discovery of new therapeutic targets by 

investigating the genetic causes of many diseases [8]. 

Tamoxifen is a non-steroidal antiestrogen drug commonly used in the treatment of hormone-

sensitive breast cancer. More than 70% of all breast cancer patients are estrogen receptor-

positive breast cancer patients [9]. Tamoxifen is used in the prevention and treatment of ER+ 

breast cancer in pre- and post-menopausal women [10]. It reduces breast cancer recurrence by 

50% and the annual death rate by 31%. Despite this success, approximately 25% of tumors 

develop resistance to Tamoxifen treatment within a few years in addition to its side effects [11]. 

Estrogen hormone, which is a growth factor, binds to the estrogen receptor on the cell surface, 

also called its name, and ensures the growth of normal breast cells. In the case of breast cancer, 

estrogen receptors work for the growth and proliferation of cancer cells. It has been determined 

that in the majority of breast cancer types, tumor cells become dependent on estrogen for growth 

by significantly increasing the number of estrogen receptors in their membranes. Tamoxifen, 

designed to block estrogen receptors on the breast cancer cell surface, exerts its anti-

proliferative effect by competitively binding to the estrogen receptor, thereby blocking the 

mitogenic effect of estrogen [12]. 
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Evidence is presented that Tamoxifen induces a response in tumors lacking ER gene expression 

[13,14]. Adjuvant Tamoxifen treatment has been shown to reduce the risk of recurrence even 

in lesions without ER gene expression [15]. 

These clinical findings propose that Tamoxifen may have some ER-independent anticancer 

properties. Additionally, Blackwell et al. (2000) found that Tamoxifen was able to inhibit 

angiogenesis in the ER-negative fibrosarcoma model [16]. 

Liu et al., in a study they conducted on five different ER-negative human breast cancer cell 

lines to understand the antiproliferative effect of Tamoxifen on ER-negative breast cancer cells; 

a dose- and time-dependent induction of apoptosis was observed in MDA-MB-468, MDA-MB-

231, MDA-MB-453, and SK-BR3 cells, while no significant apoptotic effect was observed in 

HCC-1937 cell line [17, 18]. 

There are more than 600 different carotenoids in nature, and they are common natural pigments 

[19]. Although some natural carotenoids, such as astraxanthin, β-carotene, and lycopene have 

been used as food coloring for many years, it has recently been an area of intense study in 

investigating its potential to prevent epithelial cancer and chronic diseases, with the discovery 

of antioxidant activity [20, 21]. Carotenoids are found in many bacteria and are found in a wide 

variety of phyla, not only photosynthetic but also non-photosynthetic species [19]. 

Deinococcus radiodurans is a red-pigmented, non-sporeforming, non-pathogenic bacteria 

species 1.5-3.5 µm in diameter, in clusters of two or four cells, highly resistant to stress and UV 

rays [19, 22, 23, 24, 29]. D. radiodurans synthesizes a unique ketocarotenoid, deinoxanthin 

(DNX) [25, 26]. Deinoxanthin has a much higher antioxidant effect than other xanthine 

derivatives and therefore shows a stronger ROS scavenging ability [27, 28]. 

Some carotenoids such as fucoxanthin, lycopene, lutein, and β-carotene suppress 

carcinogenesis in animals and cause apoptosis of various cancer cell lines [29]. Also, some 

studies show that taking carotenoids reduces the risk of cancer. It protects against DNA damage 

as deinoxanthin is a more effective reactive oxygen species scavenger than lutein, lycopene, or 

β-carotene [30, 31]. Therefore, it is noteworthy to investigate the effect of deinoxanthin on 

cancer cells. 

Deinoxanthin has a pro-oxidative effect as well as an antioxidant effect under certain 

conditions. Many studies have shown that oxidative stress plays an important role in the process 

of inducing apoptosis. [32, 33, 34, 35] 

Studies have shown that this pigment inhibits the growth of cancer cells by inducing apoptosis 

in various cancer cells. Within the scope of the study, it was aimed to increase the 

antiproliferative activity of Tamoxifen with deinoxanthin on MDA-MB-453, a HER-2 positive 

breast cancer cell line. 

Deinoxanthin is a carotenoid derivative that has a pro-oxidant effect against cancer cells, on 

which studies have not been fully deepened. This xanthine derivative, which helps Deinococcus 

radiodurans survive in the highly oxidative environments it is exposed to, also plays an 
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antioxidant role. In the study, it was aimed that tamoxifen, which is used against ER-positive 

cancer types, with deinoxanthin at lower doses, has a better anti-cancer effect against ER-

negative breast cancer. Deinoxanthin, which makes tamoxifen more effective in vitro with 

lower IC50 values than known, can also reduce side effects with its antioxidant property in 

healthy cells. 

2. Materials and Methods 

 

2.1. Materials 

 

The MDA-MB-453 (HTB-131) breast cancer cell line was purchased commercially from 

ATCC. 

Dulbecco's modified Eagle's medium (DMEM), L-glutamine, heat-inactivated fetal bovine 

serum, penicillin-streptomycin, trypsin-EDTA, phosphate buffer saline (PBS), and XTT (2,3-

Bis-(2-Methoxy-4-Nitro-5-Sulfophenyl)-2H-Tetrazolium-5-Carboxanilide) cell proliferation 

kit was obtained from Biological Industries Ltd (Catalog number:20-300-1000). 

TMX was obtained from Sigma Aldrich. 

DNX was supplied from the purified stock of Seda KILINÇ, produced in the joint venture of 

Erzincan Binali Yıldırım University and Marmara University, Türkiye. 

RNA isolation (Catalog number:K0732) and cDNA synthesis (Catalog number:4368814) were 

performed according to the manufacturer's instructions (Thermo Scientific, US). Human BAX 

(Catalog number: E-EL-H0562), CASP-3 (Catalog number: E-EL-H0017), BCL-2 (Catalog 

number: E-EL-H0114), and HER2 (Catalog number: E-EL-H6083) ELISA kits were 

purchased from Elabscience Biotechnology Co. (Wuhan, China). All other chemical reagents 

were purchased from Merck and Sigma Aldrich. 

2.2. Cell line and culture 

 

MDA-MB-453 breast cancer cell line; was cultured in DMEM containing 1% penicillin-

streptomycin, 1% L-glutamine, and 10% FBS. Incubation was carried out in an incubator at 37° 

C and 5% CO2 sterile air. 

2.3. Cell proliferation assay 

 

Cell cultivation was inoculated into each well of 96-well TC-treated plates in 200 μl DMEM at 

5x104 cells and incubated for 24 hours at 37° C, 5% CO2, and 95% humidity. 

To determine the cytotoxic effects depending on time and concentration, a study was conducted 

to determine the combined and separate concentrations of TMX and DNX. 
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Table 1. Application concentrations of TMX and DNX. 

Concentration Sets TMX (µM) DNX (µM) TMX (µM) + DNX (µM) 

1 270 200 270+200 

2 135 100 135+100 

3 67,5 50 67,5+50 

4 33,75 25 33,75+25 

5 16,87 12,5 16,87+12,5 

6 8,43 6,25 8,43+6,25 

7 4,21 3,125 4,21+3,125 

 

At the end of the incubation periods, 50 µl of XTT reagent was added to each well to determine 

cell viability. After 3 hours, the absorbance was measured at 450 nm with a microplate reader 

to calculate the percent cell viability versus negative control. 

2.4.Combinational Index Value 

 

TMX and DNX interactions and combination index (CI) values were determined with the 

CompuSyn program. 

2.5. RT-qPCR Analysis 

 

In study, It was determined that the best synergistic effect in the calculated CI values was the 

24 hours incubation period and the combination of 4.21 µM TMX and 3.125 µM DNX. RNA 

isolation and cDNA synthesis were performed by culturing the MDA-MB-453 breast cancer 

cell line applied with these parameters. The expression levels of BAX, CASP-3, BCL2, and 

HER2 genes of the MDA-MB-453 cell line were determined. The ACTB gene was used as the 

reference gene. Real-time PCR with SYBR green was performed using Bio-rad iTaq™ 

universal SYBR® Green supermix (Catalog number: 1725125) and a Qiagen Rotor-Gene Q 

6plex Real-Time PCR System. Primers designed by using NCBI Primer-BLAST program were 

synthesized by Metabion Company according to the sequences specified in (Table 2.). 

Table 2. Primer sequences. 

Gene Primer sequence Accession Number 

BAX 
F: 5-AGCAGATCATGAAGACAGGG 

NM 138764 
R: 5-GAAGTTGCCGTCAGAAAACA 

CASP-3 
F: 5-GCGCTCTGGTTTTCGTTAAT 

NM 004346 
R: 5-ACCCATCTCAGGATAATCCATTT 

BCL2 
F: 5-TATCTGGGCCACAAGTGAAG 

NM 000657 
R: 5-ATTCGACGTTTTGCCTGAAG 

HER2 
F: 5-GTGAAGCTGAGATTCCCCTC 

NM 001005862 
R: 5-GCAGCTTCATGTCTGTGC 

ACTB 
F: 5-CACCATGGATGATGATATCGC 

NM 001101 
R: 5-GAATCCTTCTGACCCATGCC 
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2.6. Protein extraction 

 

TMX (4.21 µM), DNX (3.125 µM), and TMX + DNX (4.21 µM + 3.125 µM) drug applications, 

which were the lowest CI values obtained in the study, levels of BAX, CASP-3, BCL-2 and 

HER2, on MDA-MB-453 cell line and to determine the expression proteins, commercial ELISA 

kits were used. Also, the total protein concentration in the sample was measured using the 

Bradford protein assay. 

2.7.  Statistical analysis 

 

BAX, CASP-3, BCL-2, and HER2 genes expression levels were determined using the primary 

normalization 2 – ΔΔCT method developed by Livak and Schmittgen using ACTB as the reference 

gene (Livak & Schmittgen, 2001). Statistical analysis was evaluated using SPSS 17.0 program. 

The significant percentage of the results is p <0.05. 

3. Results and Discussion 

 

3.1.Cell Viability Test 

 

XTT studies were carried out on MDA-MB-453 cells at 24 and 48 hours incubation times where 

the indicated concentrations of TMX and DNX were applied separately and in combination. 

With the absorbance data obtained at 450 nm, "cell survival percentages" were calculated and 

as a result of these calculations, the findings in the graphs shown in (Figure 1) and (Figure 2) 

were obtained. 

 

Figure 1. Antiproliferative activity of TMX, DNX and TMX + DNX on MDA-MB-453 at 24 

hours. Values are represented as the mean ± standard error of mean. “ns” indicates not 

significant (p>0.05); *p < 0.05; **p < 0.01. 
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Figure 2. Antiproliferative activity of TMX, DNX and TMX + DNX on MDA-MB-453 at 48 

hours. Values are represented as the mean ± standard error of mean. “ns” indicates not 

significant (p>0.05); *p < 0.05; **p < 0.01.  

The combination effect value (CI) was calculated using the CompuSyn program using the 

absorbance values measured at the 24 and 48 hours in the MDA-MB-453 cell line where TMX, 

DNX and their combinations were administered. 

Table 3. CI values calculated after the application of TMX, DNX and TMX + DNX on MDA-

MB-453 at the 24 hours. 

TMX+DNX (µM) CI Effect 

270+200 1,048 Medium Antagonistic 

135+100 0,589 Synergistic 

67,5+50 0,407 Synergistic 

33,75+25 0,373 Synergistic 

16,87+12,5 0,327 Synergistic 

8,43+6,25 0,072 Very strong synergistic 

4,21+3,125 0,052 Very strong synergistic 
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Table 4. CI values calculated after the application of TMX, DNX and TMX + DNX on MDA-

MB-453 at the 48 hours. 

TMX+DNX (µM) CI Effect 

270+200 1,228 Medium Antagonistic 

135+100 0,652 Synergistic 

67,5+50 0,394 Synergistic 

33,75+25 0,286 Strong synergistic 

16,87+12,5 0,943 Additive 

8,43+6,25 9,033 Strong Antagonistic 

4,21+3,125 0,159 Strong synergistic 

 

Within the scope of the studies carried out, as a result of 24 and 48 hours incubation on MDA-

MB-453 cell line; according to the results of XTT studies conducted with the application of 

TMX, DNX and their combinations at the determined concentrations; it has been determined 

that TMX has a higher antiproliferative effect than DNX, except for the 4th, 6th and 7th 

concentrations of the 24 hours, and when applied together at all concentrations, it has a better 

antiproliferative effect than when applied separately. 

It was observed that at the 48th hour, compared to the 24th hour, TMX, DNX, or both lost their 

half-lives because they were present in a longer period or fluctuations in the vitality rates were 

observed due to probabilities such as deterioration of their molecular structure. 

3.2.RT-qPCR Analysis and ELISA 

 

The expression levels of BAX, CASP-3, BCL-2, and HER2 genes of the MDA-MB-453 cell line 

were determined at the lowest CI value determined in the study. ACTB (beta-actin) gene was 

used as the reference gene. Graphics of the results obtained; (Figure 3, Figure 4, Figure 5, and 

Figure 6. 

When looking at the findings, it was observed that TMX applied alone on the MDA-MB-453 

breast cancer cell line did not have a very high effect on the expression level of BAX and CASP-

3 genes, but when applied together with DNX, it was observed that it caused a significant 

increase in the expression levels of BAX and CASP-3 genes. 
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Figure 3. The effect of TMX, DNX, and their combinations on BAX gene expression level. 

Values are represented as the mean ± standard error of mean. ap < 0.05 versus TMX-treated 

group. bp < 0.05 versus DNX-treated group. 

 

Figure 4. The effect of TMX, DNX, and their combinations on CASP-3 gene expression level. 

Values are represented as the mean ± standard error of mean. ap < 0.05 versus TMX-treated 

group. bp < 0.05 versus DNX -treated group. 

 

 

Figure 5. The effect of TMX, DNX, and their combinations on BCL2 gene expression level. 

Values are represented as the mean ± standard error of mean. ap < 0.05 versus TMX-treated 

group. bp < 0.05 versus DNX-treated group. 
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Figure 6. TMX, DNX, and their combination effects on HER2 gene expression. Values are 

represented as the mean ± standard error of mean. ap < 0.05 versus TMX-treated group. 
bp < 0.05 versus DNX-treated group. 

The expression level of BAX and CASP-3 genes in the DNX-group did not increase at a very 

high rate, and had less effect on BCL-2 and HER2 alone. It is not considered to have a greater 

effect as an intrinsic apoptotic stimulus alone. 

According to the results of RT-qPCR in all samples where 4,21 µM TMX + 3,125 µM DNX 

combination was applied; BAX and CASP3 genes; It was observed that higher expression levels 

were reached compared to the control group and TMX-group. In determining the expression 

levels of BCL-2 and HER2 genes, it was revealed that the combination of drugs was more 

effective than individual drugs on MDA-MB-453.  

 

Figure 7. The effect of TMX, DNX, and their combinations on BAX protein expression level. 

Values are represented as the mean ± standard error of mean. ap < 0.05 versus TMX-treated 

group. bp < 0.05 versus DNX-treated group. 
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Figure 8. The effect of TMX, DNX, and their combinations on CASP-3 protein expression 

level. Values are represented as the mean ± standard error of mean. ap < 0.05 versus TMX-

treated group. bp < 0.05 versus DNX-treated group. 

In many cancer types, while pro-apoptotic protein levels such as BAX and CASP-3 decrease, 

anti-apoptotic protein levels such as BCL-2 increase. It was determined that BAX and CASP-

3 protein levels differed significantly in the drug concentration administered in combination 

compared to the control and separately administered drug concentrations. This significant 

increase in BAX and CASP-3 protein levels suggests that apoptosis was induced in cancer cells. 

 

Figure 9. The effect of TMX, DNX and their combinations on BCL-2 protein expression level. 

Values are represented as the mean ± standard error of mean. ap < 0.05 versus TMX-treated 

group. bp < 0.05 versus DNX-treated group. 

The Bcl-2 family plays an important role in the regulation of apoptosis. The intensity of Bcl-2 

production in various cancer cells shows a positive correlation with the lifespan of the cell [36]. 

In addition to BAX and CASP-3 protein levels, a significant decrease was observed in the 

determined BCL-2 and HER-2 protein levels, and the suppression of apoptosis in cells 

decreased. And it is thought that the cell is more easily dragged into apoptosis. 
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Figure 10. The effect of TMX, DNX and their combinations on HER-2 protein expression 

level. Values are represented as the mean ± standard error of mean. ap < 0.05 versus TMX-

treated group. bp < 0.05 versus DNX-treated group. 

Table 5. The amount of BAX, BCL-2, CASP-3, and HER2 in MDA-MB-453 cell line exposed 

to DNX (3,125 µM), TMX (4,21µM) separately and also in combination (4,21µM+3,125µM) 

for 24 h. 

 BAX 

(ng/mg protein) 

BCL2 

(pg/mg protein) 

CASP3 

(ng/mg protein) 

HER2 

(pg/mg protein) 

Control 
1,25 ± 

0,87b,c,d

,* 478 ± 
13,5b,c,

d 5,16 
± 0,96b,c,

d 1255 
± 

59c,d 

TMX  26,1

5 
± 1,23a,d 234 ± 12a,c,d 28 

± 
2,4a,c 1146 

± 
54c,d 

DNX  22,6

5 
± 1,58a,d 154 ± 29a,b 19 

± 
2,9a,b,d 875 

± 
29a,b 

TMX+DNX  39,2

4 
± 2,87a,b,c 95 ± 16a,b 35 

± 
3,4a,c 789 

± 
27a,b 

*:Results given as the mean±SD. One-way ANOVA with post-hoc LSD test. Different letters 

show statistical differences. P<0.05 is the level of significance. 

The results were as follows BAX protein was found to be increased 31 times more compared 

to control and 1.5 and 1.7 times more compared to TMX-group and DNX-group, respectively; 

CASP-3 protein was found to be increased approximately 7 times compared to control and 1.25; 

1.8 times more compared to TMX-group and DNX-group, respectively. 

The combination of 4.21 µM TMX + 3.125 µM DNX at the BCL2 expression level decreased 

5 times compared to the control and approximately 2.5 and 1.5 times, respectively, compared 

to TMX-group and DNX-group; In the expression level of HER2, it was determined that the 
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combination of 4.21 µM TMX + 3.125 µM DNX decreased 1.6 times compared to the control 

and 1.4; 1.1 times more compared to TMX-group and DNX-group. 

In a 2020 study by Maqbool et al., they showed that the synergistic combination of tamoxifen 

with the novel synthesis product di-2-pyridylketone4-cyclohexyl-4-methyl-3-

thiosemicarbazone (DpC), a thiosemicarbazone derivative, could be a promising new 

therapeutic strategy to overcome tamoxifen resistance in ER-positive breast cancer. Using a 

tamoxifen-resistant cell line, MDA-MB-453 and MDA-MB-231, in the study creates the 

potential to provide a different treatment strategy with a similar combinatorial approach. As a 

matter of fact, in previous bioinformatic studies, it was determined that deinoxanthin's ability 

to bind to testosterone and estrogen receptors may be high. In addition, studies are continuing 

that deinoxanthine increases the expression levels of estrogen and testosterone receptors. 

Tamoxifen, a selective ER modulator, can drive cancer cells into apoptosis through mechanisms 

other than ER antagonism. In a study by Liu et al. in 2014, the drug mechanism was examined 

by testing the efficacy of tamoxifen by testing the ER-negative breast cancer cell lines HCC-

1937, MDA-MB-231, MDA-MB-468, MDA-MB-453 and SK-BR-3. As a result, it was 

determined that Tamoxifen significantly induced apoptosis in MDA-MB-231, MDA-MB-468, 

MDA-MB-453 and SK-BR-3 cells, but was not effective in HCC-1937 cells. They suggested 

that tamoxifen-induced induction of apoptosis is associated with tamoxifen dose-dependent 

inhibition of protein phosphatase 2A (CIP2A) and phospho-Akt (p-Akt). 

According to the research conducted by Ibrahim et al. in 2019, the combination of Tamoxifen 

and Simvastatin was treated with different concentrations of TAM and/or SIM for 72 hours in 

the estrogen receptor positive (ER+) breast cancer cell line T47D. In the study, cytotoxicity, 

oxidative stress markers, apoptosis, angiogenesis and metastasis analyzes were performed and 

as a result, higher BAX/BCL-2 ratio and CASP3 activity were observed in the combination 

groups compared to the others. 

In the study, it was observed that the apoptotic pathway was more active in the combination of 

deinoxanthin with tamoxifen than when tamoxifen was administered alone. Although the 

MDA-MB-453 cell line is estrogen receptor-negative, it became more sensitive to tamoxifen 

by triggering inhibition of CIP2A and p-Akt or by a different pathway. More detailed 

metabolomic analysis of the effect of deinoxanthin with tamoxifen is planned in future studies. 

4. Conclusion 

 

In line with these results, it has been shown that Tamoxifen may be to combined with 

deinoxanthin, which has high antioxidant properties, to increase its effectiveness and further 

strengthen its antiproliferative activity. In addition, Tamoxifen, which is used in hormone 

receptor sensitive breast cancer treatments, has also been reported to have a significant effect 

on cell lines that also show triple negative breast cancer characteristics [37]. We aimed to obtain 

a more effective combination therapy that can be used in Tamoxifen treatment by using this 

cell line that can show both features. 



Agonistic Effects of Deinoxanthin on Tamoxifen Antiproliferative Activity on HER2 Positive Breast 

Cancer: An In vitro Study on MDA-MB-453 

151 

 

Significant antiproliferative activity was found in our study as a result of the combination of 

Tamoxifen, which was confirmed to have a strong effect on breast cancer, by benefiting from 

the strong antioxidant effect of deinoxanthin and its ability to drive cancer cells to apoptosis. It 

is planned to increase the effectiveness of this cure by making much more detailed analyzes in 

future studies. 
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Abstract 

Poly(lactic-co-glycolic acid) (PLGA) is a biodegradable and biocompatible polymer approved by the FDA and 

EMA, which is the most widely used in the field of health. In this study, PLGA was synthesized primarily from 

lactide and glycolide by polycondensation and ring-opening polymerization. Then, amino acid derivatives of 

PLGA were synthesized by the reaction of PLGA and amino acids in the existence of 1-ethyl-3-(3-

dimethylaminopropyl)carbodiimide (EDC). The polymers synthesized were PLGA, PLGA-L-glutamic acid 

(PLGA-G), and PLGA-L-aspartic acid (PLGA-A). The chemical structure of these polymers was verified by 1H 

and 13C Nuclear Magnetic Resonance (1H NMR and 13C NMR), Fourier Transform Infrared Spectroscopy 

(FTIR), Differential Scanning Calorimetry (DSC), and Gel Permeation Chromatography (GPC). When the 13C 

NMR analyses of PLGA-amino acid derivatives were observed, an increase in the number of carbonyl carbons 

around 170 ppm was found and the structure accuracy was supported.  In addition, when the FTIR analyses of 

PLGA-amino acid derivatives were examined, the structure was confirmed by observing the signal of the amide 

bond carbonyl vibration at 1700 cm-1. While the typical endothermic thermogram of the PLGA-amino acid 

derivative structures was observed by DSC analysis, it was found that the structures were low molecular weight 

polymers [~5000-6000 Da] by GPC analysis. 

 

Keywords: PLGA, amino acid, biodegradable polymer. 

 

L-Glutamik Asit ve L-Aspartik Asit ile Türevlendirilen Poli(laktik-ko-glikolik asit)’in  

Sentezi ve Karakterizasyonu 

Öz 

Poli(laktik-ko-glikolik asit) sağlık alanında en çok kullanılan biyobozunur ve biyouyumlu özellikte FDA ve 

EMA onaylı bir polimerdir. Bu çalışmada öncelikle polikondenzasyon ve halka açılma polimerizasyonu ile 

laktid ve glikolidden PLGA sentezlenmiştir. Daha sonra PLGA ve amino asitlerin 1-etil-3-(3-

dimetilaminopropil)karbodiimid (EDC) varlığında reaksiyonu ile PLGA'nın amino asit türevleri 

sentezlenmiştir. Sentezlenen polimerler PLGA, PLGA-L-glutamik asit (PLGA-G) ve PLGA-L-aspartik asit 

(PLGA-A)'dir. Bu polimerlerin kimyasal yapısı 1H ve 13C Nükleer Manyetik Rezonans (1H NMR ve 13C NMR), 

Fourier Dönüşümlü Kızılötesi Spektroskopisi (FTIR), Diferansiyel Taramalı Kalorimetri (DSC) ve Jel 

Geçirgenlik Kromatografisi (GPC) ile doğrulandı. PLGA-amino asit türevlerinin 13C NMR analizleri 

incelendiğinde 170 ppm yakınlarında karbonil karbonlarının sayısında artış gözlenerek yapı doğruluğu 

desteklenmiştir. Ayrıca yine PLGA-amino asit türevlerinin FTIR analizleri incelendiğinde amid bağı karbonil 

titreşimine ait sinyal 1700 cm-1'de gözlenerek yapı doğrulanmıştır. PLGA-aminoasit türev yapılarının DSC 

analizi ile tipik endotermik termogram gözlenirken, GPC analizleri ile yapıların düşük molekül ağırlıklı 

polimerler [~5000-6000 Da] olduğu bulunmuştur. 

Anahtar Kelimeler: PLGA, amino asit, biyobozunur polimer. 

https://orcid.org/0000-0002-9375-2329
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1. Introduction 

Researchers have frequently investigated novel biomolecule-derived poly(lactic-co-glycolic 

acid)s (PLGAs) [1], polyurethanes (PUs) [2], and poly(ethylene glycol)s (PEGs) [3], 

biopolymers because of increasing attention to their biocompatibility, biodegradability superior 

mechanical properties, and chemical versatility. PLGA is biodegradable and biocompatible, 

displays different degradation times with chemical versatility has adjustable mechanical 

properties, and is an FDA and EMA-approved polymer [4, 5]. There are many studies where 

PLGA is used for new-generation drug carrier systems and biomaterials. For example, Ansari 

et al. have reported in their studies that the flexibility and biodegradability properties of amino 

acid-based polyester amides provide unique thermomechanical properties. They stated that the 

addition of amino acids to the structure of polyester amides increases the H-bond capacity of 

the structure and affects cell interaction well [6]. 

 Zhao et al. reported which is an example of the bonding of peptide structures such as 

Arg-Gly-Asp tripeptide (RGD) and Tyr-Ile-Gly-Ser-Arg (YIGSR) with PLGA, indicated 

adjusting that the distribution, density, and bioactive regions of amino acid or peptide structures 

in PLGA [7]. In a different study where PLGA-mucin nanoparticles had the dual role of 

resistance to biofouling and, molecular recognition was reported reducing plasma protein 

adsorption, and subsequent dampening of complement and platelet activation [8]. It is observed 

that amino acid structures bonding with PLGA provide positive enhancement to biological 

interaction. 

 In the study of Takeuchi et al. reported that PLGA microparticles derived from leucine 

and aspartic acid significantly improved the thin particle fraction and the phagocytotic ratio of 

alveolar macrophages [9]. pH-sensitive nanoparticle system containing charge reversible 

pullulan-based (CAPL) shell and poly(β-amino ester)/PLGA structure were designed for 

potential novel carriers of paclitaxel (PTX) and combretastatin A4 (CA4) for combining 

chemotherapy and anti-angiogenesis to treat hepatocellular carcinoma (HCC) [10]. PLGA 

amino acid derivative structures are ideal polymer systems for micro/nanoparticular drug 

carriers. 

 Also in tissue engineering applications PLGA microparticles were combined with 

poly(β-amino ester) particles to create new crossbred scaffolds capable of the both release of 

drug and growth factor. PLGA microsphere with poly(β-amino ester) particles containing a 

quick-degrading porogen was observed to release two drugs while establishing a porous 

microarchitecture for cell ingrowth within a matrix capable of maintaining a compressive 

modulus applicable for soft tissue grafts [11]. Cui et al. studied that a synthetic polypeptide 

poly(Nε-Cbz-L-lysine) (PZL) with PLGA having relatively high strength and osteoinductive 

bioglass (BG) particles, and manufactured foamy PZL/PLGA/BG composite scaffolds using a 

negative NaCl-templating method. The results exhibited that the composite scaffolds allowed 

the ingrowth of tissue and microvessels and exhibited reduced inflammation response as 

compared to other scaffolds after 8 weeks of implantation [12]. In summary, the PLGA amino 

acid composite structures demonstrated that had good comprehensive performances and would 

meet the needs of tissue or bone regeneration. 
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 In this study, alternative biopolymers were produced for biomedical applications such 

as sustained release systems and tissue engineering by synthesizing PLGA's amino acid 

derivative structures. 

2. Material and Methods 

2.1. Chemistry 

All reagents were of commercial quality and reagent-quality solvents were used without further 

purification. 3,6-Dimethyl-1,4-dioxane-2,5-dione (99%) (CAS number 95-96-5), 1,4-dioxane-

2,5-dione (≥99%) (CAS number 502-97-6), 1-dodecanol for synthesis (CAS number 112-53-8) 

were obtained from Sigma-Aldrich Co. Stannous 2-ethylhexanoate (95%) (CAS number 301-

10-0) was purchased from Abcr GmbH Co. 1-Ethyl-3-(3-dimethylaminopropyl)carbodiimide-

hydrochloride (EDC-HCl) (≥99%) (CAS number 25952-53-8) was obtained from Carl Roth 

GmbH+ Co. The solvents, dichloromethane (DCM) (CAS number 75-09-2) and methanol 

(MeOH) (CAS number 67-56-1) were supplied from Sigma-Aldrich Co. Before use DCM was 

stored in the presence of a 4 Å molecular sieves. The reaction was assessed by thin-layer 

chromatography (TLC) (Merck silica gel plates, type 60 F254) and the spots were visualized 

using a UV lamp. 

2.2. Synthesis of Poly(lactic-co-glycolic acid) (PLGA) 

PLGA copolymer is synthesized by polycondensation and ring-opening polymerization (ROP) 

reaction of different ratios with lactide and glycolide monomers [13]. The reaction was carried 

out under a nitrogen atmosphere. To prepare [L]:[G] 75:25 PLGA by mass proportions, 0.015 

mol (2.16 g) of DL-lactide, and 0.005 mol (0.58 g) of glycolide were added to a dried reaction 

flask. The reaction flask was sealed and purged with N2. After solutions containing initiator and 

co-initiator tin(II) 2-ethylhexanoate and 1-dodecanol (0.02% over the total mass of monomers) 

in anhydrous toluene were added to the reaction flask and a vacuum was applied to remove the 

toluene. The reaction mixture was put in an inert atmosphere, placed in an oil bath at 160°C, 

and magnetically stirred at 400 rpm for 2.5h. After cooling to room temperature, the crude 

PLGA was dissolved in DCM. This PLGA solution was poured into a beaker containing 

anhydrous MeOH and fiber-like PLGAs were obtained for precipitation. After the solvents were 

removed with a rotary evaporator, the PLGA was dried for 24h at 35-40°C in a vacuum oven 

to prevent moisture absorption [14, 15] (Fig 1.). 
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Figure 1. Schematic representation of the PLGA and PLGA derived with amino acids synthesis 

steps. 

2.3. Synthesis of PLGA derived with amino acids 

The carboxylic acid functional group of synthesized PLGA and amino functional group of 

amino acid reacted forming an amide bond in the presence of EDC and a suitable solvent [16]. 

L-Glutamic acid (Reaction 1) and L-aspartic acid (Reaction 2) were selected as amino acids to 

react with PLGA (Fig 1.). In a round-bottom flask equipped with a magnetic stirrer, PLGA (100 

mg) dissolved in anhydrous DCM (15 mL) was reacted with EDC (48 mg). To the mixture, 

amino acid (10 mg) was added and stirred at room temperature for 48 h. The reaction was 

monitored by TLC (DCM: MeOH/9:1). When the reaction was completed, the solvent was 

removed by rotary evaporation and dried in a vacuum. The product was stored at 8oC.  

2.4. Characterizations 

PLGA chemical identifications were done in terms of an explanation of the NMR and IR 

spectra, determination of molecular weight, and thermal properties. NMR spectra were 

followed on the Bruker Avance 300 MHz spectroscopy for 1H NMR and 13C NMR, with the 

chemical shifts (δs) reported in parts per million and with tetramethylsilane as an internal 
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standard with CDCl3 as the solvent. IR spectra were acquired in reflectance mode using a 

Nicolet 6700 FT-IR Spectrometer from Thermo Fisher Scientific, using the ATR accessory. 

The spectral range was 4000–40 cm−1; each spectrum was the result of 16 scans. DSC 

experiments were recorded on a Hitachi Exstar X-DSC7000 SII NanoTechnology Inc.). 

Samples were scanned over a temperature range of 25–400oC and at a heating rate of 10oC 

min−1 under an N2 flow. Samples of a mass of 5 mg were used. The molecular weight 

determination of PLGA was studied by Gel Permeation Chromatography (METU PAL 

Laboratories), Malvern OmniSEC with THF column). The Universal Calibration method was 

used during the GPC analysis. 

 

3. Results and Discussion 

3.1. Nuclear Magnetic Resonance Spectroscopy (NMR) 

PLGA, white solid, Rf =0.51 (CH3OH:CHCl3, 9:1), 1H NMR (300 MHz, CDCl3) H 5.23-5.15 

(-CH-), 4.91-4.60 (-CH2-), 1.56 (-CH3), 
13C NMR (125 MHz, CDCl3) C 175.13 (CO), 169.38 

(CO), 71.46 (-CH-), 60.78 (-CH2-), 16.75 (-CH3). (Fig. 2&3). 

Figure 2. 1H NMR spectra of PLGA. 



Synthesis and Characterization of Poly(lactic-co-glycolic acid) Derived with L-Glutamic Acid and L-

Aspartic Acid 

160 

 

Figure 3. 13C NMR spectra of PLGA. 

PLGA-L-glutamic acid, white viscose solid, Rf =0.59 (CH3OH:CHCl3, 9:1), 1H NMR (300 

MHz, CDCl3) H 7.74 (-OH), 5.24-5.14 (-CH-), 4.92-4.61 (-CH2-), 3.76 (L-glutamic acid-CH-

), 2.91-2.77 (L-glutamic acid-CH2-), 1.57 (-CH3), 
13C NMR (125 MHz, CDCl3) C 175.13 (CO), 

170.78 (CO), 169.33 (CO), 166.43 (CO), 69.26 (-CH-), 66.68 (-CH2-), 60.78 (-CH-), 32.01 (-

CH2-), 26.49 (-CH2-), 16.76 (-CH3). (Fig. 4&5) 
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Figure 4. 1H NMR spectrum of PLGA-L-glutamic acid. 

Figure 5. 13C NMR spectrum of PLGA-L-glutamic acid. 
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PLGA-L-aspartic acid, white viscose solid, Rf =0.61 (CH3OH:CHCl3, 9:1), 1H NMR (300 MHz, 

CDCl3) H 7.72 (-OH), 5.22-5.14 (-CH-), 4.90-4.58 (-CH2-), 4.41-4.31 (L-aspartic acid-CH-), 

3.77-3.73 (L-aspartic acid-CH2-), 1.56 (-CH3), 
13C NMR (125 MHz, CDCl3) C 175.15 (CO), 

170.71 (CO), 170.37 (CO), 169.37 (CO), 69.23 (-CH-), 66.65 (-CH2-), 52.59 (-CH-), 34.99 (-

CH2-), 16.64 (-CH3). (Fig. 6&7) 

Figure 6. 1H NMR spectrum of PLGA-L-aspartic acid. 

Figure 7. 13C NMR spectrum of PLGA-L- aspartic acid. 
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In the 1H NMR spectrum of PLGA, the CH proton belonging to the lactic acid chain was 

observed at 5.23-5.15 ppm and the CH3 protons were also observed at 1.56 ppm, while the CH2 

protons belonging to the glycolic acid chain were observed at 4.91-4.60 ppm similarly to the 

literature [17]. The CH proton at 3.76 ppm and CH2 protons at 2.91-2.77 ppm from the L-

glutamic acid side observed in the 1H NMR spectrum of the derivative of L-glutamic acid of 

PLGA confirm the structure. In addition, the CH proton at 4.41-4.31 ppm and CH2 protons at 

3.77-3.73 ppm confirm the structure of L-aspartic acid-derived PLGA in the 1H NMR spectrum. 

When the 13C NMR spectrum of the amino acid derivatives of PLGA were observed, their 

structure accuracy was supported by the characteristic carbonyl carbons at 170 ppm. 

3.2. Fourier Transform Infrared Spectroscopy (FTIR) 

PLGA, FT-IR (neat, cm-1) 3003.58 (υCH3), 2925.08 (υCH3), 1750.72 (υC=O), 1445.06 (δCH2), 

1385.24 (δCH3), 1249.21 (τCH2), 1087.55 (υC-O-C). 

PLGA-L-glutamic acid, FT-IR (neat, cm-1) 3298.84 (OH), 2989.57 (υCH3), 1746.04 (υC=O), 

1700.91 (υC=O), 1449.55 (δCH2), 1384.05 (δCH3), 1267.51 (τCH2), 1179.74 (υ=C-O), 1082.65 

(υC-O-C). 

PLGA-L-aspartic acid, FT-IR (neat, cm-1) 3298.75 (OH), 2978.03 (υCH3), 1745.99 (υC=O), 

1700.84 (υC=O), 1449.31 (δCH2), 1384.27 (δCH3), 1267.85 (τCH2), 1179.66 (υ=C-O), 1082.38 

(υC-O-C). 

For the determination of vibration, rotation, and stretching movements of IR signals of PLGA, 

PLGA-G, and PLGA-A structures, Xiao et al. and Anamaria T.C.R. Silva et al. works were got 

referenced [18, 19]. 
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Figure 8. IR spectra of PLGA, PLGA-G, and PLGA-A. 

 

In the IR spectra of PLGA amino acid derivative samples were observed the two typical 

stretching vibrations at 1745 cm-1 and 1700 cm-1 were for ester and amide carbonyl absorptions. 

(Fig. 8) In literature, Manoochehri et al. proved that the amide bond or conjugation of PLGA 

and the amino acid group HSA was formed [20]. It was noteworthy that the amide signal at 

1713.4 cm-1 was not observed when the IR spectrum of the PLGA and HSA mixture was taken. 

When conjugation between PLGA and HSA occurred, the increased peak intensity in the signal 

belonging to the spectrum carbonyl carbon supported the structure accuracy. Similarly, for 

PLGA-G and PLGA-A, signals of the amide bond were observed at about 1700 cm-1 with a 

sharp peak. 

For PLGA-G and PLGA-A, signals at close to 170 ppm in the 13C NMR spectrums and 

signals at 1700 cm-1 in the IR spectrum indicated amino acid carbonyls and support the accuracy 

of the structures. In addition, the signals of all protons and carbons belonging to PLGA-G and 

PLGA-A structures were observed in 1H NMR and 13C NMR spectrum. 

 

C=O 

stretching 

Amide 

C=O 

vibration 

OH stretching of 

carboxylic acid 
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3.3. Thermal Analysis 

The thermal transitions of the PLGA derivatives were conducted by differential scanning 

calorimetry (DSC). 

Figure 9. DSC thermograms of PLGA, PLGA-G and PLGA-A. 

 

DSC analysis results in an order with PLGA, PLGA-G, and PLGA-A were exhibited typical 

endothermic peaks with an onset of melting at 288.75°C, 289.14°C, 265.49°C. (Fig. 9) Also, in 

Fig. 9, it was seen that the thermal behavior of PLGA and amino acid derivative PLGAs was 

similar. The glass transition temperature of PLGA-A and PLGA-G in both derivatives were 

observed differently from PLGA. It was concluded that all derivatives were amorphous and 

were compatible with the literature [20]. 

3.4. Molecular Weight Analysis 

Table 1. Average molecular weights and PDI values of PLGA, PLGA-G, and PLGA-A. 

Sample Mn (kDa) Mw (kDa) PDI 

PLGA 3.019 4.251 1.408 

PLGA-G 3.710 5.027 1.355 

PLGA-A 3.945 5.607 1.421 
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The compositions and properties of the molecular weight of PLGA and the derivatives were 

shown in Table 1 and analyzed with GPC. 

 

Synthesized PLGA had an average molecular weight value of 4251 g/mol, and with the 

presence of L-glutamic acid, the average molecular weight increased by 5027 g/mol, and also 

with the presence of L-aspartic acid, the average molecular weight increased by 5607 g/mol. 

The reason for this increase was that amino acids covalently bond with PLGA. PLGAs with 

lower molecular masses degrade more easily than those with higher molecular masses [20]. 

PLGA's amino acid derivatives could be good alternative polymers for controlled drug release 

systems where slow degradation is advantageous which were determined low molecular weight 

polymers [~5000-6000 Da] by GPC analysis [21]. 

4. Conclusion 

It is very crucial to synthesize novel biocompatible and biodegradable derivatives of PLGA 

polymer, which are often needed in drug carriers and medical applications, and to complete the 

chemical characterizations. In this study, PLGA, PLGA-G, and PLGA-A were successfully 

synthesized and their chemical structure was characterized. Chemical characterizations proved 

the covalent bonding between amino acid and PLGA. The amide bond, indicating the formation 

of the PLGA-amino acid bond, was demonstrated by both 13C NMR and FTIR analysis. PLGA-

amino acid derivatives, which were low molecular weight [~ 5000-6000] determined by GPC 

analysis, were observed in DSC thermograms where thermal properties were the endothermic 

character. 
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Abstract 

Aromatic nitro compounds, which have good water solubility, are one of the essential industrial pollutants, 

highly toxic and non-biodegradable, and adversely affect human health, aquatic life, and the environment. In 

this study, we have investigated the adsorption of m-toluidine on three types of eggshells characterized by FT-

IR and FT-Raman spectroscopy. Also, the theoretical analysis of this harmful organic was determined using 

density functional theory on GAUSSIAN 09W software program. Molecular electrostatic analysis, Infrared and 

Raman vibrational bands, frontier molecular orbitals, and molecular geometry were investigated for this 

purpose. After the adsorption process, the NH2 groups were observed at 3423-3347 cm-1 and 3433- 3350 cm-1 

in CCJ-mT and C-CCJ/mT samples, respectively in FTIR spectrum. While these bands were not seen in CCJ-

mT in the Raman spectrum, they were observed in C-CCJ-mT at 3429 and 3375 cm-1. After adsorption, C-H 

bands were observed at 3216, 3036, 3013, 2978, 2919, 2865 cm-1 in CCJ/mT sample and at 3216, 3034, 3011, 

2978, 2947, 2917, 2856 cm-1 in C-CCJ/mT sample. The C-C bands in the FTIR spectra of CCJ/mT and C-

CCJ/mT samples were observed at 1591 and 1590 cm-1, respectively, but they were not seen in the Raman 

spectrum after the adsorption process. 

Keywords: m-Toluidine, Quantum Chemical Calculations, Adsorption, Molecular Electrostatic Potential 

 

m-Toluidin'in Kuantum Kimyasal Hesapları ve Yumurta Kabuklarına 

Adsorpsiyonunun İncelenmesi 

Öz 

Suda çözünürlüğü iyi olan aromatik nitro bileşikleri, temel endüstriyel kirleticilerden biridir, oldukça toksiktir 

ve biyolojik olarak parçalanamaz ve insan sağlığını, su yaşamını ve çevreyi olumsuz etkiler. Bu çalışmada, FT-

IR ve FT-Raman spektroskopisi ile karakterize edilen üç tip yumurta kabuğu üzerinde m-toluidinin 

adsorpsiyonu nu araştırdık. Ayrıca GAUSSIAN 09W yazılım programında yoğunluk fonksiyonel teorisi 

kullanılarak bu zararlı organiğin teorik analizi yapılmıştır. Bu amaçla moleküler elektrostatik analiz, Kızılötesi 

ve Raman titreşim bantları, sınır moleküler orbitalleri ve moleküler geometri incelenmiştir. Adsorpsiyon işlemi 

sonrasında FTIR spektrumunda CCJ-mT ve C-CCJ/mT örneklerinde NH2 grupları sırasıyla 3423-3347 cm-1 ve 

3433- 3350 cm-1'de gözlendi. Bu bantlar CCJ-mT nin  Raman spektrumunda de görülmezken C-CCJ-mT' nin 

Raman spektrumunda 3429 ve 3375 cm-1'de gözlendi. Adsorpsiyon sonrası CCJ/mT örneğinde 3216, 3036, 

3013, 2978, 2919, 2865 cm-1'de ve C-CCJ/'de 3216, 3034, 3011, 2978, 2947, 2917, 2856 cm-1'de C-H bantları 

gözlendi. CCJ/mT ve C-CCJ/mT örneklerinin FTIR spektrumundaki C-C bantları sırasıyla 1591 ve 1590 cm-

1'de gözlemlenmiş, ancak adsorpsiyon işlemi nedeniyle Raman spektrumunda görülmemiştir. 

 

Anahtar Kelimeler:  m-toluidin, Kuantum Kimyasal Hesaplamalar, Adsorpsiyon, Moleküler Elektrostatik 

Potansiyel 

https://orcid.org/0000-0002-6374-2373
https://orcid.org/0000-0002-1861-6263
https://orcid.org/0000-0002-2170-1223
https://orcid.org/0000-0003-0768-679X


 Quantum Chemical Calculations of m-Toluidine and Investigation of Its Adsorption on Eggshells 

 

170 

 

1. Introduction 

 

Today, recycling waste materials in the economy is a topic that attracts much attention and is 

being studied. The main reason why this subject attracts attention is that it is low cost and high 

gain. In addition, using natural waste material in any work also ensures minimized damage to 

the environment. Eggshells are a solid waste material, especially in the food industry. After the 

inner part of the egg is used, the shell parts are usually thrown away. However, these eggshells 

can now be used in many areas. On the one hand, it is used as a supplement due to the rich Ca 

content in its structure [1] [2] [3]; on the other hand, it is used as a biodiesel [4] [5]. It can even 

be used as a molecular adsorbent [6] [7] [8] while allowing it to adsorb heavy metals that cause 

environmental pollution due to the pores in its structure [9] [10]. There are studies in the 

literature about eggshells can be calcined and their ability to adsorb heavy metals or molecules 

can be increased [11] [12] [13] [14]. 

Three types of eggshells were used in this study. These were Anser answer (AA), Denizli Hen 

(DH), and Coturnix Coturnix Japonica (CCJ) eggshells. The reason for choosing these three 

samples is that the AA eggshell is very thick, the DH eggshell is of medium thickness, and the 

CCJ eggshell is thin. Figure 1 shows the consistency of these eggshells. 

 

 

 

 

 

 

 

 

m-Toluidine (m-methylaniline) is a simple aromatic amine compound bonded to the 1st carbon 

atom of the benzene ring with NH2 (amine) and the 3rd carbon atom CH3 (methyl) [15]. Its 

chemical formula is C7H9N. Its molecular structure is shown in Figure 2. m-Toluidine is used 

in dyestuffs, photochemicals, and antioxidants [16] [17]. In addition, an increase in m-toluidine 

was observed in smoking environments [17]. Aromatic amine group compounds are considered 

a compound in the severely destructive group for environmental and ecological balance [17, 

18]. In addition, aniline and its derivatives can have a toxic and carcinogenic effect on human 

health, even if exposed in very low amounts [17] [19] [20]. 

Figure 1. Photograph of the thickness of the eggshells (From left to right AA, DH, and CCJ) 
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Apart from that, aromatic amine groups can easily mix with soil and water by decomposition 

of various insecticides, pesticides, and paint polyurethane classes. Thus, it can pose a threat to 

both the environment and human health [21]. Furthermore, in national and international 

environmental platforms, m-Toluidine is defined as a chemical threatening the environment and 

human life [22]. 

These aromatic amine groups can be easily analyzed by gas chromatography or liquid 

chromatography, but since high amounts of organic solvents will be used, they will be 

environmentally unfriendly methods [21]. Therefore, we used Raman and FTIR spectroscopic 

analysis in this study and obtained excellent results. These were also low cost, high analysis 

speed, low sample requirement, and environmentally friendly methods. 

In this study, the adsorption properties of the m-toluidine molecule, which is densely present in 

the environment and may cause harm to human health on the one hand and environmental 

pollution on the other, were demonstrated by Raman and FTIR spectroscopy and theoretical 

calculations. 

2. Materials and Methods 

 

Eggshell samples AA, DH, and CCJ were obtained from Isparta University of Applied 

Sciences, Educational Research, and Application Farm. Eggshell samples were taken from the 

incubation wastes of the farm. m-Toluidine (mT) in liquid phase was bought from MERCK 

company. And they were used without purification. FTIR spectroscopic analysis was taken by 

JASCO FTIR 4700 Spectrometer.  

2.1. Experimental Procedure 

 

The cleaning procedure for eggshells was applied like the previous study, as in our last study 

[13]. They were put in a mortar. We used pure and calcinated powdered shells of each sample. 

The calcination process was performed by heating at 900C for 2 hours. In the rest of the study, 

the calcination process is shown abbreviated with the letter “C.” 0.5 gram of each sample treated 

Figure 2. Molecular structure of m-Toluidine. 
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by 10 mL mT was used. They were shaken for 48 hours on stirring magnetic equipment. The 

samples were filtered and dried. It was then analyzed by FTIR spectroscopy. 

2.2. Theoretical Details 

 

Theoretical calculations had been done before another study [23]. 

3. Results and Discussion 

3.1. Molecular Geometry 

 

In this part of this work, bond lengths and angles for mT molecules were calculated to explain 

the molecular geometry. The optimized parameters of mT are presented in Table 1. The N1 

atom in the amine molecule attached to the C4 atom in the benzene ring, which shows the 

characteristic geometry of the molecule, forms bonds with the H16 and H17 atoms, 

respectively. The bond length between N1-C4 is 1.411 Å. The bond lengths between N1-H16 

and N1-H17 are 1.011 Å. 

Table 1. Optimized parameters for mT 

Atoms Bond 

length (Å) 

Atoms Angle () Atoms Angle () 

N1-C4 1.411 C4-N1-H16 120.04 C7-C6-H11 119.30 

N1-H16 1.011 C4-N1-H17 120.04 C5-C7-C6 120.01 

N1-H17 1.011 H16-N1-H17 119.93 C5-C7-H12 120.00 

C2-C3 1.395 C3-C2-C5 120.00 C6-C7-H12 120.00 

C2-C5 1.395 C3-C2-C8 120.02 C2-C8-H13 111.09 

C2-C8 1.491 C5-C2-C8 119.98 C2-C8-H14 110.07 

C3-C4 1.395 C2-C3-C4 120.00 C2-C8-H15 111.23 

C3-H9 1.088 C2-C3-H9 119.98 H13-C8-H14 108.73 

C4-C6 1.395 C4-C3-H9 120.02 H13-C8-H15 106.97 

C5-C7 1.395 N1-C4-C3 120.02 H14-C8-H15 108.64 

C5-H10 1.087 N1-C4-C6 119.98   

C6-C7 1.395 C3-C4-C6 120.00   

C6-H11 1.087 C2-C5-C7 120.00   

C7-H12 1.086 C2-C5-H10 120.72   

C8-H13 1.096 C7-C5-H10 119.29   

C8-H14 1.095 C4-C6-C7 120.00   

C8-H15 1.095 C4-C6-H11 120.71   

 

At the same time, the bond length of the N1 atom with both H16 and H17 forms the shortest 

bond in the molecule. In addition, the bond length between the C2 atom in benzene to which 

the methyl group is attached is 1.491Å, and this bond is the longest in the m-toluidine molecule. 

The bond lengths of H13, H14, and H15 atoms in the methyl group with C8 are equal and 
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1.095Å. The bond lengths between C3-H9, C5-H10, C6-H11, and C7-H12 atoms are 1.088, 

1.087, 1.087, and 1.086Å, respectively. There are slight differences in the bond lengths between 

the carbon and hydrogen atoms. The reason for this can be explained as adding an amine 

molecule and methyl molecule to the benzene ring affects the C-H bond lengths in the benzene 

ring. The C-C bond lengths in the benzene ring are equal. Even though methyl and amine groups 

were added to the benzene molecule, it was observed that these additions did not disrupt the 

hexagonal structure of the benzene molecule. 

When the CH3 substitution was added to the C2 atom in the benzene ring, the angle between 

C3-C2-C5 was calculated to be 120.00. The grades between the C8 atom attached to the C2 

atom and the H13, H14, and H15 atoms were calculated as 111.09, 110.07, and 111.23, 

respectively. The computed values here differ from each other. This difference is thought to be 

due to the geometry of the methyl group. The bond angles between the N1 atom attached to the 

C4 atom of the benzene ring and H16 and H17 were calculated as 120.04. The angles between 

C-C-H in the benzene ring were estimated to be approximately 120 for each. When the C-C-

C curves in the benzene ring were compared, it was seen that the angles in all the benzene rings 

had the same value. According to this result, it was seen that the angles between the carbon 

atoms in the ring were not affected even if methyl and amine groups were added to the benzene 

ring, just like the bond lengths. 

3.2.Vibrational Analysis 

 

In the first stage of this study, the %PED distributions of the theoretical vibrational bands of 

the mT molecule were calculated in detail. FTIR analysis was done experimentally, and the 

work of Puranik and Ramiah was used for the assignment of the Raman vibration bands [24]. 

Three eggshells were selected in the second stage (CCJ, AA, DH). Each of these eggshells was 

divided into two parts. While no treatment was applied to one part, calcination was applied to 

the other. mT adsorption was performed on untreated and treated eggshell samples, and then 

the vibration bands were reconsidered to prove the adsorption process. The intensities and 

detailed %PED assignments of the IR and Raman bands calculated by the B3LYP/6-

311++G(d,p) method are given in Table 2. Since B3LYP vibrationalwavenumbers are known 

to be higher than the exper-imental wavenumbers,  they were scaled down by auniform scaling 

factor of 0.983 for wavenumbers up to1700 cm−1 and of 0.958 for wavenumbers greater 

than1700 cm−1 [23].  The experimental FTIR and Raman vibrational bands of CCJ, mT/CCJ are 

presented in Figure 3.

3.2.1. NH2 Vibration 

 

Characteristic N-H vibrational bands are observed at 3500-3300 cm-1 [25]. The N-H 

asymmetric and symmetric vibration bands for mT were theoretically calculated at 3536 and 

3443 cm-1, respectively. These vibration bands were observed at 3450 and 3349 cm-1 in the 

experimental FTIR spectrum and 3455 and 3370 cm-1 in the Raman spectrum. N-H vibration 

bands were observed at 3423-3347 cm-1 and 3433-3350 cm-1 in the FTIR spectra of CCJ-mT 
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and C-CCJ/mT samples after the adsorption process. While these bands were not seen in CCJ-

mT in the Raman spectrum, they were kept in C-CCJ-mT at 3429 and 3375 cm-1. 

3.2.2. C-H Vibration 

 

C-H vibrational bands are observed at 3200-3000 cm-1 in aromatic and heteroatomic structures 

[26]. The C-H vibration bands of the investigated molecule were calculated as pure modes at 

3069, 3055, 3044, 3033, 2991, 2967, and 2915 cm-1 with PED values of 93-97%. While these 

bands are observed at 3215, 3036, 3013, 2978, 2917, and 2857 in the IR spectrum, they are 

attributed to 3036, 2919, and 2865 cm-1 in the Raman spectrum. After adsorption, these bands 

were observed at 3216, 3036, 3013, 2978, 2919, and 2865 cm-1 in the CCJ/mT sample and at 

3216, 3034, 3011, 2978, respectively 2947, 2917, 2856 cm-1 in C-CCJ/mT sample. 

In-plane aromatic C-H bending vibrations occur as weak to moderate bands in the range of 

1400-1000 cm (C-H in the plane). In this study, these bands for mT were calculated at 1474, 

1439, 1363, 1301, and 1150 cm-1. It is assigned to 1467, 1432, 1376, 1311, 1170, and 1076 cm-

1 in the experimental FTIR spectrum and 1431, 1377, 1157, 1077 cm-1 in the Raman spectrum. 

After adsorption, these bands are in the FTIR spectrum of the CCJ/mT sample at 1379, 1310, 

1169, and 1080 cm-1, and in the Raman spectrum at 1364, 1294, and1154 cm-1. It was observed 

at 1469, 1364, 1312, 1292, 1170, 1090, and 1467, 1430, 1360, 1156 cm-1 in the FTIR and 

Raman spectrum, respectively of the C-CCJ/mT sample. 

The out-of-plane C-H vibration bands are assigned to the 984-971 cm-1 range [27]. For the mT 

molecule, these vibration bands were observed at 995 and 928 cm-1 in the FTIR spectrum, while 

they were observed at 996-926 and 996-927 cm-1 in CCJ/mT and C-CCJ/mT samples, 

respectively. 

3.2.3. C-C Vibration 

 

In FTIR/ Raman Spectra, C=C and C-C vibration bands are observed in the range of 1650-1430 

and 1614-1352 cm-1, respectively [28]. While these bands were observed at 1588, 1491 cm-1 in 

the FTIR spectrum of the mT molecule, they were kept at 1585 cm-1 in the Raman spectrum. 

After adsorption, it was observed in the FTIR spectra of CCJ/mT and C-CCJ/mT samples at 

1591 and 1590 cm-1, respectively, but not in the Raman spectrum. 

Similar assignments were made in AA/mT, DH/mT, C-AA/mT, C-DH/mT samples. Details are 

presented in the attached file. 
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Figure 3. (a) FTIR spectrum of CCJ (b) FTIR spectrum of mT/CCJ (c) Raman spectrum of 

mT/CCJ in the range of 3500-2080 cm-1 (d) Raman spectrum of mT/CCJ in the range of 1800-96 

cm-1 
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mT DFT Scaled IIR IR Exp. mT CCJ/mT C-CCJ/mT Assignment 

IR Raman * IR Raman IR Raman 

3664 3536 15.01 57.89 3450 3455 3423w  3433 w 3429 w NH (100) 

3567 3443 16.74 205.88 3349 3370 3347w  3350 w 3375 w NH (100) 

3180 3069 17.34 215.7 3215  3216w  3216  CH (93) 

3165 3055 21.36 65.35 3032  3036w  3034 w  CH (93) 

3154 3044 4.93 72.89 3017 3011 3013 vw  3011 w  CH (93) 

3143 3033 20.92 80.18 2982  2978 vw  2978 vw  CH (99) 

3099 2991 17.65 62.20 2950    2947 vw  CH (96) 

3074 2967 20.36 83.03 2917 2915 2919w  2917 w  CH (95) 

3020 2915 31.41 242.30 2857 2869 2865w 2807 2856 w 2810 s CH (97) 

1662 1604 152.59 22.35 1628 1612   1621 m  HNH (70)+ HNCC (10) 

1646 1589 53.67 17.85 1588 1585 1591sh 1583 w 1590sh  CC (41)+ HNH (12) 

1627 1570 25.45 9.09 1491 1480   1493 m  CC (41)+ CCC (28) 

1527 1474 38.28 1.64 1467    1469 m 1467sh HCC (47)+CCC (15) 

1491 1439 6.95 9.97 1432 1431  1429sh  1430 w HCH (71)+ HCCC (21) 

1412 1363 1.04 14.39 1376 1377 1379 sh 1364 s 1364sh 1360 HCH (91) 

1348 1301 4.58 1.19 1311  1310 vw  1312 sh  HCC(49)+CC (30)   

1339 1292 9.42 2.15 1292 1295 1291 m 1294 sh 1292 m 1291 sh CC (32)+ HNC (25) 

1192 1150 2.14 1.91 1170 1157 w 1169w 1154 s 1170 m 1156 s HCC(63)+CC (12)  

1131 1092 2.13 3.62 1076 1077 s 1080  1090 1085 s HCC(30)+ HNC (25)+ CC (19) 

1092 1054 1.98 1.34 1036  1038 1035 1053  HNC (34)+ CC (26)+ HCC(10) 

1058 1021 8.33 1.69 995  996 w  996 w  HCCC(62) 

1009 974 2.22 42.71  968 s 963 sh  961 sh  CCC (57)+ CC (35) 

973 939 0.03 0.22 928 927 sh 926 w  927 w  HCCC(88) 

860 830 6.94 0.33 773 776 773 m  774 m 775 w HCCC(64) 

747 721 0.54 19.15  736 711 m  712 m 735 w CCC(48)+CC (26)  

702 678 18.84 0.19 663  669 sh  666 sh  HCCC(63)+CCCC(12) 

T Table 2. Detailed assignments of experimental and theoretical wavenumbers (cm-1) of mT, CCJ/mT, C-CCJ/mT, along with potential energy 

distribution. 

 

ν=stretching; δ=deformation (bending); =torsion; vs= very strong; s=strong; m=medium; w=weak; vw= very weak; sh=shoulder, PED: Potential energy distribution 

* [24] 
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3.3.  Molecular electrostatic potential surface (MEP) analysis 

Molecular electrostatic potential surface maps (MEP) reveal the charge distribution of 

molecules along with different charge regions. It is convenient to guess the charge distribution, 

electrophilic feature, molecular behavior, activity, and details of hydrogen bonding [29]. In 

addition, MEP maps pave the way for new chemical synthesis methods by clarifying active 

sites between intramolecular bonds. The color codes of the electrostatic potential surface map 

are depicted in Figure 4. The decrease in potential continues in the order of 

blue>green>yellow>orange>red [30] [31]. 

 

In the MEP map of the molecule, the electron deficient region is coded in blue, and the region 

with high electron density is coded in red. Regions with the most positive and negative potential 

for m-Toluidine are 0.156 to -0.156 a.u. The relatively red region in the center of the ring is the 

most electronegative but is localized to the N atom. Blue region is the most nucleophilic region, 

a concentrated Hydrogen atom in NH2. On the other hand, the region with the most positive to 

most negative potential is between 0.017 to -0.017 a.u. for CaCO3. The most nucleophilic region 

is concentrated on the Calcium atom and is coded in blue, while the most electronegative region 

is coded in red and located on the O atoms. The graph of Mulliken's atomic charges is given in 

Figure 5. 

-0.0156 a.u. 0.0156 a.u. -0.017 a.u. 0.017 a.u. 

Figure 4. Molecular electrostatic potential mapped of m-Toluidine and CaCO3 
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Mulliken population analysis supplements MEP analysis in identifying electronegative sites 

within a molecule. MEP and Mulliken population analysis are very convenient methods to 

explain the reactive behavior of all chemical systems in electrophilic and nucleophilic reactions. 

Detailed Mulliken population analysis for the title molecule is shown in Figure 5. It is seen that 

the results are in good agreement with the MEP results and among themselves. 

3.4. Frontier molecular orbitals (FMOs) and chemical activity 

HOMO (Highest Occupied Molecular Orbital) and LUMO (Lowest Unoccupied Molecular 

Orbital) energies are essential properties in theoretical calculations. HOMO and LUMO surface 

images and the calculated parameters are given in Figure 6 and Table 3, respectively. 

 

 

 

 

 

 

 

 

 

Figure 6. Highest occupied molecular orbital and lowest unoccupied molecular orbital plot of 

mT 

Figure 5. Mulliken Atomic Charges of m-Toluidine 
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Table 3. Calculated energy values of mT 

Parameters mT (eV) 

EHOMO -5.670 

ELUMO -0.280 

ΔE 5.390 

Ionization potential (I) 5.670 

Electron affinity (A) 0.280 

Electronegativity (χ) 2.980 

Chemical potential (µ) -2.980 

Chemical hardness (η) 2.700 

Chemical softness (s) 0.180 

Electrophilic index (w) 1.640 

Maximum load transfer parameter (ΔN max) 0.550 
m: meta form of toluidine; eV: electron-Volt; EHOMO: highest occupied molecular orbital energy; ELUMO: lowest 

unoccupied molecular orbital energy; ΔE: energy differences between HOMO and LUMO 

Results show that mT has high hardness and low softness parameters due to increased energy 

gaps. These show that this molecule has low chemical activity and high kinetic stability, and it 

can therefore be concluded that it is pretty stable. High hardness and common softness values 

indicate less intermolecular charge transfer and low polarity. HOMO energy is calculated as -

5.670 eV for mT. LUMO energy is calculated as -0.280. Also, the energy gap is calculated as 

5.390 eV. This low HOMO–LUMO energy gap shows that the charge transfer occurs in mT. 

Electronegativity (χ) and chemical hardness (η) can be calculated as used in the frontier 

molecular orbital energies [32]. In a molecule, the electron will be transferred from low w to 

high w (electrons flow from high chemical potential to low chemical potential). In the molecule, 

χ value is obtained as 2.980 eV. From the HOMO and LUMO energies, the η value is defined 

as 2.700 eV for mT. 

3.5.AFM Analyses 

When the eggshells of CCJ, DH and AA are compared to each other, AFM images reveal that 

the pore sizes are different. When Figure 7 is examined, it is seen that CCJ has a small circular 

pore structure and AA has a channel-shaped pore structure. AFM images show that the CCJ 

eggshell has the maximum number of pores per unit surface. Since the mT molecule is a 

relatively small molecule, it can be said that it easily settles into these small pores. For this 

reason, it was thought that adsorption was positively affected. 
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4. Conclusion 

 

Theoretical calculations give valuable information about bond lengths. mT molecule shows 

slight differences in bond lengths between C and H atoms. Even though methyl and amine 

groups were added to the benzene molecule, it was observed that these additions did not disrupt 

the hexagonal structure of the benzene molecule. According to this result, it was seen that the 

angles between the carbon atoms in the ring were not affected even if methyl and amine groups 

were added to the benzene ring, just like the bond lengths. It can be concluded that the 

adsorption was noticed more strongly in the CCJ type among the three eggshell types. The most 

distinctive feature of CCJ is its thin crust and small pores. mT molecule is a relatively small 

molecule. For mT, it is possible to say that as the results, mT settles in tiny pores comfortably. 

Another conclusion, the adsorption process can be viewed on carbonized eggshells dominantly. 

The vibrational frequencies were almost the same in FTIR spectra after adsorption on eggshells; 

these results indicated that physical adsorption had taken place. 2C has a positive Mulliken 

atomic charge compared to other Carbon atoms in mT. The substitute CH3 group is linked at 

2C in mT. This indicates that the 2C has a more nucleophilic behavior. mT has high hardness 

and low softness parameters due to its high energy gaps. These indicate that this molecule has 

low chemical activity and high kinetic stability; therefore, it can be concluded that it is pretty 

stable. The high stability feature of the mT molecule shows the unwillingness of any chemical 

reaction. This property is the demonstration of physical adsorption on eggshells. In addition, 

CaCO3, the eggshell's primary content, affects the electrical charge attraction on the surface to 

adsorb the mT molecule. Mulliken' s atomic charge distribution supports the idea. 
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Abstract 

Urban settlements, one of the most important developments in the history of humanity, expanded due to the 

migration movements from rural to urban areas and turned into high density built environments with high-rise 

buildings. This situation has caused urban areas to have different climatic conditions from the suburban and 

rural areas around them. Bioclimatic comfort is the state of people to feel comfortable, happy and fit in the 

atmospheric environment they are in. Uncomfortable conditions cause much negativity such as decrease in 

people's work efficiency, health conditions and increase in energy consumption. Amasya is a small Anatolian 

city in the Central Black Sea Region of the Black Sea Region, where industrialization has not developed. In 

this study, hourly data of the year 2021 of two meteorology stations, which are considered as urban and 

suburban, were used in order to examine the effects of urban areas on bioclimatic comfort conditions in 

Amasya. As a method, the PET (Physiological Equivalent Temperature) index obtained from the RayMan 

model, which calculates many factors together, was used. As a result of the study, suburban is 2.1 ˚C cooler 

than urban at the general PET average; 3.4˚C cooler at the maximum average and 2.8˚C cooler at the minimum 

average. The urban area is exposed to heat stress by 8.1% more throughout the year than the suburban area. In 

order to reduce the negative bioclimatic comfort conditions of cities and for sustainable urbanization, it is 

necessary to make urban design and planning that takes into account human, ecological and physical 

conditions.  

 

Keywords: Amasya, Bioclimatic Comfort, Urban Climate, Urbanization, PET.  

 

Kentsel Alanların İnsan Biyoklimatik Konfor Koşullarına Etkisi; Amasya Kenti 

Örneği  

Öz 

İnsanlık tarihinin en önemli gelişmelerinden biri olan kent yerleşmeleri, kırdan kente yaşanan göç 

hareketlerine bağlı olarak genişlemiş, yoğun ve yüksek yapılı yerleşmelere dönüşmüştür. Bu durum kentlerin 

çevrelerindeki yarı kentsel ve kırsal alanlardan farklı iklim koşullarına sahip olmalarına neden olmuştur. 

Biyoklimatik konfor,  insanların bulundukları atmosferik ortamda kendilerini rahat, mutlu ve zinde hissetme 

durumudur. Konforsuz şartlar insanların iş verimlerinde azalma, sağlık koşulları ve enerji tüketiminde artış 

gibi birçok olumsuzluklara neden olmaktadır. Amasya, Karadeniz Bölgesi’nin Orta Karadeniz Bölümünde 

sanayileşmenin gelişmediği küçük bir Anadolu kentidir.  Bu çalışmada Amasya’da kentsel alanların 

biyoklimatik konfor koşullara etkisinin incelenmesi amacıyla çalışmada kent ve yarı kent olarak kabul edilen 

iki meteoroloji istasyonunun 2021 yılı saatlik verileri kullanılmıştır. Yöntem olarak birçok etkeni bir arada 

hesaplayan RayMan modelinden elde edilen PET (Physiological Equivalent Temperature) indisinden 

yararlanılmıştır.  Çalışma sonucunda genel PET ortalamasında yarı kent; kente göre 2,1 ˚C, maksimum 

ortalamasına göre 3,4˚C ve minimum ortalamada ise 2,8˚C daha serindir. Kentsel alan yarı kent alana göre tüm 

yıl boyunca % 8,1 daha fazla sıcak stresine maruz kalmaktadır. Kentlerin olumsuz biyoklimatik konfor 

koşullarını azaltmak ve sürdürülebilir kentleşme için, beşeri, ekolojik ve fiziksel koşulları dikkate alan kentsel 

tasarım ve planlamaların yapılması gerekmektedir. 

 

Anahtar Kelimeler:  Amasya, Biyoklimatik Konfor, Kent İklimi, Kentleşme, PET. 
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1. Introduction 

Cities are places where many sectors such as social, health, education, economic and trade 

develop and have many service branches. In this respect, cities are more attractive to people 

than rural areas. As a result of the increasing world population and technological 

developments due to the developments in medicine, the destruction of the natural environment 

has increased with the increase in the power of human beings to intervene in nature. Changes, 

especially with the industrial revolution, changes in human habits and philosophy of life, and 

the increase in production and consumption have increased the number and size of cities [1, 

2].  

Rapid migration from rural to urban areas causes an increase in housing, transportation and 

infrastructure services in the city. Besides increased artificial surfaces and reduced 

evaporation, one group of factors is anthropogenic effects including transportation, production 

activities, and air pollution. This situation causes the destruction of the natural environment in 

urban areas, the increase of impermeable surfaces such as asphalt and concrete, the increase 

of multi-storey structures and the dense settlements. As a result of these changes, urban areas 

have different climatic conditions from the rural and sub-urban areas around them. In many 

studies in the world and in Turkey, it has been explained that adverse climatic conditions are 

observed in urban areas due to the destruction of natural surfaces and the decrease in the 

amount of green areas [3-11]. 

In parallel with the population and construction density in the cities, heat islands are formed, 

and changes occur in the microclimatic structures of the cities. The cumulative effects of these 

microclimatic changes on each other can negatively affect the lives of humans and other 

living things on a global scale. This effect on humans can be explained by the concept of 

bioclimatic comfort. Bioclimatic comfort is when people feel comfortable, happy and fit in 

the thermal environment they are in [12, 13]. In other words, it is the state where there is no 

discomfort between an uncomfortable temperature and an uncomfortable cold [14]. 

Uncomfortable conditions can lead to physiological and psychological health conditions of 

people, decreased work efficiency, more energy use, heat-related symptoms and an increase in 

death rates [13, 15-18]. 

In this study, it is aimed to examine the effects of urbanization on bioclimatic comfort 

conditions in Amasya, a small Anatolian city where industrialization has not developed. For 

this purpose, hourly data of 2021, in which the city meteorology station in the city of Amasya, 

representing the urban area, and the meteorology stations in Amasya University, representing 

the sub-urban area, made simultaneous measurements, were used. Bioclimatic comfort 

conditions were compared according to PET (Physiological Equivalent Temperature) index 

by using RayMan software. Significant differences were determined between the two stations 

in terms of bioclimatic comfort. Amasya, according to NUTS it is located in the Samsun sub-

region of the Western Black Sea Region (TR83 Level). The city center is located in the 

Central Black Sea Region of the Black Sea Region (between 35˚46' - 35˚51' east longitudes 

and 40˚40' - 40˚37' northern latitudes, in the back region of the Canik Mountains. Established 
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along the Yeşilırmak valley, the city of Amasya developed at elevations between 390 and 500 

meters. Yeşilırmak River, an important river of Turkey, passes through the city. Yeşilırmak 

has been decisive in the establishment and development of the city [19]. The city is 

surrounded by mountains from the north and south. In the city of Amasya, where 

industrialization has not developed, it has a dense settlement due to topographic conditions (it 

is located at the bottom of the valley) (Figure 1). The suburban weather station is located in a 

loosely structured area, while the urban weather station is located in a densely built urban 

area. 

 

Figure 1. Location of map Amasya city 

The city of Amasya has a transitional climate between the Black Sea climate and the 

continental climate. When evaluated according to climate classifications, in Amasya, 

according to Köppen-Geiger; (Csa) climate with mild winter, very hot summer and dry 

climate; according to Erinç; steppe-semi-arid; according to de martonne; steppe-damp, 

according to Thornthwaite; D,B'2,d,b'3 (D: semi-arid, B'2: mesothermal, d: little or no excess 

water, b'3: summer evaporation rate: 53%) [20]. 

2. Material and Methods 

In the study, the Amasya meteorology station with the number 17085 representing the urban 

area and the Amasya University meteorology station with the sub-urban feature number 

19911 in 2021; air temperature (ºC), relative humidity (%), wind velocity (m/s) and cloud 

cover (octa)  hourly data were used. Table 1 represents the features of the meteorological 

measurement stations (Table 1, Figure 2). 
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Table 1. Meteorology stations used in the study 

Represented Area Location Altitude (m) Surface 

Urban 40°39'59.87"N; 35°50'6.64"E 409 Dense structured 

Sub-urban  40°39'0.08"N; 35°47'28.41"E 495 Loosely structured 

 

 

Figure 2. Meteorology stations used in the study 

PET index was used through the RayMan model, which is widely used to determine 

bioclimatic comfort conditions. PET (Physiological Equivalent Temperature) [21-23] index 

calculates human bioclimatic comfort according to body heat energy balance. The index 

calculates all the effects of the thermal environment on people (short and long wave solar 

radiation, air temperature, relative humidity and wind velocity) and the thermo-physiological 

conditions of the human body (clothing type and activity) [22-24]. Human temperature 

sensation levels and physiological stress levels on humans in each value range of the PET 

index; 35 years old, 175 cm height, 75 kg weight, male, 0.9 clo clothing load and 80 W 

workload were taken into consideration [25-27] (Table 2). 
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Table 2. Human thermal sensation and stress ranges for PET [22,23]. 

PET [°C] Thermal sensation Level of thermal stress Colors 

< 4°C very cold extreme cold stress  

4.1 - 8°C cold strong cold stress  

8.1 - 13°C cool moderate cold stress  

13.1 - 18°C slightly cool slight cold stress  

18.1 - 23°C neutral (comfortable) no thermal stress  

23.1 - 29°C slightly warm slight heat stress  

29.1 - 35°C warm moderate heat stress  

35.1 - 41°C hot strong heat stress  

41°C > very hot extreme heat stress  

 

The values obtained by using the hourly data of 2021, which meteorology stations made joint 

measurements, were calculated as daily averages and hourly numbers. In total, 8760 hours 

(365 x 24) of data were calculated for each station. 

3. Results and Disscussion  

Among the environmental factors that cause global warming or climate change, the most 

important factor is urbanization. With the industrial revolution, many families who were 

unemployed in the countryside had to migrate to the city. Especially in urban areas, the 

increasing need for labor and the development of the city's service functions such as education 

and health have made migration from rural to urban attractive. Population growth in cities 

with migrations has created a need for more housing. Both the increase in the number of 

residences and the development of infrastructure and transportation services have caused the 

expansion and concentration of urban areas. This situation has led to the destruction of natural 

areas in urban areas, the destruction of green areas, the increase in air pollution with the 

increase in the use of motor vehicles, and the increase in asphalt and concrete surfaces. Due to 

such anthropogenic factors, cities have different climatic conditions from the suburban or 

rural areas around them. This situation caused the bioclimatic comfort conditions of the cities 

to be negatively affected. Many studies in the world and in Turkey reveal that urban areas 

cause climate change. 

In the study, it was seen that the suburban area had more positive results than the urban area. 

On the general PET average, suburban is 2.1˚C cooler, with a maximum average of 3.4˚C and 

a minimum average of 2.8˚C cooler than a city (Figure 3). Although urban land use 

differences are effective in the emergence of such a difference, the altitude difference (86 

meters) between the two stations is also effective. 
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Figure 3. Urban and suburban meteorological stations 

According to these findings, it is expected that those living in suburban areas will feel more 

comfortable than those living in urban areas. In heat stresses, it is possible for those living in 

urban areas to be exposed to higher thermal stresses. 

Hourly suburban and urban comparisons of the whole working period and the hot months 

(June, July, August and September) were made. According to hourly comparisons; suburban 

has higher “comfortable” conditions (general; 7.9% and summer 13.1%) than urban, both in 

summer and all year round. Cold stresses (< 18.1 ˚C) are perceived as 72.1% in suburban and 

64.8% in urban areas. Suburban is 7.2% colder than the city. In heat stresses; “slightly warm” 

stress is in suburban in the whole period, at a rate of 0.9% compared to the city (7.3% and 

6.4%, respectively) and 1.7% in the summer period (7.3% and 6.4%, respectively) 

(respectively 13.1% and 11.4%) are more common. In the "warm", "hot" and "very hot" 

stresses, the city is exposed to 0.5%, 4.1% and 5.4% more exposure than the suburban, 

respectively. On the other hand, in the summer period, the city has more stressful conditions 

in the "hot", "very hot" and "extremely hot" stresses, respectively, by 1.1%, 8.7% and 13.6% 

compared to the suburban (Table 3). 
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Table 3. Hourly suburban and urban comparison 

Annual Values 

PET (°C)  Thermal sensation Level of thermal stress Suburban (hour) Suburban (%) Urban (hour) Urban (%) 

<4 Very cold Extreme cold stress 2689 30,7 2541 29,0 

4,1–8,0 Cold Strong cold stress 984 11,2 995 11,4 

8,1–13,0 Cool Moderate cold stress 1308 14,9 1122 12,8 

13,1–18,0 Slightly cool Slightly cold stress 1341 15,3 1014 11,6 

18,1–23,0 Comfortable No thermal stress 695 7,9 631 7,2 

23,1–29,0 Slightly warm Slightly heat stress 640 7,3 564 6,4 

29,1–35,0 Warm Moderate heat stress 612 7,0 657 7,5 

35,1–41,0 Hot Strong heat stress 411 4,7 683 7,8 

>41,0 Very Hot Extreme heat stress 80 0,9 553 6,3 

  Total 8760 100 8760 100 

Summer Months 

PET (°C)  Thermal sensation Level of thermal stress Suburban (hour) Suburban (%) Urban (hour) Urban (%) 

<4 Very cold Extreme cold stress 20 0,7 8 0,3 

4,1–8,0 Cold Strong cold stress 28 1,0 24 0,8 

8,1–13,0 Cool Moderate cold stress 436 15,7 219 7,6 

13,1–18,0 Slightly cool Slightly cold stress 776 26,9 439 15,2 

18,1–23,0 Comfortable No thermal stress 376 13,1 327 11,4 

23,1–29,0 Slightly warm Slightly heat stress 403 14,0 348 12,1 

29,1–35,0 Warm Moderate heat stress 440 15,3 473 16,4 

35,1–41,0 Hot Strong heat stress 321 11,1 571 19,8 

>41,0 Very Hot Extreme heat stress 80 2,8 471 16,4 

 

It has been determined that comfortable conditions are less experienced in the city station 

during the whole time period and in the summer period than in the sub-urban, and cold 

thermal conditions are experienced more frequently in the suburban. In heat stresses, it has 

been observed that the city is exposed to more heat stresses than the suburban in the whole 

time period and especially in the summer period. It has been determined that suburban areas 

are more advantageous than urban areas according to thermal conditions. According to the 

daily percentage distribution of bioclimatic comfort conditions in the study; in the winter 

season it is seen that colder conditions are experienced in the suburban. In the summer season, 

especially in July and August, "very hot" and "hot" stresses are effective in the city, while 

"warm" and "slightly warm" stresses are effective in the suburban. “Comfortable” conditions 

are perceived more in sub-urban than urban (Figure 4, Figure 5). 
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Figure 4. Temporal distribution of bioclimatic comfort conditions in  sub-urban area 

 

Figure 5. Temporal distribution of bioclimatic comfort conditions in the urban area 

In this study, the effects of urbanization movements in the world and in Turkey on bioclimatic 

comfort conditions were examined in Amasya, a small city where industrialization was not 
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developed. As a result of the study, it was seen that the suburban area had more positive 

results than the urban area. Suburban is 2.1 ˚C cooler than urban at the general PET average; 

3.4˚C cooler at the maximum average and 2.8˚C cooler at the minimum average. In addition, 

suburban area has higher “comfortable” conditions (7.9%) all year round than the city. It has 

been observed that the urban area is exposed to heat stresses 8.1% more throughout the year 

and 21.5% more in summer than the suburban area. Although urban land use differences are 

effective in the emergence of such a difference, the altitude difference (86 meters) between 

the two stations is also effective. When the results obtained are compared with other studies, 

the difference between the city and the suburban was found as;  1,4 – 2,2 °C in Ankara, the 

capital of Turkey  [28], 8,7 °C in Atina [7], 1,5 °C in Belgrade [29], 1,4 °C  in Eskişehir [10] 

and 2,5-5,5 °C in Kolkata , India [11]. The results of the study are similar to the results of the 

studies in the literature. 

4. Conclusion 

Even in Amasya, a small Anatolian city where industrialization has not developed, it has been 

revealed that urban areas have more negative comfort conditions than the suburban areas 

around them. It has also been explained in many studies that bioclimatic comfort conditions 

have negative effects in urban centers where more than half of the world's population and 

more than 90% of Turkey's population live. The fact that the city of Amasya was established 

on the valley floor and accordingly the limited expansion area caused the settlements to 

become dense. This situation caused a decrease in wind speed in the city, excessive 

concreting and asphalting. 

Depending on climate change, it is possible to experience more adverse bioclimatic comfort 

conditions in the city in the future. Therefore, the climate and bioclimatic comfort conditions 

of the city should be considered in the planning and designs to be made in urban areas. The 

amount of green areas in cities should be increased and these green areas should be distributed 

in a balanced way. In addition, afforestation to be made by choosing suitable species on 

streets will improve bioclimatic comfort conditions. Green buildings should be preferred in 

building designs. It is recommended to make urban design and planning from a geographical 

perxpective to reduce the negative effects of bioclimatic comfort conditions and for 

sustainable cities. 
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Abstract 

A smart contract is a concept of computer protocols that helps to facilitate blockchain technology. This 

blockchain-based smart contract is a public ledger of all participating transactions. It is considered a self-

executable application and contains predetermined rules. It also operates by decentralizing networks that are 

shared between all parties, and this execution of contracts between parties could be securely done without a 

middleman or a third party. With blockchain technology, developers could provide an efficient framework and 

ensure security issues. While the new blockchain has successfully been developed to prevent the problems of 

fraud and hacking, there is still a considerable risk concerning security and confidentiality. Therefore, we should 

not underestimate this matter. This study aims to review the potential risks that may take place on blockchain-

based smart contracts. In addition, the options that may assist application developers in order to provide viable 

guidance, and to avoiding these security vulnerabilities. 
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Akıllı Sözleşme Güvenlik Zaafiyetleri  

Öz 

Akıllı sözleşme, blok zinciri teknolojisini kolaylaştırmaya yardımcı olan bir bilgisayar protokolleri kavramıdır. 

Bu blok zinciri tabanlı akıllı sözleşme, katılan tüm işlemlerin halka açık bir defteridir. Kendi kendine 

çalıştırılabilir bir uygulama olarak kabul edilir ve önceden belirlenmiş kurallar içerir. Ayrıca, tüm taraflar 

arasında paylaşılan ağları merkezi olmayan hale getirerek çalışır ve taraflar arasındaki bu sözleşmelerin 

yürütülmesi, bir aracı veya üçüncü bir taraf olmadan güvenli bir şekilde yapılabilir. Blockchain teknolojisi ile 

geliştiriciler verimli bir çerçeve sağlayabilir ve güvenlik sorunlarını sağlayabilir. Yeni blok zinciri, 

dolandırıcılık ve bilgisayar korsanlığı sorunlarını önlemek için başarıyla geliştirilmiş olsa da, güvenlik ve 

gizlilik konusunda hala önemli bir risk var. Bu nedenle bu konuyu hafife almamalıyız. Bu çalışma, blockchain 

tabanlı akıllı sözleşmelerde yer alabilecek potansiyel risklerin incelenmesi amaçlamaktadır. Ayrıca 

geliştiricilere rehberlik ederek, olası güvenlik açıklarından kaçınmak için uygulama geliştiricilere yardımcı 

olunması sağlanmıştır.  
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1. Introduction

Satoshi Nakamoto proposed a system with several rules to build the blockchain infrastructure 

in 2008. In particular, he created the first cryptocurrency, a form of digital money based on 

cryptography, which prioritizes the level of security [1]. In 2009, Bitcoin cryptocurrency was 

created and started to be traded on the market. It gained popularity as a result of the use of the 

Bitcoin blockchain infrastructure. Bitcoin is the first application that managed to disable central 

control [2]. Blockchain, which uses a decentralized structure, offers a reliable system thanks to 

its immutability and distributed record structure. Particularly, participants who do not know 

each other confirm the accuracy of the transactions within the framework of certain rules and 

keep them [3]. The blockchain provides an unalterable permanent record of transactions on a 

network. The system uses a decentralized ledger similar to a database. In this system, the people 

involved in the system can see the records of all transactions, if they wish. This feature causes 

it to differentiate from traditional databases [4]. In the following process, their usability in 

alternative areas has emerged. It has spread to a wide area such as supply chain [5], agricultural 

practices, insurance [6], health [7] to secure digital rights management [8], pharmaceuticals [9], 

financial transactions, and trade and commerce [10]. 

A smart contract is a leading product of Ethereum blockchain; and it is one of the most useful 

cryptocurrencies. Ethereum [11] allows other blockchain applications to be built on it [12]. 

With the use of smart contracts in blockchain systems, special applications have started to be 

developed within contract-based privatized sectors [13]. It is stated that blockchain technology 

provides security and a stable working environment, especially in online transactions. However, 

the lack of standards and weaknesses in application development can pose serious risks. These 

vulnerabilities could take place at different levels: the blockchain framework level, the peer-to-

peer network level, and the blockchain application at the reasonable contract level. In this study, 

we primarily focus on security matters and how to prevent these vulnerabilities which may take 

place on the blockchain-based smart contracts. 

2. What is Smart Contract? 

A smart contract is code developed as a script that is pinned to a blockchain or similar 

distributed infrastructure. Triggered by the blockchain transaction and verified over the 

network, it is used to execute predefined actions. Since the terms of a smart contract are 

transparently stored on the blockchain, it can always be checked whether all parties are working 

as intended. In this way, trust problems between the related parties are reduced. Smart contracts 

can be written as software scripts, just like scripts running in non-blockchain applications. The 

term smart contract and the underlying idea predates the emergence of Bitcoin. Szabo [14] 

defined the smart contract as a piece of computerized transaction. The protocol, which meets 

the terms of payment, contract terms such as confidentiality or execution, enables the realization 

of transactions in accordance with the criteria by making the necessary transactions. Solidity, 

Ethereum The design of such systems has legal, economic and technical bases. Therefore, smart 

contracts require interdisciplinary analysis. 
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3. Potential Risks of Smart Contract Implementations on Blockchain 

The Smart Contract definition was first proposed by Nick Szabo in 1994 [14]. According to the 

structure defined by Szabo, it has been stated that the contracts that have to be used in some 

cases can be converted into codes that computers can process. In this way, it will be able to be 

stored and copied in the system. When applied to the blockchain, it can be activated as a control 

mechanism in the nodes on the network [15]. Smart contracts are the writing of a contract on 

the lines of code, and the transactions are executed according to the terms of this contract [16]. 

Contracts developed to provide the necessary controls are uploaded to the nodes. Later, other 

nodes in the blockchain will be enabled to communicate with the same mechanism. Smart 

contracts ensure that transactions between nodes are carried out securely. 

Smart contract programming requires different features from the standard application 

development methods. If there is any failure of the applications, the cost for defective software 

could be high. The expected changes could also be difficult, which can be compared to a 

hardware design and programming. It is usually written in a simple language of smart contract 

languages, expressions, operators, functions, and variables. Although they are already quite 

abstract and difficult to understand, the components of a smart contract can be expressed in part 

by name from anywhere in the program; sometimes it is almost impossible to see how different 

parts interact and fit. 

Smart contracts are self-distributed computer programs which are executed on the blockchain 

framework. Popular applications of smart contracts include cryptocurrencies and online 

gambling; those applications often involve financial transactions which consider as a part of the 

contract. Similar to conventional programs, smart contracts are written in Solidity [9], and can 

contain security vulnerabilities which could potentially lead to attacks. Unlike ordinary 

programs, the problem is overcome by an inability to correct smart contracts. 

In recent years, some studies have demonstrated that all blockchain-based smart contracts 

contain some security vulnerabilities [17] and could encounter the attacks which can potentially 

lead to devastating losses [18, 19]. For example, structure attacks; such as forks [20], DDoS 

attacks [18], majority attacks [21], and double spending [22]. There is an increasing number of 

occurrences in smart contracts, and financial losses have been reported [18]. These attacks have 

been found to exploit the vulnerabilities in smart contracts. To give an example, there is an 

incident of a DAO attack, and this is considered as a result of a minor error in the DAO contract 

[23]. Moreover, on June 17, 2016, there were over 3.5 million of Ether have been stolen from 

the DAO smart contract [24].  

According to a report published in 2018, the smart contract contains approximately 4.4 million 

dollars with an Ethereum value at that time, this could be a potential vulnerability for hackers 

to exploit it  [25, 26]. Currently, 4.008 DApps and 7.16K smart contracts are executing on the 

blockchain networks (Figue 1) [27]. The most widespread blockchain networks have several 

security concerns that could be exploited by hackers. 
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Figure 1. DApps per Month [27].

4. Material and Methods 

In order to obtain the articles on this topic, we first establish a possibility of the following search 

criterias: search queries “smart contract vulnerabilities”, “contract vulnerabilities”, “smart 

contract attacks” applied to Arxiv [28] (143 article), and IEEExplore [29] (443 article) digital 

library and general search. We will then obtain search results by reviewing title and abstracts. 

Non-English articles and those with different topics will also be eliminated. 

5. Conclusions 

As a result of the examination of the articles that meet the criteria, vulnerabilities in smart 

contracts that can easily be mistaken have been identified. 

Reentrancy Attacks 

Reentrancy attack on the smart contracts is a well-known vulnerability because this kind of 

attack allows attackers to take control of the flow on smart contracts. It is also known as an 

“unknown call,” or a “recursive call” vulnerability. Multiple parallel external initializations are 

possible using the structures call family. If the global state is not managed suitably, a contract 

may be vulnerable to delay attacks [30]. Hackers can take over the control flow, and make 

changes to your data that the calling function is not expected [31]. When the linked cross-

function is in a racing state, two different functions will then operate on the same global state 

[30]. Smart contracts have found the opportunity to be used with Blockchain 2.0. In particular, 

Ethereum has started to be used in the infrastructure of crypto money. The particularly risky 

situation is when one contract calls another, the current execution has to wait for the call to 

finish. This can cause a problem especially when the recipient of the call is using the 

intermediate state the caller is in [32, 33]. An attacker can perform a parallel attack by using 

two different functions that share at the same state [34]. It is advised to use a built-

in transfer() function, specifically when we make external calls to another untrusted contracts. 

http://solidity.readthedocs.io/en/latest/units-and-global-variables.html#address-related
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We also need to confirm all logics that could change the state variables that could happen before 

it sent out of the contract [35]. 

A code written in this way can be easily exploited by an attacker. Line 15 contains a bypassable 

vulnerability that can be recalled by the attacker (Figure 2). 

 

Figure 2. Reentry sample code 

 

 

Figure 3. Reentry Attacker sample code 

 

In cases where the necessary control is not performed by calling the same function again on the 

30th and 34th lines, the transactions in the other expenditure can be started before the 

expenditure transaction is concluded (Figure 3). 
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Gas Limit Attacks 

This attack is possible in a contract that accepts basic data and uses it to make another contract 

through the low-level address.call () function, as is often the case in multi-signed and 

transactional situations [31]. It is claimed that we could avoid this potential vulnerability by 

looping over arrays of unknown length, setting an upper limit for the array length, and 

controlling the loop by inspecting the gas limit [36]. 

 

Figure 4. Gas Limit sample code 

 

It is necessary to ensure that there are no undesirable consequences if other transactions are 

processed while waiting for the next iteration of the PaymentOut() function. Therefore, this 

pattern should only be used if absolutely necessary (Figure 4). 

Arithmetic Issues (Integer Overflow) 

Integer overflow is a type of errors that can be found in many programming languages. It could 

cause a serious security vulnerability in blockchain applications. For example, if a loop counter 

overflow and creates an infinite loop, the contract then can be completely frozen. This overflow 

can be used by an attacker, especially when there is an increasing number of iterations in the 

loop which has been registered by new users of the agreement [30, 37]. Therefore, when writing 

contracts, we need to utilize a secure math libraries for all arithmetic operations, such as 

OpenZeppelin’s SafeMath library [38].  

Even the “solidity” library used in the example below has a great influence on whether the 

system malfunctions or not. When version 0.8.0 is used, the system works properly as a result 

of compilation (Figure 5, Figure 6). 
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Figure 5. Overflow sample code 

 

 

 

Figure 6. Overflow compile error 

 

 

Delegatecall  

A message except that the calls DELEGATECALL offered under the contract is the same as 

the destination address in the code calls. The destination address in the code call contract (Jiang 

et al., 2018) is carried out under a separate message call from the same DELEGATECALL 

called the message there are certain types of calls. When using DELEGATECALL, both the 

library contract and the possible negotiating conditions of the interview contract should be 

considered [30].  
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Figure 7. Delegatecall sample code 

At first, HackMe works according to whether the pwn function is present in the Contract (Figure 

7). Since there is no pwn function, HackMe's fallback function is triggered, which calls the Lib 

contract with the pwn function's signature. That the lib contract has the pwn function definition 

and the owner is set to msg.sender. With context protection msg.sender can now be used as 

owner of HackMe contract. 

State Variable Visibility 

Visibility is used to determine whether the functions should be invoked by users internally or 

externally from different contracts [30]. Variables or functions can be defined as public, private, 

or internal [27].  Private variables can only be accessed by a declaring contract itself, and 

internal variables can be accessed by defining contracts and the contracts derived from them 

[38]. It is obligatory to determine a visibility of all functions that are used in a contract in a 

controlled manner. 
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It is important to define public, internal and private accessibility in the example so that it does 

not cause clarity (Figure 8). 

 

 

Figure 8. State variable sample code 

 

Bad Randomness 

Ethereum has been exploited as a platform for a variety of blockchain applications, especially 

the ones that relate to random numbers, for instance the lottery and timestamps. Generating 

random numbers on the blockchain is technically difficult, and these numbers can simply be 

manipulated by attackers. Block.timestamp is one of the methods that has been adopted, but it 

is considered as a perilous tool, because Miners have an opportunity to select, modify, and 

manipulate those random numbers. Therefore, the utilize of block variables as a source should 

be avoided [38]. The following function can be used as the simplest random method (Figure 9). 

 

 

Figure 9. Randomness sample code 

 

External Contract Referencing 

Reusing codes developed in Ethereum systems and interacting with other smart contracts in the 

network can provide plus benefits. Basically, many contracts call for a relationship with each 

other. Allowing such calls can help attackers use it as an attack surface. Any address in this 

state can be unintentionally used as a contract, the code in the address represents the type of 
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contract being issued. This can be dangerous, especially if the person who wrote the code is 

hiding something malicious in the code [32]. Avoid using external contracts for sensitive 

operations is an imperative safety measure, and if an external contract is required, the incoming 

data must be checked. 

 

In the example below (Figure 10), the attacker was able to disable Line 77. In order to prevent 

this, It should be defined in the constructor section. encryptionLibrary = new 

Rot13Encryption(); 

 

 

Figure 10. External Conract sample code 

 

 

 

Short Address/Parameter Attack 

Parameter attack is considered as a classical SQL injection attack. As an attack method; If the 

EVM detects a substream when dealing with data types up to 256 bits, it adds 0 to the end of 

the address. The attacker is able to create this attack by removing the last zeros from an Ether 

address ending with 0 or multiple 0s at addresses in this situation [39]. 

If the necessary checks are not made, the system accepts both in the use made without the 

address below and the 00s at the end. 

0xc3DC35818d54FDA1C4943bA98938cb6F46A91700 
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If the code in Figure 11 is checked for msg.data.length on line 88, it will not be accepted with 

ashortaddress.

 

Figure 11. Short address sample code 

 

Timestamp Dependency/Manipulation 

Miners are generally considered as nodes that can interfere with transactions as an attacker. 

Potential danger is recognized if they have the opportunity to manipulate environmental 

variables and can profit from it. A miner can control the timestamp and gain an unfair 

advantage. They can use block numbers and the average time between blocks to estimate the 

current time [32], [40]. In the article published in 2019 by Mei et al. [41] Timestamp 

dependency was found to be the most common vulnerability [40]. 

In the simple roultte game below (Figure 12), miner spin can play with 1 Ether and then win 

for the next block. The 15 second rule should be applied. This rule is that the timestamp between 

two blocks within 15 seconds should not be more than 15 seconds. If the difference is phase, it 

should be rejected. 

 

Figure 12. Timestamp sample code 
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Denial Of Service (DOS) 

DOS attacks are attacks that all internet-connected digital systems have to deal with from time 

to time. As a result of such an attack, it may be possible that the contracts become unusable for 

a while. This attack can freeze these contracts for an indefinite period or even indefinitely [32], 

[42]. 

In the example below, an attacker could repeatedly attack a new account, stressing the system 

unusable (Figure 13). 

 

Figure 13. DOS sample code 

 

 

In order to avoid this attack, gas must be used in every account creation. It will also help in 

checking require(msg.sender == owner || now > unlockTime) for account. 

tx.origin Authentication 

Solidity has a distinctive method to check who is calling by using a function msg.sender [43]. 

We may use tx.origin to test who is calling as an alternative to msg.sender. As a result, an attack 

can be formed.  A transactional attack is a form of phishing attack that can simply drain a 

contract of all funds [44]. 
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Figure 14. tx.origin sample code 

If the control is not performed on line 45 of the code shown in Figure 14, the attacker can show 

himself in the state of ownership. For this reason, it should be edited as require (tx.origin == 

msg.sender). 

6. Discussion 

Several testing tools have recently emerged. Applications must be automatically checked for 

common security vulnerabilities from static analysis tool platforms, especially before a 

deployment of applications. [45], Chainsecurity [46], and Smartcheck [47] are some of them. 

The first written smart contract must be loaded on these systems, and a detailed result report 

must be examined by the system. A single application cannot detect all vulnerabilities (Table 

1). Therefore, it will be efficacious to exploit different testing tools. It has been shown that 

while reentry attacks can be caught by all scanning programs, different results are obtained in 

different applications of other vulnerable parts. 

When starting a new project, the first of the latest version should be preferred. Never use 

tx.origin for authorization checks [44]. In cases where randomness is needed, using an external 

source of randomness is a mandatory. Do not use the status check as the block timestamp may 

cause weaknesses. In addition to a frequent examination, we need to avoid a looping over 

especially when there is an unknown size of data structure. Using a safe library for arithmetic 

operations is another imperative safety measure that we must follow [38]. We should cautiously 

pay attention to the use of different contracts, and also avoid the codes that are obtained from 

untrusted sources [30]. 

Oyente was developed by researchers from the National University of Singapore in January 

2016. Oyente can be defined as a symbolic execution tool that works directly with the Ethereum 

virtual machine (EVM) bytecode. Oyente is able to detect many vulnerabilities of Ethereum, 

especially the TheDAO bug. Currently, Oyente is available as a Docker image for easy testing 

and installation. It is available at https://github.com/melonproject/oyente and can be 

downloaded and tested [48]. 

 

https://github.com/melonproject/oyente
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Table 1.  Tools matrix 

Tool 
Analysis 

Method 

Source Reentry Timespend 

Manipulation 

Tx.origin 

Ovente Heuristic 
source 

code(.sol) 

yes yes yes 

Chainsecurity Formal 

Byte code and 

source 

code(.sol) 

yes no no 

Smartcheck 
Analytic and 

Heuristic 

source 

code(.sol) 

yes yes yes 

Unlike other examples, SmartCheck is a tool developed as a static analysis tool. SmartCheck 

translates Solidity source code into an XML-based intermediate representation and checks it 

against XPath patterns. Smartcheck is designed based on current knowledge of Solidity 

vulnerabilities. It has been noted that SmartCheck has limitations, as some error detection 

requires more sophisticated techniques such as defect analysis or even manual inspection [49]. 

7. Conclusion 

We have done extensive research on vulnerability articles and online websites. This study 

identified several security vulnerabilities in the new blockchain-based smart contracts that are 

frequently used by many sectors. In this study, application developers have been advised to 

minimize their weaknesses. To improve smart contract security and its performance, we 

strongly suggest all users to employ safe practices and procedures. Nonetheless, in order to 

ensure the highest level of security, additional testings and repeating security audits on the 

blockchain-based smart contracts are required. Further research could be implemented if there 

is any present of unascertained vulnerabilities and practicable prevention.
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1. Introduction 

Recently, there has been a huge amount of interest to hybrid numbers which can be considered 

as a generalization of the complex numbers and composed of a combination of the complex 

(𝑖2 = −1), hyperbolic (ℎ2 = 1) and dual numbers (𝜀2 = 0). The set of hybrid numbers, for 

details see [1], are defined as below: 

𝕂 = {𝑎 + 𝑏𝑖 + 𝑐𝜀 + 𝑑ℎ: 𝑎, 𝑏, 𝑐, 𝑑 ∈ ℝ, 𝑖2 = −1, 𝜀2 = 0, ℎ2 = 1, 𝑖ℎ = −ℎ𝑖 = 𝜀 + 𝑖}. 

Here, we want to take your attention that the product of any two hybrid numbers is done by 

exploiting the following table, please see [1]: 

Table 1. Multiplication rule 

• 1 𝑖 𝜀 ℎ 

1 1 𝑖 𝜀 ℎ 

𝑖 𝑖 −1 1 −  ℎ 𝜀 +  𝑖 

𝜀 𝜀 ℎ +  1 0 −𝜀 

ℎ ℎ −𝜀 −  𝑖 𝜀 1 

 

The Gaussian Mersenne sequence, denoted by GMn, is defined by the recurrence relation 

𝐺𝑀𝑛 = 3𝐺𝑀𝑛−1 − 2𝐺𝑀𝑛−2, for n ≥ 2 

with the initial conditions 𝐺𝑀0 = −𝑖/2, 𝐺𝑀1 = 1. Note that the recurrence relation of Gaussian 

Mersenne sequence [2] can be rewritten as follows: 

 

𝐺𝑀𝑛 = 𝑀𝑛 + 𝑖𝑀𝑛−1 

where 𝑀0 = 0 and 𝑀1 = 1. Some values of the Gaussian Mersenne numbers are given in  

 

Table 2. Gaussian Mersenne numbers 

𝑛 0 1 2 3 4 5 6 7 

𝐺𝑀𝑛 −𝑖/2 1 3 + 𝑖 7 + 3𝑖 15 + 7𝑖 31 + 15𝑖 63 + 31𝑖 127 + 63𝑖 

 

In literature, many researchers investigate some remarkable properties of some well-known 

sequences. For example, in [3], the authors get some properties for the Mersenne-Lucas hybrid 

numbers. In [4], the authors scrutinize some identities for the Mersenne, Jacobsthal and 

Jacobsthal-Lucas hybrid numbers. The authors obtain some results for the generalized 



 

On Hybrid numbers with Gaussian Mersenne Coefficients 

 

214 

 

tetranacci hybrid numbers, in [5]. For some similar studies, please see the references [6, 7, 8, 9, 

10, 11, 12] and the references therein. 

In this paper, we consider the hybrid numbers with Gaussian Mersenne coefficients. Then we 

get some characteristic relations of them. 

2. Preliminaries 

At this section, we give the definition of hybrid numbers with Gaussian Mersenne coefficients,  

denoted by 𝐻𝐺𝑀𝑛.  

Definition 2.1. : Let us define the hybrid numbers with Gaussian Mersenne coefficients as 

below: 

𝐻𝐺𝑀𝑛 = 𝐺𝑀𝑛 + 𝐺𝑀𝑛+1𝑖 + 𝐺𝑀𝑛+2𝜀 + 𝐺𝑀𝑛+3ℎ;   𝑛 ≥ 0, 

where 𝐻𝐺𝑀𝑛 denotes the 𝑛th hybrid numbers with Gaussian Mersenne coefficients. 

By using the definition of the 𝐻𝐺𝑀𝑛, we can write: 

𝐻𝐺𝑀𝑛 = 𝐺𝑀𝑛 + 𝐺𝑀𝑛+1𝑖 + 𝐺𝑀𝑛+2𝜀 + 𝐺𝑀𝑛+3ℎ 

= 3𝐺𝑀𝑛−1 − 2𝐺𝑀𝑛−2 

+(3𝐺𝑀𝑛 − 2𝐺𝑀𝑛−1)𝑖 

+(3𝐺𝑀𝑛+1 − 2𝐺𝑀𝑛)𝜀 

    +(3𝐺𝑀𝑛+2 − 2𝐺𝑀𝑛+1)ℎ 

and 

𝐻𝐺𝑀𝑛−1 = 𝐺𝑀𝑛−1 + 𝐺𝑀𝑛𝑖 + 𝐺𝑀𝑛+1𝜀 + 𝐺𝑀𝑛+2ℎ 

𝐻𝐺𝑀𝑛−2 = 𝐺𝑀𝑛−2 + 𝐺𝑀𝑛−1𝑖 + 𝐺𝑀𝑛𝜀 + 𝐺𝑀𝑛+1ℎ 

In other words, for 𝑛 ≥ 2, the hybrid numbers with Gaussian Mersenne coefficients can be 

rewritten by following recurrence 

𝐻𝐺𝑀𝑛 = 3𝐻𝐺𝑀𝑛−1 − 2𝐻𝐺𝑀𝑛−2, 

with initial conditions 𝐻𝐺𝑀0 = 1 +
7

2
𝑖 + 6𝜀 + 6ℎ and 𝐻𝐺𝑀1 = 3 + 10𝑖 + 14𝜀 + 12ℎ. 
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Table 3. Some Gaussian Mersenne hybrid numbers 

𝑛 𝐻𝐺𝑀𝑛 

0 
1 +

7

2
𝑖 + 6𝜀 + 6ℎ 

1 3 + 10𝑖 + 14𝜀 + 12ℎ 

2 7 + 23𝑖 + 30𝜀 + 24ℎ 

3 15 + 49𝑖 + 62𝜀 + 48ℎ 

4 31 + 101𝑖 + 126𝜀 + 96ℎ 

5 63 + 205𝑖 + 254𝜀 + 192ℎ 

6 127 + 413𝑖 + 510𝜀 + 384ℎ 

7 255 + 829𝑖 + 1022𝜀 + 768ℎ 

8 511 + 1661𝑖 + 2046𝜀 + 1536ℎ 

 

In order to find the generating function for the hybrid numbers with Gaussian Mersenne 

coefficients, we have to write the sequence as a power series where each term of the sequence 

corresponds to the coefficients of the series. For more details, please see [13]. 

Lemma 2.1. : 

𝐻𝐺𝑀𝑛 = 2𝐻𝐺𝑀𝑛−1 + (1 + 3𝑖 + 2𝜀) 

Proof. For 𝑛 ≥ 0, by exploiting 𝐺𝑀𝑛+1 = 2𝐺𝑀𝑛 + 1 + 𝑖, please see [2]; 

𝐻𝐺𝑀𝑛 = 𝐺𝑀𝑛 + 𝐺𝑀𝑛+1𝑖 + 𝐺𝑀𝑛+2𝜀 + 𝐺𝑀𝑛+3ℎ 

   = 2𝐻𝐺𝑀𝑛−1 + (1 + 3𝑖 + 2𝜀).       

 

3. Main Theorem and Proof 

Theorem 3.1. : (Generating Function) The generating function for the hybrid numbers with 

Gaussian Mersenne coefficients is given by 

𝑔(𝑥) = ∑

∞

𝑛=0

(𝐻𝐺𝑀𝑛)𝑥𝑛 =
(1 +

7
2 𝑖 + 6𝜀 + 6ℎ) + (

−𝑖
2 − 4𝜀 − 6ℎ) 𝑥

1 − 3𝑥 + 2𝑥2
. 
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Proof. We first write  

𝑔(𝑥) = 𝐻𝐺𝑀0 + 𝐻𝐺𝑀1𝑥 + 𝐻𝐺𝑀2𝑥2+. . . +𝐻𝐺𝑀𝑛𝑥𝑛 + ⋯ 

and compute 

       −3𝑥𝑔(𝑥) =  −3𝐻𝐺𝑀0𝑥 − 𝐻𝐺𝑀1𝑥2 − 3𝐻𝐺𝑀2𝑥3−. . . −3𝐻𝐺𝑀𝑛−1𝑥𝑛−. . .

      2𝑥2𝑔(𝑥) = 2𝐻𝐺𝑀0𝑥2 + 2𝐻𝐺𝑀1𝑥3 + 2𝐻𝐺𝑀2𝑥4+. . . +2𝐻𝐺𝑀𝑛−2𝑥𝑛+. . . . 

From the above it follows that 

(1 − 3𝑥 + 2𝑥2)𝑔(𝑥) = 𝐻𝐺𝑀0 + (𝐻𝐺𝑀1 − 3𝐻𝐺𝑀0)𝑥 

+(𝐻𝐺𝑀2 − 3𝐻𝐺𝑀1 + 2𝐻𝐺𝑀0)𝑥2 

+(𝐻𝐺𝑀3 − 3𝐻𝐺𝑀2 + 2𝐻𝐺𝑀1)𝑥3 

⋮ 

+(𝐻𝐺𝑀𝑛 − 3𝐻𝐺𝑀𝑛−1 + 2𝐻𝐺𝑀𝑛−2)𝑥𝑛 + ⋯ . 

As a result, we find 

𝑔(𝑥) =
𝐻𝐺𝑀0 + (𝐻𝐺𝑀1 − 3𝐻𝐺𝑀0)𝑥

1 − 3𝑥 + 2𝑥2

=
(1 +

7
2 𝑖 + 6𝜀 + 6ℎ) + (

−𝑖
2 − 4𝜀 − 6ℎ) 𝑥

1 − 3𝑥 + 2𝑥2
.
 

So, the proof is completed. 

The Binet formula is obtained by the following result. 

Theorem 3.2. (Binet Formula): For 𝑛 ≥ 0, the Binet formula for the hybrid numbers with 

Gaussian Mersenne coefficients is given by 

𝐻𝐺𝑀𝑛 = 𝐴2𝑛 + 𝐵, 

where 𝐴 = 2 +
13

2
𝑖 + 8𝜀 + 6ℎ  and  𝐵 = −1 − 3𝑖 − 2𝜀. (2.1) 

 

Proof.  By exploiting the generating function and the definition of the hybrid numbers with 

Gaussian Mersenne coefficients, we get 



 

On Hybrid numbers with Gaussian Mersenne Coefficients 

 

217 

 

𝑔(𝑥) =
𝐻𝐺𝑀0 + (𝐻𝐺𝑀1 − 3𝐻𝐺𝑀0)𝑥

1 − 3𝑥 + 2𝑥2

=
(1 +

7
2 𝑖 + 6𝜀 + 6ℎ) + (

−𝑖
2 − 4𝜀 − 6ℎ) 𝑥

1 − 3𝑥 + 2𝑥2

=
𝐴

(1 − 2𝑥)
+

𝐵

(1 − 𝑥)
,

 

where 

𝐴 = (2 +
13

2
𝑖 + 8𝜀 + 6ℎ)   and  𝐵 = (−1 − 3𝑖 − 2𝜀). 

It can be rewritten 

(1 +
7
2 𝑖 + 6𝜀 + 6ℎ) + (

−𝑖
2 − 4𝜀 − 6ℎ) 𝑥

1 − 3𝑥 + 2𝑥2
=

(2 +
13
2 𝑖 + 8𝜀 + 6ℎ)

1 − 2𝑥
+

(−1 − 3𝑖 − 2𝜀)

1 − 𝑥

= (∑

∞

𝑛=0

𝐴2𝑛𝑥𝑛) + (∑

∞

𝑛=0

𝐵𝑥𝑛)

= ∑

∞

𝑛=0

(𝐴2𝑛 + 𝐵)𝑥𝑛

 

where: 

𝑔(𝑥) = ∑

∞

𝑛=0

(𝐴2𝑛 + 𝐵)𝑥𝑛. 

i.e.; 

𝐻𝐺𝑀𝑛 = 𝐴2𝑛 + 𝐵. 

So, the proof is completed. 

Example 3.1. : For 𝑛 = 3, the hybrid numbers with Gaussian Mersenne coefficients 𝐻𝐺𝑀3, 

with the Binet formula is 

𝐻𝐺𝑀3 = 𝐴23 + 𝐵 

= (2 +
13

2
𝑖 + 8𝜀 + 6ℎ) 23 − 1 − 3𝑖 − 2𝜀 

= 15 + 49𝑖 + 62𝜀 + 48ℎ. 

Theorem 3.3. (Cassini Identity): For 𝑛 > 0, the Cassini identity for the hybrid numbers with 

Gaussian Mersenne coefficients is given by 
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𝐻𝐺𝑀𝑛−1𝐻𝐺𝑀𝑛+1 − 𝐻𝐺𝑀𝑛
2 = 2𝑛𝐵𝐴 − 2𝑛−1𝐴𝐵, 

where 𝐴 and 𝐵 are given in the equation (2.1). 

Proof. From the Binet formula, we get; 

𝐻𝐺𝑀𝑛−1𝐻𝐺𝑀𝑛+1 − 𝐻𝐺𝑀𝑛
2 = (𝐴2𝑛−1 + 𝐵)(𝐴2𝑛+1 + 𝐵) − (𝐴2𝑛 + 𝐵)(𝐴2𝑛 + 𝐵) 

= 22𝑛𝐴2 + 2𝑛−1𝐴𝐵 + 2𝑛+1𝐵𝐴 + 𝐵2 

−22𝑛𝐴2 − 2𝑛𝐴𝐵 − 2𝑛𝐵𝐴 − 𝐵2 

= 2𝑛−1𝐴𝐵 + 2𝑛+1𝐵𝐴 − 2𝑛𝐴𝐵 − 2𝑛𝐵𝐴 

= 𝐴𝐵(2𝑛−1 − 2𝑛) + 𝐵𝐴(2𝑛+1 − 2𝑛) 

= 2𝑛𝐵𝐴 − 2𝑛−1𝐴𝐵. 

So, the proof is completed. 

Example 3.2. : For 𝑛 = 3, the Cassini identity is 

𝐻𝐺𝑀2𝐻𝐺𝑀4 − 𝐻𝐺𝑀3
2 = 23𝐵𝐴 − 22𝐴𝐵 

= 23 (−
39

2
−

61

2
𝑖 − 18𝜀 + 5ℎ)

− 22 (−
39

2
+

11

2
𝑖 − 6𝜀 − 17ℎ) 

= −78 − 266𝑖 − 120𝜀 + 108ℎ. 

Theorem 3.4. (Catalan Identity): For 𝑛, 𝑟 ≥ 0, the Catalan identity for the hybrid numbers 

with Gaussian Mersenne coefficients is given by 

𝐻𝐺𝑀𝑛−𝑟𝐻𝐺𝑀𝑛+𝑟 − 𝐻𝐺𝑀𝑛
2 = 2𝑛−𝑟(1 − 2𝑟)[𝐴𝐵 − 2𝑟𝐵𝐴], 

where 𝐴 and 𝐵 are given in the equation (2.1). 

Proof. By considering the Binet formula, we have; 

𝐻𝐺𝑀𝑛−𝑟𝐻𝐺𝑀𝑛+𝑟 − 𝐻𝐺𝑀𝑛
2 = (𝐴2𝑛−𝑟 + 𝐵)(𝐴2𝑛+𝑟 + 𝐵) − (𝐴2𝑛 + 𝐵)(𝐴2𝑛 + 𝐵) 

= 22𝑛𝐴2 + 2𝑛−𝑟𝐴𝐵 + 2𝑛+𝑟𝐵𝐴 + 𝐵2 

−22𝑛𝐴2 − 2𝑛𝐴𝐵 − 2𝑛𝐵𝐴 − 𝐵2 

= 2𝑛−𝑟𝐴𝐵 + 2𝑛+𝑟𝐵𝐴 − 2𝑛𝐴𝐵 − 2𝑛𝐵𝐴 

= 𝐴𝐵(2𝑛−𝑟(1 − 2𝑟)) + 𝐵𝐴(2𝑛(2𝑟 − 1)) 
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= 2𝑛−𝑟(1 − 2𝑟)[𝐴𝐵 − 2𝑟𝐵𝐴]. 

So, the proof is completed. 

Example 3.3. : For 𝑛 = 3, 𝑟 = 1, the Catalan identity is 

𝐻𝐺𝑀2𝐻𝐺𝑀4 − 𝐻𝐺𝑀3
2 = 22(1 − 2)[𝐴𝐵 − 2𝐵𝐴] 

= −22𝐴𝐵 + 23𝐵𝐴 

= 23𝐵𝐴 − 22𝐴𝐵 

= 23 (−
39

2
−

61

2
𝑖 − 18𝜀 + 5ℎ) 

−22 (−
39

2
+

11

2
𝑖 − 6𝜀 − 17ℎ) 

= −78 − 266𝑖 − 120𝜀 + 108ℎ. 

Theorem 3.5. (Vajda Identity): For 𝑛, 𝑚, 𝑟 ≥ 0, the Vajda identity for the hybrid numbers 

with Gaussian Mersenne coefficients is given by 

𝐻𝐺𝑀𝑛+𝑟𝐻𝐺𝑀𝑛+𝑘 − 𝐻𝐺𝑀𝑛𝐻𝐺𝑀𝑛+𝑟+𝑘 = 2𝑛(2𝑟 − 1)[𝐴𝐵 − 2𝑘𝐵𝐴], 

where 𝐴 and 𝐵 are given in the equation (2.1). 

Proof.  We conclude from the Binet formula that 

𝐻𝐺𝑀𝑛+𝑟𝐻𝐺𝑀𝑛+𝑘 − 𝐻𝐺𝑀𝑛𝐻𝐺𝑀𝑛+𝑟+𝑘 = (𝐴2𝑛+𝑟 + 𝐵)(𝐴2𝑛+𝑘 + 𝐵) − (𝐴2𝑛 + 𝐵)(𝐴2𝑛+𝑟+𝑘 + 𝐵) 

= 22𝑛+𝑟+𝑘𝐴2 + 2𝑛+𝑟𝐴𝐵 + 2𝑛+𝑘𝐵𝐴 + 𝐵2 

−22𝑛+𝑟+𝑘𝐴2 − 2𝑛𝐴𝐵 − 2𝑛+𝑟+𝑘𝐵𝐴 − 𝐵2 

= 2𝑛+𝑟𝐴𝐵 + 2𝑛+𝑘𝐵𝐴 − 2𝑛𝐴𝐵 − 2𝑛+𝑟+𝑘𝐵𝐴 

= 2𝑛(2𝑟 − 1)𝐴𝐵 − 2𝑛+𝑘(2𝑟 − 1)𝐵𝐴 

= 2𝑛(2𝑟 − 1)[𝐴𝐵 − 2𝑘𝐵𝐴]. 

So, the proof is completed. 

 

Example 3.4. : For 𝑛 = 2, 𝑟 = 1, 𝑘 = 1, the Vajda identity is 

𝐻𝐺𝑀3𝐻𝐺𝑀3 − 𝐻𝐺𝑀2𝐻𝐺𝑀4 = 22(2 − 1)[𝐴𝐵 − 2𝐵𝐴] 
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= 22𝐴𝐵 − 23𝐵𝐴 

= −(23𝐵𝐴 − 22𝐴𝐵) 

= − [23 (−
39

2
−

61

2
𝑖 − 18𝜀 + 5ℎ) 

−22 (−
39

2
+

11

2
𝑖 − 6𝜀 − 17ℎ)] 

= −(−78 − 266𝑖 − 120𝜀 + 108ℎ) 

=  78 + 266𝑖 + 120𝜀 − 108ℎ   . 

 

Theorem 3.6. (D’Ocagne Identity): For n, m ≥ 0, the D’Ocagne identity for the Gaussian 

Mersenne hybrid numbers is given by 

𝐻𝐺𝑀𝑚𝐻𝐺𝑀𝑛+1 − 𝐻𝐺𝑀𝑛𝐻𝐺𝑀𝑚+1 = (2𝑛 − 2𝑚)[2𝐵𝐴 − 𝐴𝐵], 

where 𝐴 and 𝐵 are given in the equation (2.1). 

Proof. From the Binet formula, we see that 

𝐻𝐺𝑀𝑚𝐻𝐺𝑀𝑛+1 − 𝐻𝐺𝑀𝑛𝐻𝐺𝑀𝑚+1 = (𝐴2𝑚 + 𝐵)(𝐴2𝑛+1 + 𝐵) 

−(𝐴2𝑛 + 𝐵)(𝐴2𝑚+1 + 𝐵) 

= 2𝑛+𝑚+1𝐴2 + 2𝑚𝐴𝐵 + 2𝑛+1𝐵𝐴 + 𝐵2 

−2𝑛+𝑚+1𝐴2 − 2𝑛𝐴𝐵 − 2𝑚+1𝐵𝐴 − 𝐵2 

= 2𝑚𝐴𝐵 + 2𝑛+1𝐵𝐴 − 2𝑛𝐴𝐵 − 2𝑚+1𝐵𝐴 

= (2𝑚 − 2𝑛)𝐴𝐵 + (2𝑛+1 − 2𝑚+1)𝐵𝐴 

= (2𝑛 − 2𝑚)[2𝐵𝐴 − 𝐴𝐵]. 

So, the proof is completed. 

Example 3.5. : For 𝑛 = 3, 𝑚 = 2, the D’Ocagne identity is 

𝐻𝐺𝑀2𝐻𝐺𝑀4 − 𝐻𝐺𝑀3𝐻𝐺𝑀3 = (23 − 22)[2𝐵𝐴 − 𝐴𝐵] 

= (22)[2𝐵𝐴 − 𝐴𝐵] 

= 23𝐵𝐴 − 22𝐴𝐵 
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= 23 (−
39

2
−

61

2
𝑖 − 18𝜀 + 5ℎ) 

−22 (−
39

2
+

11

2
𝑖 − 6𝜀 − 17ℎ) 

= −78 − 266𝑖 − 120𝜀 + 108ℎ. 

Theorem 3.7. (Honsberger Identity): For 𝑛, 𝑚 ≥ 0, the Honsberger identity for the hybrid 

numbers with Gaussian Mersenne coefficients is given by 

𝐻𝐺𝑀𝑛𝐻𝐺𝑀𝑚 + 𝐻𝐺𝑀𝑛+1𝐻𝐺𝑀𝑚+1 = 2𝑛+𝑚(5𝐴2) + 2𝑛(3𝐴𝐵) + 2𝑚(3𝐵𝐴) + 2𝐵2, 

where 𝐴 and 𝐵 are given in the equation (2.1). 

Proof. According to the Binet formula, we see that 

𝐻𝐺𝑀𝑛𝐻𝐺𝑀𝑚 + 𝐻𝐺𝑀𝑛+1𝐻𝐺𝑀𝑚+1 = (𝐴2𝑛 + 𝐵)(𝐴2𝑚 + 𝐵) 

+(𝐴2𝑛+1 + 𝐵)(𝐴2𝑚+1 + 𝐵) 

= 2𝑛+𝑚𝐴2 + 2𝑛𝐴𝐵 + 2𝑚𝐵𝐴 + 𝐵2 

+2𝑛+𝑚+2𝐴2 + 2𝑛+1𝐴𝐵 + 2𝑚+1𝐵𝐴 + 𝐵2 

= 2𝑛+𝑚(5𝐴2) + 2𝑛(3𝐴𝐵) + 2𝑚(3𝐵𝐴) +

2𝐵2. 

So, the proof is completed. 

Theorem 3.8. (Summation Formula): 

∑ 𝐻𝐺𝑀𝑘

𝑛

𝑘=0

= 𝐻𝐺𝑀𝑛+1 − (𝑛 + 1)(1 + 3𝑖 + 2𝜀) − (1 +
7

2
𝑖 + 6𝜀 + 6ℎ). 

Proof. By using the Lemma 2.1. ; 

𝐻𝐺𝑀1 = 2𝐻𝐺𝑀0 + (1 + 3𝑖 + 2𝜀) 

𝐻𝐺𝑀2 = 2𝐻𝐺𝑀1 + (1 + 3𝑖 + 2𝜀) 

𝐻𝐺𝑀3 = 2𝐻𝐺𝑀2 + (1 + 3𝑖 + 2𝜀) 

⋮ 

𝐻𝐺𝑀𝑛+1 = 2𝐻𝐺𝑀𝑛 + (1 + 3𝑖 + 2𝜀) 
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2 ∑ 𝐻𝐺𝑀𝑘

𝑛

𝑘=0

= ∑ 𝐻𝐺𝑀𝑘

𝑛+1

𝑘=1

− (𝑛 + 1)(1 + 3𝑖 + 2𝜀) 

= ∑ 𝐻𝐺𝑀𝑘

𝑛

𝑘=0

− (𝑛 + 1)(1 + 3𝑖 + 2𝜀) − 𝐻𝐺𝑀0 + 𝐻𝐺𝑀𝑛+1 

i.e.; 

∑ 𝐻𝐺𝑀𝑘

𝑛

𝑘=0

= 𝐻𝐺𝑀𝑛+1 − (𝑛 + 1)(1 + 3𝑖 + 2𝜀) − (1 +
7

2
𝑖 + 6𝜀 + 6ℎ). 

So, the proof is completed. 

4. Conclusion 

In this study, we initially present the hybrid numbers with Gaussian Mersenne coefficients. 

Then, we investigate some interesting properties for them. At this content, we obtain the Binet 

formula by exploiting the generating function. Moreover, we get the Generating function, 

Cassini identity, Catalan identity, Vajda identity, D’Ocagne identity and Honsberger identity 

for the hybrid numbers with Gaussian Mersenne coefficients. Also, we illustrate the obtained 

results with some examples. 
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Abstract 

Nanoparticles can be synthesized in many different ways. However, synthesis methods that are except of 

biosynthesis are very expensive and environmentally hazardous processes. Nanoparticles with various 

morphologies and shapes are frequently used in biosynthesis studies due to the advantages of their small size. 

Bio-synthesized nanoparticles gain great importance for reasons such as prevention of environmental pollution 

and being economical. Zirconium dioxide nanoparticles(ZrO2 NPs) are prominent especially in dental coatings 

and photocatalytic applications. With this study, for the first time, zirconium dioxide nanoparticles biologically 

synthesized with Streptomyces sp. HC1 strain were produced. The bio-synthesized ZrO2 NPs were characterized 

different methods and instruments. Then the nanoparticles were studied their bioactivity especially antimicrobial 

and antibiofilm.The results confirmed the efficient antimicrobial effect of zirkonium dioxide nanoparticles as 

well as efficient antibiofilm effect. The synthesis of ZrO2 nanoparticles from Streptomyces sp. HC1 by biological 

synthesis and determination of the bioactivity of these nanoparticles were reported for the first time in this work. 

Keywords: zirconia nanoparticle, biosynthesis, antimicrobial, antibiofilm, Streptomyces sp. HC1 
 

Zirkonyum dioksit Nanopartikülllerinin Streptomyces sp. HC1 Tarafından Biyosentezi: 

Karakterizasyon ve Biyoaktivite 

Öz 

Nanopartiküller birçok farklı şekilde sentezlenebilir ancak biyosentez dışındaki sentez yöntemleri çok pahalı ve 

çevreye zararlı işlemlerdir. Çeşitli morfoloji ve şekillere sahip nanopartiküller, küçük boyutlarının 

avantajlarından dolayı biyosentez çalışmalarında sıklıkla kullanılmaktadır. Biyosentezlenen nanopartiküller, 

çevre kirliliğinin önlenmesi ve ekonomik olması gibi nedenlerle büyük önem kazanmaktadır. Zirkonyum dioksit 

nanopartikülleri (ZrO2 NP'ler) özellikle diş kaplamalarında ve fotokatalitik uygulamalarda öne çıkmaktadır. Bu 

çalışma ile ilk kez zirkonyum dioksit nanopartikülleri biyolojik olarak Streptomyces sp. HC1 suşu kullanılarak 

üretildi. Biyo-sentezlenmiş ZrO2 NP'leri, farklı yöntemler ve cihazlarla karakterize edildi. Daha sonra 

nanopartiküllerin biyoaktiviteleri, özellikle antimikrobiyal ve antibiyofilm üzerinde çalışıldı. Sonuçlar, 

zirkonyum dioksit nanopartiküllerin etkili antimikrobiyal etkisini ve ayrıca etkili antibiyofilm etkisini doğruladı. 

Streptomyces sp. HC1'den ZrO2 nanoparçacıklarının biyolojik sentezi ve bu nanopartiküllerin biyoaktivitesinin 

belirlenmesi ilk kez bu çalışmada rapor edilmiştir. 
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1. Introduction 

Nanotechnology plays an increasingly significant role in many major technologies of the new 

millennium [1–3]. Nanoparticles as a result of their unique properties; It has widespread usage 

areas such as chemistry, biotechnology, agriculture, communication, defense, electronics, 

energy, environmental remediation, heavy industries, materials science, medicine, 

microbiology, optics, and various engineering fields [4]. Nanoparticles are used as carriers in 

growth factors, genes and some drugs. In in vitro and in Vivo imaging, nanoparticles act as 

cellular labels [5]. 

Zirconium (Zr) is a transition metal element of the titanium family in the periodic table [6]. 

Zirconia (ZrO2) is one of the important materials used in the industry because of its high 

melting point, high mechanical properties, low thermal conductivity and high ionic 

conductivity [7–9]. ZrO2 is transparent in the visible; it has high refrac-tive index and bandgap 

values, good adhesion to substrates (glass, ceramics, silicon, polycor, and sapphire), thermal 

stability, and corrosion resistance [10]. Zirconia (ZrO2)is a ceramic material with a number of 

interesting and useful properties [11]. Zirconium nanoparticles are used in different syntheses 

due to their various assets such as exceptional fracture toughness, high tensile strength and 

hardness [12]. Zirconium dioxide nanoparticles act as an important catalyst in medicine thanks 

to their wide optical, electrical, thermal and chemical properties. It is also used for dental 

fillings and dental crowns [13, 14]. In recent year, ZrO2 nanoparticles are widely used in oxygen 

sensor, fuel cell, transparent optical devices, and fire retarding materials. In separation 

chromatography used to determine the absorbent properties of proteins in living creatures and 

various dyes, zirconium nanoparticles can act as supporting surfaces [15]. They are used in 

thermal barrier coatings in jet turbines and diesel engines to allow doing operation at higher 

temperatures [16, 17].  

Currently, nanoscale metals are synthesized by chemical methods, which have undesirable 

effects such as environmental pollution, large energy consumption and potential health 

problems [18]. Green synthesis is more beneficial than conventional chemical synthesis 

because it costs less, reduces pollution and improves environmental and human health safety 

[19].Biological synthesis of metal oxide nanoparticles is gaining importance day by day. Toxic 

substances formed during nanoparticle production are eliminated by biological synthesis.This 

method provides great advantage over physical and chemical synthesis as it is environmentally 

friendly, cost effective and can be scaled easily on a large scale [20]. An alternative 

environmentally benign bottom-up biosynthetic approach using microbes is being proposed in 

this report. From last few years, green bottom-up approaches using microorganisms have been 

successfully applied for the synthesis of nanocrystals of metal and metal oxides [21, 22]. 

Biosynthesis of nanoparticles has always been of great interest as an alternate to energy-

intensive chemical methods [23, 24]. 
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In recent years, different physical and chemical syntheses have been used for zirconium 

nanoparticles. Hydrothermal techniques, thermal decomposition, microwave plasma, sol-gel 

methods and laser ablation are among the newly developed techniques [25–29]. Zirconium (IV) 

alkoxides used in sol-gel method to synthesize zirconium dioxide nanoparticles cause high 

toxicity and high cost, making it difficult to control the homogeneity of different components 

[30]. Natural and environmentally friendly materials (eg reducing agents) are used in green 

synthesis. Some eco-friendly materials can also be used as final sealants and dispersants, which 

not only reduces energy consumption but also avoids the use of toxic and harmful reagents [31, 

32]. At present, green synthesis mainly uses microorganisms (fungi, bacteria and algae) or 

extracts from the leaves, flowers, roots, bark, fruits and seeds of various plants. [33, 34]. The 

cost is reduced because the biological synthesis of nanoparticles requires low pH, temperature 

and pressure. The production of large-scale nanoparticles in the desired size and shape can be 

accomplished with a large amount of extracellular enzymes synthesized. Thus, the whole 

process can be environmentally friendly and cost-effective [35]. 

Bacteria, fungi, viruses, plants can biologically synthesize different metal nanoparticles 

(titanium, gold, silver, iron, zirconium etc.). The metal ion reduction abilities of these 

organisms are of great importance for nanoparticle synthesis. The production of different metal 

nanoparticles of some bacteria has been demonstrated by various studies. For example, 

Desulfuromonas acetoxidans, Shewanella spp. and Magnetospirillum magnetotacticum can 

synthesize iron oxide, Serratia and Rhodobacter can synthesize copper and cadmium sulfate, 

and Escherichia coli have the ability to produce cadmium nanoparticles. [35–39]. Deniz et al., 

in their study in 2019, successfully produced silver nanoparticles using the cytoplasmic fluids 

of Coriolus versicolor [40]. The rapid growth of bacteria under different temperature, pH and 

pressure conditions provides suitability for the synthesis of ZrO2 nanoparticles [41]. Suriyaraj 

et al. synthesized ZrO2 nanoparticles using an extremophilic bacterium, Acinetobacter sp., in 

their study in 2019 [42]. Ahmed et al. have recently synthesized zirconium nanoparticles with 

Enterobacter sp., which they isolated from paddy soils [43]. 

Here, we report the synthesis of ZrO2 nanoparticles using soil bacterium Streptomyces sp. HC1. 

The biosynthesized zirconia nanoparticles were extensively characterized through and their 

antimicrobial and antibiofilm activity were evaluated against various pathogenic 

microorganisms. 

2. Material and methods 

 

2.1.Materials and microorganism 

The microorganism culture of Streptomyces sp. HC1 was obtained from Hacettepe University 

Biotechnology Department, Turkey. Potassium hexafluorozirconate (K2ZrF6) and types of 

culture medium were purchased from Sigma-Aldrich and Merck. 
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2.2. Bacterial culture and zirconia nanoparticle biosynthesis 

Streptomyces sp. HC1. mycelium or spores were inoculated 100 mL of LB medium in a 250 

mL Erlenmeyer flask and incubated at 25oC, pH 9 with shaking at 200 rpm for 72 hours. The 

cultures taken after incubation were mixed with 10-3 M 100 mL K2ZrF6 (pH 3.6) solution, and 

the mixture suspension was incubated at 200 rpm for 24 hours [44]. Complex formed after 

adequate time of stirring was collected by centrifugation at 10000 rpm for 10 minutes. 

Separated complex was dried in oven at 40oC for 24 h. The sample was calcinated in muffle 

furnace at 450°C 3 hours to get zirconia NPs. Control experiments were performed with 

uninoculated media and K2ZrF6 solution to check the role of bacteria in the NP synthesis.   

Ambient conditions were optimized for pH and zirconium concentration in order to obtain high 

efficiency nanoparticles. Results were measured with Zeta sizer. 

2.3. Characterization of Zirconia NPs 

Morphology and size dispersion of the zirconia NPs were documented by scanning electron 

microscopy (SEM) (Quanta 400F Field Emission). FTIR analysis was performed to confirm 

functional biomolecules related to zirconia nanoparticles. FTIR spectra were carried out a 

JASCO FT-IR 600 Spectrometer in the wavenumber region of 4000-400 cm-1 under nitrogen 

gas. All data manipulations were done by using JASCO Spectra Manager Software. The crystal 

form of zirconia nanoparticles was investigated by X-ray diffraction (XRD) (Rigaku Ultima-

IV). Cu Kα radiation with a wavelength of 1.54056 Å was used for the x-ray source. The 

zirconium nanoparticles were scanned in a 2θ range from 0o to 80o with 2o /min rate 

continuously with an accelerating voltage of 40 kV. Moreover, surface roughness of zirconia 

nanoparticle samples is measured by Veeco MultiMode V AFM with contact mode on 5µm x 

5µm surface area. The average particle size and particle size distribution were measured using 

the Zeta-3000 HS Zetasizer(Malvern).  

2.4. Antimicrobial effect 

The antimicrobial effect of the zirconium nanoparticles were measured against Gram negative 

bacterium E.coli ATCC 35218, Gram positive bacterium Staphylococcus aureus ATCC 29213, 

yeast Candida albicans ATCC 10231  and mold A. niger ATCC6275 analyzed by the well 

diffusion method. Bacteria were inoculated into nutrient broth (Sigma–Aldrich, USA) and 

incubated at 37oC for 24 hours. Fungi were inoculated into sabouraud dextrose broth (Sigma–

Aldrich, USA) and incubated at 30oC for 48 hours. The bacteria were inoculated on mueller 

hinton agar (Sigma–Aldrich, USA.), while fungal strains were inoculated on sabouraud 

dextrose agar (SDA, Merck). Agar plate was punched with a sterile cork borer of 5 mm size. 

20μL ZrO2 NPs poured with micropipette in the bore. E.coli and S.aureus incubated at 37oC, 

48 hours. C.albicans and Aspergillus niger cultures incubated at 30oC, 48 hours. 
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2.5. Antibiofilm activities 

Biofilm removal or disruption assay was evaluated using microtiter plate assay as previously 

described. The antibiofilm effect of the biologically synthesized zirconium dioxide 

nanoparticles was determined using P. aeruginosa ATCC 27853. After a 24-hour incubation at 

37°C in LB agar, Pseudomonas aeruginosa ATCC 27853 cultures were prepared at a turbidity 

of 0.5 McFarland (108 CFU / mL: Colony Forming Unit / milliliter). The prepared cultures 

were taken into tubes containing 2% glucose tryptic soy broth (TSB) and incubated for 24 hours 

at 37°C. At the end of the incubation period, 1: 100 dilution of the cultures taken from TSB 

was made. 200μl of the diluted cultures were taken with sterile pipettes and added to 96-well 

microplates containing different concentrations (20 μL, 100 μL, 200 μL, 500 μL)  of ZrO2 NPs 

. 3 wells were used for each strain. TSB with 2% glucose without bacteria was used as a 

negative control of biofilm production. After the microplates were prepared, they were 

incubated at 37° C for 24 hours. At the end of the incubation period, the liquid medium in the 

microplates was poured and the wells were washed 3 times with distilled water. 200 µL of 2% 

crystal violet was added to each well and added. It was incubated for 30 minutes at room 

temperature. After 30 minutes, the wells were washed 3 times with distilled water and placed 

on the blotter paper and dried. 200 µL of ethanol:acetic acid (95: 5) was added to the wells that 

were sure to dry, and it was left for 10 minutes and the paint was dissolved. The biofilm waved 

on the wells was measured by spectrophotometer at 540 nm. 

3. Results and discussion 

Microorganisms produce some specific enzymes extracellularly, such as reductase, which are 

responsible for the enzymatic biological reduction of Zr4+ ions. According to the underlying 

mechanism of biological synthesis, the production of zirconium nanoparticles can be attributed 

to the redox of nicotinamide adenine dinucleotide (NAD+/NADH), which provides electrons 

for reduction of Zr4+ ions during nucleation [43]. 

The production of microorganisms for ZrO2 NP synthesis was carried out on Nutrient Broth 

broth under optimum conditions, and 25 mL of the sample was transferred to a 75 mL sterile 

broth.   After incubation, the cultures were mixed with 10-3 M 100 mL K2ZrF6 (pH 3.6) 

solution, adjusted to pH 5, 5.5, 6, 6.5 and 7 and incubated at 200 rpm for 24 hours again. The 

results were evaluated with zeta sizer.  

As a result of the measurement, it has been determined that the optimum pH value of zirconium 

nanoparticle production environment for Streptomyces sp. HC1 is pH 6 (Fig.1). At this pH, the 

average size of nanoparticles was measured lower than other pH values. 
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Fig.1. Size distribution of ZrO2 nanoparticles synthesized under different pH conditions. 

K2ZrF6: culture ratio was also evaluated in optimization of ZrO2 nanoparticle production. It has 

been observed that zirconium nanoparticles have several effects on size distributions, and they 

fall below 10 nm with nanoparticle produced in 30:10 ratio (Fig.2). 

 

Fig.2. Size distribution graph of ZrO2 nanoparticles by Streptomyces sp. HC1 with different  

K2ZrF6: culture concentrations. 

3.1. Characterization of Zirconia Nanoparticles 

Fig. 3. shows the FTIR spectra of the zirconia nanoparticles from Streptomyces sp. HC1.  Since 

all samples are subjected to calcination, FTIR analysis is performed and the intensity of the 

above peaks is very small. Appearance of absorption band in the FTIR spectrum of the zirconia 

NP at 3420.36 cm-1, was corresponds to the -OH bonds. At 1646.22 cm−1, a weak band was 
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assigned to bending vibration of physically adsorbed H2O [45]. Peaks between 961.30 and 

1112.18 cm−1 show the structure of Zr - O binding bands characteristic of the tetragonal phase 

of zirconium [45]. The FTIR spectra of ZrO2 nanoparticles produced by Microwave Assisted 

Method in the 2019 study of Asha et al. also show similarities with the biosynthesis ZrO2 

performed in our study [46]. 

 

Fig. 3. FTIR spectra of the zirconium oxide nanoparticles synthesized by Streptomyces sp. 

HC1. 

The XRD result of the Zirconia NPs produced with Streptomyces sp. HC1.  is on the Fig. 4.  It 

indicated sturdy diffraction peaks at 2θ values of 27.56°, 31.58°, 45.395°, and 59.42. XRD 

database, the diffraction peak at 30° is indicate by tetragonal structure of ZrO2 while the 

diffraction peak at 28° and 31.5° is indicate by monoclinic stucture of ZrO2 [47]. 

 

Fig.4. X-ray diffraction pattern of ZrO2 synthesized by Streptomyces sp. HC1. 
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The average particle sizes of the synthesized zirconium nanoparticles were calculated using the 

Debye-Scherrer equation (1) given below [48, 49].  

           𝐷 =
𝐾 𝜆

𝛽 𝐶𝑜𝑠𝜃
                                                                (Eq.1) 

D: average particle size, K: Scherrer constant (K) in the above formula accounts for the shape 

of the particle and is generally taken to have the value 0.9,  λ : wavelength of light used for the 

diffraction 1.54060Å, β: full width at half maximum of the sharp peaks, θ: angle measured 

Spherical and short-rod  morphology of ZrO2 nanoparticles has  been confirmed from SEM  

imaging (Fig. 5.) Owing to aggregating/overlapping of smaller nanoparticles there are some 

larger particles that the average crystalline size could be 10 nm. The image clearly showed 

that the average zirconium oxide nanoparticles size could be 12.07±4.19 nm. The average 

size of ZnO2 nanoparticles synthesized from Fusarium oxysporum in 2004 by Bansal et al. 

was reported as 7.3±2.0 nm [44]. 

 

 

Fig. 5. SEM-EDX image of ZrO2 nanoparticles by Streptomyces sp. HC1. 

AFM characterization of nanostructured zirconium oxide is reported in Fig.6. Particle size 

disperison of ZrO2 nanoparticles was analyzed to be in the range of 9.5 to 18 nm. Substantially 

homogenous grooves were monitored in the 3-dimensional figure. 
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Fig. 6. AFM of zirconium oxide nanoparticles by Streptomyces sp. HC1. a) 3- dimensional 

image b) Sizes of three particles c) Particle size distribution curve 

3.2. Antimicrobial effect of Zirconia NPs 

Zirconia nanoparticles were tested for their antimicrobial efficacy against bacterial and fungal 

cultures by well diffusion method. The results showed that the zirconia NPs is more effective 

in S. aureus than E. coli and C. albicans (Table 1.) (Fig. 7.). In addition Aspergillus niger 

cultures were resistant zirconia NPs in this study.  

Table 1. Antimicrobial effect of zirconia nanoparticles. 

Zone of Inhibition (mm) 

 
Escherichia coli 

Staphylococcus 

aureus 

Candida 

albicans 

Aspergillus 

niger 

Zirconia NPs by 

Streptomyces sp. 

HC1 

9.0 ± 0.07  11.0 ± 0.07  9.0 ± 0.07  - 
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Fig.7. Antimicrobial effect of ZrO nanoparticles on S.aureus.  

The antimicrobial effect of current studies were probably depending on many factors. 

Nanoparticles may react with the thiol group (- SH) in the bacterial cell wall, allowing the 

transport of nutrients through the cell wall, inactivate the protein and decrease the cell 

permeability and eventually causing the cellular death [50]. Recently, it has been demonstrated 

that metal oxide nanoparticles exhibit excellent biocidal and biostatic action against Gram 

positive and Gram negative bacteria [51]. Or may due to accumulation or deposition on the 

surface of S. aureus cells, disorganization of E. coli membranes, which increases membrane 

permeability leading to accumulation of NPs in the bacterial membrane and cytoplasmic 

regions of the cells [52]. 

3.3. Antibiofilm effect of Zirconia NPs 

As a consequence, the maximum antibiofilm effect was for 500 μL zirconia nanoparticles 

(Table 2.). About the antibiofilm properties of biologically synthesized zirconium oxide 

nanoparticles very few experiments have been done. Therefore, direct comparison of biofilm 

inhibition is difficult. 

Table 2. Antibiofilm  activities of zirconia NPs against Pseudomonas aeruginosa. 

Antibiofilm activities 

 20μL 100μL 200μL 500μL 

Zirconia NPs by Streptomyces 

sp. HC1 
Weak Weak Moderate Strong 

 

4. Conclusion  

In addition to physical and chemical production, nanoparticles also have biological production. 

Biologically production is gaining importance day by day in terms of protecting the 
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environment and causing less harm to the environment. Nanoparticle production, which we 

realized in our study, is an example of biological production. Nanoparticle production, which 

we studied in the study, is an example of biological production. With this study, the zirconia 

nanoparticles were first biologically synthesized from Streptomyces sp. HC1 and these particles 

were confirmed to have antimicrobial and antibiofilm effects. Streptomyces sp. HC1 has been 

effectively used for the synthesis of zirconia nanoparticles.  XRD analyzes of ZnO2 

nanoparticles obtained from Streptomyces sp. HC1 showed that the nanoparticles were 

synthesized with an average size of 12.07±4.19 nm. The antimicrobial effect of these ZnO2 

nanoparticles, which were synthesized by biosynthesis, against Staphylococcus aureus was 

found to be 11.0 ± 0.07 mm. ZnO2 nanoparticles at a concentration of 500 μL showed a strong 

antibiofilm effect on Pseudomonas aeruginosa. This process for the biosynthesis of zirconia 

NPs is a green technology with no use of hazardous and toxic solvents or chemicals and hence 

is environment friendly.  
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Abstract 

In order to improve the corrosion resistance of 316L stainless steel manufactured by Selective Laser Melting 

(SLM) additive manufacturing, Ag2O, CoO, and TiO2 separately and Ag2O/CoO/TiO2 composite ceramic films 

were coated on the 316L surface by a sol-gel dip coating method. The structural properties of the uncoated and 

coated samples were characterized by XRD and SEM. The corrosion resistance for all samples was evaluated 

by potentiodynamic polarization and electrochemical impedance spectroscopy (EIS) tests in the simulated saliva 

fluid (SSF). According to the experimental results, quite dense, non-colonic, non-porous, compact, and between 

30-40 μm thicknesses ceramic oxide films were formed successfully on the 316L sample surface. Also, all 

ceramic films increased the corrosion resistance of the 316L surface. The most corrosion-resistant surface was 

obtained at the Ag2O/CoO/TiO2 composite ceramic film-coated 316L surface.   

 

 

 

 

Keywords: Additive manufacturing (SLM), 316L stainless steel, ceramic coating films, sol-gel dip coating, 

corrosion 

 

CoO/Ag2O/TiO2 Seramik ve Kompozit ile Kaplanan Seçici Lazer ile Üretilmiş 316L 

Paslanmaz Çeliğin Elektrokimyasal Davranışı  

Öz 

Seçici lazer ergitme eklemeli üretim yöntemi ile üretilmiş 316L paslanmaz çeliğinin korozyon direncini 

artırmak için ayrı ayrı Ag2O, CoO, ve TiO2 ve Ag2O/CoO/TiO2 kompozit seramik film 316L yüzeyine sol-jel 

dip kaplama metodu ile kaplandı. Kaplanmış ve kaplanmamış numunelerin yapısal özellikleri XRD ve SEM ile 

karakterize edildi. Numunelerin tamamının korozyon direnci simüle edilmiş yapay tükürük sıvısı içerisinde 

potansiyodinamik polarizasyon ve elektrokimyasal empedans spektroskopi (EIS) testleri değerlendirildi. Test 

sonuçlarına göre, oldukça yoğun, kolonsal ve porlu olmayan, kompakt ve 30-40 μm kalınlığında seramik oksit 

filmler 316L yüzeyinde oluşturuldu. Ayrıca bütün seramik filmler 316L yüzeyinin korozyon direncini artırdı. 

En yüksek korozyon dirençli yüzey Ag2O/CoO/TiO2 kompozit seramik film kaplı 316L yüzeyinde elde edildi. 

 

 

Anahtar Kelimeler:  Eklemeli imalat (SLM), 316L paslanmaz çelik, seramik kaplamalı filmler, sol-jel 

daldırmalı kaplama, korozyon 
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1. Introduction 

Recently, the additive manufacturing method has become a very remarkable and popular 

production method used in the production of parts in many fields such as healthcare, aerospace, 

automobile manufacturing, and medical materials [1-5]. Additive manufacturing (AM) 

technology is based on the layer-by-layer deposition of materials in three-dimensional form. In 

this way, complex geometries can be produced at a low-cost [1, 6-11]. Among various AM 

technologies, selective laser melting (SLM) has been widely preferred in manufacturing used 

to produce Co-Cr-Mo, stainless steel, titanium, and its alloys [12-15]. In the SLM mechanism, 

a powder layer with a defined thickness is deposited on a movable base plate. Then, a precise 

laser beam scans the powder bed according to the slice data of a CAD model. Powder particles 

are melted quickly by the laser beam completely and the melt quickly solidifies to form a solid 

layer. After this, the piston moves down a defined distance, and the next powder layer is 

deposited. This process is repeated layer by layer until the production is completed. Finally, the 

non-sintered powder is removed, and the product is completed. The SLM factors such as the 

powder particle size and distribution, the thickness of the deposited powder layer, beam power 

and thickness, scanning rate, and distance between scanning points affect the quality of the final 

products [16-23]. 

316L stainless steel is widely used as biomaterials in the medical field because of its easy and 

low-cost manufacturing, good loading capacity, and excellent mechanical property [7,24-26]. 

However, it is difficult for 316L stainless steel to form a real chemical bond with human bone 

tissue due to its low biocompatibility, low bioactivity, and high modulus of elasticity [27-28]. 

On the other hand, the corrosion and wear resistance of 316L stainless steel is poor in vivo 

environment. It has been reported in some studies that the Cr3+ and Cr5+ cations can be released 

from the 316L stainless steel, and they diffuse to surrounding tissues, causing inflammation and 

necrosis of these tissues. This event ultimately leads to implantation failure due to corrosion 

and wear [27,7,29-30]. Therefore, surface treatments are applied to the 316L to overcome these 

problems. The surface modification technology of steel mainly includes thermal chemical 

reaction spraying, sol−gel, slurry, PVD, CVD, and plasma spray processes [27,31−33]. For 

surface treatment ceramic coatings are widely and effectively used to increase surface strength 

and corrosion resistance. Also, the sol-gel process is preferred for the production of protective 

ceramic films on the substrate. Due to its advantageous properties such as low equipment and 

production costs, controllable composition, low process temperature, well homogeneity, and no 

size limit advantage properties of sol-gel process, it is widely preferred use [34-37].  

 In this study, the 316L samples were produced by the SLM method. For surface treatment, the 

316L samples were coated with Ag2O, CoO, and TiO2 separately and Ag2O/CoO/TiO2 

composite ceramic structures by the sol-gel dip-coating method. After the coating process, the 

structural and corrosion behavior of the coated and uncoated samples were investigated. The 

aim of this study is to form the various ceramic structures on the SLM-manufactured 316L 

stainless steel (316L) and to increase the corrosion resistance of the 316L surface.     
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2. Materials and Methods 

 

316L stainless steel (316L) specimens with the dimensions of 20 × 20 × 4 mm were produced 

by utilizing Laser Powder Bed Fusion additive manufacturing. The chemical composition of 

316L powder is given in Table 1. Certified CL 20 ES 316L stainless steel powder was used in 

this study. The used powder was produced for medical purposes and it was indicated by the 

manufacturer that the average powder size was approximately 25 μm.  Additive manufacturing 

operations were carried out using the MLab Cusing R Machine from Concept Laser, with 100W 

Ytterbium (Yb) fiber laser. Straight-line laser scans were utilized to melt each layer. The 316L 

specimen was produced in a nitrogen environment. The production parameters recipe for 316L 

stainless steel, which was determined and recommended by the manufacturer of the device, was 

used in the following values by keeping the parameters constant.  The process parameters for 

SLM were; a laser power of 40 W, a scanning speed of 400 mm/s, parallel scanning of 100 μm, 

a layer thickness of 25 μm, and a scan rotation of 90◦. Before the dip-coating process for surface 

treatment, the oxide layer existing on the surface of the 316L specimens was eliminated via 

polishing by SiC emery paper (80 to 1000 mesh grit). At the end of this preparation, specimens 

were polished with 0.3 μm alumina. Afterward, the specimens were cleaned ultrasonically in 

an ethanol bath. For the dip-coating by sol-gel process, the necessary ceramic coating solutions 

were prepared by using the silver nitrate (AgNO3), cobalt II chloride hexahydrate 

(CoCl2.6H2O), titanium IV isopropoxide (TTIP), hydrazine hydrate (N2H4.H2O), ammonium 

hydroxide (NH4OH) and hydrochloric acid (HCl) chemicals obtained from Sigma-Aldrich and 

Merck and used any purification. All the ceramic film coating solutions were prepared at 0.5M 

of concentration. Each ceramic film coating solution was prepared as follows:  

• Ag2O ceramic film coating solution; The required mass amount of silver nitrate for 0.5 

molars is dissolved in 100 milliliters of pure water. Ammonium hydroxide is added to the 

solution drop by drop until the pH reaches 12. This solution is mixed for about 2 hours 

with a magnetic stirrer. The solution is aged for 24 hours. 

• CoO ceramic film coating solution; The required mass amount of cobalt II chloride 

hexahydrate for 0.5 molars is dissolved in 100 milliliters of pure water. 5 ml of hydrazine 

hydrate and the ammonium hydroxide is added to the solution drop by drop until the pH 

reaches 10. This solution is mixed for about 2 hours with a magnetic stirrer. The solution is 

aged for 24 hours. 

• TiO2 ceramic film coating solution; 74.7 ml pure water, and 8.8 ml HCl are mixed on a 

heated magnetic stirrer. When the temperature reaches 70°C 15.5 ml TTIP is added to the 

solution drop by drop. This solution is mixed for about 2 hours with a magnetic stirrer at that 

temperature. Then the solution is aged at room temperature for 24 hours. 

• Ag2O/CoO/TiO2 composite ceramic film coating solution; For 0.5 molars of the composite 

solution, the required mass amount of silver nitrate, cobalt II chloride hexahydrate, and TTIP 

are used as equal amounts. They are dissolved in 100 milliliters of pure water. 5 ml of 

hydrazine hydrate and ammonium hydroxide is added to the solution drop by drop until the 

pH reaches 12. This solution is mixed for about 2 hours with a magnetic stirrer. The solution 

is aged for 24 hours. 
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After the preparation of coating solutions, the coating process was carried out by dip-coating 

method as follows. 316L substrate samples were immersed into the sol-gel solution at a constant 

speed of 10 cm.min-1. The samples were kept in solution for 10 minutes. Then, they were 

removed from the solution at the same speed, and they were left to remove the excess solution 

from the sample for about 10 minutes. The dipping and removing processes were carried out in 

a vertical direction by the dip-coating device at room temperature. After that, they were dried 

in an oven at 100°C for 10 minutes. This process circle was repeated 3 times for a sample. 

Finally, the calcination was applied to the films on the coated sample surface with the thermal 

heat treatment furnace and it was open to the atmosphere. The calcination process was applied 

for 2 hours after the temperature reached the 500°C. This process steps were repeated for all 

coating samples. After the coating process, the samples were analyzed for determining the film 

structure and the electrochemical behavior of the samples. 

 

Table 1. Chemical Composition (%W) of 316L Stainless Steel Powder 

Cr Ni Mo P Mn Si C S Fe 

16.5-18.5 10-13 2-2.5 0-0.045 0-2 0-1 0-0.03 0-0.03 Balanced 

To analyze the structural properties, XRD measurements were carried out by using an XRD-

GNR-Explorer operated at 40 kV and 30 mA Cu Kα1 ((λ=1.540 Å) source diffractometer with 

2θ scale from 10º to 100º. Cross-section and corroded surface images were also examined by 

Scanning electron microscope (SEM FEI-Quanta 250). Corrosion properties of untreated and 

coated samples were performed by a Gamry Series G750 potentiostat/galvanostat. For 

determining the corrosion behavior of all samples, simulated saliva fluid (SSF) was prepared at 

pH=6.5 to use in potentiodynamic polarization and Electrochemical Impedance Spectroscopy 

(EIS) tests. All corrosion measurements were conducted in simulated saliva fluid (SSF). The 

chemical composition of the SSF solution is shown in Table 2 [38-39]. Moreover, corrosion 

test results and data analyses were evaluated via Gamry Echem Analyst software. The 

electrochemical measurements were applied according to the three-compartment cell 

containing reference electrode (Ag/AgCl), counter electrode (graphite), and working electrode 

in 50 ml SSF solutions where 0.502 cm2 surface area was exposed to corrosion. Open circuit 

potential (OCP), potentiodynamic polarization, and electrochemical impedance spectroscopy 

(EIS) measurements were conducted in all samples.  

Table 2. Chemical Composition of Simulated Saliva Fluid (SSF) 

Composition Used amount (g/l) 

Potassium chloride 0.720 

Calcium chloride dihydrate 0.220 

Sodium chloride 0.600 

Potassium phosphate 

monobasic 
0.680 

Sodium phosphate dibasic 
0.866 

(dodecahydrate) 

Potassium bicarbonate 1.500 

Potassium thiocyanate 0.060 

Citric Acid 0.030 
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3. Results and Discussion 

3.1. Microstructural and morphological examinations 

XRD pattern of untreated 316L, separately cobalt oxide, silver oxide, titanium oxide, and 

composite CoO/Ag2O/TiO2 coated samples are given in Figure 1. As expected, 316L stainless 

steel exhibited γ-austenite peaks with a face-centered-cubic (FCC) structure. It was observed 

that the leading peaks of γ-austenite were (111) and (200). In the case of the coated samples, 

XRD analysis showed that different oxide coating processes occurred successfully on the 

substrate. Although austenite peaks are still present from the substrate, it was seen that different 

metal oxides were formed according to the oxide coating type. It was determined that the rutile 

type TiO2 structure was diffracted from the TiO2 coatings. On the other hand, it is seen that 

CoO peaks are reflected in cobalt oxide coatings and also Ag2O peaks in silver oxide coatings, 

as expected. In the triple composite coating, although formations of all three metal oxides were 

observed, it was determined that the dominant phase was TiO2 because of its lower activation 

than others. 

 

Figure 1. XRD pattern of untreated 316L, Ag2O, CoO, TiO2 and composite Ag2O/CoO/TiO2 

coated samples 

Figure 2 shows the cross-section SEM images of CoO, Ag2O, TiO2, and composite 

Ag2O/CoO/TiO2 coated samples. Similar morphological features were observed in all coated 

samples. As a whole, it was seen that the films were quite dense, non-colonic, non-porous, and 
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compact, and a very thin and rough texture was formed on the surface of these films (Figure 

2a-d). All these metal oxide film thicknesses values were measured between 30-40 μm. 

                   

 

 

 

 

 

 

 

 

 

 

Figure 2. Cross-section SEM images of a) CoO, b) Ag2O, c) TiO2 and d) composite 

Ag2O/CoO/TiO2 coated samples 

3.2. Electrochemical Behavior  

Before the potentiodynamic and electrochemical impedance spectroscopy (EIS) tests, the open 

circuit potential (OCP) values were measured for determining the passivation behavior of both 

untreated and all ceramic-coated samples. Simulated saliva fluid was used during all 

electrochemical behavior-determining experiments. The sample to be analyzed was immersed 

in the simulated saliva fluid until obtaining a steady-state open circuit potential (OCP). It was 

repeated for all samples. This test was applied for 5000s and before this value, the potential 

difference was stable and reached a steady-state form for all samples. After equilibration, 

polarization was started by 0.5 mVs− 1 rate from the potential range of – 1.0 to +2.0 V vs OCP. 

When the anodic potentials reached over 2.0 V for all samples, the scanning processes were 

stopped. EIS measurements were carried out using AC signals at the OCP values of samples in 

the frequency range of 100000–0.01 Hz. The surface area of the corroded surfaces was 

0.502 cm2 and all data have been normalized according to the surface area.  

The comparative potentiodynamic polarization curves (PDS) of the untreated and ceramic-

coated samples and also some important corrosion parameters calculated from these curves are 

presented in Figure 3 and Table 3, respectively. From Figure 3, it was seen that the current 

remained constant as the potential increased at a zone which was called the passivation region. 
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Because of the forming a of passive oxide layer on the sample surface, it was encountered by 

this behavior. As a result of redox reactions in the corrosion mechanism, the metal immigrated 

into the electrolyte as cations. Then they reduced according to the redox reactions and the 

products collapsed on the sample surface. So that a passive layer forms on the anodic zone. This 

passive layer prevented the flow of current hence, the corrosion was prevented or slowed down. 

It was observed that as the increasing potential value, the current value increased. Also, this 

passive layer was broken and corrosion began again or continues rapidly after a period of time. 

This case was seen in the transpassive zone, and it occurred after the passive zone in Figure 3. 

Also, the protective efficiency P (%) of the samples can be estimated by Eq. (1): 

Pi(%) = [1 − (icorr/i
0

corr)] × 100 

where Icorr and I0
corr are the corrosion current densities of the coated samples and substrate, 

respectively. The protective efficiency values of the Ag2O, CoO, TiO2, and Ag2O/CoO/TiO2 

composite ceramic coatings were approximately 24.4%, 42.9%, 64.6%, and 88.9% 

respectively.  

 

Figure 3. Potentiodynamic polarization curves of uncoated and ceramic-coated samples 

 

Table 3. Corrosion values of all samples 

  

Icorr 

(mA/cm2) 
Ecorr (mV) 

Corr.Rate 

(mpy) 

316L 8.99 x10-3 -288 5.665 

Ag2O 6.80 x10-3 -835 4.283 

CoO 5.13 x10-3 -360 3.230 

TiO2 3.18 x10-3 -372 2.007 

Ag2O/CoO/TiO2 1.00 x10-3 -310 0.632 

 

From the corrosion test results, it can be seen that the 316L, the untreated sample, had the most 

corrosion rate among all the analyzed samples. Also, its current density (Icorr) was the biggest 

value among the other samples, as expected. It means that the untreated and unprotected sample 

draws a large current or in other words, a large amount of current can pass into the untreated 
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sample. Thus the necessary electrons would be provided for the corrosion to continue. So the 

sample is heavily exposed to the corrosion process and the corrosion rate is determined as high, 

as seen in Table 3.  

In Table 3, the corrosion rate and current density of untreated 316L are higher than the other 

samples, which means that the resistance is low. This is an expected result. However, the high 

Ecorr value of 316L is not an expected result according to the above results. This unexpected 

result can be attributed to the production of 316L with SLM. It can be explained as in the 

following: It is known that the materials are produced layer by layer in selective additive 

manufacturing by laser melting with material powders. Although this method widens the range 

of geometry diversity of the materials to be produced and has many benefits, there are still many 

unresolved research questions, such as those involving inhomogeneity in material deposition or 

during the layer-by-layer fabrication of components, which leads to undesirable micro-

structures and excessive surface roughness [40] also, it is thought that the defects that may 

occur at the junction points of the layers without being aware of it during the production. Also 

these defects cause the formation of short circuits at the junction points of the layers can be 

thought as welding points. While there is resistance in other regions, the current can easily pass 

due to the much lower resistance in these junction points, so that the corrosion rate increases. 

It is known that in the short circuits systems higher current passes on the lower resistance at a 

constant potential source, usually. But in this corrosion analysis system the potential range was 

-1.0 to +2.0 V. So in these short circuit junction points, while there will be a very high current 

to flow, it is thought that the increase in the power consumed on the impedance, through the 

variable potential source, is not only met by the increase in the current, but also by the increase 

in the corrosion potential (I=V/R, P=V.I=V2/R, P; power-watt, V; volt, I; current, R; 

resistance). [41-44] Another effective factor in this regard is that the materials produced by 

additive manufacturing have a highly porous structure. Again, due to this porosity, the current 

can find a way to create a short circuit [40]. Thus, higher corrosion current, potential and rate 

were obtained in the untreated 316L sample compared to other coatings. 

It can be seen that the ceramic coating samples had better corrosion behavior than the untreated 

sample. With the ceramic-based coating of the material, the service life of the material will 

increase. While there will be a loss of approximately 5.7 milliinches per year from the uncoated 

sample, it was seen from the results of the study that this loss would decrease to approximately 

0.6 milliinches per year in the ceramic coated sample that this was the best result among to the 

type of ceramic coatings. In other words, only the coating part of the coated sample will give 

the loss in 1 year of the untreated sample in 9.5 years. This means that the material loss in 1 

year due to corrosion in the untreated sample is approximately 10.5 years in the ceramic film-

coated sample, which gives the best results. This means that ceramic coatings increase the 

service life of the material by about 10.5 years. 

When the ceramic coatings are considered in themselves, the difference in current density, 

resistance, and corrosion rates is thought to be related to two factors. The first of these is the 

structural properties of the film such as the thickness, roughness, integrity, and chemical content 

[5, 6, 34, 45-51]. The more homogeneous and compact the coatings are on the surface, the less 
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deformation could be mentioned. It has been determined that the corrosion resistance is better 

in coatings that its film thickness is sufficiently high and the film integrity is preserved, which 

means, there are no cracks or little cracks than the others are in the coating film. However, in 

non-homogeneous and non-compact structures, if there are cracks and places where the film is 

thin, it is highly possible that the corrosion will start from these areas. Also, it is highly possible 

that the electrolyte will leak into the coating film and the corrosion will increase. The other 

factor of corrosion resistance was thought to be the electronegativity of the element atoms 

forming the ceramic structure on the surface [52-54]. It was known that as electronegativity 

between atoms increases, the ionic bonding increases. From the corrosion test results, it was 

seen that the film resistances were close to each other. But with a little difference, the cobalt 

oxide film had less film resistance. This was attributed that it was related to its film structure at 

the surface of the film and it was thought to be due to it having little cracks on the film surface. 

But, these cracks don’t reach the substrate surface. So that the electrolyte can’t influence the 

substrate surface. Also, it had a high interface resistance between the film and the substrate 

(Table 4.). So in the total system resistance of CoO was high and its corrosion rate was less. On 

the other hand, the lowest corrosion rate and current density were observed in Ag2O/CoO/TiO2, 

and the highest resistance value was observed in TiO2 at the interface between the film and the 

substrate (Table 4.). TiO2 had the highest electronegativity difference in these three ceramic 

structures, and it had the highest resistance. The lowest electronegativity belongs to Ag2O, 

which has the lowest resistance and the highest current density and corrosion rate. While 

Ag2O/CoO/TiO2 composite coating had the lowest corrosion rate, current density, and highest 

film resistance, it was expected to show the highest resistance at the interface too. However, 

TiO2 coating showed the highest resistance at the interface. Since Ag2O is also present in the 

Ag2O/CoO/TiO2 coating, the Ag2O structure will be damaged the most. Therefore, the 

resistance decreased. However, since there will be more resistant TiO2 or CoO film layers under 

the damaged Ag2O layer, it is thought that no damage has occurred in the lower resistant layers, 

which may have prevented the flow of current and caused less corrosion compared to other 

coatings. It was thought that the electronegativity of the coatings at the interface was very 

relevant to releasing the ions, because of fewer ionic bonds. Also, it had a rougher and less 

homogeneous film structure than the other coated films (Figure 2.). Because of this roughness 

and non-homogeneous structure, although the resistance of the film surface is high, the 

electrolyte influenced the film and reached the interface of the film and the substrate, and at the 

end, it reached the surface of the substrate. So that in the total system, it was seen that the Ag2O 

was less stable and it had a higher corrosion rate than the other coatings.  

The electrochemical impedance spectroscopy (EIS) method is a very useful method to 

determine the corrosion behavior and the detailed electrochemical process occurring on the 

surface. Figures 4-7 show the Nyquist and Bode curves of untreated and coated samples after 

the EIS scanning. The diameter of the graphical semicircles in the Nyquist plane represents the 

polarization resistance of the test samples, and the larger cycle indicates a lower corrosion rate. 

[5, 49, 55-57]. As can be seen from the Nyquist curves in Figure 4. the formation of a semi-

circle with a lower radius of the untreated 316L compared to the ceramic-coated samples at low 

frequencies means that there is no protective layer on the surface of untreated 316L and that the 

corrosion resistance is low. It is seen from Figure 6. that the Nyquist curves of the ceramic-
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coated samples are very close to each other. Also, they are in the way of forming a semi-circle 

to close, and while the diameters of these semi-circles increase the corrosion resistances 

increase too. It can be seen from the graph that the semicircular diameter of TiO2 will be slightly 

higher than the others, and it can be said that the corrosion resistance is slightly higher than the 

others. It is known from the literature that, in Bode curves, the phase angle change in the low-

frequency region shows the behavior of the metal; and the change of the phase angle in the 

high-frequency region, shows the strength of the film, and the size of the area under the Bode 

curves are related to the shielding efficiency of the film [58-62].  

As seen in Bode curves (Figure 5. and 7), the uncoated 316L sample showed the lowest phase 

angle. Also, the least area under the Zmod-frequency curve belongs to the uncoated 316L sample. 

The least phase angle and the lowest curve area meant poor corrosion behavior [56-58, 63-64]. 

Thus these results contributed to the worst corrosion behavior belonging to the uncoated 316L 

sample. In the phase angle-frequency curves in the low-frequency region, the phase angle, 

indicating the behavior of the metal, increased with TiO2 and CoO ceramic coatings separately, 

while the phase angle in the high-frequency region, which indicated the surface film behavior, 

increased with Ag2O ceramic-coating. This showed that the corrosion performance of ceramic 

coatings also varied according to the ceramic coating types. In Figure 7., it was seen that the 

areas under the Zmod-frequency curves decreased rapidly with the increasing of the frequency, 

and they remained stable from mid-frequency to high frequencies. This meant that the ceramic 

coatings were resistant to corrosion behavior and protected the substrate material. 

The equivalent circuit models for all samples and the obtained values of the circuit elements 

are shown in Figures 8, 9, and Table 4. The obtained simulated EIS fitting values were 

calculated with Gamry Echem Analyst software.  The electronic components Rsol; the resistance 

of the electrolyte was simulated saliva fluid, Rsubs; the charge transfer resistance in the interface, 

Csubs.; capacitance of the 316L substrate, Rfilm; the resistance of the ceramic film coatings, Qsubs.; 

the constant phase element (CPE) of the interface layer and substrate and Qfilm.; the constant 

phase element (CPE) of the ceramic film coatings. Ceramic film coating resistance and charge 

transfer resistance are important parameters for evaluating the electrochemical behavior of the 

samples as mentioned in this section. Also, charge transfer resistance directly represents the 

corrosion rate in the interface between the layer and the substrate.  It was seen from Table 4 

that the EIS circuit fitting results supported the explanations about the corrosion behavior 

discussed in this section. 

Table 4. EIS fitting parameters for uncoated and coated samples 

     Qfilm Qsubs 

 
Rsol. 

(Ω.cm2) 
Rfilm 

(Ω.cm2) 
Rsubs 

(Ω.cm2) 
Csubs 

(F.cm-2) 
Y0 

(Ω.secncm-2) 
m x10-3 

Y0 

(Ω.secncm-2) 
n x10-3 

316L 217.1 93.62 - 40.69x10-6 - - - - 

Ag2O 348.7 156.5 9.218x103 - 4.410x10-9 123.8 2.151x10-3 768.2 

CoO 352.4 120.6 11.40x103 - 1.840x10-9 79.39 852.610-6 786.3 

TiO2 442.0 149.7 13.01x103 - 16.37x10-9 138.5 726.5x10-6 749.4 

Ag2O/CoO/TiO2 202.6 258.7 8.569x103 - 48.35x10-9 134.9 1.107x10-3 798.1 
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Figure 4. Nyquist curve of uncoated 316L sample a) model fit curve of uncoated 316L 

 

 

 

 

 

 

 

 

 

 

Figure 5. Bode curve of uncoated 316L sample a) model fit curves of uncoated 316L 
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Figure 6. Nyquist curves of ceramic-coated samples a) model fit curve of Ag2O ceramic-

coating b) model fit curve of CoO ceramic-coating c) model fit curve of TiO2 ceramic-coating 

d) model fit curve of TiO2-CoO-Ag2O ceramic-coating 

 

 

 

 

 

 

 

 

 

 

Figure 7. Bodet curves of ceramic-coated samples a) model fit curve of Ag2O ceramic-coating 

b) model fit curve of CoO ceramic-coating c) model fit curve of TiO2 ceramic-coating d) model 

fit curve of TiO2-CoO-Ag2O ceramic-coating 
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Figure 8. Equivalent circuit for (a) the uncoated 316L samples 

 

 

 

Figure 9. Equivalent circuit for the ceramic-coated samples. 

 

 

 



Electrochemical Behavior of CoO/Ag2O/TiO2 Ceramic and Composite Coated Selective Laser 

Manufactured 316L Stainless Steel 

 

 252 

 

4. Conclusion 

In this study 316L stainless steel substrate was built by selective laser melting additive 

manufacturing method. To improve the corrosion behavior of 316L stainless steel, various 

ceramic film coatings were applied to the surface of the 316L. For this purpose Ag2O, CoO, 

TiO2, and the Ag2O/CoO/ TiO2 composite ceramic films were coated on the 316L sample 

surface by sol-gel dip-coating method. The structural and electrochemical properties of the 

coated ceramic films and the uncoated substrate were investigated. The following results were 

obtained; 

• XRD analysis results showed that the different oxide coating processes occurred successfully 

on the substrate. 316L exhibited γ-austenite peaks (111) and (200) for uncoated samples and 

Ag2O, CoO, and TiO2 peaks were observed on the coated sample surfaces. Also, it was 

determined that TiO2 oxide was rutile type according to the XRD peaks. 

• Similar morphological features were observed in all coated samples from the SEM images. 

It was seen that the films were quite dense, non-colonic, non-porous, and compact, and a 

very thin and rough texture was formed on the surface of these films. However, it was 

observed that the quality of the surfaces of the films differed among themselves, depending 

on the fact that these properties were better. 

• Potentiodynamic polarization and Electrochemical Impedance Spectroscopy (EIS) tests 

showed that the corrosion resistance of the ceramic film-coated samples displayed diversity 

with the various ceramic film coatings. But all ceramic film-coated samples had better 

corrosion behavior than the uncoated 316L sample. The uncoated 316L sample had the most 

corrosion rate among all the analyzed ceramic film-coated and uncoated samples.  

• When the corrosion rates were compared, it was seen that the lowest corrosion rate belonged 

to the Ag2O/CoO/ TiO2 ceramic film-coated sample. According to the experiment results 

and the calculations it was seen that if this ceramic film coated on the 316L substrate surface, 

it would extend the service life of the substrate by approximately 10.5 years. 

• The corrosion behavior of ceramic film-coated samples was compared to each other, and it 

was observed that Ag2O showed the minimum corrosion resistance at the interface of the 

film and the substrate layer. But at the film surface, the minimum corrosion resistance was 

obtained at the CoO ceramic film-coated sample surface. These results were related to the 

electronegativity of the element atoms forming the ceramic film structures and also, the 

physical structure of the ceramic film surface. 

• In the case of coated samples, the lowest corrosion rate was obtained at the Ag2O/CoO/ TiO2 

ceramic composite film-coated sample, with both the dense, non-colonic, non-porous, and 

compact structure of the film and the positive effect of the electronegativity. 
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Abstract 

In the present study, the wear and friction behavior of Fe-based Invar-36 superalloy was investigated against an 

alumina ball under various sliding distances (25, 50, 75 and 100 m) and normal loads (5, 15 and 25 N) using a 

ball-on-disk tribometer. The worn surfaces were characterized using scanning electron microscopy (SEM) 

equipped with energy dispersive X-ray spectroscopy (EDS) and 2D-profilometry. The experimental results 

show that the coefficient of friction (COF) of Invar-36 (0.37-0.51) significantly decreased with increasing 

normal load, with a minimum value at 25 N. On the other hand, a slight increase in friction coefficient was 

observed with increasing sliding distance. Moreover, the wear volume of Invar-36 (ranged from 2.63 to 

157.17×10-3 mm3) was observed to increase with increasing normal load and sliding distance. The specific wear 

rate found a constant increase from 1.98-2.99×10-5 to 6.33-11.45×10-5 mm3/Nm at increasing normal loads. On 

the contrary, the wear rate was gradually reduced when the sliding distance was increased especially at higher 

applied loads, due to the densification process. In addition, the wear mechanism was complex, including 

oxidation, abrasion, and plastic deformation, became more intense as the normal load or the number of sliding 

cycles was increased. 

 

Keywords: Invar-36 superalloy, Friction, Wear, Normal load, Sliding distance 

 

Normal Yük ve Kayma Mesafesinin Invar-36 Süper Alaşımının Kuru Kaymalı 

Aşınma Özellikleri Üzerindeki Etkileri 

 

Öz 

Bu çalışmada, demir bazlı Invar-36 süper alaşımın aşınma ve sürtünme davranışı çeşitli kayma mesafeleri (25, 

50, 75 ve 100 m) ve yükler (5, 15 ve 25 N) altında alümina top karşıt yüzeyi kullanılarak incelenmiştir. Aşınmış 

yüzeyler, enerji dağılımlı X-ışını spektroskopisi (EDS) ile donatılmış taramalı elektron mikroskobu (SEM) ve 

2D-profilometri kullanılarak karakterize edilmiştir. Deneysel sonuçlar, Invar-36'nın sürtünme katsayısının 

(0,37-0,51) artan normal yük ile önemli ölçüde azaldığını göstermektedir ve en düşük değer 25 N’da elde 

edilmiştir. Buna karşın, artan kayma mesafesi ile sürtünme katsayısında çok az bir artış görülmüştür. Ayrıca, 

yapılan deneylerde 2,63-157,17×10-3 mm3 aralığında bulunan aşınma hacmi değerlerinin artan normal yük ve 

kayma mesafesi ile yükseldiği gözlenmiştir. Uygulanan yükün artmasıyla aşınma oranı 1,98-2,99×10-5’ten 6,33-

11,45×10-5 mm3/Nm'ye çıkmıştır. Aksine, artan kayma mesafesi ile özellikle daha yüksek yükler altında 

yoğunlaştırma işlemi oluşması nedeniyle aşınma oranı kademeli olarak azalmıştır. Invar-36 yüzeyinde 

oksidasyon, abrasyon ve plastik deformasyon dahil olmak üzere çok farklı aşınma mekanizmaları oluşmuştur 

ve bu mekanizmalar artan normal yük veya kayma mesafesi ile daha yoğun hale gelmiştir.  

 

Anahtar Kelimeler:  Invar-36 süper alaşım, Sürtünme, Aşınma, Normal yük, Kayma mesafesi  
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1. Introduction  

Invar-36 superalloy, as an iron-based iron-nickel alloy, has received wide attention in various 

applications such as precision measuring instruments, molding tools for aerospace and 

automotive industries [1-4]. This is because of the material’s low coefficient of thermal 

expansion and high dimensional stability under the Curie temperature as well as its satisfactory 

chemical resistance [5]. However, the moderate tensile strength and surface hardness [6, 7] 

restrict the use of Invar-36 in load-bearing articulating applications, owing to its single phase 

austenite (γ-Fe) crystal structure.  

A limited number of studies has been found in literature, investigating the wear and friction 

behavior of Invar-36. For instance, Kanca (2022) [8] examined the tribological performance of 

powder-pack borided Invar-36 surfaces in a reciprocating wear apparatus and found that the 

wear resistance significantly increased after the boriding process and increasing sliding distance 

caused a higher wear volume. Wang et al. (2023) [9] investigated the cryogenic friction and 

wear properties of Invar-36 superalloy with temperatures as low as -196 °C under the loads of 

0.5-2 N in a rotatory type ball-on-disk tester. The researchers found the reduction in the wear 

rate and COF of Invar-36 under cryogenic conditions due to self-lubrication effect and lower 

stress generation on the contact surface. But, there is a lack of research data on Invar-36 alloy 

under a wide range of loading conditions (from low to high), which should be addressed to 

explore its tribological performance in more detail and estimate the life of this material under a 

wide range of loads.  

The wear and friction performance of materials has been evaluated using different test 

parameters such as applied load, sliding distance and sliding speed. The test parameters are 

defined by considering the service conditions of devices and/or components. That is to say the 

tribological behavior of materials is significantly affected by the aforementioned test 

parameters. For instance, increasing applied load generally results is an increase in the wear 

volume while a decrease in friction coefficients. The lower friction coefficient is associated 

with the formation of a large number of wear debris and an increase in the surface roughness, 

which lead to a decrease in contact area between the articulating surfaces.  

The present work investigates the tribological performance of Invar-36 alloy against alumina 

ceramic ball under dry conditions using a ball-on-disk tribometer at room temperature. All tests 

are carried out at sliding distances of 25, 50, 75 and 100 m and normal loads of 5, 15 and 25 N. 

This study provides the tribological data (friction coefficient, wear rate and wear mechanism) 

of Invar 36 alloy against alumina ball under different loads and sliding distances, and provides 

important experimental guidance for the material’s potential to be used in various industries 

such as automotive and aerospace. The wear mechanisms are determined using a scanning 

electron microscopy (SEM) equipped with energy dispersive X-ray spectrometer (EDS) map 

analysis.  
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2. Materials and Methods 

The chemical content of Fe-based Invar-36 superalloy used in the current study is provided in 

Table 1. Cylindrical samples (nominal diameter 25 mm, thickness 3.5 mm) were subjected to a 

conventional metallographic preparation process, composed of cold mounting, gradual sanding 

(320-600-800-1000-1200-2500 SiC) and polishing (1 μm diamond paste).  

Table 1. Chemical content (wt.%) of Fe-based Invar-36 superalloy used in the current study. 

Material Fe Ni Mn Si C 

Invar-36 Balance 36.55 0.25 0.16 0.02 

 

The experiments were carried out in dry-sliding conditions on a customized ball-on-disk wear 

apparatus according to ASTM G-133. The Invar-36 discs were articulated against an alumina 

ball (diameter 6 mm) at room temperature at the loads of 5, 15 and 25 N and the sliding distances 

25, 50, 75 and 100 m. All tests were performed at a stroke length of 5 mm and a sliding velocity 

of 20 mms-1. The friction coefficient (COF) was calculated as the rate of frictional force 

(recorded during the wear experiment) to normal load. Mean COF values at the aforementioned 

sliding distances were calculated by averaging the 6-meter COF data before each specified 

sliding distance. A list of test parameters is provided in Table 2.  

Table 2. Test conditions used for testing in ball-on-disk tribometer. 

Test specimens Upper: alumina ball (Ø6 mm) 

Lower: Invar-36 disk (Ø25 mm, 3.5 mm) 

Stroke length 5 mm 

Average sliding speed 20 mm/s 

Applied load 5, 15 and 25 N 

Sliding distance 25, 50, 75 and 100 m 

Test temperature Ambient 

 

The wear volume (volume loss) was calculated from the wear track profiles obtained using a 

2D profilometry (MarSurf M300, Germany), as previously described by Kanca, 2022 [8]. The 

wear rate (W) was then quantified as follows: 

W = ΔV/(FS)          (Eq. 1) 

Where ΔV: Wear track volume (mm3), F: Test load (N) and S: Sliding distance (m). 

The wear mechanism was examined using a scanning electron microscopy (SEM, Jeol JSM-

7001F). Energy dispersive X-ray spectrometer (EDS) map analysis was performed with the 

same device to investigate the distribution of elements of the wear surfaces.  

 



Effects of Normal Load and Sliding Distance on the Dry Sliding Wear Characteristics of Invar-36 

Superalloy 

 

261 

 

3. Results and Discussion  

3.1. Friction and Wear Behavior 

The friction and wear behavior of Invar-36 superalloy was evaluated under dry sliding 

conditions. Figure 1 demonstrates the coefficient of friction (COF) of Invar-36 superalloy 

against the alumina ball for the normal loads of 5, 15 and 25 N as a function of sliding distance. 

The COF of all tests found an initial sharp rise and drop state followed by a steady state. The 

COF rapidly increased to around 0.5 followed by decreasing to the levels of 0.25-0.33, 

classified as a running period, as defined in previous studies [10, 11]. Afterwards, the curve 

showed only a mild increase during the steady state, which can be attributed to the formation 

of a tribolayer suggested by Kuang et al. (2022) [12]. The steady COFs were found to decrease 

with increasing normal loads, which were 0.49-0.51, 0.37-0.40, and 0.33-0.35 under the normal 

loads of 5, 15, and 25 N, respectively.  
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Figure 1. Coefficient of friction (µ) over sliding distance under the loads of 5, 15 and 25 N. 

Figure 2 shows the mean COFs obtained from the articulation of Invar-36 surfaces as a function 

of sliding distance at the loads of 5, 15 and 25 N. The increase in the contact load caused a 

significant decrease in the COF for any given sliding distance. For instance, at the sliding 

distance of 25 m, the average friction coefficient was 0.50 under 5 N, which was found to be 

0.46 with an 8% decrease as the load increased to 15 N, and 0.41 with a decrease of 18% at 25 

N. Similar trend was observed at the sliding distances of 50, 75 and 100 m. Under increased 

loads there found to be an increase in the contact area between the articulating surfaces (see 

wear track width and depth values given in Table 3). Even so, it is stated by previous researchers 

[13, 14] that the increased concentration of wear debris between the two articulating materials 

at increasing loads leads to a decrease in the real contact area, which might result in the decrease 

in the COF at higher applied loads in the current work.  
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Figure 2. Mean coefficient of friction (µm) versus sliding distance at the loads of 5, 15 and 25 

N. 

After each wear test, 2D wear profiles across the wear tracks were obtained from the Invar-36 

surfaces. Figure 3 shows typical wear profiles formed on the Invar-36 surfaces, obtained at the 

sliding distance of 50 m. The wear track widths and depths were found to increase with 

increasing normal load and sliding distance (Figure 3 and Table 3). Depending on the applied 

load and number of sliding cycle, the wear track width and depth values were ranged from 361.3 

to 1115.3 µm and from 5.68 to 60.57 µm, respectively. When the normal load increased from 

5 to 15 N, the wear track width increased by 98% (at the sliding distance of 25 m), 39% (at 50 

m), 36% (at 75 m) and 35% (at 100 m). The increment was found to be 26-44% as the normal 

load was further increased to 25 N. Under a given normal load from the sliding distance of 25 

to 100 m, the wear track width increased by 58% (at 5 N), 8% (at 15 N), and 12% (at 25 N). 

While, the wear track depth increased by 93% (at 5 N), 60% (at 15 N), and 67% (at 25 N). 
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Figure 3. 2D wear track profiles of Invar-36 alloy, subjected to the tests at the sliding distance 

of 50 m under the loads of 5, 15 and 25 N.  

Figures 4 shows the wear volume as a function of the sliding distance under the applied loads 

of 5, 15 and 25 N. The wear volume increased with the increase in the sliding distance and 

applied load. For instance, the wear volume increased by 1.5-fold (from 27.53×10-3 to 

69.25×10-3 mm3) as the sliding distance increased from 25 to 100 m under the applied load of 

15 N, and 10.9-fold (from 7.70×10-3 to 91.29×10-3 mm3) as the normal load increased from 5 

to 25 N under the sliding distance of 50 m. The higher load and reciprocating cycle caused an 

intensive shear stress and plastic deformation at the articulating asperities and thereby a greater 

degree of wear volume on the Invar-36 surface. The wear volume was found to be 2.6×10-3 

mm3, obtained at the lowest load and distance (5 N and 25 m). While, the most severe wear 

(157.2×10-3 mm3) happened during the experiment conducted at the maximum applied load and 

sliding distance (25 N and 100 m). This finding is coincident with the mean surface roughness 

(Ra) observations (Table 3). The lowest Ra value (0.353 µm) was obtained from the experiment 

performed at the normal load of 5 N and the sliding distance of 25 m while the highest Ra value 

(1.953 µm) was obtained from the test conducted at the load of 25 N and the sliding distance of 

100 m.  
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Figure 4. Wear volume of Invar-36 obtained after the articulation against the alumina ball at 

the loads of 5, 15 and 25 N and the sliding distances of 25, 50, 75 and 100 m.  

Figure 5 shows the specific wear rate as a function of the sliding distance, obtained on the Invar-

36 surfaces under the applied loads of 5, 15 and 25 N. When the normal load was increased 

from 5 to 25 N, the specific wear rate was observed to increase constantly from 1.98-2.99×10-

5 to 6.33-11.45×10-5 mm3/Nm. But, the results were diverse when the number of sliding cycle 

was increased. At the lowest applied load (5 N), the specific wear rate was increased by 46% 

(from 1.98×10-5 to 2.90×10-5 mm3/Nm) as the sliding distance was increased from 25 to 50 m, 

and remained around the same level at 75 m (2.72×10-5 mm3/Nm) and 100 m (2.99×10-5 

mm3/Nm). At 15 and 25 N, on the other hand, the specific wear rate was reduced with the 

increase in the sliding distance and the reduction was more remarkable from the sliding distance 

of 25 to 50 m. The decrease in the wear rate even though the increase in the wear volume 

indicates a reduction in the wear intensity due to the densification process. The occurrence of 

wear intensity was reported by Kuang et al. (2022) [12] under elevated normal loads.    
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Figure 5. Specific wear rate of Invar-36 at the loads of 5, 15 and 25 N and the sliding distances 

of 25, 50, 75 and 100 m. 

Table 3. Average surface roughness, mean COF, wear track width and depth, volume loss and 

wear rate of Invar-36 alloy, subjected to dry-sliding reciprocating wear tests under various loads 

and sliding distances. 

Nomenclature Ra  

(µm) 

Mean 

COF 

Wear 

track 

width 

(µm) 

Wear 

track 

depth 

(µm) 

Wear 

volume  

(10-3 

mm3) 

Wear rate  

(10-5 

mm3/Nm) 

25m-5N 0.353 0.498 361.3 5.68 2.63 1.98 

25m-15N 0.924 0.460 716.4 18.84 27.53 7.31 

25m-25N 1.753 0.408 993.2 36.25 71.10 11.45 

50m-5N 0.562 0.507 526.3 6.79 7.69 2.90 

50m-15N 1.066 0.475 729.2 24.47 39.79 5.28 

50m-25N 1.285 0.374 936.1 37.42 91.29 7.35 

75m-5N 0.681 0.505 568.0 11.78 10.81 2.72 

75m-15N 1.037 0.470 774.3 26.69 55.37 4.90 

75m-25N 0.830 0.376 975.8 41.97 126.13 6.77 

100m-5N 0.669 0.499 571.0 10.97 15.89 2.99 

100m-15N 0.756 0.466 772.7 30.05 69.25 4.60 

100m-25N 1.953 0.390 1115.3 60.57 157.19 6.33 
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3.2.Surface Wear Analysis 

Photographs, SEM and EDS mapping images of the wear scars obtained from the Invar-36 

surfaces undergone a minimum (25m-5N), moderate (100m-5N) and maximum (100m-25N) 

wear deformation were shown in Figures 6-8. Micro-cracks perpendicular to the sliding 

direction were seen because of fatigue loading occurred during the wear tests, which indicates 

the occurrence of plastic deformation on the Invar-36 surface during the articulation. The plastic 

deformation was more evidence at increased sliding distances and normal loads. Moreover, 

SEM images obtained from the wear tracks showed micro-scratches parallel to the sliding 

direction, mainly caused by the plowing of the asperities on the Invar-36 surface. There also 

found to be the occurrence a large amount of wear debris during the wear test.  

The EDS analysis was conducted to detect the oxidation behavior of the wear scars, as shown 

in Figures 6-8(d-e). There found to be iron (51.1-53.4 wt.%) and nickel (28.3-28.8 wt.%) on 

the wear tracks, which are available in the chemical composition of Invar-36 (Table 1). The 

presence of oxygen (17.7-20.2 wt.%) and aluminum (0.2-0.5 wt.%) should be noted, which 

indicates the oxidation of the surface and a small amount of elemental transfer from the abrasive 

ball. With the increase in the applied load, there observed to be an increase in oxygen levels 

due to the effect of increasing temperature and the increased wear of the abrasive ball which 

triggers the material transfer.  

The SEM-EDS investigation on the wear tracks clearly shows that the mechanism of wear 

failure of Invar-36 alloy was complicated and occurred by the combination of abrasion, plastic 

deformation, and oxidation, acting simultaneously. The surfaces suffered severe wear when the 

tests were performed at higher applied loads and sliding distances, as evidenced by deeper and 

wider wear tracks (Figure 3 and Table 3). The wear track widths of 25m-5N, 100m-5N and 

100m-25N were measured as 370.4, 570.3 and 1123.1 µm from the SEM images, respectively 

(Figures 6-8(b)). These values were consistent with those obtained from 2D profilometry 

(Figure 3 and Table 3). 
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Figure 6. (a) A photograph, SEM images magnified by (b) ×100 and (c) ×1500, (d) EDS 

mapping and (e) EDS spectra of the worn surface obtained from the experiment performed at 

the sliding distance of 25 m and the load of 5 N.   
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Figure 7. (a) A photograph, SEM images magnified by (b) ×100 and (c) ×1500, (d) EDS 

mapping and (e) EDS spectra of the worn surface obtained from the experiment performed at 

the sliding distance of 100 m and the load of 5 N.  
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Figure 8. (a) A photograph, SEM images magnified by (b) ×100 and (c) ×1500, (d) EDS 

mapping and (e) EDS spectra of the worn surface obtained from the experiment performed at 

the sliding distance of 100 m and the load of 25 N.  
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4. Conclusions   

In the current study, systematic dry sliding wear tests of Fe-based superalloy Invar-36 against 

alumina ball in a ball-on-disk tribometer using various parameters of sliding distance and 

normal load was conducted. The following conclusions can be drawn. 

1. Both friction coefficient and specific wear rate of Invar-36 are strongly affected by the 

sliding parameters (the normal load and number of reciprocating cycles). 

2. The friction coefficient of Invar-36 (0.37-0.51) was found to decrease with increasing 

applied load, with a minimum value at 25 N. On the other hand, only a slight increase 

in the COF was reported with increasing the number of reciprocating cycles. 

3. The wear volume of Invar-36 was ranged from 2.63×10-3 to 157.17×10-3 mm3. The alloy 

exhibited higher wear volume at increased applied loads and the number of sliding 

cycles.  

4. A constant increase in the wear rate (from 1.98-2.99×10-5 to 6.33-11.45×10-5 mm3/Nm) 

was observed with the increase in the applied load. But, the wear rate was lowered when 

the sliding distance was increased especially at higher applied loads, due to the 

densification process.    

5. The wear mechanism on the Invar-36 surfaces was complicated with the combination 

of oxidation, abrasion, and plastic deformation, which became more intense when the 

normal load or sliding distance was increased.     
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Abstract 

This study focuses on seasonal and temporal variations of the biodiversity and composition of the phytoplankton 

community in Karasu River. The phytoplankton and water samples were collected bimonthly from a depth of 

0.5-8 m during the period from January 2019 to July 2019 from five stations. Four diversity indices (Shannon-

Wiener, Simpson, Margalef and Menhinick) were studied. MINITAB 15 Software was used to interpret the 

relationship between the indices. Average water temperature, dissolved oxygen, pH and electritrical 

conductivity values were measured as 19.43 °C, 7.9 mg L, 8.3 and 465 mS/cm, respectively. In this study, a 

total of 123 phytoplankton species were identified. Among these species, 106 species belonging to 

Bacillariophyta group, 10 species belonging to Chlorophyta group, 6 species belonging to Cyanobacteria group 

and 1 species belonging to Euglenophyta group were included. Throughout the study, Shannon-Wiener, 

Simpson Margalef, and Menhinick diversity indices were calculated as 1.83 H´, 11.53, 5.12 and 0.83 and 

respectively. As a result of this study, phytoplankton diversity indices and ecological status assessment based 

on water quality were not found to be compatible. However, introducing reference conditions for different cities 

can increase the usability of the indices thus we recommend expanded further studies. 

Keywords: Shannon-Wiener, biodiversity indices, phytoplankton, Karasu River 
 

Karasu Nehri (Erzincan,Türkiye)’nin Trofik Durumunun Biyoçeşitlilik İndeksleriyle 

Değerlendirilmesi 
Öz 

Bu çalışma, Karasu Nehri'ndeki fitoplankton kompozisyonunun ve biyolojik çeşitliliğinin mevsimsel ve 

zamansal değişimlerine odaklanmıştır. Fitoplankton ve su örnekleri Ocak 2019-Temmuz 2019 döneminde iki 

ayda bir 0.5-8 m derinlikten beş istasyondan toplanmıştır. Dört çeşitlilik indeksi (Shannon-Wiener, Simpson, 

Margalef ve Menhinick) incelenmiştir. Endeksler arasındaki ilişkiyi yorumlamak için MINITAB 15 yazılımı 

kullanılmıştır. Ortalama su sıcaklığı, çözünmüş oksijen, pH ve iletkenlik değerleri sırasıyla 19.43 °C, 7.9 mg/L, 

8.3 ve 465 mS/cm olarak ölçülmüştür. Bu çalışmada toplam 123 fitoplankton türü tespit edilmiştir. Bu türlerden 

Bacillariophyta grubuna ait 106 tür, Chlorophyta grubuna ait 10 tür, Cyanobacteri grubuna ait 6 tür ve 

Euglenophyta grubuna ait 1 tür teşhis edilmiştir. Çalışma boyunca Shannon-Wiener, Simpson Margalef ve 

Menhinick çeşitlilik indeksleri sırasıyla 1.83 H´, 11.53, 5.12 ve 0.83 olarak hesaplanmıştır. Bu çalışma 

sonucunda fitoplankton çeşitlilik indeks değerleri ile Karasu Nehri’nin su kalitesine bağlı ekolojik durum 

değerlendirilmesi bir biri ile uyumlu olmadığı tespit edilmiştir. Ancak farklı şehirler için referans koşulların 

geliştrilmesi endekslerin kullanılabilirliğini artırabilir. Bu nedenle bu çalışmaların devam etmesini ve 

yaygınlaşmasını öneriyoruz. 

Anahtar Kelimeler: Shannon-Wiener, biyolojik çeşitlilik indeksleri, fitoplankton, Karasu Nehri 
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1. Introduction 

Türkiye has very important inland water resources with its streams and lakes covering an area 

of approximately 10000 km2. The Eastern Anatolia Region has the highest lake and river 

potential in Turkey. Aras, Kura, Tigris, Euphrates and many streams and tributaries feeding 

these rivers are located in this region. Inland water resources have been declining gradually, 

especially in recent years, due to the impact of climate change, rapid population growth and 

pollution. In order to protect these resources, it is necessary to determine the physical, chemical 

and biological properties of these resources. In addition, it is important to take the restoration 

measures in cases where regular monitoring of fresh water resources is necessary in terms of 

the existence of these resources in the future. 

Biological diversity can be expressed as the diversity of living communities that are in contact 

with each other. In other words, biodiversity encompasses all the genes in a region, the species 

that carry these genes, the ecosystems that host these species, and the events that connect them. 

In this context, diversity; is a very broad concept that includes the diversity of species, 

ecosystems and ecological events. Species diversity is the large number of species found in a 

particular region that includes all species [1, 2]. 

Among relatively intact streams ecosystems, primary productivity is directly related to flow 

patterns. Much of the increase in fluvial autotrophy is due to increased production of periphytic 

algae associated with widespread deposition of sedimentary surfaces and expansion of river 

folds and folded shallow subsurfaces. When stream ecosystems are disturbed, it increases algal 

biomass concentrations and potentially significantly increases primary productivity in this 

region [3]. 

Species diversity is an important key to our understanding of many systems. The structure and 

number of periphyton, macrophyte and plankton communities is an important factor in 

determining the pollution status of rivers. All freshwater algae are sensitive to changes in the 

water body. Phytoplankton communities are generally found in rivers associated with stagnant 

bodies of water (dam, lake, etc.) or in slow-flowing parts of rivers crossing large plains. The 

structure and abundance of phytoplankton communities are affected by the presence of light, 

temperature and nutrients in lakes, while flow and water velocity affect rivers [4]. 

The degree of diversity should be specified as a numerical value and diversity indices should 

be calculated in order to statistically compare the degree of diversity of different systems [5]. 

Shannon-Wiener, Simpson, Margalef, Menhinick, and McIntosh are the most widely used 

diversity indeces to obtain information about species richness and distribution of individuals 

among species at stations [6]. 

There is constant substance inclusion in streams. For this reason, in addition to being under the 

influence of the basin through which the stream passes, environmental physical factors can 

sometimes be more effective than in lentic environments. In streams, where light can enter, 

there are autochthonous products, algae, algae and higher plants [7]. In order to understand the 



Evaluation of the Trophic Status of Karasu River (Erzincan, Türkiye) by Biodiversity Indices 

275 

 

efficiency of river systems, it is necessary to look at the planktonic richness of the environment 

and their qualitative and quantitative compositions [8]. 

Studies have shown that cyanobacteria respond favorably to higher phosphorus concentrations, 

lower nitrogen-to-phosphorus (N/P) ratios, longer residence time, and less turbulent conditions. 

In addition, many cyanobacteria can fix nitrogen (converting gaseous nitrogen to ammonia 

when nitrate is limited), this is expected to provide an advantage for cyanobacteria when 

nitrogen is limiting. Manier et al. (2021) [9] showed that phytoplankton communities in major 

rivers tended to transition from cyanobacteria predominant in the upper parts to diatoms 

predominant in the lower parts. This pattern is likely due to the fact that cyanobacteria lose their 

competitive advantage (ie access to light) during the turbulent and turbid conditions that prevail 

in the lower reaches of rivers. 

This study focuses on seasonal and temporal variations of the biodiversity and composition of 

the phytoplankton community in Karasu River, which have not been adequately described yet. 

It was aimed to contribute to revealing the biodiversity and ecology of this aquatic ecosystem 

by adding knowledge to the phytoplankton composition and hydrobiology of the Karasu River. 

2. Materials and Methods 

2.1. Site description 

As one of the main tributaries of the Euphrates River, the Karasu River flows from the Dumlu 

Mountains in the Erzurum Plain and is located in the eastern part of Turkey. It flows through 

the district of Aşkale and passes through the town of Mercan in the Karasu Valley in the 

province of Erzincan. It forms the Euphrates River joining the Murat River near the town of 

Keban. Its length to the Keban Dam Lake is 460 km [10]. This study contains Erzincan 

Provincial decomposition sections. The convenient stations and coordinates are given in Figure 

1. 

 

Figure 1. Location of the Karasu River and the sampling sites 
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2.2. Sampling and analysis 

 

The phytoplankton samples were collected bimonthly from a depth of 0.5-8 m during the period 

from January 2019 to July 2019 from five stations. Water samples were taken with a nansen 

bottle in order to determine the phytoplankton density, species diversity and some water quality 

parameters at the selected sampling stations. The samples were filtered with 0.45 µm membrane 

filters and placed in polyethylene bottles. 

 

Physico-chemical parameters including water temperature, pH, condutivity and dissolved 

oxygen (DO) were measured by a digital multiparameter (Model: YSI Plus) in situ. 

 

The chlorophyll-a (630 nm, 645 nm and 665 nm), ammonia-nitrogen (410 nm), nitrite-nitrogen 

(523 nm), nitrate-nitrogen (410 nm), orthophosphate (720 nm) and total phosphorus (720 nm) 

were analyzed spectrophotometrically (Model: Beckman Coulter DU730 UV-Vis) [11]. 

The water samples were first dripped with 10 mLof Lugol's solution in the measuring tapes and 

kept overnight, then placed in the plankton counting circles (3 mL) and phytoplankton counts 

were made with the help of an inverted microscope according to the phytoplankton density [12]. 

Epilytic diatom samples were preserved in Lugol’s solution [13]. The diatoms were boiled with 

equal volumes of nitric acid and sulfuric acid and the water samples were precipitated by 

dropping Lugol's solution, then fixed preparations were prepared with entellan after removing 

the acid by washing. 

Phytoplankton identification was performed using sedimented water samples or samples taken 

with plankton scoops according to taxonomic literature [14, 15, 16, 17, 18, 19] under binocular 

microscope (100x and 400x magnification) [12]. 

2.3. Biodiversity indices 

Four diversity indices (Shannon-Wiener, Simpson, Margalef and Menhinick) were calculated. 

2.3.1. Shannon-Wiener diversity index (H’) 

This index is applied to biological systems which is derived from a mathematical formula by 

Shannon in 1948 [20]: 

H´=-∑ 𝑝𝑖 𝑙𝑜𝑔𝑒 𝑝𝑖
𝑠
𝑖=1 , pi=ni/n 

Where s is the total number of species and pi is the number of individuals belonging to i species 

(ni) / total number of individuals (n) [21, 22, 23, 24]. 

2.3.2. Simpson diversity index (D) 

1-D=[∑𝑛𝑖(𝑛𝑖 − 1)]/N/(N-1) 

 

https://scientific-instruments.eu/product/beckman-coulter-du730-uv-vis-spectrophotometer/
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Where ni is the number of individuals belonging to i species and N is the total number of species 

[21, 22, 23, 24]. 

2.3.3. Margalef diversity index (Dmg) 

Dmg=S-1/LogN 

Where S is the number of species and N signifies the number of individuals in a sample [24]. 

2.3.4. Menhinick diversity index (Dmn) 

Dmn= S/√𝑁 

Where S is the number of species and N signifies the number of individuals in a sample [25, 

24]. 

2.4. Statistical analysis 

Seasonal data of ammonia-nitrogen (NH3-N), nitrite-nitrogen (NO2-N), nitrate-nitrogen (NO3-

N), total phosphorus (TP), orthophosphate phosphorus (PO4-P) and chlorophyll-a from 

sampling stations were analyzed by SPSS 20 using a three-factor Analysis of Variance 

(ANOVA) in factorial order. DUNCAN test was used to determine the significance level of the 

difference between groups. The relationship between the diversity indices was examined with 

the analysis of variance. MINITAB 15 Software was used to interpret the relationship between 

the indices. 

3. Results 

Water and plankton samples were taken from 5 stations which were conducted on the part of 

the Karasu River within the Erzincan Province. Average water temperature, dissolved oxygen, 

pH and electrical conductivity values were measured as 19.43 °C, 7.9 mg L, 8.3 and 465 mS/cm, 

respectively. 

The variations of the total phosphorus, total orthophosphate, ammonia-nitrogen, nitrite-nitrogen 

and nitrate-nitrogen values depending on the month and stations were found to be statistically 

significant (p<0.05). Average total phosphorus values in the river according to the stations were 

calculated as, 1.06±0.04 mg L, 0.47±0.03 mg L, 0.92±0.03 mg L, 0.32±0.02 mg L and 

0.68±0.04 mg L, respectively. While the mean orthophosphate value was determined as 

0.001±0.0 mg L, the highest value was found in the 2nd station (0.09±0.0 mg L) in January. 

Ammonia-nitrogen value was found between 1.56±0.0 mg L and 0.66±0.18 mg L throughout 

the study. The mean nitrite-nitrogen value in the river was determined  according to the stations 

as 0.23±0.0 mg L,  0.20±0.0 mg L , 0.21±0.0 mg L, 0.17± 0.0 mg L and 0.68±0.0 mg L, 

respectively. The highest value (0.71±0.0 mg L) in the river was detected at 4th station in 

October, and the lowest value (0.0±0.0 mg L) was detected at 3rd station in the same month. In 

this study, the mean chlorophyll-a value was calculated as 1.27±0.01 mg L. The lowest value 
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of chlorophyll-a (0.09±0.03 mg L) was detected at the 1st station in January, and the highest 

value (4.91±0.03 mg L) was detected at the 2nd station in August (Figure 2). 

 

 

 

Figure 2. Change of total phosphorus, total orthophosphate, ammonia-nitrogen, nitrate- 

nitrogen, nitrate-nitrogen and chlorophyll-a values in Karasu River depending on months (n=4) 

In this study, a total of 123 phytoplankton species were identified. Among these species, 106 

species belonging to Bacillariophyta group, 10 species belonging to Chlorophyta group, 6 

species belonging to Cyanobacteria group and 1 species belonging to Euglenophyta group were  

identified. The availability of the species detected in the Karasu River at the five stations is 

given in Table 1. 
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Table 1. Change of phytoplankton species on sampling stations in Karasu River  

Species Names St1 St2 St3 St4 St5 

Bacillariophyta      

Cocconeis placentula Ehrenberg 1838 + + + + + 

C.placentula var. euglypta (Ehrenberg) Grunow 1884 + + + + + 

Cymatopleura elliptica (Brébisson) W. Smith 1851 +  + + + 

Cymbella affinis Kützing 1844 + + + + + 

C.cymbiformis C. Agardh 1830 + + + + + 

C.helvetica Kützing 1844 + + + + + 

C.neoleptoceros Krammer 2002    + + 

Diatoma ehrenbergii Kützing 1844 + + + + + 

D.vulgaris Bory 1824 + + + + + 

Fragilaria capucina Desmazières 1830 +  + + + 

Gomphonella olivacea (Hornemann) Rabenhorst 1853 + + + + + 

G. augur Ehrenberg 1841  + +  + 

Melosira varians C. Agardh 1827 + + + + + 

Navicula angusta Grunow 1860 + + + + + 

N. bryophila J.B. Petersen 1928 + + + + + 

Nitzschia dissipata (Kützing) Rabenhorst 1860 + + + + + 

N. gracilis Hantzsch 1860 + + + + + 

N. palea (Kützing) W.Smith 1856  +  + + 

Pantocsekiella ocellata (Pantocsek) K.T. Kiss & Ács in Ács & al. 

2016: 

+  + + + 

Ulnaria ulna (Nitzsch) Compère 2001 + + + + + 

Chlorophyta      

Acutodesmus raciborskii (Woloszynska) Tsarenko & D.M. John 

2011 

 +   + 

Lacunastrum gracillimum (West & G.S. West) H.McManus in 

McManus & al. 2011 

  + +  

Monoraphidium contortum (Thuret) Komárková-Legnerová in Fott 

1969 

   + + 

Pediastrum boryanum var. cornutum (Raciborski) Sulek in Fott 

1969 

+ +    

P. duplex Meyen 1829  + +  + 

Scenedesmus arcuatus (Lemmermann) Lemmermann 1899 + +  +  

S. ellipticus Corda 1835   +   

Spirogyra decima var. laxa Kützing 1855  + +   

Cyanobacteria      

Anabaena flosaquae Brébisson ex Bornet & Flauhault 1886 +   +  

Aphanizomenon gracile Lemmermann 1907     + 

Micractinium quadrisetum (Lemmermann) G.M. Smith 1916 + +    

Microcrocis irregularis (Lagerheim) Geitler 1942 + +    

M. flosaquae (Wittrock) Kirchner 1898     + 

Euglenaphyta      

Euglena acus (O.F. Müller) Ehrenberg, 1830 +     

 

Throughout the study, Shannon-Wiener, Simpson, Margalef, and Menhinick diversity indexes 

were calculated as 1.86 H´, 11.53, 5.12 and 0.83 respectively (Table 2.) 
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Table 2. Shannon-Wiener, Simpson Margalef, and Menhinick diversity indices of the Karasu 

River 

Grups Count Sum  Mean  Variance 

Shannon-Wiener Diversity Index (H´) 24 46.40 1.86 0.52 

Simpson Diversity Index (D) 24 288.20 11.53 26.81 

Margalef Diversity Index (Dmg) 24 128.01 5.12 2.80 

Menhinick Diversity Index (Dmn) 24 20.76 0.83 0.08 

ANOVA 

Grups SS  df  MS  F  P-value  

Shannon-Wiener Diversity Index (H´) 12.38 24 1.39 3.82 0.018 

Simpson Diversity Index (D) 643.41 24 88.21 3.86 0.018 

Margalef Diversity Index (Dmg) 67.09 24 6.72 1.68 0.194 

Menhinick Diversity Index (Dmn) 1.99 24 0.30 4.19 0.005 

4. Discussion 

In this study, some regional physical and chemical parameters of the Karasu River within the 

Erzincan Province were examined. The changes in total phosphorus, total orthophosphate, 

ammonia-nitrogen, nitrate-nitrogen and nitrite-nitrogen values depending on months and 

stations were found to be statistically significant (p<0.05). The data on the phosphorus and 

nitrogen fractions in this study is important as it is the first for the part between the borders of 

Erzincan Province. In addition, the first data on phytoplankton communities were presented for 

the same region. 

Biodiversity is the qualified dynamic of an ecological system [26]. The distribution of fish and 

phytoplankton communities in lakes shows spatial and temporal changes. The change in water 

quality also affects the species diversity of these creatures [27]. For this reason, some living 

things in aquatic ecosystems are used as bioindicator organisms. The use of bioindicators is 
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very important in evaluating the trophic level of lakes and rivers, as it shows the effects of 

environmental changes on the living group. In this study, although the number of species in the 

river is high, species indicating that the river is polluted were identified. 

According to the Turkish Environmental Legislation [28], the river is in the I. quality class 

according to the water temperature and dissolved oxygen values, while it is in the III. class is 

in the quality class according to pH. 

According to the Turkish Environmental Legislation [28], the Karasu River is classified as III. 

class by total phosphorus value, as class IV by nitrite-nitrogen and class I. by nitrate-nitrogen. 

This indicates show that there is a high level of organic pollution in the water. Eren and Kaya 

(2020) [29], in a study investigating the effect of Erzurum Wastewater Treatment Plant on the 

Karasu River, reported that although the BOD5 and COD values in the effluent of the treatment 

plant were low, the BOD5 and COD values measured in the river increased again, which may 

be due to agricultural and livestock activities in the surrounding area. Ammonia concentrations 

in natural waters are generally less than 0.1 mgL. Concentrations higher than 30 mgL can be 

found in wastewater [30]. In this study, the ammonia-nitrogen value was determined above 1 

mgL. This shows that organic pollution is mostly from agricultural activities. 

Hilton et al. (2006) [31] reported that there was an increase in the growth of epiphytic and 

benthic algae in rivers with fast flow, while phytoplankton was dominant in rivers with slow 

flowing water. In a single sampling study conducted by Gürbüz and Ertuğrul (2003) [32] from 

the starting note of Karasu River, Bacillariophyta was found to be the most dominant group. 

Cyclotella, Fragilaria, Synedra, Melosira, Nitzschia, Diatoma, Cymbelle, Ceratoneis and 

Chlorella were reported as the most detected species. In this study, Bacillariophyta was 

determined as the most dominant group, while Cocconeis placentula var. euglypta, 

Pantocsekiella ocellata and Craticula subminuscula were the most detected species. 

In the study carried out in the Karasu River, where the nutrients are not limiting and alkaline 

water features, it was reported that the Cyclotella meneghiniana was the dominant species [33]. 

In this study, the dominant species is Cocconeis placentula. 

During this study, the lowest value of chlorophyll-a (0.09±0.03 mg L) was calculated at the 1st 

station in January, and the highest value (4.91±0.03 mg L) was calculated at the 2nd station in 

August. In the Melen River the chlorophyll-a value ranged between 0.009 and 0.64 mg L, and 

the phytoplankton abundance and biomass were low in winter months and high in late spring 

summer months like our study. It has been reported that the relationship between phytoplankton 

abundance, chlorophyll-a and temperature is important [34]. 

Based on the three diversity indices, the water quality was classified into four grades: no 

pollution (Dmg > 5.0 and H´ > 3.0), light pollution (5.0 > Dmg > 4.0 and 3.0 > H´ > 2.0), 

moderate pollution (4.0 > Dmg > 3.0 and 2.0 > H´ > 1.0), and heavy pollution (3.0 > Dmg> 0.0 

and 1.0 > H´ > 0.0) [35, 36]. While the Karasu River is determined as heavily polluted 

according to the Shannon-Weaver index, it is in the non-polluted area class according to the 

Margalef index. The classification of the river according to the Margalef index is in accordance 
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with the classification of the Turkish Environmental Legislation [28] according to the water 

temperature, dissolved oxygen and nitrate-nitrogen value. The classification of the river 

according to the Shannon-Weaver index is also compatible with the classification according to 

the pH, total phosphorus and nitrite-nitrogen values according to the Turkish Environmental 

Legislation [28]. 

Ding et al. (2021) [37] stated that the water quality parameters such as sediment and nutrient 

load significantly affect phytoplankton diversity patterns in Yellow River. Hovewer, Geo-

climatic factors, such as water surface slope and annual mean precipitation and temperature, 

also provided non-negligible contributions to the variation in phytoplankton diversity indices. 

Therefore, in river ecosystems with a large geographical span and complex topography, 

phytoplankton diversity is not a suitable water quality indicator, although it can reflect habitat 

changes to a certain extent. 

5. Conclusion 

In the present study, the indece-based assessment of the Karasu River was differed. For this 

reason, the view that it requires the determination of the reference conditions used to control 

the extent of the change in wide-spread rivers and that all these processes need to be done in a 

large number of water bodies [38] is supported. As a result of this study, phytoplankton 

diversity indices is not a suitable  water quality indicator. However, introducing reference 

conditions for different cities can increase the usability of the indices. For this reason, we 

recommend that these studies continue and expand. Furthermore, the presence of Cyanobacteria 

in natural environments is an important indicator of pollution, so it is recommended to monitor 

these systems regularly. Further study may be required to species richness as well as density of 

harmful species for evaluating the ecological quality status of the region. 
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1. Introduction 

Vidinli Hüseyin Tevfik Pasha (1832-1901) was a famous Ottoman mathematician. He taught 

advanced algebra, high algebra, analytical geometry, differential, integral calculus, mechanics 

and astronomy at the Military Academy (Harbiye Mektebi) of the Ottoman Empire. What makes 

special his work Linear Algebra, written in English in 1882, is that he produced a completely 

original work at a time when it was tried to make progress in the sciences through translations 

and compilations in general. 

Although his work seems to be dealing with real and complex numbers, one of the newest 

subjects of his time, he actually focused on three-dimensional algebras -not two dimensional- 

within the hypercomplex number system. In the background of this focus, pure quaternions 

which are a three-dimensional vector subspace of quaternions and a four-dimensional algebra 

have the purpose of repeating the mutation application in three-dimensional Euclidean 

geometry in two dimensions. 

In short, Tevfik Pasa’s Linear Algebra tries to spread the complex or virtual value system to 

three-dimensional space by making use of Argand's concept of a vector calculus. 

Here we reconsider this problem by working on unipotent elements, unit-regular elements, nil-

clean elements and clean elements based on the Tevfik Pasha’s adaptation of linear algebra, 

which is one of the most important fundamental theories of modern mathematics. We present a 

simple and direct way to construct a unipotent unit and clean but not nil-clean element in the 

ring (
   ℤ ℤ
𝑠2ℤ ℤ

) for every positive integer 𝑠 ≥ 3. 

We show that the product of two unit-regulars in 𝑅𝑖 is unit-regular if and only if the product of 

two idempotents in 𝑅𝑖 is unit-regular where 𝑅1: = (
  ℤ ℤ
4ℤ ℤ

) and 𝑅2: = (
  ℤ ℤ
𝑠2ℤ ℤ

) with 𝑠 ≥ 3. 

Because of this observation, we also obtain that the rings 𝑅𝑖 (𝑖 = 1,2) are SSP if and only if 

product of two idempotents in 𝑅𝑖 (𝑖 = 1,2) is unit-regular. 

2. Preliminaries 

Throughout, 𝑅 is an associative ring with unity. 

We write ℤ is the ring of integers, 𝑀2(ℤ) is the 2 × 2 matrix ring over ℤ whose identity is 

denoted by 𝐼2 over 𝑅. 

A ring 𝑅 is called clean if each element of its can be written as the sum of a unit and an 

idempotent. Clean rings were introduced by W. K. Nicholson [7]. 

In [1], Andrica and Calugareanu found a counter example and gave a structure theorem which 

is nil-clean but not clean element in the matrix ring 𝑀2(ℤ). In [8] the authors considered this 

problem on the subring (
   ℤ ℤ
𝑠2ℤ ℤ

) of 𝑅 ≔ 𝑀2(ℤ) instead of 𝑅 since the subring (
   ℤ ℤ
𝑠2ℤ ℤ

) 

contains much less clean elements than 𝑀2(ℤ), a huge advantage. The authors of [8] gave also 
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many counter-examples of unit-regular elements (an element in a ring is unit-regular if it is a 

product of an idempotent and a unit, and a ring is unit-regular if its every element is unit-regular) 

and nil-clean elements that are not clean in the ring (
   ℤ ℤ
𝑠2ℤ ℤ

). 

An element 𝑎 ∈ 𝑅 in a ring is called unipotent, if 𝑎 − 1 is nilpotent. 

An element 𝑎 in any ring 𝑅 is said to have (right) stable range 1 (𝑠𝑟(𝑎) = 1) if 𝑎𝑅 + 𝑏𝑅 = 𝑅 

(for any 𝑏 ∈ 𝑅) implies that 𝑎 + 𝑏𝑟 is a unit for some 𝑟 ∈ 𝑅. We recall that if 𝑎 is a unit-regular 

element in a ring 𝑅, then 𝑠𝑟(𝑎) = 1. 

A ring 𝑅 is said to being the summand sum property (briefly SSP) if the sum of two direct 

summands of 𝑅𝑅 is also a direct summand of 𝑅 ([5]). It is well known that 𝑀2(ℤ) is not SSP 

while ℤ is an SSP ring. 

3. Main Theorem and Proof 

We begin recalling the following basic facts over the matrix ring 𝑀2(ℤ). 

 The units in 𝑀2(ℤ) are the 2 × 2 matrices of 𝑑𝑒𝑡 = ∓1. 

 A non-trivial idempotent matrix in 𝑀2(ℤ) has 𝑟𝑎𝑛𝑘 1. 

 A nilpotent matrix in 𝑀2(ℤ) has the characteristic polynomial 𝑡2 and so it has the trace 

which is equal to 1. 

Lemma 3.1. ([1]) Let 𝑠 ∈ ℤ. Nontrivial idempotents and nilpotents in the ring (
  ℤ ℤ
𝑠ℤ ℤ

) are 

matrices (
𝛼 + 1    𝑢
   𝑠𝑣 −𝛼

)  with 𝛼2 + 𝛼 + 𝑠𝑢𝑣 = 0 and (
𝛽 𝑥
𝑠𝑦 −𝛽

)  with 𝛽2 + 𝑠𝑥𝑦 = 0 

respectively.  

Proposition 3.2. For rings 𝑅1 = (
  ℤ ℤ
4ℤ ℤ

) and 𝑅2 = (
  ℤ ℤ
𝑠2ℤ ℤ

) with 𝑠 ≥ 3 an even number, 

there exist no any invertible matrices 𝑈𝑖 in 𝑅𝑖 (𝑖 = 1,2) such that 𝐼2 + 𝑈𝑖 are invertible in 𝑅𝑖 

(𝑖 = 1,2). 

Proof: We only give proof for the ring 𝑅1. The other is similar. 

Assume the contrary that there exists an invertible element 𝑈1 = (
𝑎 𝑏

4𝑐 𝑑
) in 𝑅1 such that 

𝑑𝑒𝑡(𝑈1) = 𝑎𝑑 − 4𝑏𝑐 = ∓1. By the assumption, 𝐼2 + 𝑈1 must be also invertible in 𝑅1, i.e., 

𝐼2 + 𝑈1 = (
1 0
0 1

) + (
𝑎 𝑏

4𝑐 𝑑
) = (

𝑎 + 1 𝑏
4𝑐 𝑑 + 1

) 

and 𝑑𝑒𝑡(𝐼2 + 𝑈1) = (𝑎𝑑 − 4𝑏𝑐) + (𝑎 + 𝑑 + 1) = ∓1. Now we can proceed with the 

following cases. 

Case 1. If 𝑎𝑑 − 4𝑏𝑐 = 1, then 𝑎 + 𝑑 = −1 and 𝑎 + 𝑑 = −3. 
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Firstly, assume 𝑎 + 𝑑 = −1. Then (−1 − 𝑑)𝑑 − 4𝑏𝑐 = 𝑑 + 𝑑2 + 4𝑏𝑐 = 1. Since 4𝑏𝑐 is an 

even number, the number 𝑑 + 𝑑2 = 𝑑(𝑑 + 1) must be odd, a contradiction. If 𝑎 + 𝑑 = −3, we 

get (−3 − 𝑑)𝑑 − 4𝑏𝑐 = (3 + 𝑑)𝑑 + 4𝑏𝑐 = −1. Since 4𝑏𝑐 is an even number, we get 𝑑(𝑑 +

3) must be odd, a contradiction. 

Case 2. If 𝑎𝑑 − 4𝑏𝑐 = −1, then 𝑎 + 𝑑 = −1 and 𝑎 + 𝑑 = 1. 

If we repeat the procedure of Case 1, we can obtain similar contradictions. 

By [3, Corollary 3.3], 𝑀2(ℤ) is not UU (UR=1+NR) (i.e. U (R) =1+N (R)) since 𝐼2 + 𝑈1 in 

𝑀2(ℤ) are not unipotent.∎ 

Theorem 3.3. There exist unipotent unit, clean matrices which are not nil-clean in (
  ℤ ℤ
4ℤ ℤ

) 

Proof: This is clear from Proposition 3.2. ∎ 

Example 3.4. The matrix 

A = (
−3 −2
   8    5

) 

is a unipotent unit in (
  ℤ ℤ
4ℤ ℤ

) since A − I2 = (
−4 −2
   8    4

) is a nilpotent. As units are clean, the 

matrix A is clean but is not nil-clean in (
  ℤ ℤ
4ℤ ℤ

) by [8, Theorem 3.3]. 

Example 3.5. The matrix 

𝐴 = (
𝑠 + 1 1
−𝑠2 −𝑠 + 1

) 

is a unipotent unit in the ring (
   ℤ ℤ
𝑠2ℤ ℤ

), where 𝑠 ≥ 3 is an even number since 𝐼2 − 𝑈 =

(
−𝑠 −1
   𝑠2    𝑠

) is a nilpotent matrix in (
   ℤ ℤ
𝑠2ℤ ℤ

). As units are clean, the matrix 𝐴 is clean but is 

not nil-clean in (
   ℤ ℤ
𝑠2ℤ ℤ

) by [8, Theorem 3.4]. 

Lemma 3.6. ([6]) Let 𝑠 ∈ ℤ. Unit-regular elements in the ring (
  ℤ ℤ
𝑠ℤ ℤ

) are matrices  

(
𝑎 𝑏
0 0

) = (
1 𝑢
0 0

) (
𝑥 𝑦
𝑠𝑧 𝑡

), 

where 𝐸 = (
1 𝑢
0 0

) is an idempotent and 𝑈 = (
𝑥 𝑦
𝑠𝑧 𝑡

) is a unit. 

The following examples show that the product of two idempotents (or unit-regulars) in 𝑅 =

(
  ℤ ℤ
4ℤ ℤ

) need not be unit-regular, in general. 
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Example 3.7. Let 𝑅 = (
  ℤ ℤ
4ℤ ℤ

). Consider the idempotents 

𝐸1 = (
1 0
4 0

)  and 𝐸2 = (
   9    3

−24 −8
) 

Then  

𝐸1𝐸2 = (
9 3

36 0
) 

is not unit-regular. 

Example 3.8. Let 𝑅 = (
  ℤ ℤ
4ℤ ℤ

). Consider the unit-regulars 

𝐴 = (
11 1
0 0

) = (
1 0
0 0

) (
11 1
32 3

) 

and 

𝐵 = (
13 5
0 0

) = (
1 0
0 0

) (
13 5
8 3

) 

in (
  ℤ ℤ
4ℤ ℤ

). Then 

𝐴𝐵 = (
143 55

0 0
) 

is not unit-regular. In fact, if 

𝐴𝐵 = (
143 55

0 0
) = (

1 0
0 0

) (
143 55
4𝑎 𝑏

) 

then 220𝑎 − 143𝑏 = 11(20𝑎 − 13𝑏) can not be −1 or 1 for any integers 𝑎 and 𝑏. 

The following examples show that the product of two idempotents (or unit-regulars) in 𝑅 =

(
   ℤ ℤ
𝑠2ℤ ℤ

) need not be unit-regular, in general. 

Example 3.9. Let 𝑅 = (
   ℤ ℤ
𝑠2ℤ ℤ

) with 𝑠 ≥ 3. Consider the idempotents 

𝐸1 = (
1 0
0 0

) and 𝐸2 = (
1 0
𝑠2 0

) 

in 𝑅. Then 

𝐸1𝐸2 = (
1 0
0 0

) 

is not unit-regular. 
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Example 3.10. Let 𝑅 = (
   ℤ ℤ
𝑠2ℤ ℤ

) with 𝑠 ≥ 3. Consider the unit-regulars 

𝐴 = (
6 1
0 0

) = (
1 0
0 0

) (
6 1

−25 −4
) 

and 

𝐵 = (
4 1
0 0

) = (
1 0
0 0

) (
4 1

−9 −2
) 

in (
   ℤ ℤ
𝑠2ℤ ℤ

). Then 

𝐴𝐵 = (
24 6
0 0

) 

is not unit-regular. In fact, if  

𝐴𝐵 = (
24 6
0 0

) = (
1 0
0 0

) (
24 6
𝑠2𝑧 𝑡

) 

then 24𝑡 − 6𝑧𝑠2 can not be −1 or 1 for any integers 𝑎 and 𝑏. 

Proposition 3.11. The following conditions are equivalent for the rings 𝑅1: = (
  ℤ ℤ
4ℤ ℤ

) and 

𝑅2: = (
   ℤ ℤ
𝑠2ℤ ℤ

) with 𝑠 ≥ 3: 

(1) The product of two unit-regulars in 𝑅𝑖 (𝑖 = 1,2) is unit-regular, 

(2) The product of two idempotents in 𝑅𝑖 (𝑖 = 1,2) is unit-regular.  

Proof. We only give proof for the ring 𝑅1. The other is similar. 

(1) ⇒ (2): Suppose that the product of two idempotents in 𝑅1 is unit-regular. Let 𝐴 = 𝐸1𝑈1 

and 𝐵 = 𝐸2𝑈2 be two unit-regular in 𝑅1, where 𝐸1, 𝐸2 ∈ 𝐼𝑑(𝑅1) and 𝑈1, 𝑈2 ∈ 𝑈(𝑅1). It is easy 

to see that 𝑈1𝐸2𝑈1
−1 is an idempotent and 𝐴𝐵 = 𝐸1(𝑈1𝐸2𝑈1

−1)𝑈1𝑈2. Put 𝐸3: = 𝑈1𝐸2𝑈1
−1. Then 

we conclude that 

𝐴𝐵 = 𝐸1𝐸3𝑈1𝑈2 

By the assumption, 𝐸1𝐸3 is unit-regular and hence 𝐴𝐵 is unit-regular. 

(2) ⇒ (1): It is clear. ∎ 

Example 3.12. Let 𝑅 = (
  ℤ ℤ
4ℤ ℤ

). Consider the idempotents 

𝐸1 = (
1 0
0 0

) and 𝐸2 = (
9 −18
4 −8

) 
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in 𝑅. Then  

𝐸1𝐸2 = (
9 −18
0 0

) 

is unit-regular. Let 

𝐴 = (
9 2
0 0

) = (
1 0
0 0

) (
9 2
4 1

) 

and 

𝐵 = (
7 1
0 0

) = (
1 0
0 0

) (
7 1
8 1

) 

Then 𝐴𝐵 is unit-regular. Since 

𝐴𝐵 = (
63 9
0 0

) = (
9 −18
0 0

) (
79 11
36 5

) 

Example 3.13. In 𝑅2 = (
   ℤ ℤ
𝑠2ℤ ℤ

),  sonsider the idempotents  

𝐸1 = (
1 0
0 0

) and 𝐸2 = (
−24 −6
100 25

). 

Then  

𝐸1𝐸2 = (
−24 −6

0 0
) 

is unit-regular. Let  

𝐴 = (
6 1
0 0

) = (
1 0
0 0

) (
6 1

−25 −4
) 

and 

𝐵 = (
11 2
0 0

) = (
1 0
0 0

) (
11 2
16 3

) 

Then 

𝐴𝐵 = (
66 12
0 0

) = (
−24 −6

0 0
) (

82 15
−339 −62

) 

is unit-regular. 

Corollary 3.14. The rings 𝑅1 and 𝑅2  are SSP if and only if the product of two unit-regulars in 

𝑅𝑖 (𝑖 = 1,2) is unit-regular in 𝑅𝑖 (𝑖 = 1,2). 
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Proof. Assume the contrary that 𝑅1 is SSP. Let 𝐸1, 𝐸2 be two idempotents in 𝑅1. Since 𝑅1 is 

SSP, we get (𝐼2 − 𝐸1)𝑅1 + 𝐸2𝑅1 is a direct summand of 𝑅1, and so 𝐸1𝐸2𝑅1 is a direct summand 

of 𝑅1. It follows that 𝐸1𝐸2 is regular. Take 𝐴 = 𝐸1𝐸2 and 𝐵 ∈ 𝑅 with 𝐴 = 𝐴𝐵𝐴. Since all 

idempotents of 𝑅1 have right stable range 1, we obtain that 𝑠𝑟(𝐴) = 1 by [4, Proposition 2]. 

Now, 𝐴𝑅1 + (𝐼2 − 𝐴𝐵)𝑅1 = 𝑅1. There exists 𝐶 in 𝑅1 such that 𝐴 + (𝐼2 − 𝐴𝐵)𝐶 is a unit. Let 

𝑈 be a unit of 𝑅 with [𝐴 + (𝐼2 − 𝐴𝐵)𝐶]𝑈 = 𝐼2. Then, we have 

𝐸1𝐸2 = 𝐴 = 𝐴𝐵𝐴 = 𝐴𝐵[𝐴 + (𝐼2 − 𝐴𝐵)𝐶] = 𝐴𝐵𝐴𝑈𝐴 = 𝐴𝑈𝐴 

which implies that 𝐸1𝐸2 is unit-regular. 

For the converse, let 𝐸1, 𝐸2 be two idempotents of in 𝑅1. By the assumption (and hence from 

Proposition 3.11), we obtain that (𝐼2 − 𝐸1)𝐸2 is unit-regular. Hence (𝐼2 − 𝐸1)𝐸2𝑅1 is a direct 

summand of 𝑅1. Let 𝐼 be a right ideal of 𝑅1 such that (𝐼2 − 𝐸1)𝐸2𝑅1 ⊕ 𝐼 = 𝑅1. Then, 

(𝐼2 − 𝐸1)𝑅1 = (𝐼2 − 𝐸1)𝐸2𝑅1 ⊕ [(𝐼2 − 𝐸1)𝑅1 ∩ 𝐼] 

In as much as 𝐸1𝑅1 + 𝐸2𝑅1 = 𝐸1𝑅1 ⊕ (𝐼2 − 𝐸1)𝐸2𝑅1, we have  

𝑅1 = 𝐸1𝑅1 ⊕ (𝐼2 − 𝐸1)𝐸2𝑅1 ⊕ [(𝐼2 − 𝐸1)𝑅1 ∩ 𝐼] 

= (𝐸1𝑅1 + 𝐸2𝑅1) ⊕ [(𝐼2 − 𝐸1)𝑅1 ∩ 𝐼]. 

This shows that 𝑅1 has SSP. ∎ 

One can easily see that unit-regular elements can not be unipotents because of the structure in 

the rings (
  ℤ ℤ
4ℤ ℤ

) and (
   ℤ ℤ
𝑠2ℤ ℤ

) with 𝑠 ≥ 3. The following gives us that there exists unit-

regular elements which may be unipotents in these rings, but we don’t know them, 

unfortunately. 

Theorem 3.15. For rings 𝑅1 and 𝑅2, there exist no any unit-regular matrices 𝐴𝑖 in 𝑅𝑖 (𝑖 = 1,2) 

such that 𝐼2 + 𝐴𝑖 are invertible in 𝑅𝑖 (𝑖 = 1,2). 

Proof. We only give proof for the ring 𝑅1. The other is similar. Assume on contrary that there 

exists a unit-regular matrix 𝐴1 in 𝑅1 = (
  ℤ ℤ
4ℤ ℤ

) such that 𝐼2 + 𝐴1 are invertible in 𝑅1. In the 

general case, we consider the unit-regular element 

𝐴1 = (
𝑎 𝑏
0 0

) = (
1 0
0 0

) (
𝑥 𝑦

4𝑧 𝑡
) 

where 𝐸 = (
1 0
0 0

) is an idempotent and 𝑈 = (
𝑥 𝑦

4𝑧 𝑡
) is a unit. By the assumption, 𝐼2 + 𝐴1 

must be also invertible in 𝑅1, i.e., 

𝐼2 + 𝐴1 = (
1 0
0 1

) + (
𝑎 𝑏
0 0

) = (
𝑎 + 1 𝑏

0 1
) 
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and 𝑑𝑒𝑡(𝐼2 + 𝐴1) = 𝑎 + 1 = ∓1. Now we can proceed with the following cases. 

Case 1. If 𝑎 + 1 = 1, then 𝑎 = 0. 

Hence 𝐴1 = (
𝑎 𝑏
0 0

) = (
0 𝑏
0 0

) which is not a unit-regular element in 𝑅1. 

Case 2. If 𝑎 + 1 = −1, then 𝑎 = −2. 

Hence  𝐴1 = (
𝑎 𝑏
0 0

) = (
−2 𝑏
0 0

) = (
1 0
0 1

) (
−2 𝑏
4z t

), which gives us that 2𝑡 + 4𝑏𝑧 should 

be ∓1. Clearly, this equation has no integer solutions. ∎ 

4. Conclusion  

In this paper, we focus two subring of 𝑀2(ℤ). We give basic way to find not nil-clean elements 

which are unipotent and clean. We give examples of the product of two idempotent (unit-

regulars) not be unit-regular in two subring of 𝑀2(ℤ).  
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Abstract 

In this corrigendum, it is aimed to correct some typos of the paper entitled “Parçalı Düzgün Şebekede Singüler 

Pertürbe Özellikli Lineer Olmayan Reaksiyon Difüzyon Problemleri İçin Nümerik Çözümler” [Erzincan 

University Journal of Science and Technology, 12(1) (2019), 425-436].  
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Düzeltme “Parçalı Düzgün Şebekede Singüler Pertürbe Özellikli Lineer Olmayan 

Reaksiyon Difüzyon Problemleri İçin Nümerik Çözümler”  

Öz 

Bu düzeltmede, “Parçalı Düzgün Şebekede Singüler Pertürbe Özellikli Lineer Olmayan Reaksiyon Difüzyon 

Problemleri İçin Nümerik Çözümler” [Erzincan University Journal of Science and Technology, 12(1) (2019), 

425-436] başlıklı makaleye ait bazı yazım yanlışlarının giderilmesi amaçlanmıştır.  
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Corrigendum to “Numerical Solutions For Singularly Perturbed Nonlinear Reaction Diffusion 

Problems On The Piecewise Equidistant Mesh” 

 

Yukarıda künyesi verilen makalenin aslı 24.03.2019 tarihinde yayınlanmıştır. Sayfa 431 ve sayfa 

434’de bazı sembolik yazım yanlışları tespit edilmiştir [1]. Bu yanlışları giderme adına aşağıda bazı 

düzeltmelere yer verilmiştir:  

Sayfa 431’de “4. Parçalı Düzgün Şebekede Fark Şemasının Kurulması” başlığı altında, bazı 

yerlerde ℏ𝑗 olarak yazılan notasyon ℏ𝑖 olmalıdır. Dolayısıyla, 

ℏ𝑗
−1 ∫ 𝐿𝑢𝜑𝑖𝑑𝑥

𝑥𝑖+1

𝑥𝑖−1

= ℏ𝑗
−1 ∫ (−𝜀2𝑢′′ + 𝑎(𝑥)𝑢(𝑥))𝜑𝑖𝑑𝑥

𝑥𝑖+1

𝑥𝑖−1

= ℏ𝑗
−1 ∫ 𝑓(𝑥, 𝑢)𝜑𝑖𝑑𝑥

𝑥𝑖+1

𝑥𝑖−1

 

ile verilen eşitlik 

ℏ𝑖
−1 ∫ 𝐿𝑢𝜑𝑖𝑑𝑥

𝑥𝑖+1

𝑥𝑖−1

= ℏ𝑖
−1 ∫ (−𝜀2𝑢′′ + 𝑎(𝑥)𝑢(𝑥))𝜑𝑖𝑑𝑥

𝑥𝑖+1

𝑥𝑖−1

= ℏ𝑖
−1 ∫ 𝑓(𝑥, 𝑢)𝜑𝑖𝑑𝑥

𝑥𝑖+1

𝑥𝑖−1

 

şeklinde ve −ℏ𝑗
−1

∫ 𝜀2𝑢′′𝑑𝑥
𝑥𝑖+1

𝑥𝑖−1
 terimi de −ℏ𝑖

−1
∫ 𝜀2𝑢′′𝑑𝑥

𝑥𝑖+1

𝑥𝑖−1
 biçiminde ifade edilmelidir. Ayrıca 𝜑𝑖 

baz fonksiyonuna ilişkin problemlerde kullanılan 𝜑𝑗
(1) ve 𝜑𝑗

(2) ifadeleri 𝜑𝑖
(1) ve 𝜑𝑖

(2) olmalıdır. 

Yani, 𝜑𝑖 baz fonksiyonu 

𝜀2𝜑𝑖
(1)′′

= 0,   𝜑𝑖
(1)(𝑥𝑖) = 1, 𝜑𝑖

(1)(𝑥𝑖−1) = 0 

𝜀2𝜑𝑖
(2)′′

= 0,   𝜑𝑖
(2)(𝑥𝑖) = 1, 𝜑𝑖

(2)(𝑥𝑖+1) = 0 

problemlerinin çözümüdür. 

               Sayfa 434’de “5. Nümerik Örnek” başlığı altında 𝐴𝑖, 𝐵𝑖 ve 𝐶𝑖 katsayıları aşağıda belirtildiği 

biçimde yazılmalıdır: 

𝐴𝑖 =
𝜀2

ℏ𝑖ℎ𝑖
, 𝐵𝑖 =

𝜀2

ℏ𝑖ℎ𝑖+1
, 

𝐶𝑖 = 𝜀²ℏ𝑖
−1 (

1

ℎ𝑖
+

1

ℎ𝑖+1
) + 𝑎𝑖 − 𝑓𝑢(𝑥𝑖, 𝑦𝑖

(𝑛−1)) 
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