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#### Abstract

In this paper, we consider a modified SIR (susceptible-infected-recovered/removed) model that describes the evolution in time of the infectious disease caused by Sars-Cov-2 (Severe Acute Respiratory Syndrome-Coronavirus-2). We take into consideration that this disease can be both symptomatic and asymptomatic. By formulating a suitable mathematical model via a system of ordinary differential equations (ODEs), we investigate how the vaccination rate and the fraction of avoided contacts affect the population dynamics.
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## 1 Introduction

The mathematical epidemiology research area, related to modeling infectious diseases, began to develop in 1771 having Daniel Bernoulli as one of the pioneers, [2]. The SIR models and their modified versions are simple tools that can be used to better understand the dynamics of an epidemic, and they gave a significant contribute also for Covid-19 (coronavirus-19 disease) pandemic. The global pandemic status, due to Sars-Cov-2, has been declared, by World Health Organization, at the beginning of 2020, while the virus started to spread around the globe already at the end of 2019 and beginning of 2020 [1].

In the last year an increasing amount of papers for modeling Covid-19 pandemic was published, only to cite few of them see [3]-[31]. The modeling approach helped in a better understanding of the epidemic evolution, such as transmission dynamics of Covid-19 [17]-[19], Covid-19 forecasting, [3], the importance of implementing population-wide interventions, [24]-[25], the role of asymptomatic individuals in the disease transmission, [30]-[31], the vaccination effect on the pandemic outcome, [32]-[34], etc.

Motivated by the importance of a better understanding of the vaccination effect and of the non-pharmaceutical interventions (NPIs) on the disease spreading, here, we consider an extended version of the already studied modified SIR model, [35], considering susceptible individuals, infected individuals that can show symptoms (symptomatic) or not (asymptomatic), and recovered/removed individuals, respectively. The model is characterized by assuming that the infection rate can change depending on NPIs. The novelty here is to consider also the vaccination rate for the susceptible individuals. For a qualitative analysis of the model we compute the equilibrium points and we study their stability by analyzing the Jacobian matrix eigenvalues. We also compute the basic reproduction number. Moreover, for a
quantitative analysis, via numerical simulation, we investigate how the fraction of avoided contacts and the vaccination rate affects the model outcome, separately using one parameter bifurcation diagrams and jointly by approximating the two strain parameter surface.

The paper outline is as follows. In the first Section, we introduce the model describing all the hypothesis used to build it. In the second Section, we compute a qualitative analysis of the model. In the third Section, via numerical simulations we investigate the importance of both vaccination rate and the fraction of avoided contacts, respectively. Last we present the conclusions of the paper.

## 2 Mathematical model formulation

In this study we introduce a new mathematical model, generalizing the classical SIR model used to describe the transmission and evolution in time of infectious diseases that leads to the immunization of the diseased individual, for the specific case of Sars-Cov-2. In the SIR model we can distinguish three classes of individuals:

Susceptible $H(t)$ : healthy individuals that can get the disease.
Infected $I(t)$ : individuals that are infected and can transmit the disease.
Removed $R(t)$ : individuals that, after being infected, once they recover become immune to the disease, are isolated or died.
For Sars-Cov-2 transmission we consider two different subgroups of the infective classes:
Asymptomatic $A(t)$ : infected individuals that does not present symptoms. We denote with $\phi$ the probability that the disease presents itself in this form.
Symptomatic $S(t)$ : infected individuals that present symptoms. The probability that the disease manifests itself in this form is $1-\phi$.
From now on for simplicity we will abbreviate the new model with SASR (Susceptible-Asymptomatic-Symptomatic-Removed). We assume to have a constant total population in time, $N$, this is reasonable for two reasons: (i) if we consider the beginning of the epidemic it means that only a short interval of time will be considered; (ii) while if we consider a long time after the onset of the epidemic we can assume that the mortality rate due to the disease is lower and lower due to a better understanding of the virus and improvement of the effects of the cure. We also consider the demographic parameters such as constant birth/immigration term, $\Omega$, in the susceptible class and a mortality rate, $\mu_{N}$, due to other causes besides the disease, present in all the considered classes.
The infection rate take into consideration also the effect of non-pharmaceutical interventions (NPIs) by means of a parameter $\psi$, the fraction of avoided contacts, the infection rate reads $\beta=\lambda(1-\psi)$. Here we assume that the contact rate between susceptible and infected is reduced thanks to NPIs adopted by individuals or by institutions, in order to avoid the contagion.
Once infected, a fraction 1 - $\phi$ of individuals can develop symptoms and the remaining ones $\phi$ stay asymptomatic. We also assume that the asymptomatic individuals can develop symptoms at rate $\delta$. Last, we assume that both asymptomatic and symptomatic individuals can move in the removed class at rate $\gamma_{A}$ and $\gamma_{S}$, respectively, and that exist a vaccine and the susceptible individuals can be vaccinated and get a permanent immunity at rate $\mu$.
Given the assumptions introduced above the model reads:

$$
\begin{align*}
& \frac{d H}{d t}=\Omega-\beta \frac{H(A+S)}{N}-\mu_{N} H-\mu H, \\
& \frac{d A}{d t}=\phi \beta \frac{H(A+S)}{N}-\gamma_{A} A-\mu_{N} A-\delta A, \\
& \frac{d S}{d t}=(1-\phi) \beta \frac{H(A+S)}{N}-\gamma_{S} S-\mu_{N} S+\delta A-\mu_{S} S,  \tag{1}\\
& \frac{d R}{d t}=\gamma_{A} A+\gamma_{S} S-\mu_{N} R+\mu H,
\end{align*}
$$

with $\phi, \psi \in[0,1]$. In Figure 1, we have represented a sketch of the main interactions between the four classes of the SASR model.


Figure 1. The diagram for the main interaction between the four classes of the SASR model, without considering the mortality rates and birth/immigration term.

## 3 Qualitative analysis of the model

## Boundedness

It is important to establish that the variables cannot grow unbounded. We show now that the system's trajectories remain within a compact set. We consider the function

$$
\varphi(t)=H(t)+A(t)+S(t)+R(t)
$$

Summing up the equations in (1), we then have

$$
\frac{d \varphi(t)}{d t}+\mu_{N} \varphi(t)=\Omega-\mu_{S} S \quad \Leftrightarrow \quad \frac{d \varphi(t)}{d t}+\mu_{N} \varphi(t) \leq \Omega
$$

Since $\varphi(0)=N$, we can solve the corresponding differential equation, and find that:

$$
\varphi(t) \leq \max \left\{\frac{\Omega}{\mu_{N}}, N\right\}
$$

which guarantees that every single variable must have the same upper bound as well.

## Equilibrium points

In order to find the equilibrium points we assume $a=\gamma_{A}+\mu_{N}+\delta, b=\gamma_{S}+\mu_{S}+\mu_{N}$ and $W=\frac{H(A+S)}{N}$ in (1), and get the new simplified version of the model by equating to zero the right hand side of the obtained model:

$$
\left\{\begin{array}{l}
\Omega-\beta W-\mu_{N} H-\mu H=0  \tag{2}\\
\phi \beta W-a A=0 \\
(1-\phi) \beta W-b S+\delta A=0 \\
\gamma_{A} A+\gamma_{S} S-\mu_{N} R+\mu H=0 \\
W=\frac{H(A+S)}{N}
\end{array}\right.
$$

which is equivalent to

$$
\left\{\begin{array}{l}
H=\frac{\Omega-\beta W}{\mu_{N}+\mu}  \tag{3}\\
A=\frac{\phi \beta W}{a}, \\
S=\frac{\beta W(a(1-\phi)+\delta \phi)}{a b}, \\
\gamma_{A}\left(\frac{\phi \beta W}{a}\right)+\gamma_{S}\left(\frac{\beta W(a(1-\phi)+\delta \phi)}{a b}\right)-\mu_{N} R+\mu\left(\frac{\Omega-\beta W}{\mu_{N}+\mu}\right)=0 \\
W=\frac{\left(\frac{\Omega-\beta W}{\mu_{N}+\mu}\right)\left(\frac{\phi \beta W}{a}+\frac{\beta W(a(1-\phi)+\delta \phi)}{a b}\right)}{N}
\end{array}\right.
$$

Solving the last equation of (3) we get

$$
\begin{aligned}
& W_{1}=0 \\
& \text { or } \\
& W_{2}=\frac{-\phi \beta b \Omega-a \beta \Omega+a \beta \phi \Omega-\delta \phi \beta \Omega+N a b\left(\mu_{N}+\mu\right)}{\beta^{2}(-\phi b-a+a \phi-\delta \phi)} .
\end{aligned}
$$

- For $W_{1}$ we get the disease free equilibrium (DFE)

$$
E_{0}=\left(H_{0}, A_{0}, S_{0}, R_{0}\right)=\left(\frac{\Omega}{\mu_{N}+\mu}, 0,0, \frac{\mu \Omega}{\mu_{N}\left(\mu_{N}+\mu\right)}\right)
$$

that is always feasible.

- For $W_{2}$ we get the coexistence equilibrium

$$
E_{*}=\left(H_{*}, A_{*}, S_{*}, R_{*}\right)
$$

with

$$
\begin{aligned}
H_{*} & =\frac{N a b}{\beta(a(1-\phi)+\phi(b+\delta))}, \\
A_{*} & =\frac{\phi\left[\beta \Omega(a(1-\phi)+\phi(b+\delta))-N a b\left(\mu_{N}+\mu\right)\right]}{a \beta(a(1-\phi)+\phi(b+\delta))}, \\
S_{*} & =\frac{(a(1-\phi)+\delta \phi)\left[\beta \Omega(a(1-\phi)+\phi(b+\delta))-N a b\left(\mu_{N}+\mu\right)\right]}{a b \beta(a(1-\phi)+\phi(b+\delta))}, \\
R_{*} & =\frac{\left(b \gamma_{A} \phi+\gamma_{S}(a(1-\phi)+\delta \phi)\left[\Omega \beta(a(1-\phi)+\phi(b+\delta))-N a b\left(\mu_{N}+\mu\right)\right]-\mu N a^{2} b^{2}\right.}{\mu_{N} a b \beta(a(1-\phi)+\phi(b+\delta))} .
\end{aligned}
$$

Notice that $H_{*}>0$, while

$$
A_{*}>0 \quad \Leftrightarrow \quad \frac{\phi\left[\beta \Omega(a(1-\phi)+\phi(b+\delta))-N a b\left(\mu_{N}+\mu\right)\right]}{a \beta(a(1-\phi)+\phi(b+\delta))}>0
$$

solving the inequality for $\mu$ we get that

$$
\mu<\frac{\beta \Omega(a(1-\phi)+\phi(b+\delta))}{N a b}-\mu_{N}
$$

must hold. Assuming $A_{*}>0$ also $S_{*}>0$ and $R_{*}>0$ hold and the coexistence equilibrium $E_{*}$ is feasible.

## Jacobian matrix and characteristic polynomial

In order to study the stability of the equilibrium points we need to compute the eigenvalues of the Jacobian matrix associated to system (1), evaluated at the equilibrium points. The Jacobian matrix is

$$
J=\left(\begin{array}{cccc}
-\beta \frac{(A+S)}{N}-\mu_{N}-\mu & -\beta \frac{H}{N} & -\beta \frac{H}{N} & 0  \tag{4}\\
\phi \beta \frac{(A+S)}{N} & \phi \beta \frac{H}{N}-a & \phi \beta \frac{H}{N} & 0 \\
(1-\phi) \beta \frac{(A+S)}{N} & (1-\phi) \beta \frac{H}{N}+\delta & (1-\phi) \beta \frac{H}{N}-b & 0 \\
\mu & \gamma_{A} & \gamma_{S} & -\mu_{N}
\end{array}\right)
$$

We compute the characteristic polynomial associated to $J$ by computing $\operatorname{det}(J-x I)$, and we get

$$
\begin{align*}
& p(x)=\frac{\left(-\mu_{N}-\chi\right)}{N} \cdot\left[N x^{3}+\chi^{2}\left(\beta(A+S-H)+N\left(a+b+\mu_{N}+\mu\right)\right)+\right. \\
& +\chi\left(-\beta H\left(\mu_{N}+\mu+a(1-\phi)+\phi(b+\delta)\right)+\beta(A+S)(a+b)+N\left(a b+\left(\mu_{N}+\mu\right)(a+b)\right)\right)+ \\
& \left.-\beta H\left(\left(\mu_{N}+\mu\right)(a(1-\phi)+\phi(b+\delta))\right)+a b \beta(A+S)+N a b\left(\mu_{N}+\mu\right)\right] . \tag{5}
\end{align*}
$$

Substituting in (5) the values of $E_{0}$ we get

$$
p_{0}(x)=\left(\mu_{N}+x\right)\left(\mu_{N}+\mu+x\right)\left[x^{2}+\left(a+b-\frac{\beta \Omega}{N\left(\mu_{N}+\mu\right)}\right) x+a b-\frac{\beta \Omega[a(1-\phi)+\phi(b+\delta)]}{N\left(\mu_{N}+\mu\right)}\right]
$$

that has two negative eigenvalues $x_{1}=-\mu_{N} \mathrm{e} x_{2}=-\left(\mu_{N}+\mu\right)$. In order to have a stable DFE we should analyze the sign of the real parts of the roots of the second degree polynomial

$$
\begin{equation*}
\chi^{2}+\left(a+b-\frac{\beta \Omega}{N\left(\mu_{N}+\mu\right)}\right) x+a b-\frac{\beta \Omega[a(1-\phi)+\phi(b+\delta)]}{N\left(\mu_{N}+\mu\right)} . \tag{6}
\end{equation*}
$$

Notice that, $\forall \phi, \psi \in[0,1]$, the two roots of (6) are real. Imposing the second and the third coefficients of (6) to be positive and solving with respect to the vaccination rate, $\mu$, we get the condition

$$
\mu>\max \left\{\frac{\beta \Omega}{N(a+b)}-\mu_{N}, \quad \frac{\beta \Omega[a(1-\phi)+\phi(b+\delta)]}{N a b}-\mu_{N}\right\}
$$

that guaranties that the second degree equation, (6), has two negative real roots and thus the stability of $E_{0}$. In analogues way we study the stability of the coexistence equilibrium. We evaluate the Jacobian matrix (4) at $E_{*}$ and we compute the associated characteristic polynomial

$$
\begin{equation*}
p_{*_{\mu}}(x)=\left(\mu_{N}+x\right)\left(x^{3}+a_{2} x^{2}+a_{1} x+a_{0}\right) \tag{7}
\end{equation*}
$$

with

$$
\begin{aligned}
& a_{2}=\frac{1}{N}\left[\frac{N a b}{(a(1-\phi)+\phi(b+\delta))}+\frac{\beta \Omega(a(1-\phi)+\phi(b+\delta))}{a b}+N(a+b)\right], \\
& a_{1}=\frac{1}{N}\left[\frac{-N a b\left(\mu_{N}+\mu\right)}{(a(1-\phi)+\phi(b+\delta))}+\frac{[\beta \Omega(a(1-\phi)+\phi(b+\delta))](a+b)}{a b}\right], \\
& a_{0}=\frac{1}{N}\left[\beta \Omega(a(1-\phi)+\phi(b+\delta))-N a b\left(\mu_{N}+\mu\right)\right] .
\end{aligned}
$$

The root $x_{1}=-\mu_{N}$ is always negative while for the coexistence equilibrium to be stable the Routh-Hurwitz criterion must hold $a_{0}>0$ (true if the equilibrium is feasible), $a_{2}>0$ (true) and $a_{1} a_{2}>a_{0}$.

Table 1. Parameters of the model for data considering Italy. ${ }^{a}$ [36](ISTAT 2018), ${ }^{b} \Omega$ was chosen such that $H(0) \simeq \Omega / \mu_{N},{ }^{c}$ [38], ${ }^{d}$ [39], ${ }^{e}$ Fitted using data from [37].

| Parameters | Name | Value | Unit |
| :---: | ---: | ---: | ---: |
| $N$ | total population | $60.36 \times 10^{6}{ }^{a}$ | human |
| $\Omega$ | birth and immigration | $633780^{b}$ | human/day |
| $\lambda$ | infection rate | $0.292^{c}$ | day $^{-1}$ |
| $\psi$ | fraction of avoided contacts | test | pure number |
| $\phi$ | prob. of undergoing asympt. infection | $0.5^{d}$ | pure number |
| $\gamma_{A}$ | per capita recovery rate A | 0.028 | day $^{-1}$ |
| $\gamma_{S}$ | per capita recovery rate S | $0.028^{e}$ | day $^{-1}$ |
| $\mu_{N}$ | mortality rate due to other causes | $0.0105^{a}$ | day $^{-1}$ |
| $\mu$ | vaccination rate | test $^{2}$ | day $^{-1}$ |
| $\delta$ | transition from $A \rightarrow S$ | $0.067^{d}$ | day $^{-1}$ |
| $\mu_{S}$ | mortality rate due Covid-19 | $0.0069^{e}$ | day $^{-1}$ |
| $a$ | $\gamma_{A}+\mu_{N}+\delta$ | 0.1055 | day $^{-1}$ |
| $b$ | $\gamma_{S}+\mu_{S}+\mu_{N}$ | 0.0454 | day $^{-1}$ |

## Basic reproduction number $R_{0}$

The basic reproduction number, $R_{0}$, is "the expected number of secondary cases produced, in a completely susceptible population, by a typical infective individual", (e.g. [40]). The importance of $R_{0}$ in the spreading of a disease is related to its value. The ideal scenario is $R_{0}<1$, in this case the infection cannot grow. This means that on average an infected individual produces less than one new infected individual over the course of its infectious period. Conversely if $R_{0}>1$, the disease spread over the population, in fact each infected individual produces, on average, more than one new infection. We compute the basic reproduction number using the next generation matrix technique, (for a detailed description of the method see [40], [41]), and we get

$$
\begin{equation*}
R_{0}=\frac{\lambda(1-\psi) \Omega}{\left(\mu_{N}+\mu\right) N a b}[(1-\phi) a+\phi(b+\delta)] \tag{8}
\end{equation*}
$$

where we used that $\beta=\lambda(1-\psi)$. From (8) one can see that also in presence of the vaccine the epidemic can evolve and the stability of the coexistence equilibrium is reached. In order to have the stability of the DFE the vaccination efficiency must be greater than a certain threshold

$$
\begin{equation*}
\mu>\left(R_{0}-1\right) \mu_{N}=\frac{\lambda(1-\psi) \Omega(a(1-\phi)+\phi(b+\delta))}{N a b}-\mu_{N} \tag{9}
\end{equation*}
$$

For values of $\mu$ for which (9) does not hold the disease spread and the coexistence equilibrium stability is reached.

## 4 Numerical analysis of the model

In this section we will analyze, from a numerical perspective, how the vaccination rate and the fraction of avoided contacts affects the solutions of the system of ordinary differential equations, defined in (1). We also find the transcritical bifurcation value for $\mu$ fixing all the other parameter values as in Table 1 and $\psi=0$. Assuming that $\mu=0$, no vaccination is available, we investigate the importance of the fraction of avoided contact parameter, $\psi$. In Figure 2 are reported the solutions of system (1) for 5 different values of $\psi$ in $[0,1]$ with step 0.2. Notice that if $\psi=1$, meaning that the virus does not circulate and the infection rate is zero, the DFE become stable, on the other side for $\psi=0$ no measures to avoid contact are taken and the coexistence equilibrium reach its stability. It is worth noting that increasing the NPIs the maximum value of the peak in the asymptomatic and symptomatic populations not only decrease but is also shifted to the right, so there is a delay which can give an advantage in those situations where the ICU (Intensive Care Units) are overloads. In Figure 3 we have plotted the six numerical solutions of the ODE system (1), fixing all the parameter values as in Table $1, \psi=0$ and $\mu$ assuming 6 different values in the interval $[0,0.5]$ with step 0.1 . Notice that without a vaccine $(\mu=0)$ both asymptomatic and symptomatic individuals reaches their highest peak, with all the other solution pressed against the abscissa axis, though they are not zero. In fact in Figure 4 we have reported a zoomed version of this two populations for values of $\mu$ much closer to 0 , that confirm the stability of the coexistence equilibrium (for the first three lowest values) where the disease it is not yet eradicated and for $\mu=0.06$ the stability of the DFE. In Figure 5 we have plotted one parameter bifurcation diagram with respect to $\mu$ (left panel) and $\psi$ (right panel), respectively. For $\mu \simeq 0.059$ (or for $\psi \simeq 0.81$ ) a transcritical bifurcation arises and for system (1) the coexistence equilibrium interchanges its stability with the disease free equilibrium. In Figure 6 we have represented a two strain parameter plot with respect to both $\mu$ and $\psi$. We can see that without vaccination the system reach the DFE stability only for values of the fraction of avoided contact close to 1 , that means strict measures are needed in order to have an infection rate close to 0 . Moreover if we assume that the fraction of avoided contacts is 0 , which means no measures are taken, the DFE it is stable for a vaccination rate higher than 0.06 ( $\leqslant 17$ days). In Figure 7 we represented the contour plots of the surfaces introduced in Figure 6.


Figure 2. The numerical solutions of system (1) fixing all the parameter values as in Table $1, \mu=0$ (no vaccination) and $\psi$ assuming 6 different values in the interval [ 0,1 ] with step 0.2. Top row: Susceptible individuals in time (left panel) and asymptomatic individuals in time (right panel). Bottom row: symptomatic individuals in time (left panel) and recovered/removed individuals in time (right panel).

## 5 Conclusions

In this paper we have introduced a SASR (Susceptible-Asymptomatic-Symptomatic-Recovered/Removed) model to describe the dynamics of four different classes of individuals where Sars-Cov-2 virus infection is considered. In this model we have also considered the vaccination rate and a parameter in the infection rate that represent the avoided contacts between individuals due to NPIs. We computed the disease free equilibrium and the coexistence equilibrium and analyzed their local stability. Moreover we have computed the basic reproduction number.

From the numerical investigation we can conclude that: (i) increasing the fraction of avoided contacts $\psi$ leads to, not only to delay the peak, but also to lower the maximum value, with a direct consequence on decreasing the pressure on the ICU; (ii) assuming to have an efficient vaccine with a permanent immunity, we found a critical value for the vaccination rate, bellow which the disease free equilibrium is locally asymptotically stable, while if above this threshold we have the confirmation that higher the efficiency of vaccine lower the peak of infected individuals at the coexistence equilibrium. From the two strain parameter analysis we can conclude that both an efficient vaccine and a high fraction of avoided contacts lead to the stability of the disease free equilibrium, but also that higher the efficiency of the vaccine smaller the fraction of avoided contact must be.


Figure 3. The numerical solutions of system (1) fixing all the parameter values as in Table $1, \psi=0$ and $\mu$ assuming 6 different values in the interval [ $0,0.5$ ] with step 0.1 . Top row: Susceptible individuals in time (left panel) and asymptomatic individuals in time (right panel). Bottom row: symptomatic individuals in time (left panel) and recovered/removed individuals in time (right panel).


Figure 4. Zoomed version of Figure 3 for asymptomatic (left) and symptomatic (right) populations, respectively, assuming $\mu$ varying in [0, 0.06] with step 0.015.
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Figure 5. One parameter bifurcation diagram with respect to the vaccination rate $\mu$ (left panel) and to fraction of avoided contacts $\psi$ (right panel). All the other parameter values fixed as in Table $1, \psi=0$ (left panel) and $\mu=0$ (right panel). For $\mu \simeq 0.059$ (and $\psi \simeq 0.81$ ) a transcritical bifurcation arises, (the coexistence equilibrium interchanges its stability with the disease free equilibrium).


Figure 6. The numerical solutions of system (1) fixing all the parameter values as in Table 1 , and varying $\psi \in[0,1]$ and $\mu \in[0,0.1]$. Top row: Susceptible individuals (left panel) and Asymptomatic individuals (right panel). Bottom row: Symptomatic individuals (left panel) and Recovered individuals (right panel).
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Figure 7. Contour plot of the surfaces represented in Figure 6.
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#### Abstract

In this paper, we present a mathematical model of stem cells and chemotherapy for cancer treatment, in which the model is represented by fractional order differential equations. Local stability of equilibrium points is discussed. Then, the existence and uniqueness of the solution are studied. In addition, in order to point out the advantages of the fractional order modeling, the memory trace and hereditary traits are taken into consideration. Numerical simulations have been used to investigate how the fractional order derivative and different parameters affect the population dynamics, the graphs have been illustrated according to different values of fractional order $\alpha$ and different parameter values. Moreover, we have examined the effect of chemotherapy on tumor cells and stem cells over time. Furthermore, we concluded that the memory effect occurs as the $\alpha$ decreases from 1 and the chemotherapy drug is quite effective on the populations. We hope that this work will contribute to helping medical scientists take the necessary measures during the screening process and treatment.
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## 1 Introduction

Cancer is a general term that includes a wide range of diseases that can affect any part of the body. One of the distinguishing features of cancer is the rapid generation of abnormal cells that grow outside their normal limits and can then invade neighboring parts of the body and spread to other parts of it. Despite the scientific and technological development, cancer is a major cause of death worldwide, and it claimed the lives of 10 million people in 2020. According to the World Health Organization (WHO), between $30 \%$ and $50 \%$ of cancer cases can be prevented by avoiding risk factors for the disease to prevent it. The burden of cancer can also be reduced by detecting the disease early and providing patients with adequate treatment and care, given that the chances of recovery from many types of cancer increase if they are diagnosed early and treated appropriately. Many researchers have described the interactions between the immune system especially effector cells and tumor cells, where a mathematical modeling was used to clarify the relationship between them as in $[1,2,3,30,31]$. Recently, researches were directed to study the effect of stem cell therapy to reduce the growth of tumor cells due to the importance of stem cells in blood formation, as they grow into different types of blood cells such as red and white blood cells and platelets that contribute to stimulating
the patient's immune system and that were destroyed by Chemotherapy, radiotherapy, or both. A fractional-order model of tumor-immune system interaction has been proposed in [4], and a Chaotic dynamics of a fractional order HIV-1 model involving AIDS-related cancer cells has been given to understand the mechanism that underlies AIDS-related cancers in [8]. As in [13, 14, 15, 16] the effectiveness of using stem cells to boost the patient's immune system has been shown, which may in the future be a treatment for most types of cancer. In this work, we extend the study [17]. Taking into account the interaction of stem cells, tumor cells and chemotherapy for the treatment of cancer, we propose a fractional-order instead of integer-order model to show how effective stem cells are in improving the immune system, which in turn better fights tumor cells [10, 11, 12, 18]. Many real life systems are described better by fractional differential equations, e.g. heat equation, telegraph equation, social systems, medical imaging, pollution control, cancer dynamics, infectious diseases, and a lossy electric transmission line are all involved with fractional order operators [ $8,9,18,19$ ]. We propose a model motivated by Manar A. Alqudah's work [17], Manar presented a study of ordinary differential equations model that describes the stem cells and chemotherapy for treatment of cancer to show how the stem cells support the effector cells which fighting the tumor cells to improve the immune system of the cancer patient while the chemotherapy kills the infected cells. The mathematical model of treatment of cancer studied in [17] is presented by:

$$
\left\{\begin{align*}
\frac{d S}{d t} & =\gamma_{1} S-k_{s} M S  \tag{1}\\
\frac{d T}{d t} & =r(1-b T) T-\left(p_{3} E+k_{T} M\right) T \\
\frac{d E}{d t} & =\sigma-\mu E+\frac{p_{1} E S}{S+1}-p_{2}(T+M) E \\
\frac{d M}{d t} & =-\gamma_{2} M+V(t)
\end{align*}\right.
$$

In the previous model $S(t)$ stem cells, $T(t)$ tumor cells, $E(t)$ effector cells, $M(t)$ chemotherapy concentration drug, and the initial conditions are: $S(0)=S_{0}, E(0)=E_{0}, T(0)=T_{0}, 0 \leq t \leq \infty$ and $M(0)=0$ if $V_{0}=0$.

In our paper, the fractional order form of the model (1) is considered with the Caputo sense [20]. In addition, so that the system (1) is dimensionally consistent: the units of measurement from the left- and right-hand sides of the equations agree. It has been achieved by modifying the parameters involved in the right-hand side of the equations, e.g. raising them to power $\alpha$. The new system as follows:

$$
\left\{\begin{array}{l}
{ }_{C} D^{\alpha} S(t)=\gamma_{1}^{\alpha} S-k_{s}^{\alpha} M S  \tag{2}\\
{ }_{C} D^{\alpha} T(t)=r^{\alpha}\left(1-b^{\alpha} T\right) T-\left(p_{3}^{\alpha} E+k_{T}^{\alpha} M\right) T \\
{ }_{C} D^{\alpha} E(t)=\sigma^{\alpha}-\mu^{\alpha} E+\frac{p_{1}^{\alpha} E S}{S+1}-p_{2}^{\alpha}(T+M) E \\
{ }_{C} D^{\alpha} M(t)=-\gamma_{2}^{\alpha} M+V(t)
\end{array}\right.
$$

with the same initial conditions in (1) and $\alpha$ is the order of the model $0<\alpha \leq 1$.
The parameters description are summarized in Table 1. Some values are taken arbitrarily to easy solving the model numerically and the others are taken from [17] to be compatible with the description of model (2). We assumed that all of the parameters to be non-negative was $\gamma_{1}$ non-positive as stated in [17].

Table 1. Parameter values used for numerical analysis

| Parameters | Description | Values | Reference |
| :--- | :--- | :--- | :--- |
| $S_{0}$ | Stem cells initial concentration | 1 | $[17]$ |
| $T_{0}$ | Density of free tumors | 1 | $[17]$ |
| $E_{0}$ | Effector cells initial concentration | 1 | $[17]$ |
| $M_{0}$ | Chemotherapy concentration drug | 1 | $[17]$ |
| $V_{0}$ | The time dependent external influx of chemotherapy drug | 0.18 | $[17]$ |
| $r$ | Tumor growth rate | 0 | $[17]$ |
| $\gamma_{1}$ | Decay rate of concentration of stem cells | -0.02825 | $[17]$ |
| $\gamma_{2}$ | Decay rate of chemotherapy drug | 6.4 | $[17]$ |
| $\sigma$ | The rate of produced effector cells | 0.17 | $[17]$ |
| $\mu$ | The natural death rate of the effector cell | 0.03 | $[17]$ |
| $p_{1}$ | Maximum rate of effector cells | 0.1245 | $[17]$ |
| $p_{2}$ | Decay rate of effector cells killed by tumor cells and chemotherapy | 1 | $[17]$ |
| $p_{3}$ | Decay rate of tumor cells killed by effector cells | 0.9 | $[17]$ |
| $b$ | Carrying capacity of tumor cells | $10^{-9}$ | $[17]$ |
| $k_{s}$ | Fractional stem cells killed by chemotherapy | 1 | $[17]$ |
| $k_{T}$ | Fractional tumor cells killed by chemotherapy | 0.9 | $[17]$ |
| $V(t)$ | The time dependent external influx of chemotherapy drug | 1 | $[17]$ |

Motivated by the above discussion, the aim of this study is to investigate a fractional-order mathematical model of stem cell- cancer cell- immune system interaction. The reason of using fractional order differential equations is that they are naturally related to systems with memory which exists in cancer cells-immune system interactions. The most essential property of these models is their nonlocal property which does not exist in the integer order differential operators. Mathematical models, using ordinary differential equations with integer order have been proved valuable in understanding the dynamics of diseases. But, they have some limitations when compared with the fractional order derivatives. Integer order derivatives only describe the instantaneous biological events. Fractional order's nonlocal
property says that the next stage of a model depends not only upon its current state but also upon all of its historical states. Therefore, models with fractional order differential equations provide more advantages than integer order mathematical models. In this study, both fractional modeling has been taken into account and estimated data have been used. Meanwhile, dimensional compatibility has been considered in order to better reveal the effect of fractional-order in the proposed fractional-order stem cell-cancer cell-immune system interaction. Additionally, we have aimed to point out the advantages of the fractional order modeling, taking into consideration the memory trace and hereditary traits which are capable of integrating all past activities and taking into account the long-term history of the system. In this context, it can be seen that the memory trace dynamics are highly dependent on time. When the fractional-order $\alpha$ is decreased from the unit, the memory trace nonlinearly increases from 0 . Hence, the fractional-order system dynamics are quite different from the integer-order dynamics. It is thought that there is no such study in the literature that deals with the stem cell-cancer relationship, and making the fractional order model dimensionally consistent, and taking into account the memory effect/hereditary characteristics.

The remaining part of this paper is prepared as follows. In Sec. (2), some definitions of a fractional order derivative (FOD) and some important theorems for FODs are given. In Sec. (3), the existence and uniqueness conditions of the solutions are given. In Sec. (4), stability theorems for the equilibrium points are examined. In Sec. (5), the numerical simulation and data analysis have been given. In Sec. (6), the effects of the memory trace on the behaviour of the system (2) are examined. In Sec. (7), to investigate the effects of different parameter values and different values of $\alpha$ on the dynamic behavior of the proposed model, the numerical solutions have been carried out. Finally, the Results and Discussion are given in Sec. (8).

## 2 Preliminaries

The fractional-order derivation and the fractional-order integration have many definitions such that the Riemann-Liouville definition, Caputo definition, Hadamard fractional integral, Atangana-Baleanu fractional integral, Riesz derivative, and Generalized Functions approaches [5, 7, 20, 26]. The most commonly used of these are Riemann-Liouville and Caputo definitions. Caputo reformulated the definition of the Riemann-Liouville fractional derivative by switching the order of the ordinary derivative with the fractional integral operator. By doing so, the Laplace transform of this new derivative depends on integer order initial conditions, differently from the initial conditions when we use the Riemann-Liouville fractional derivative, which involves fractional order conditions, give a well understanding of the properties of many physical phenomena which makes it applicable to the problems of our real world.

Definition $1[20,26]$ The fractional integral of order $\alpha>0$, of the function $f(t), t>0$ is given by

$$
I^{\alpha} f(t)=\int_{0}^{t} \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)} f(s) d s
$$

and the fractional derivative of order $\alpha \in(n-1, n)$ of $f(t), t>0$ is given by

$$
D^{\alpha} f(t)=I^{n-\alpha} D^{n} f(t) \quad\left(D=\frac{d}{d t}\right)
$$

Definition 2 [20] Let $f: R_{+} \rightarrow R$ continuous function. The Caputo fractional-order derivative is given by

$$
{ }_{C} D_{t_{0}, t}^{\alpha} f(t)=\frac{1}{\Gamma(m-\alpha)} \int_{0}^{t}(t-\tau)^{m-\alpha-1} f^{(m)}(\tau) d \tau
$$

where $m-1<\alpha<m \in Z^{+}$. For the special case of $0<\alpha<1$, we have

$$
{ }_{C} D_{0, t}^{\alpha} f(t)=\frac{1}{\Gamma(1-\alpha)} \int_{0}^{t}(t-\tau)^{-\alpha} f^{\prime}(\tau) d \tau
$$

For convenience, we use the notation ${ }_{C} D^{\alpha} f(t)$ instead of ${ }_{C} D_{0, t}^{\alpha} f(t)$ to denote the Caputo fractional-order derivative operator.

Theorem 1 [27, 28] If $X^{*}$ is the equilibrium point of system (2), then system (2) is
(1) Asymptotically stable $\Longleftrightarrow$ all the eigenvalues $\lambda_{i}, i=1,2, \ldots, n$ of the Jacobian matrix $J\left(X^{*}\right)$ satisfy that $\left|\arg \left(\lambda_{i}\right)\right|>\frac{\alpha \pi}{2}$.
(2) Stable $\Longleftrightarrow$ it is asymptotically stable or the eigenvalues $\lambda_{i}, i=1,2, \ldots, n$ of $J\left(X^{*}\right)$ that satisfy $\left|\arg \left(\lambda_{i}\right)\right|=\frac{\alpha \pi}{2}$ have the same geometric and geometric multiplicity for $\lambda_{i}$ is 1 .
(3) Unstable $\Longleftrightarrow$ eigenvalues $\lambda_{i}$ for some $i=1,2, \ldots, n$ of $J\left(X^{*}\right) \operatorname{satisfy}\left|\arg \left(\lambda_{i}\right)\right|<\frac{\alpha \pi}{2}$.

## 3 Existence and uniqueness

Consider system (2) with the initial conditions $S(0)=S_{0}, E(0)=E_{0}, T(0)=T_{0}, M(0)=0$ if $V_{0}=0$. System (2) can be written in the following form:

$$
\left\{\begin{align*}
{ }_{C} D^{\alpha} X(t) & =B_{1} X(t)+S(t) B_{2} X(t)+T(t) B_{3} X(t)+E(t) B_{4} X(t)+M(t) B_{5} X(t)+\vartheta  \tag{3}\\
X\left(t_{0}\right) & =X_{0}
\end{align*}\right.
$$

where

$$
\begin{aligned}
& X(t)=\left(\begin{array}{c}
S(t) \\
T(t) \\
E(t) \\
M(t)
\end{array}\right), X(0)=\left(\begin{array}{c}
S(0) \\
T(0) \\
E(0) \\
M(0)
\end{array}\right), \quad B_{1}=\left(\begin{array}{cccc}
\gamma_{1}^{\alpha} & 0 & 0 & 0 \\
0 & r^{\alpha} & 0 & 0 \\
0 & 0 & -\mu^{\alpha} & 0 \\
0 & 0 & 0 & -\gamma_{2}^{\alpha}
\end{array}\right), \\
& B_{2}=\left(\begin{array}{cccc}
0 & 0 & 0 & -k_{s}^{\alpha} \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right), B_{3}=\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & -b^{\alpha} & 0 & 0 \\
0 & 0 & -p_{2}^{\alpha} & 0 \\
0 & 0 & 0 & 0
\end{array}\right), B_{4}=\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & -p_{3}^{\alpha} & 0 & 0 \\
\frac{p_{1}^{\alpha}}{S+1} & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right), \\
& B_{5}=\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & -k_{T}^{\alpha} & 0 & 0 \\
0 & 0 & -p_{2}^{\alpha} & 0 \\
0 & 0 & 0 & 0
\end{array}\right), \quad \vartheta=\left(\begin{array}{c}
0 \\
0 \\
\sigma^{\alpha} \\
V(t)
\end{array}\right) .
\end{aligned}
$$

In view of $[4,25,26]$ desired definitions for the existence and uniqueness are defined as follows:
Definition 3 Let $C^{*}[0, \tau]$ be the class of continuous column vector $X(t)$ whose components $S, T, E, M \in C^{*}[0, \tau]$ are the class of continuous functions on the interval $[0, \tau]$. The norm of $X \in C^{*}[0, \tau]$ is given by

$$
\|X\|=\sup _{t}\left|e^{-N t} S(t)\right|+\sup _{t}\left|e^{-N t} T(t)\right|+\sup _{t}\left|e^{-N t} E(t)\right|+\sup _{t}\left|e^{-N t} M(t)\right|
$$

where $N$ is a natural number and when $t>\delta \geq m$, we write $C_{\delta}^{*}[0, \tau]$ and $C_{\delta}[0, \tau]$.
Definition $4 X \in C^{*}[0, \tau]$ is a solution of IVP (3) if
(1) $(t, X(t)) \in \mathcal{D}, t \in[0, \tau]$ where $\mathcal{D}=[0, \tau] \times \mathcal{K}, \mathcal{K}=\left\{(S, T, E, M) \in \mathcal{R}_{+}^{4}:|S| \leq p,|T| \leq r,|E| \leq w,|M| \leq q\right\} ; p, r, w, q \in R_{+}$are constants.
(2) $X(t)$ satisfies (3).

Theorem 2 The solution $X$ of IVP (3) is unique and $X \in C^{*}[0, \tau]$.
Proof From the properties of fractional calculus, Eq. (3) can be written as

$$
I^{1-\alpha} \frac{d}{d t} X(t)=B_{1} X(t)+S(t) B_{2} X(t)+T(t) B_{3} X(t)+E(t) B_{4} X(t)+M(t) B_{5} X(t)+\vartheta
$$

Operating by $I^{\alpha}$, we obtain

$$
\begin{equation*}
X(t)=X(0)+I^{\alpha}\left(B_{1} X(t)+S(t) B_{2} X(t)+T(t) B_{3} X(t)+E(t) B_{4} X(t)+M(t) B_{5} X(t)+\vartheta\right) \tag{4}
\end{equation*}
$$

Now let $F: C^{*}[0, \tau] \rightarrow C^{*}[0, \tau]$ defined by

$$
\begin{equation*}
F X(t)=X(0)+I^{\alpha}\left(B_{1} X(t)+S(t) B_{2} X(t)+T(t) B_{3} X(t)+E(t) B_{4} X(t)+M(t) B_{5} X(t)+\vartheta\right) \tag{5}
\end{equation*}
$$

Then

$$
\begin{aligned}
e^{-N t}(F X-F Y) & =e^{-N t} I^{\alpha}\left(B_{1}(X(t)-Y(t))+S(t) B_{2}(X(t)-Y(t))+T(t) B_{3}(X(t)-Y(t))+E(t) B_{4}(X(t)-Y(t))+M(t) B_{5}(X(t)-Y(t))\right) \\
& \leq\left|\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} e^{-N(t-s)}(X(s)-Y(s)) e^{-N s} d s\right|\left(B_{1}+p B_{2}+r B_{3}+w B_{4}+q B_{5}\right) \\
& \leq \frac{\left(B_{1}+p B_{2}+r B_{3}+w B_{4}+q B_{5}\right)|\gamma(\alpha, u)|}{N^{\alpha}}\|X-Y\|
\end{aligned}
$$

where $\gamma(\alpha, u)$ is the lower incomplete gamma function and $u=t-s$. If we choose $N$ such that $N^{\alpha} \geq|\gamma(\alpha, u)| B_{1}+p B_{2}+r B_{3}+w B_{4}+q B_{5}$, then we obtain $\|F X-F Y\| \leq\|X-Y\|$. Operator $F$ in (5) has a fixed point. Thus, (4) has a unique solution $X \in C^{*}[0, \tau]$. From (4) we have

$$
\begin{aligned}
X(t) & =X(0)+\frac{t^{\alpha}}{\Gamma(\alpha+1)}\left(B_{1} X(0)+S(0) B_{2} X(0)+T(0) B_{3} X(0)+E(0) B_{4} X(0)+M(0) B_{5} X(0)+\vartheta\right)+I^{\alpha+1}\left(B_{1} X^{\prime}(t)+S^{\prime}(t) B_{2} X(t)\right. \\
& +S(t) B_{2} X^{\prime}(t)+T^{\prime}(t) B_{3} X(t)+T(t) B_{3} X^{\prime}(t)+E^{\prime}(t) B_{4} X(t)+E(t) B_{4} X^{\prime}(t)+M^{\prime}(t) B_{5} X(t)+M(t) B_{5} X^{\prime}(t) \\
e^{-N t} X^{\prime} & =e^{-N t}\left[\frac{t^{\alpha-1}}{\Gamma(\alpha)}\left(B_{1} X(0)+S(0) B_{2} X(0)+T(0) B_{3} X(0)+E(0) B_{4} X(0)+M(0) B_{5} X(0)+\vartheta\right)+I^{\alpha}\left(B_{1} X^{\prime}(t)+S^{\prime}(t) B_{2} X(t)\right.\right. \\
& \left.+S(t) B_{2} X^{\prime}(t)+T^{\prime}(t) B_{3} X(t)+T(t) B_{3} X^{\prime}(t)+E^{\prime}(t) B_{4} X(t)+E(t) B_{4} X^{\prime}(t)+M^{\prime}(t) B_{5} X(t)+M(t) B_{5} X^{\prime}(t)\right] .
\end{aligned}
$$

from which we can deduce that $X^{\prime} \in C_{\sigma}^{*}[0, \tau]$. From (4) we get

$$
\frac{d X}{d t}=\frac{d}{d t} I^{\alpha}\left(B_{1} X(t)+S(t) B_{2} X(t)+T(t) B_{3} X(t)+E(t) B_{4} X(t)+M(t) B_{5} X(t)+\vartheta\right) .
$$

Operating by $I^{1-\alpha}$ we get

$$
\begin{aligned}
& I^{1-\alpha} \frac{d X}{d t}=I^{1-\alpha} \frac{d}{d t} I^{\alpha}\left(B_{1} X(t)+S(t) B_{2} X(t)+T(t) B_{3} X(t)+E(t) B_{4} X(t)+M(t) B_{5} X(t)+V(t) C+\vartheta\right) . \\
& \left.C^{D^{\alpha} X(t)}=B_{1} X(t)+S(t) B_{2} X(t)+T(t) B_{3} X(t)+E(t) B_{4} X(t)+M(t) B_{5} X(t)+\vartheta\right),
\end{aligned}
$$

and

$$
X(0)=X_{0}+I^{\alpha}\left(B_{1} X(t)+S(t) B_{2} X(t)+T(t) B_{3} X(t)+E(t) B_{4} X(t)+M(t) B_{5} X(t)+\vartheta\right) .
$$

Therefore, Eq. (4) is equivalent to IVP (3).

## 4 Equilibrium points and stability analysis

To calculate the equilibrium points of system (2) let [29]

$$
\left\{\begin{array}{l}
{ }^{C D^{\alpha} S(t)=0,} \\
{ }_{C^{\alpha}}{ }^{\alpha} T(t)=0, \\
{ }^{C D^{\alpha} E(t)=0,} \\
{ }_{C^{\alpha} D^{\alpha} M(t)}=0 .
\end{array}\right.
$$

Thus,

$$
\left\{\begin{array}{l}
\gamma_{1}^{\alpha} S-k_{S}^{\alpha} M S=0, \\
r^{\alpha}\left(1-b^{\alpha} T\right) T-\left(p_{3}^{\alpha} E+k_{T}^{\alpha} M\right) T=0, \\
\sigma^{\alpha}-\mu^{\alpha} E+\frac{p_{1}^{\alpha} E S}{S+1}-p_{2}^{\alpha}(T+M) E=0, \\
-\gamma_{2}^{\alpha} M+V(t)=0 .
\end{array}\right.
$$

Then the equilibrium points are:

$$
\begin{aligned}
& E q_{1}=\left(S_{1}, T_{1}, E_{1}, M_{1}\right)=\left(0,0, \frac{\sigma^{\alpha} \gamma_{2}^{\alpha}}{p_{2}^{\alpha} V+\gamma_{2}^{\alpha} \mu^{\alpha}}, \frac{V}{\gamma_{2}^{\alpha}}\right), \\
& E q_{2}=\left(S_{2}, T_{2}, E_{2}, M_{2}\right)=\left(0, \frac{p_{2}^{\alpha} V\left(r^{\alpha} b^{\alpha}-k_{T}^{\alpha}\right)+r^{\alpha} \gamma_{2}^{\alpha}\left(p_{2}^{\alpha}-b^{\alpha} \mu^{\alpha}\right)-\sqrt{-4 \sigma^{\alpha} b^{\alpha} p_{2}^{\alpha} p_{3}^{\alpha} r^{\alpha} \gamma_{2}^{2 \alpha}+a^{2}}}{2 p_{2}^{\alpha} \gamma_{2}^{\alpha} r^{\alpha} b^{\alpha}},\right. \\
&\left.\frac{p_{2}^{\alpha} V\left(r^{\alpha} b^{\alpha}-k_{T}^{\alpha}\right)+r^{\alpha} \gamma_{2}^{\alpha}\left(p_{2}^{\alpha}+b^{\alpha} \mu^{\alpha}\right)+\sqrt{-4 \sigma^{\alpha} b^{\alpha} p_{2}^{\alpha} p_{3}^{\alpha} r^{\alpha} \gamma_{2}^{2 \alpha}+a^{2}}}{2 p_{2}^{\alpha} p_{3}^{\alpha} \gamma_{2}^{\alpha}}, \frac{V}{\gamma_{2}^{\alpha}}\right), \\
& E q_{3}=\left(S_{3}, T_{3}, E_{3}, M_{3}\right)=\left(0, \frac{p_{2}^{\alpha} V\left(r^{\alpha} b^{\alpha}-k_{T}^{\alpha}\right)+r^{\alpha} \gamma_{2}^{\alpha}\left(p_{2}^{\alpha}-b^{\alpha} \mu^{\alpha}\right)+\sqrt{-4 \sigma^{\alpha} b^{\alpha} p_{2}^{\alpha} p_{3}^{\alpha} r^{\alpha} \gamma_{2}^{2 \alpha}+a^{2}}}{2 p_{2}^{\alpha} \gamma_{2}^{\alpha} r^{\alpha} b^{\alpha}},\right. \\
&\left.\frac{p_{2}^{\alpha} V\left(r^{\alpha} b^{\alpha}-k_{T}^{\alpha}\right)+r^{\alpha} \gamma_{2}^{\alpha}\left(p_{2}^{\alpha}+b^{\alpha} \mu^{\alpha}\right)-\sqrt{-4 \sigma^{\alpha} b^{\alpha} p_{2}^{\alpha} p_{3}^{\alpha} r^{\alpha} \gamma_{2}^{2 \alpha}+a^{2}}}{2 p_{2}^{\alpha} p_{3}^{\alpha} \gamma_{2}^{\alpha}}, \frac{V}{\gamma_{2}^{\alpha}}\right),
\end{aligned}
$$

where $a=\left(\left(k_{T}^{\alpha}-r^{\alpha} b^{\alpha}\right) p_{2}^{\alpha} V-\gamma_{2}^{\alpha} r^{\alpha}\left(p_{2}^{\alpha}+b^{\alpha} \mu^{\alpha}\right)\right.$, and equilibrium points must verify $E q_{1}, E q_{2}, E q_{3}>0$. Hence, $p_{2}^{\alpha}, p_{3}^{\alpha}, \mu^{\alpha}, \gamma_{2}^{\alpha}, \sigma^{\alpha}, r^{\alpha}, b^{\alpha}, V, k_{T}^{\alpha} \in$ $D_{1}$, where $\mathcal{D}_{1}=\left\{\left(p_{2}^{\alpha}, p_{3}^{\alpha}, \mu^{\alpha}, \gamma_{2}^{\alpha}, \sigma^{\alpha}, r^{\alpha}, b^{\alpha}, V, k_{T}^{\alpha}\right) \in \mathcal{R}_{+}^{9}: V k_{T}^{\alpha}-r^{\alpha}\left(b^{\alpha}+\gamma_{2}^{\alpha}\right)+\sigma^{\alpha} \gamma_{2}^{\alpha}>0\right\} \cap\left\{\left(p_{2}^{\alpha}, p_{3}^{\alpha}, \mu^{\alpha}, \gamma_{2}^{\alpha}, \sigma^{\alpha}, r^{\alpha}, b^{\alpha}, V, k_{T}^{\alpha}\right) \in \mathcal{R}_{+}^{9}\right.$ : $\left.\left(V p_{2}^{\alpha}\left(k_{T}^{\alpha}-r^{\alpha} b^{\alpha}\right)-r^{\alpha} \gamma_{2}^{\alpha}\left(p_{2}^{\alpha}+b^{\alpha} \mu^{\alpha}\right)\right)^{2} \geq 4 \sigma^{\alpha} b^{\alpha} p_{2}^{\alpha} p_{3}^{\alpha} \gamma_{2}^{2 \alpha}\right\}$.

Theorem 3 Let $E q_{1} \in D_{1}$ be the equilibrium point of system (2) and the following conditions are valid:
$\gamma_{1}^{\alpha} \gamma_{2}^{\alpha}<k_{s}^{\alpha} V,\left(p_{2}^{\alpha} V+\gamma_{2}^{\alpha} \mu^{\alpha}\right)\left(\gamma_{2}^{\alpha} r^{\alpha}+k_{T}^{\alpha} V\right)<p_{3}^{\alpha} \sigma^{\alpha} \gamma_{2}^{2 \alpha}$ and $p_{2}^{\alpha} V+\gamma_{2}^{\alpha} \mu^{\alpha}>0$.
Then $E q_{1}$ is locally asymptotically stable.
Proof The Jacobian matrix of the model (2) at $E q_{1}$ is

$$
J\left(E q_{1}\right)=\left(\begin{array}{cccc}
\gamma_{1}^{\alpha}-k_{s}^{\alpha} \frac{V}{\gamma_{2}^{\alpha}} & 0 & 0 & 0 \\
0 & r^{\alpha}-p_{3}^{\alpha} \frac{\sigma^{\alpha} \gamma_{2}^{\alpha}}{p_{2}^{\alpha} V+\gamma^{\alpha} \mu^{\alpha}}+k_{T}^{\alpha} \frac{V}{\gamma_{2}^{\alpha}} & 0 & 0 \\
p_{1}^{\alpha} \frac{\sigma^{\alpha} \gamma_{2}^{\alpha}}{p_{2}^{\alpha} V+\gamma_{2}^{\alpha} \mu^{\alpha}} & -p_{2}^{\alpha} \frac{\sigma^{\alpha} \gamma_{2}^{\alpha}}{p_{2}^{\alpha} V \gamma_{2}^{\alpha} \mu^{\alpha}} & -\mu^{\alpha}-p_{2}^{\alpha} \frac{V}{\gamma_{2}^{\alpha}} & -p_{2}^{\alpha} \frac{\sigma^{\alpha} \gamma_{2}^{\alpha}}{p_{2}^{\alpha} V+\gamma_{2}^{\alpha} \mu^{\alpha}} \\
0 & 0 & 0 & -\gamma_{2}^{\alpha}
\end{array}\right) .
$$

The characteristic equation is $\left|J\left(E q_{1}\right)-\lambda I\right|=0$. Hence, $\left(\gamma_{1}^{\alpha}-k_{s}^{\alpha} \frac{V}{\gamma_{2}^{\alpha}}-\lambda\right)\left(r^{\alpha}-p_{3}^{\alpha} \frac{\sigma^{\alpha} \gamma_{2}^{\alpha}}{p_{2}^{\alpha} V+\gamma_{2}^{\alpha} \mu^{\alpha}}+k_{T}^{\alpha} \frac{V}{\gamma_{2}^{\alpha}}-\lambda\right)\left(-\gamma_{2}^{\alpha}-\lambda\right)\left(-\mu^{\alpha}-p_{2}^{\alpha} \frac{V}{\gamma_{2}^{\alpha}}-\lambda\right)=0$.

Eigenvalues of $J\left(E q_{1}\right)$ are $\lambda_{1}=\gamma_{1}^{\alpha}-k_{s}^{\alpha} \frac{V}{\gamma_{2}^{\alpha}}, \lambda_{2}=r^{\alpha}-p_{3}^{\alpha} \frac{\sigma^{\alpha} \gamma_{2}^{\alpha}}{p_{2}^{\alpha} V+\gamma_{2}^{\alpha} \mu^{\alpha}}-k_{T}^{\alpha} \frac{V}{\gamma_{2}^{\alpha}}, \lambda_{3}=-\mu^{\alpha}-p_{2}^{\alpha} \frac{V}{\gamma_{2}^{\alpha}}, \lambda_{4}=-\gamma_{2}^{\alpha}$. From the conditions we have $\lambda_{i}<0$ for $i=1,2,3,4$. Therefore, $\left|\arg \left(\lambda_{i}\right)\right|>\frac{\alpha \pi}{2}$. By Theorem (1), $E q_{1}$ is locally asymptotically stable.
Theorem 4 Let $E q_{2} \in D_{1}$ be the equilibrium point of system (2) and $\left(p_{2}^{\alpha}, p_{3}^{\alpha}, \mu^{\alpha}, \gamma_{2}^{\alpha}, \sigma^{\alpha}, r^{\alpha}, b^{\alpha}, V, k_{T}^{\alpha}\right) \in D_{1} \cap\left(Q^{*} \cup P^{*}\right)$, where $Q^{*}=\left\{\left(p_{2}^{\alpha}, p_{3}^{\alpha}, \mu^{\alpha}, \gamma_{2}^{\alpha}, \sigma^{\alpha}, r^{\alpha}, b^{\alpha}, V, k_{T}^{\alpha}\right) \in R_{+}^{9}: d^{2}, d_{1} \geq 0, \gamma_{1}^{\alpha} \gamma_{2}^{\alpha}<k_{s}^{\alpha} V\right.$ and $\left(\left(2 b^{\alpha}+p_{2}^{\alpha}\right)\left(d+k_{T}^{\alpha} p_{2}^{\alpha} V\right) r^{\alpha} \gamma_{2}^{\alpha}-b^{\alpha} r^{3 \alpha} \gamma_{2}^{\alpha}\left(b^{\alpha} p_{2}^{\alpha} V-p_{2}^{\alpha} \gamma_{2}^{\alpha}+\right.\right.$ $\left.\left.\left.b^{\alpha} \gamma_{2}^{\alpha} \mu^{\alpha}\right)+r^{2 \alpha} \gamma_{2}^{\alpha}\left(-p_{2}^{2 \alpha} \gamma_{2}^{\alpha}+2 b^{2 \alpha}\left(p_{2}^{\alpha} V+\gamma_{2}^{\alpha} \mu^{\alpha}\right)-b^{\alpha}\left(d+p_{2}^{\alpha}\left(\left(k_{T}^{\alpha}+p_{2}^{\alpha}\right) V+\gamma_{2}^{\alpha}\left(2+\mu^{\alpha}\right)\right)\right)\right)-d_{1}\right)<0\right\} . P^{*}=\left\{\left(p_{2}^{\alpha}, p_{3}^{\alpha}, \mu^{\alpha}, \gamma_{2}^{\alpha}, \sigma^{\alpha}, r^{\alpha}, b^{\alpha}, V, k_{T}^{\alpha}\right) \in\right.$ $R_{+}^{9}: d^{2}$ or $d_{1}<0, \gamma_{1}^{\alpha} \gamma_{2}^{\alpha}<k_{s}^{\alpha} V$ and
$\operatorname{Re}\left(\left(\left(2 b^{\alpha}+p_{2}^{\alpha}\right)\left(d+k_{T}^{\alpha} p_{2}^{\alpha} V\right) r^{\alpha} \gamma_{2}^{\alpha}-b^{\alpha} r^{3 \alpha} \gamma_{2}^{\alpha}\left(b^{\alpha} p_{2}^{\alpha} V-p_{2}^{\alpha} \gamma_{2}^{\alpha}+b^{\alpha} \gamma_{2}^{\alpha} \mu^{\alpha}\right)+r^{2 \alpha} \gamma_{2}\left(-p_{2}^{2 \alpha} \gamma_{2}^{\alpha}+2 b^{2 \alpha}\left(p_{2}^{\alpha} V+\gamma_{2}^{\alpha} \mu^{\alpha}\right)-b^{\alpha}\left(d+p_{2}^{\alpha}\left(\left(k_{T}^{\alpha}+p_{2}^{\alpha}\right) V+\right.\right.\right.\right.\right.$ $\left.\left.\left.\left.\left.\left.\gamma_{2}^{\alpha}\left(2+\mu^{\alpha}\right)\right)\right)\right)-d_{1}\right)\right)<0\right\}$,
whered $=\sqrt{-4 \sigma^{\alpha} b^{\alpha} p_{2}^{\alpha} p_{3}^{\alpha} r^{\alpha} \gamma_{2}^{2 \alpha}+\left(k_{T}^{\alpha} p_{2}^{\alpha} V-b^{\alpha} p_{2}^{\alpha} r^{\alpha} V-p_{2}^{\alpha} r^{\alpha} \gamma_{2}^{\alpha}-b^{\alpha} r^{\alpha} \gamma_{2}^{\alpha} \mu^{\alpha}\right)^{2}}$ and $d_{1}=\left(r^{2 \alpha} \gamma_{2}^{2 \alpha}\left(\left(-p_{2}^{\alpha}\left(d+k_{T}^{\alpha} p_{2}^{\alpha} V-p_{2}^{\alpha} r^{\alpha} \gamma_{2}^{\alpha}\right)+b^{2 \alpha}(-2+\right.\right.\right.$ $\left.\left.r^{\alpha}\right) r^{\alpha}\left(p_{2}^{\alpha} V+\gamma_{2}^{\alpha} \mu^{\alpha}\right)+b^{\alpha}\left(d\left(-2+r^{\alpha}\right)-2 k_{T}^{\alpha} p_{2}^{\alpha} V+p_{2}^{\alpha} r^{\alpha}\left(\left(k_{T}^{\alpha}+p_{2}^{\alpha}\right) V+\gamma_{2}^{\alpha}\left(2-r^{\alpha}+\mu^{\alpha}\right)\right)\right)\right)^{2}-8 b^{\alpha} p_{2}^{\alpha}$
$\left(-k_{T}^{2 \alpha} p_{2}^{2 \alpha}\left(-2+r^{\alpha}\right) V^{2}-2 k_{T}^{\alpha} p_{2}^{\alpha} r^{\alpha} V\left(-p_{2}^{\alpha}\left(-2+r^{\alpha}\right) \gamma_{2}^{\alpha}+b^{\alpha}\left(p_{2}^{\alpha} V+\gamma_{2}^{\alpha} \mu^{\alpha}\right)\right)+r^{\alpha}\left(-p_{2}^{2 \alpha}\left(-2+r^{\alpha}\right) r^{\alpha} \gamma_{2}^{2 \alpha}+b^{2 \alpha} r^{2 \alpha}\left(p_{2}^{\alpha} V+\gamma_{2}^{\alpha} \mu^{\alpha}\right)^{2}+2 b^{\alpha} p_{2}^{\alpha} \gamma_{2}^{\alpha}\left(p_{2}^{\alpha} r^{\alpha} V-\right.\right.\right.$ $\left.\left.\left.\left.2 \sigma^{\alpha} p_{3}^{\alpha} \gamma_{2}^{\alpha}+r^{\alpha} \gamma_{2}^{\alpha} \mu^{\alpha}\right)\right)+d\left(-k_{T}^{\alpha} p_{2}^{\alpha}\left(-2+r^{\alpha}\right) V+r^{\alpha}\left(p_{2}^{\alpha}\left(-2+r^{\alpha}\right) \gamma_{2}^{\alpha}+b^{\alpha} r^{\alpha}\left(p_{2}^{\alpha} V+\gamma_{2}^{\alpha} \mu^{\alpha}\right)\right)\right)\right)\right)$.
Then $E q_{2}$ is locally asymptotically stable.
Proof The Jacobian matrix of the model (2) at $E q_{2}$ is

$$
J\left(E q_{2}\right)=\left(\begin{array}{cccc}
\gamma_{1}^{\alpha}-k_{s}^{\alpha} \frac{V}{\gamma_{2}^{\alpha}} & 0 & 0 & 0 \\
0 & j_{22} & j_{23} & j_{24} \\
j_{31} & j_{32} & j_{33} & j_{34} \\
0 & 0 & 0 & -\gamma_{2}^{\alpha}
\end{array}\right)
$$

where

$$
\begin{gather*}
j_{22}=r^{\alpha}-\left(\frac{p_{2}^{\alpha} V\left(r^{\alpha} b^{\alpha}-k_{T}^{\alpha}\right)+r^{\alpha} \gamma_{2}^{\alpha}\left(p_{2}^{\alpha}-b^{\alpha} \mu^{\alpha}\right)-\sqrt{-4 \sigma^{\alpha} b^{\alpha} p_{2}^{\alpha} p_{3}^{\alpha} r^{\alpha} \gamma_{2}^{2 \alpha}+a^{2}}}{p_{2}^{\alpha} \gamma_{2}^{\alpha} r^{\alpha}}\right) \\
-\left(\frac{p_{2}^{\alpha} V\left(r^{\alpha} b^{\alpha}-k_{T}^{\alpha}\right)+r^{\alpha} \gamma_{2}^{\alpha}\left(p_{2}^{\alpha}+b^{\alpha} \mu^{\alpha}\right)+\sqrt{-4 \sigma^{\alpha} b^{\alpha} p_{2}^{\alpha} p_{3}^{\alpha} r^{\alpha} \gamma_{2}^{2 \alpha+a^{2}}}}{2 p_{2}^{\alpha} \gamma_{2}^{\alpha}}-k_{T}^{\alpha} \frac{V}{\gamma_{2}^{\alpha}}\right) \\
j_{23}=-p_{3}^{\alpha} \frac{p_{2}^{\alpha} V\left(r^{\alpha} b^{\alpha}-k_{T}^{\alpha}\right)+r^{\alpha} \gamma_{2}^{\alpha}\left(p_{2}^{\alpha}-b^{\alpha} \mu^{\alpha}\right)-\sqrt{-4 \sigma^{\alpha} b^{\alpha} p_{2}^{\alpha} p_{3}^{\alpha} r^{\alpha} \gamma_{2}^{2 \alpha}+a^{2}}}{2 p_{2}^{\alpha} \gamma_{2}^{\alpha} r^{\alpha} b^{\alpha}} \\
j_{24}=-k_{T}^{\alpha} \frac{p_{2}^{\alpha} V^{\alpha}\left(r^{\alpha} b^{\alpha}-k_{T}^{\alpha}\right)+r^{\alpha} \gamma_{2}^{\alpha}\left(p_{2}^{\alpha}-b^{\alpha} \mu^{\alpha}\right)-\sqrt{-4 \sigma^{\alpha} b^{\alpha} p_{2}^{\alpha} p_{3}^{\alpha} r^{\alpha} \gamma_{2}^{2 \alpha}+a^{2}}}{2 p_{2}^{\alpha} \gamma_{2}^{\alpha} r^{\alpha} b^{\alpha}} \\
j_{31}=p_{1}^{\alpha} \frac{p_{2}^{\alpha} V\left(r^{\alpha} b^{\alpha}-k_{T}^{\alpha}\right)+r^{\alpha} \gamma_{2}^{\alpha}\left(p_{2}^{\alpha}+b^{\alpha} \mu^{\alpha}\right)+\sqrt{-4 \sigma^{\alpha} b^{\alpha} p_{2}^{\alpha} p_{3}^{\alpha} r^{\alpha} \gamma_{2}^{2 \alpha}+a^{2}}}{2 p_{2}^{\alpha} p_{3}^{\alpha} \gamma_{2}^{\alpha}} \\
j_{32}=j_{34}=-\frac{p_{2}^{\alpha} V\left(r^{\alpha} b^{\alpha}-k_{T}^{\alpha}\right)+r^{\alpha} \gamma_{2}^{\alpha}\left(p_{2}^{\alpha}+b^{\alpha} \mu^{\alpha}\right)+\sqrt{-4 \sigma^{\alpha} b^{\alpha} p_{2}^{\alpha} p_{3}^{\alpha} r^{\alpha} \gamma_{2}^{2 \alpha}+a^{2}}}{2 p_{3}^{\alpha} \gamma_{2}^{\alpha}} \\
j_{33}=-\mu^{\alpha}-p_{2}\left(\frac{p_{2}^{\alpha} V\left(r^{\alpha} b^{\alpha}-k_{T}^{\alpha}\right)+r^{\alpha} \gamma_{2}^{\alpha}\left(p_{2}^{\alpha}-b^{\alpha} \mu^{\alpha}\right)-\sqrt{-4 \sigma^{\alpha} b^{\alpha} p_{2}^{\alpha} p_{3}^{\alpha} r^{\alpha} \gamma_{2}^{2 \alpha}+a^{2}}}{2 p_{2}^{\alpha} \gamma_{2}^{\alpha} r^{\alpha} b^{\alpha}}+\frac{V}{\gamma_{2}^{\alpha}}\right) \tag{6}
\end{gather*}
$$

The characteristic equation is $\left|J\left(E q_{2}\right)-\lambda I\right|=0$. Hence,

$$
\begin{aligned}
\left(\gamma_{1}^{\alpha}-\right. & \left.k_{S}^{\alpha} \frac{V}{\gamma_{2}^{\alpha}}-\lambda\right)\left(-\gamma_{2}^{\alpha}-\lambda\right)\left(\left(r^{\alpha}-\frac{p_{2}^{\alpha} V\left(r^{\alpha} b^{\alpha}-k_{T}^{\alpha}\right)+r^{\alpha} \gamma_{2}^{\alpha}\left(p_{2}^{\alpha}-b^{\alpha} \mu^{\alpha}\right)-\sqrt{-4 \sigma^{\alpha} b^{\alpha} p_{2}^{\alpha} p_{3}^{\alpha} r^{\alpha} \gamma_{2}^{2 \alpha}+a^{2}}}{p_{2}^{\alpha} \gamma_{2}^{\alpha} r^{\alpha}}\right.\right. \\
& \left.-\left(\frac{p_{2}^{\alpha} V\left(r^{\alpha} b^{\alpha}-k_{T}^{\alpha}\right)+r^{\alpha} \gamma_{2}^{\alpha}\left(p_{2}^{\alpha}+b^{\alpha} \mu^{\alpha}\right)+\sqrt{-4 \sigma^{\alpha} b^{\alpha} p_{2}^{\alpha} p_{3}^{\alpha} r^{\alpha} \gamma_{2}^{2 \alpha}+a^{2}}}{2 p_{2}^{\alpha} \gamma_{2}^{\alpha}}\right)-k_{T}^{\alpha} \frac{V}{\gamma_{2}^{\alpha}}-\lambda\right) \\
& \left(\left(-\mu^{\alpha}-p_{2}^{\alpha}\left(\frac{p_{2}^{\alpha} V\left(r^{\alpha} b^{\alpha}-k_{T}^{\alpha}\right)+r^{\alpha} \gamma_{2}^{\alpha}\left(p_{2}^{\alpha}-b^{\alpha} \mu^{\alpha}\right)-\sqrt{-4 \sigma^{\alpha} b^{\alpha} p_{2}^{\alpha} p_{3}^{\alpha} r^{\alpha} \gamma_{2}^{2 \alpha}+a^{2}}}{2 p_{2}^{\alpha} \gamma_{2}^{\alpha} r^{\alpha} b^{\alpha}}+\frac{V}{\gamma_{2}^{\alpha}}-\lambda\right)\right)\right. \\
& \quad-\frac{p_{2}^{\alpha} V\left(r^{\alpha} b^{\alpha}-k_{T}^{\alpha}\right)+r^{\alpha} \gamma_{2}^{\alpha}\left(p_{2}^{\alpha}-b^{\alpha} \mu^{\alpha}\right)-\sqrt{-4 \sigma^{\alpha} b^{\alpha} p_{2}^{\alpha} p_{3}^{\alpha} r^{\alpha} \gamma_{2}^{2 \alpha}+a^{2}}}{2 \gamma_{2}^{\alpha} r^{\alpha} b^{\alpha}} \\
& \left.\left(\frac{p_{2}^{\alpha} V\left(r^{\alpha} b^{\alpha}-k_{T}^{\alpha}\right)+r^{\alpha} \gamma_{2}^{\alpha}\left(p_{2}^{\alpha}+b^{\alpha} \mu^{\alpha}\right)+\sqrt{-4 \sigma^{\alpha} b^{\alpha} p_{2}^{\alpha} p_{3}^{\alpha} r^{\alpha} \gamma_{2}^{2 \alpha}+a^{2}}}{2 p_{2}^{\alpha} \gamma_{2}^{\alpha}}\right)\right)=0 .
\end{aligned}
$$

Eigenvalues of $J\left(E q_{2}\right)$ are $\lambda_{1}=\gamma_{1}^{\alpha}-k_{s}^{\alpha} \frac{V}{\gamma_{2}^{\alpha}}, \lambda_{2}=-\gamma_{2}^{\alpha}$,

$$
\begin{aligned}
& \lambda_{3}= \frac{1}{\left(4 b^{\alpha} p_{2}^{\alpha} r^{2 \alpha} \gamma_{2}^{2 \alpha}\right)}\left(\left(2 b^{\alpha}+p_{2}^{\alpha}\right) r^{\alpha}\left(d+k_{T}^{\alpha} p_{2}^{\alpha} V\right) \gamma_{2}^{\alpha}-b^{\alpha} r^{3 \alpha} \gamma_{2}^{\alpha}\left(b^{\alpha} p_{2}^{\alpha} V-p_{2}^{\alpha} \gamma_{2}^{\alpha}+b^{\alpha} \gamma_{2}^{\alpha} \mu^{\alpha}\right)+\right. \\
& r^{2 \alpha} \gamma_{2}^{\alpha}\left(-p_{2}^{2 \alpha} \gamma_{2}^{\alpha}+2 b^{2 \alpha}\left(p_{2}^{\alpha} V+\gamma_{2}^{\alpha} \mu^{\alpha}\right)-b^{\alpha}\left(d+p_{2}^{\alpha}\left(\left(k_{T}^{\alpha}+p_{2}^{\alpha}\right) V+\gamma_{2}^{\alpha}\left(2+\mu^{\alpha}\right)\right)\right)\right) \\
&-\sqrt{\prime}^{2 \alpha} r^{\alpha} \gamma_{2}^{2 \alpha}\left(\left(-p_{2}^{\alpha}\left(d+k_{T}^{\alpha} p_{2}^{\alpha} V-p_{2}^{\alpha} r^{\alpha} \gamma_{2}^{\alpha}\right)+b^{2 \alpha}\left(-2+r^{\alpha}\right) r^{\alpha}\left(p_{2}^{\alpha} V+\gamma_{2}^{\alpha} \mu^{\alpha}\right)+b^{\alpha}\left(d\left(-2+r^{\alpha}\right)\right.\right.\right. \\
&\left.\left.-2 k_{T}^{\alpha} p_{2}^{\alpha} V+p_{2}^{\alpha} r^{\alpha}\left(\left(k_{T}^{\alpha}+p_{2}^{\alpha}\right) V+\gamma_{2}^{\alpha}\left(2-r^{\alpha}+\mu^{\alpha}\right)\right)\right)\right)^{2}-8 b^{\alpha} p_{2}^{\alpha}\left(-k_{T}^{2 \alpha} p_{2}^{2 \alpha}\left(-2+r^{\alpha}\right) V^{2}\right. \\
&-2 k_{T}^{\alpha} p_{2}^{\alpha} r^{\alpha} V\left(-p_{2}^{\alpha}\left(-2+r^{\alpha}\right) \gamma_{2}^{\alpha}+b^{\alpha}\left(p_{2}^{\alpha} V+\gamma_{2}^{\alpha} \mu^{\alpha}\right)\right) \\
&+r^{\alpha}\left(-p_{2}^{2 \alpha}\left(-2+r^{\alpha}\right) r^{\alpha} \gamma_{2}^{2 \alpha}+b^{2 \alpha} r^{2 \alpha}\left(p_{2}^{\alpha} V+\gamma_{2}^{\alpha} \mu^{\alpha}\right)^{2}+2 b^{\alpha} p_{2}^{\alpha} \gamma_{2}^{\alpha}\left(p_{2}^{\alpha} r^{\alpha} V-2 \sigma^{\alpha} p_{3}^{\alpha} \gamma_{2}^{\alpha}+r^{\alpha} \gamma_{2}^{\alpha} \mu^{\alpha}\right)\right) \\
&\left.\left.\left.+d\left(-k_{T}^{\alpha} p_{2}^{\alpha}\left(-2+r^{\alpha}\right) V+r^{\alpha}\left(p_{2}^{\alpha}\left(-2+r^{\alpha}\right) \gamma_{2}^{\alpha}+b^{\alpha} r^{\alpha}\left(p_{2}^{\alpha} V+\gamma_{2}^{\alpha} \mu^{\alpha}\right)\right)\right)\right)\right)\right) . \\
& \lambda_{4}= \frac{1}{\left(4 b^{\alpha} p_{2}^{\alpha} r^{2 \alpha} \gamma_{2}^{2 \alpha}\right)}\left(\left(2 b^{\alpha}+p_{2}^{\alpha}\right) r^{\alpha}\left(d+k_{T}^{\alpha} p_{2}^{\alpha} V\right) \gamma_{2}^{\alpha}-b^{\alpha} r^{3 \alpha} \gamma_{2}^{\alpha}\left(b^{\alpha} p_{2}^{\alpha} V-p_{2}^{\alpha} \gamma_{2}^{\alpha}+b^{\alpha} \gamma_{2}^{\alpha} \mu^{\alpha}\right)\right. \\
&+r^{2 \alpha} \gamma_{2}^{\alpha}\left(-p_{2}^{2 \alpha} \gamma_{2}^{\alpha}+2 b^{2 \alpha}\left(p_{2}^{\alpha} V+\gamma_{2}^{\alpha} \mu^{\alpha}\right)-b^{\alpha}\left(d+p_{2}^{\alpha}\left(\left(k_{T}^{\alpha}+p_{2}^{\alpha}\right) V+\gamma_{2}^{\alpha}\left(2+\mu^{\alpha}\right)\right)\right)\right) \\
&+\sqrt{ }\left(r ^ { 2 \alpha } \gamma _ { 2 } ^ { 2 \alpha } \left(\left(-p_{2}^{\alpha}\left(d+k_{T}^{\alpha} p_{2}^{\alpha} V-p_{2}^{\alpha} r^{\alpha} \gamma_{2}^{\alpha}\right)+b^{2 \alpha}\left(-2+r^{\alpha}\right) r^{\alpha}\left(p_{2}^{\alpha} V+\gamma_{2}^{\alpha} \mu^{\alpha}\right)\right.\right.\right. \\
&\left.+b^{\alpha}\left(d\left(-2+r^{\alpha}\right)-2 k_{T}^{\alpha} p_{2}^{\alpha} V+p_{2}^{\alpha} r^{\alpha}\left(\left(k_{T}^{\alpha}+p_{2}^{\alpha}\right) V+\gamma_{2}^{\alpha}\left(2-r^{\alpha}+\mu^{\alpha}\right)\right)\right)\right)^{2} \\
&-8 b^{\alpha} p_{2}^{\alpha}\left(-k_{T}^{2 \alpha} p_{2}^{2 \alpha}\left(-2+r^{\alpha}\right) V^{2}-2 k_{T}^{\alpha} p_{2}^{\alpha} r^{\alpha} V^{\alpha}\left(-p_{2}^{\alpha}\left(-2+r^{\alpha}\right) \gamma_{2}^{\alpha}+b^{\alpha}\left(p_{2}^{\alpha} V+\gamma_{2}^{\alpha} \mu^{\alpha}\right)\right)+r^{\alpha}\right. \\
&\left.\left.\left(-p_{2}^{2 \alpha}\left(-2+r^{\alpha}\right) r^{\alpha} \gamma_{2}^{2 \alpha}+b^{2 \alpha} r^{2 \alpha}\left(p_{2}^{\alpha} V+\gamma_{2}^{\alpha} \mu^{\alpha}\right)^{2}+2 b^{\alpha} p_{2}^{\alpha} \gamma_{2}^{\alpha}\left(p_{2}^{\alpha} r^{\alpha} V-2 \sigma^{\alpha} p_{3}^{\alpha} \gamma_{2}^{\alpha}+r^{\alpha} \gamma_{2}^{\alpha} \mu^{\alpha}\right)\right)\right)\right) . \\
& d\left(-k_{2}^{\alpha} p_{2}^{\alpha}\left(-2+r^{\alpha}\right) V+r^{\alpha}\left(r^{\alpha}\left(-2+r^{\alpha}\right) b_{2}^{\alpha}+r^{\alpha}\left(\gamma_{2}^{\alpha} V\right)\right)\right.
\end{aligned}
$$

From the conditions we have $\lambda_{i}<0$ for $i=1,2,3,4$. Therefore, $\left|\arg \left(\lambda_{i}\right)\right|>\frac{\alpha \pi}{2}$ by Theorem (1) and $E q_{2}$ is locally asymptotically stable.

Theorem 5 Let $E q_{3} \in D_{1}$ be the equilibrium point of system (2) and ( $\left.p_{2}^{\alpha}, p_{3}^{\alpha}, \mu^{\alpha}, \gamma_{2}^{\alpha}, \sigma^{\alpha}, r^{\alpha}, b^{\alpha}, V, k_{T}^{\alpha}\right) \in D_{1} \cap\left(Q^{*} \cup P^{*}\right)$, where $Q^{*}=$ $\left\{\left(p_{2}^{\alpha}, p_{3}^{\alpha}, \mu^{\alpha}, \gamma_{2}^{\alpha}, \sigma^{\alpha}, r^{\alpha}, b^{\alpha}, V, k_{T}^{\alpha}\right) \in R_{+}^{9}: d^{2}, d 1 \geq 0, \gamma_{1}^{\alpha} \gamma_{2}^{\alpha}<k_{s}^{\alpha} V\right.$ and $\left(\left(2 b^{\alpha}+p_{2}^{\alpha}\right)\left(-d+k_{T}^{\alpha} p_{2}^{\alpha} V\right) r^{\alpha} \gamma_{2}^{\alpha}-b^{\alpha} r^{3 \alpha} \gamma_{2}^{\alpha}\left(b^{\alpha} p_{2}^{\alpha} V-p_{2}^{\alpha} \gamma_{2}^{\alpha}+\right.\right.$ $\left.\left.\left.b^{\alpha} \gamma_{2}^{\alpha} \mu^{\alpha}\right)+r^{2 \alpha} \gamma_{2}^{\alpha}\left(-p_{2}^{2 \alpha} \gamma_{2}^{\alpha}+2 b^{2 \alpha}\left(p_{2}^{\alpha} V+\gamma_{2}^{\alpha} \mu^{\alpha}\right)-b^{\alpha}\left(-d+p_{2}^{\alpha}\left(\left(k_{T}^{\alpha}+p_{2}^{\alpha}\right) V+\gamma_{2}^{\alpha}\left(2+\mu^{\alpha}\right)\right)\right)\right)-\sqrt{d_{1}}\right)<0\right\}$.
$P^{*}=\left\{\left(p_{2}^{\alpha}, p_{3}^{\alpha}, \mu^{\alpha}, \gamma_{2}^{\alpha}, \sigma^{\alpha}, r^{\alpha}, b^{\alpha}, V, k_{T}^{\alpha}\right) \in R_{+}^{9}: d^{2}\right.$ or $d 1<0, \gamma_{1}^{\alpha} \gamma_{2}^{\alpha}<k_{s}^{\alpha} V$ and $\operatorname{Re}\left(\left(\left(2 b^{\alpha}+p_{2}^{\alpha}\right)\left(-d+k_{T}^{\alpha} p_{2}^{\alpha} V\right) r^{\alpha} \gamma_{2}^{\alpha}-b^{\alpha} r^{3 \alpha} \gamma_{2}^{\alpha}\left(b^{\alpha} p_{2}^{\alpha} V-\right.\right.\right.$ $\left.\left.\left.\left.p_{2}^{\alpha} \gamma_{2}^{\alpha}+b^{\alpha} \gamma_{2}^{\alpha} \mu^{\alpha}\right)+r^{2 \alpha} \gamma_{2}^{\alpha}\left(-p_{2}^{2 \alpha} \gamma_{2}^{\alpha}+2 b^{2 \alpha}\left(p_{2}^{\alpha} V+\gamma_{2}^{\alpha} \mu^{\alpha}\right)-b^{\alpha}\left(-d+p_{2}^{\alpha}\left(\left(k_{T}^{\alpha}+p_{2}^{\alpha}\right) V+\gamma_{2}^{\alpha}\left(2+\mu^{\alpha}\right)\right)\right)\right)+\sqrt{d_{1}}\right)\right)<0\right\}$,
where $d=\sqrt{-4 \sigma^{\alpha} b^{\alpha} p_{2}^{\alpha} p_{3}^{\alpha} r^{\alpha} \gamma_{2}^{2 \alpha}+\left(k_{T}^{\alpha} p_{2}^{\alpha} V-b^{\alpha} p_{2}^{\alpha} r^{\alpha} V-p_{2}^{\alpha} r^{\alpha} \gamma_{2}^{\alpha}-b^{\alpha} r^{\alpha} \gamma_{2}^{\alpha} \mu^{\alpha}\right)^{2}}$ and $d_{1}=\left(r^{2 \alpha} \gamma_{2}^{2 \alpha}\left(\left(-p_{2}^{\alpha}\left(d+k_{T}^{\alpha} p_{2}^{\alpha} V-p_{2}^{\alpha} r^{\alpha} \gamma_{2}^{\alpha}\right)+\right.\right.\right.$ $\left.b^{2 \alpha}\left(-2+r^{\alpha}\right) r^{\alpha}\left(p_{2}^{\alpha} V+\gamma_{2}^{\alpha} \mu^{\alpha}\right)+b^{\alpha}\left(d\left(-2+r^{\alpha}\right)-2 k_{T}^{\alpha} p_{2}^{\alpha} V+p_{2}^{\alpha} r^{\alpha}\left(\left(k_{T}^{\alpha}+p_{2}^{\alpha}\right) V+\gamma_{2}^{\alpha}\left(2-r^{\alpha}+\mu^{\alpha}\right)\right)\right)\right)^{2}-8 b^{\alpha} p_{2}^{\alpha}$ $\left(-k_{T}^{2 \alpha} p_{2}^{2 \alpha}\left(-2+r^{\alpha}\right) V^{2}-2 k_{T}^{\alpha} p_{2}^{\alpha} r^{\alpha} V\left(-p_{2}^{\alpha}\left(-2+r^{\alpha}\right) \gamma_{2}^{\alpha}+b^{\alpha}\left(p_{2}^{\alpha} V+\gamma_{2}^{\alpha} \mu^{\alpha}\right)\right)+r^{\alpha}\left(-p_{2}^{2 \alpha}\left(-2+r^{\alpha}\right) r^{\alpha} \gamma_{2}^{2 \alpha}+b^{2 \alpha} r^{2 \alpha}\left(p_{2}^{\alpha} V+\gamma_{2}^{\alpha} \mu^{\alpha}\right)^{2}+2 b^{\alpha} p_{2}^{\alpha} \gamma_{2}^{\alpha}\left(p_{2}^{\alpha} r V-\right.\right.\right.$ $\left.\left.\left.\left.2 \sigma^{\alpha} p_{3}^{\alpha} \gamma_{2}^{\alpha}+r^{\alpha} \gamma_{2}^{\alpha} \mu^{\alpha}\right)\right)+d\left(-k_{T}^{\alpha} p_{2}^{\alpha}\left(-2+r^{\alpha}\right) V+r^{\alpha}\left(p_{2}^{\alpha}\left(-2+r^{\alpha}\right) \gamma_{2}^{\alpha}+b^{\alpha} r^{\alpha}\left(p_{2}^{\alpha} V+\gamma_{2}^{\alpha} \mu^{\alpha}\right)\right)\right)\right)\right)$. Then $E q_{3}$ is locally asymptotically stable.

Proof The Jacobian matrix of the model (2) at $E q_{3}$ is

$$
J\left(E q_{3}\right)=\left(\begin{array}{cccc}
\gamma_{1}^{\alpha}-k_{s}^{\alpha} \frac{V}{\gamma_{2}^{\alpha}} & 0 & 0 & 0 \\
0 & j_{22}^{*} & j_{23}^{*} & j_{24} \\
j_{31}^{*} & j_{32}^{*} & j_{33}^{*} & j_{34}^{*} \\
0 & 0 & 0 & -\gamma_{2}^{\alpha}
\end{array}\right),
$$

where

$$
\left.\begin{array}{rl}
j_{22}^{*}= & r^{\alpha}-\left(\frac{p_{2}^{\alpha} V\left(r^{\alpha} b^{\alpha}-k_{T}^{\alpha}\right)+r^{\alpha} \gamma_{2}^{\alpha}\left(p_{2}^{\alpha}-b^{\alpha} \mu^{\alpha}\right)+\sqrt{-4 \sigma^{\alpha} b^{\alpha} p_{2}^{\alpha} p_{3}^{\alpha} r^{\alpha} \gamma_{2}^{2 \alpha}+a^{2}}}{p_{2}^{\alpha} \gamma_{2}^{\alpha} r^{\alpha}}\right) \\
& -\left(\frac{p_{2}^{\alpha} V\left(r^{\alpha} b^{\alpha}-k_{T}^{\alpha}\right)+r^{\alpha} \gamma_{2}^{\alpha}\left(p_{2}^{\alpha}+b^{\alpha} \mu^{\alpha}\right)-\sqrt{-4 \sigma^{\alpha} b^{\alpha} p_{2}^{\alpha} p_{3}^{\alpha} r^{\alpha} \gamma_{2}^{2 \alpha}+a^{2}}}{2 p_{2}^{\alpha} \gamma_{2}^{\alpha}}-k_{T}^{\alpha} \frac{V}{\gamma_{2}^{\alpha}}\right) . \\
j_{23}^{*}= & -p_{3}^{\alpha} \frac{p_{2}^{\alpha} V\left(r b^{\alpha}-k_{T}^{\alpha}\right)+r^{\alpha} \gamma_{2}^{\alpha}\left(p_{2}^{\alpha}-b^{\alpha} \mu^{\alpha}\right)+\sqrt{-4 \sigma^{\alpha} b^{\alpha} p_{2}^{\alpha} p_{3}^{\alpha} r^{\alpha} \gamma_{2}^{2 \alpha}+a^{2}}}{2 p_{2}^{\alpha} \gamma_{2}^{\alpha} r^{\alpha} b^{\alpha}} . \\
j_{24}^{*}= & -k_{T}^{\alpha} \frac{p_{2}^{\alpha} V\left(r^{\alpha} b^{\alpha}-k_{T}^{\alpha}\right)+r^{\alpha} \gamma_{2}^{\alpha}\left(p_{2}^{\alpha}-b^{\alpha} \mu^{\alpha}\right)+\sqrt{-4 \sigma^{\alpha} b^{\alpha} p_{2}^{\alpha} p_{3}^{\alpha} r^{\alpha} \gamma_{2}^{2 \alpha}+a^{2}}}{2 p_{2}^{\alpha} \gamma_{2}^{\alpha} r^{\alpha} b^{\alpha}} . \\
j_{31}^{*}= & p_{1}^{\alpha} p_{2}^{\alpha} V\left(r^{\alpha} b^{\alpha}-k_{T}^{\alpha}\right)+r^{\alpha} \gamma_{2}^{\alpha}\left(p_{2}^{\alpha}+b^{\alpha} \mu^{\alpha}\right)-\sqrt{-4 \sigma^{\alpha} b^{\alpha} p_{2}^{\alpha} p_{3}^{\alpha} r^{\alpha} \gamma_{2}^{2}+a^{2}} \\
2 p_{2}^{\alpha} p_{3}^{\alpha} \gamma_{2}^{\alpha}
\end{array}\right] \quad j_{32}^{*}=j_{34}^{*}=-\frac{p_{2}^{\alpha} V\left(r^{\alpha} b^{\alpha}-k_{T}^{\alpha}\right)+r^{\alpha} \gamma_{2}^{\alpha}\left(p_{2}^{\alpha}+b^{\alpha} \mu^{\alpha}\right)-\sqrt{-4 \sigma^{\alpha} b^{\alpha} p_{2}^{\alpha} p_{3}^{\alpha} r^{\alpha} \gamma_{2}^{2 \alpha}+a^{2}}}{2 p_{3}^{\alpha} \gamma_{2}^{\alpha}} . .
$$

The characteristic equation is $\left|J\left(E q_{3}\right)-\lambda I\right|=0$. Hence,

$$
\begin{aligned}
& \left(\gamma_{1}^{\alpha}-k_{s}^{\alpha} \frac{V}{\gamma_{2}^{\alpha}}-\lambda\right)\left(-\gamma_{2}^{\alpha}-\lambda\right)\left(\left(r^{\alpha}-\frac{p_{2}^{\alpha} V\left(r^{\alpha} b^{\alpha}-k_{T}^{\alpha}\right)+r^{\alpha} \gamma_{2}^{\alpha}\left(p_{2}^{\alpha}-b^{\alpha} \mu^{\alpha}\right)+\sqrt{-4 \sigma^{\alpha} b^{\alpha} p_{2}^{\alpha} p_{3}^{\alpha} r^{\alpha} \gamma_{2}^{2 \alpha}+a^{2}}}{p_{2}^{\alpha} \gamma_{2}^{\alpha} r^{\alpha}}\right.\right. \\
& \left.\quad-\left(\frac{p_{2}^{\alpha} V\left(r^{\alpha} b^{\alpha}-k_{T}^{\alpha}\right)+r^{\alpha} \gamma_{2}^{\alpha}\left(p_{2}^{\alpha}+b^{\alpha} \mu^{\alpha}\right)-\sqrt{-4 \sigma^{\alpha} b^{\alpha} p_{2}^{\alpha} p_{3}^{\alpha} r^{\alpha} \gamma_{2}^{2 \alpha}+a^{2}}}{2 p_{2}^{\alpha} \gamma_{2}^{\alpha}}\right)-k_{T}^{\alpha} \frac{V}{\gamma_{2}^{\alpha}}-\lambda\right) \\
& \left(\left(-\mu^{\alpha}-\left(\frac{p_{2}^{\alpha} V\left(r^{\alpha} b^{\alpha}-k_{T}^{\alpha}\right)+r^{\alpha} \gamma_{2}^{\alpha}\left(p_{2}^{\alpha}-b^{\alpha} \mu^{\alpha}\right)+\sqrt{-4 \sigma^{\alpha} b^{\alpha} p_{2}^{\alpha} p_{3}^{\alpha} r^{\alpha} \gamma_{2}^{2 \alpha}+a^{2}}}{2 \gamma_{2}^{\alpha} r^{\alpha} b^{\alpha}}+\frac{V}{\gamma_{2}^{\alpha}}-\lambda\right)\right)\right. \\
& \\
& -\frac{p_{2}^{\alpha} V\left(r^{\alpha} b^{\alpha}-k_{T}^{\alpha}\right)+r^{\alpha} \gamma_{2}^{\alpha}\left(p_{2}^{\alpha}-b^{\alpha} \mu^{\alpha}\right)+\sqrt{-4 \sigma^{\alpha} b^{\alpha} p_{2}^{\alpha} p_{3}^{\alpha} r^{\alpha} \gamma_{2}^{2 \alpha}+a^{2}}}{2 \gamma_{2}^{\alpha} r^{\alpha} b^{\alpha}} \\
& \left.\left(\frac{p_{2}^{\alpha} V\left(r^{\alpha} b^{\alpha}-k_{T}^{\alpha}\right)+r^{\alpha} \gamma_{2}^{\alpha}\left(p_{2}^{\alpha}+b^{\alpha} \mu^{\alpha}\right)-\sqrt{-4 \sigma^{\alpha} b^{\alpha} p_{2}^{\alpha} p_{3}^{\alpha} r^{\alpha} \gamma_{2}^{2 \alpha}+a^{2}}}{2 p_{2}^{\alpha} \gamma_{2}^{\alpha}}\right)\right)=0 .
\end{aligned}
$$

Eigenvalues of $J\left(E q_{3}\right)$ are $\lambda_{1}=\gamma_{1}^{\alpha}-k_{s}^{\alpha} \frac{V}{\gamma_{2}^{\alpha}}, \lambda_{2}=-\gamma_{2}^{\alpha}$,

$$
\begin{aligned}
\lambda_{3}= & \frac{1}{\left(4 b^{\alpha} p_{2}^{\alpha} r^{2 \alpha} \gamma_{2}^{2 \alpha}\right)}\left(\left(2 b^{\alpha}+p_{2}^{\alpha}\right) r^{\alpha}\left(-d+k_{T}^{\alpha} p_{2}^{\alpha} V\right) \gamma_{2}^{\alpha}-b^{\alpha} r^{3 \alpha} \gamma_{2}^{\alpha}\left(b^{\alpha} p_{2}^{\alpha} V-p_{2}^{\alpha} \gamma_{2}^{\alpha}+b^{\alpha} \gamma_{2}^{\alpha} \mu^{\alpha}\right)\right. \\
& +r^{2 \alpha} \gamma_{2}^{\alpha}\left(-p_{2}^{2 \alpha} \gamma_{2}^{\alpha}+2 b^{2 \alpha}\left(p_{2}^{\alpha} V+\gamma_{2}^{\alpha} \mu^{\alpha}\right)-b^{\alpha}\left(d+p_{2}^{\alpha}\left(\left(k_{T}^{\alpha}+p_{2}^{\alpha}\right) V+\gamma_{2}^{\alpha}\left(2+\mu^{\alpha}\right)\right)\right)\right) \\
& -\left(r ^ { 2 \alpha } \gamma _ { 2 } ^ { 2 \alpha } \left(\left(-p_{2}^{\alpha}\left(-d+k_{T}^{\alpha} p_{2}^{\alpha} V-p_{2}^{\alpha} r^{\alpha} \gamma_{2}^{\alpha}\right)+b^{2 \alpha}\left(-2+r^{\alpha}\right) r^{\alpha}\left(p_{2}^{\alpha} V+\gamma_{2}^{\alpha} \mu^{\alpha}\right)\right.\right.\right. \\
& \left.+b^{\alpha}\left(-d\left(-2+r^{\alpha}\right)-2 k_{T}^{\alpha} p_{2}^{\alpha} V+p_{2}^{\alpha} r^{\alpha}\left(\left(k_{T}^{\alpha}+p_{2}^{\alpha}\right) V+\gamma_{2}^{\alpha}\left(2-r^{\alpha}+\mu^{\alpha}\right)\right)\right)\right)^{2} \\
& -8 b^{\alpha} p_{2}^{\alpha}\left(-k_{T}^{2 \alpha} p_{2}^{2 \alpha}\left(-2+r^{\alpha}\right) V^{2}-2 k_{T}^{\alpha} p_{2}^{\alpha} r^{\alpha} V\left(-p_{2}^{\alpha}\left(-2+r^{\alpha}\right) \gamma_{2}^{\alpha}+b^{\alpha}\left(p_{2}^{\alpha} V+\gamma_{2}^{\alpha} \mu^{\alpha}\right)\right)+r^{\alpha}\left(-p_{2}^{2 \alpha}\left(-2+r^{\alpha}\right) r^{\alpha} \gamma_{2}^{2 \alpha}+b^{2 \alpha} r^{2 \alpha}\left(p_{2}^{\alpha} V\right.\right.\right. \\
& \left.\left.\left.\left.\left.\left.+\gamma_{2}^{\alpha} \mu^{\alpha}\right)^{2}+2 b^{\alpha} p_{2}^{\alpha} \gamma_{2}^{\alpha}\left(p_{2}^{\alpha} r^{\alpha} V-2 \sigma^{\alpha} p_{2}^{\alpha} \gamma_{2}^{\alpha}+r^{\alpha} \gamma_{2}^{\alpha} \mu^{\alpha}\right)\right)-d\left(-k_{T}^{\alpha} p_{2}^{\alpha}\left(-2+r^{\alpha}\right) V+r^{\alpha}\left(p_{2}^{\alpha}\left(-2+r^{\alpha}\right) \gamma_{2}^{\alpha}+b^{\alpha} r^{\alpha}\left(p_{2}^{\alpha} V+\gamma_{2}^{\alpha} \mu^{\alpha}\right)\right)\right)\right)\right)\right)^{1 / 2}\right), \\
\lambda_{4}= & \frac{1}{\left(4 b b^{\alpha} p_{2}^{\alpha} r^{2 \alpha} \gamma_{2}^{2 \alpha}\right)}\left(\left(2 b^{\alpha}+p_{2}^{\alpha}\right) r^{\alpha}\left(-d+k_{T}^{\alpha} p_{2}^{\alpha} V\right) \gamma_{2}^{\alpha}-b^{\alpha} r^{3 \alpha} \gamma_{2}^{\alpha}\left(b^{\alpha} p_{2}^{\alpha} V-p_{2}^{\alpha} \gamma_{2}^{\alpha}+b^{\alpha} \gamma_{2}^{\alpha} \mu^{\alpha}\right)\right. \\
& +r^{2 \alpha} \gamma_{2}^{\alpha}\left(-p_{2}^{2 \alpha} \gamma_{2}^{\alpha}+2 b^{2 \alpha}\left(p_{2}^{\alpha} V+\gamma_{2}^{\alpha} \mu^{\alpha}\right)-b^{\alpha}\left(-d+p_{2}^{\alpha}\left(\left(k_{T}^{\alpha}+p_{2}^{\alpha}\right) V+\gamma_{2}^{\alpha}\left(2+\mu^{\alpha}\right)\right)\right)\right) \\
& +\left(r ^ { 2 \alpha } \gamma _ { 2 } ^ { 2 \alpha } \left(\left(-p_{2}^{\alpha}\left(d+k_{T}^{\alpha} p_{2}^{\alpha} V-p_{2}^{\alpha} r^{\alpha} \gamma_{2}^{\alpha}\right)+b^{2 \alpha}\left(-2+r^{\alpha}\right) r^{\alpha}\left(p_{2}^{\alpha} V+\gamma_{2}^{\alpha} \mu^{\alpha}\right)+b^{\alpha}\left(d^{\alpha}\left(-2+r^{\alpha}\right)-2 k_{T}^{\alpha} p_{2}^{\alpha} V+p_{2}^{\alpha} r^{\alpha}\left(\left(k_{T}^{\alpha}+p_{2}^{\alpha}\right) V+\right.\right.\right.\right.\right. \\
& \left.\left.\left.\gamma_{2}^{\alpha}\left(2-r^{\alpha}+\mu^{\alpha}\right)\right)\right)\right)^{2}-8 b^{\alpha} p_{2}^{\alpha}\left(-k_{T}^{2 \alpha} p_{2}^{2 \alpha}\left(-2+r^{\alpha}\right) V^{2}-2 k_{T}^{\alpha} p_{2}^{\alpha} r^{\alpha} V^{\alpha}\left(-p_{2}^{\alpha}\left(-2+r^{\alpha}\right) \gamma_{2}^{\alpha}+b^{\alpha}\left(p_{2}^{\alpha} V+\gamma_{2}^{\alpha} \mu^{\alpha}\right)\right)\right. \\
& +r^{\alpha}\left(-p_{2}^{2 \alpha}\left(-2+r^{\alpha}\right) r^{\alpha} \gamma_{2}^{2 \alpha}+b^{2 \alpha} r^{2 \alpha}\left(p_{2}^{\alpha} V+\gamma_{2}^{\alpha} \mu^{\alpha}\right)^{2}+2 b^{\alpha} p_{2}^{\alpha} \gamma_{2}^{\alpha}\left(p_{2}^{\alpha} r^{\alpha} V-2 \sigma^{\alpha} p_{3}^{\alpha} \gamma_{2}^{\alpha}\right.\right. \\
& \left.\left.\left.\left.\left.+r^{\alpha} \gamma_{2}^{\alpha} \mu^{\alpha}\right)\right)-d\left(-k_{T}^{\alpha} p_{2}^{\alpha}\left(-2+r^{\alpha}\right) V+r^{\alpha}\left(p_{2}^{\alpha}\left(-2+r^{\alpha}\right) \gamma_{2}^{\alpha}+b^{\alpha} r^{\alpha}\left(p_{2}^{\alpha} V+\gamma_{2}^{\alpha} \mu^{\alpha}\right)\right)\right)\right)\right)^{1 / 2}\right) .
\end{aligned}
$$

From the conditions we have $\lambda_{i}<0$ for $i=1,2,3,4$. Therefore, $\left|\arg \left(\lambda_{i}\right)\right|>\frac{\alpha \pi}{2}$, and by Theorem (1), $E q_{3}$ is locally asymptotically stable.

## 5 A numerical technique for the proposed fractional-order model

In this section, numerical solution of system (3) is carried out using the Predictor-Corrector method of Adams-Bashforth-Moulton [32, 33] for different $\alpha \in(0,1]$. We implement the Caputo fractional operator to provide the numerical simulation of a nonlinear fractional order system. The following Cauchy-type ODE is taken into account with respect to the Caputo operator of order $\alpha$ :

$$
\begin{equation*}
{ }_{C} D_{t}^{\alpha} D_{t}^{\alpha} \Phi(t)=f(t, \Phi(t)), \quad \Phi^{(k)}(0)=\Phi_{0}^{k}, \quad 0<\alpha \leq 1, \quad 0<t \leq \tau, \tag{7}
\end{equation*}
$$

where $k=0,1, \ldots, n-1$, and $n=\lceil\alpha\rceil$. Equation (7) is equivalent to the following Volterra equation:

$$
\begin{equation*}
\Phi(t)=\sum_{k=0}^{n-1} \Phi_{0}^{(k)} \frac{t^{k}}{k!}+\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} f(s, \Phi(s)) d s \tag{8}
\end{equation*}
$$

By considering this proposed predictor-corrector scheme associated with the Adam-Bashforth-Moulton algorithm [4, 6] to have the numerical solutions of the proposed model, we can take $h=\tau / N, t_{z}=z h$, and $z=0,1, \ldots, N \in \mathrm{Z}^{+}$, by letting $\Phi_{z} \approx \Phi\left(t_{z}\right)$, it can be discretized as follows, i.e., the corresponding corrector formula [6]

$$
\begin{aligned}
S_{q+1}=\sum_{z=0}^{q-1} S_{o}^{(z)} \frac{t_{q+1}^{z}}{z!}+ & \frac{h^{\alpha}}{\Gamma(\alpha+2)} \sum_{z=0}^{q}\left(p_{z, q+1}\right)\left(\gamma_{1}^{\alpha} S_{z}-k_{s}^{\alpha} M_{z} S_{z}\right)+\frac{h^{\alpha}}{\Gamma(\alpha+2)} \sum_{z=0}^{q}\left(p_{q+1, q+1}\right)\left(\gamma_{1}^{\alpha} S_{q+1}^{P F}-k_{s}^{\alpha} M_{q+1}^{P F} S_{q+1}^{P F}\right), \\
T_{q+1}= & \sum_{z=0}^{q-1} T_{o}^{(z)} \frac{t_{q+1}^{z}}{z!}+\frac{h^{\alpha}}{\Gamma(\alpha+2)} \sum_{z=0}^{q}\left(p_{z, q+1}\right)\left(r^{\alpha}\left(1-b^{\alpha} T_{z}\right) T_{z}-\left(p_{3}^{\alpha} E_{z}+k_{t}^{\alpha} M_{z}\right) T_{z}\right) \\
& +\frac{h^{\alpha}}{\Gamma(\alpha+2)} \sum_{z=0}^{q}\left(p_{q+1, q+1}\right)\left(r^{\alpha}\left(1-b^{\alpha} T_{q+1}^{P F}\right) T_{q+1}^{P F}-\left(p_{3}^{\alpha} E_{q+1}^{P F}+k_{t}^{\alpha} M_{q+1}^{P F}\right) T_{q+1}^{P F}\right),
\end{aligned}
$$

$$
\begin{aligned}
E_{q+1}= & \sum_{z=0}^{q-1} E_{0}^{(z)} \frac{t_{q+1}^{z}}{z!}+\frac{h^{\alpha}}{\Gamma(\alpha+2)} \sum_{z=0}^{q}\left(p_{z, q+1}\right)\left(a^{\alpha}-\mu^{\alpha} E_{z}+\frac{p_{1}^{\alpha} E_{z} S_{z}}{S_{z}+1}-p_{2}^{\alpha}\left(T_{z}+M_{z}\right) E_{z}\right) \\
& +\frac{h^{\alpha}}{\Gamma(\alpha+2)} \sum_{z=0}^{q}\left(p_{q+1, q+1}\right)\left(a^{\alpha}-\mu^{\alpha} E_{q+1}^{P F}+\frac{p_{1}^{\alpha} E_{q+1}^{P F} S_{q+1}^{P F}}{S_{q+1}^{P F}+1}-p_{2}^{\alpha}\left(T_{q+1}^{P F}+M_{q+1}^{P F}\right) E_{q+1}^{P F}\right) \\
M_{q+1}= & \sum_{z=0}^{q-1} M_{0}^{(z)} \frac{t_{q+1}^{z}}{z!}+\frac{h^{\alpha}}{\Gamma(\alpha+2)} \sum_{z=0}^{q}\left(p_{z, q+1}\right)\left(-\gamma_{2}^{\alpha} M_{z}+V(t)\right)+\frac{h^{\alpha}}{\Gamma(\alpha+2)} \sum_{z=0}^{q}\left(p_{q+1, q+1}\right)\left(-\gamma_{2}^{\alpha} M_{q+1}^{P F}+V(t)\right),
\end{aligned}
$$

where

$$
p_{z, q+1}= \begin{cases}q^{\alpha+1}-(q-\alpha)(q+1)^{\alpha}, & \text { if } z=0  \tag{9}\\ (q-z+2)^{\alpha+1}+(q-z)^{\alpha+1}-2(q-z+1)^{\alpha+1}, & \text { if } 1 \leq z \leq q \\ 1, & \text { if } z=q+1\end{cases}
$$

Subsequently, the following step is to construct the coincident predictor formula $\Phi_{q+1}^{P F}$. One can compute the proposed predictor formula as

$$
\begin{aligned}
S_{q+1}^{P F} & =\sum_{z=0}^{q-1} S_{0}^{(z)} \frac{t_{q+1}^{z}}{z!}+\frac{h^{\alpha}}{\Gamma(\alpha+1)} \sum_{z=0}^{q}\left(j_{z, \alpha}{ }_{q+1}\right)\left(\gamma_{1}^{\alpha} S_{z}-k_{s}^{\alpha} M_{z} S_{z}\right) \\
T_{q+1}^{P F} & =\sum_{z=0}^{q-1} T_{0}^{(z)} \frac{t_{q+1}^{z}}{z!}+\frac{h^{\alpha}}{\Gamma(\alpha+1)} \sum_{z=0}^{q}\left(j_{z, q+1}\right)\left(r^{\alpha}\left(1-b^{\alpha} T_{z}\right) T_{z}-\left(p_{3}^{\alpha} E_{z}+k_{t}^{\alpha} M_{z}\right) T_{z}\right) \\
E_{q+1}^{P F} & =\sum_{z=0}^{q-1} E_{0}^{(z)} \frac{t_{q+1}^{z}}{z!}+\frac{h^{\alpha}}{\Gamma(\alpha+1)} \sum_{z=0}^{q}\left(j_{z, q+1}\right)\left(a^{\alpha}-\mu^{\alpha} E_{z}+\frac{p_{1}^{\alpha} E_{z} S_{z}}{S_{z}+1}-p_{2}^{\alpha}\left(T_{z}+M_{z}\right) E_{z}\right) \\
M_{q+1}^{P F}= & \sum_{z=0}^{q-1} M_{0}^{(z)} \frac{t_{q+1}^{z}}{z!}+\frac{h^{\alpha}}{\Gamma(\alpha+1)} \sum_{z=0}^{q}\left(j_{z, q+1}\right)\left(-\gamma_{2}^{\alpha} M_{z}+V(t)\right)
\end{aligned}
$$

where

$$
j_{z, q+1}=(q+1-z)^{\alpha}-(q-z)^{\alpha}
$$

## 6 Memory trace and hereditary traits

To examine the behaviour of the proposed model (2), we use the Caputo operator defined in (2). For $\alpha \in(0,1]$ derivative, let the fractional derivative of variable $\Phi(t)$ be

$$
\begin{equation*}
{ }_{C} D_{t}^{\alpha} \Phi(t)=\phi(\Phi(t), t) \tag{10}
\end{equation*}
$$

Utilizing the one of most common numerical methods, the L1 scheme [22, 23, 24, 21], the numerical approximation of the FOD of $\Phi(t)$ is

$$
\begin{equation*}
{ }_{C} D_{t}^{\alpha} \Phi(t) \approx \frac{(d t)^{-\alpha}}{\Gamma(2-\alpha)}\left[\sum_{\rho=0}^{T-1}\left[\Phi\left(t_{\rho+1}\right)-\Phi\left(t_{\rho}\right)\right]\left[(T-\rho)^{1-\alpha}-(T-1-\rho)^{1-\alpha}\right]\right] . \tag{11}
\end{equation*}
$$

One of the most powerful numerical methods for discretizing the Caputo-FOD in time is $L 1$ scheme. The purpose of implementing the L1 scheme in this research study is its memory term and convergence rate. Memory term is also explicitly present in other numerical methods, but this memory integration term is more clearly defined in the L1 scheme. Considering (10) and (11) together, the numerical solution of Eq. (10) is as follows:

$$
\Phi\left(t_{T}\right) \quad \approx \quad{ }_{C} D_{t}^{\alpha} \Gamma(2-\alpha) H(\Phi(t), t)+\Phi\left(t_{T-1}\right)-\left[\sum_{\rho=0}^{T-2}\left[\Phi\left(t_{\rho+1}\right)-\Phi\left(t_{\rho}\right)\right]\left[(T-\rho)^{1-\alpha}-(T-1-\rho)^{1-\alpha}\right]\right]
$$

Therefore, the solution of the FOD (fractional-order derivative) can be defined as the difference between the Markov term and the memory trace. The Markov term weighted by the Gamma function is as follows:

$$
\begin{equation*}
\text { Markov term }={ }_{C} D_{t}^{\alpha} \Gamma(2-\alpha) H(\Phi(t), t)+\Phi\left(t_{T-1}\right) \tag{12}
\end{equation*}
$$

The memory trace ( $\Phi$-memory trace since it is related to variable $\Phi(t)$ ) is

$$
\begin{equation*}
\text { Memory trace }=\sum_{\rho=0}^{T-2}\left[\Phi\left(t_{\rho+1}\right)-\Phi\left(t_{\rho}\right)\right]\left[(T-\rho)^{1-\alpha}-(T-1-\rho)^{1-\alpha}\right] \tag{13}
\end{equation*}
$$

The memory trace is capable of integrating all past activities and takes into account the long-term history of the system. For $\alpha=1$, the memory trace is 0 for any time $t$. Memory trace dynamics is highly dependent on time. When the fractional-order $\alpha$ is decreased from the


Figure 1. Change of the cancer stem cells over time for the varying fractional-order derivative
unit, the memory trace nonlinearly increases from 0 . Hence, the fractional-order system dynamics quite different from the integer order dynamics.

## 7 Numerical simulations and data analysis

In this section, for the system (2), the numerical solutions are achieved using the Adams-Bashforth-Moulton Predictor-Corrector method [34] for the parameters in Table 1. With the help of numerical simulations, we have investigated the effects of changes in parameters on the system (2) and how different values of the fractional derivative $\alpha$ affect the behavior of the system. The parameter values that have been used for numerical simulations are given in Table 1. In Fig. 1, the variation of cancer stem cells with time for different fractional derivatives have been observed. As the $\alpha$ decreases from 1 , that is, in the case of the Caputo fractional derivative, it takes a longer time for the stem cells to reach the equilibrium point. In Fig. 2, the change of tumor cells with time for different fractional derivatives have been observed. It has been seen that tumor cells disappear in a short time for the integer order case. In addition, since the fractional derivative decreases from 1 to zero (does not equal to zero), the amount of decrease in tumor cells per unit time also decreases. In Fig. 3, it has been seen that the concentration of effector cells decreases in a short time, then their concentration suddenly increases and then reaches the equilibrium point. In addition, as $\alpha$ decreases from 1 , it takes a longer time for effector cells to reach the equilibrium point. In Fig. 4, the variation of chemotherapy concentration drug with time for different fractional derivatives has been illustrated. It is understood from Fig. 4 that, the fractional order predicts more chemotherapy concentration drugs. Moreover, in Figs. 5,6,7, the changes of tumor cells and cancer stem cells with time have been investigated for different values of parameters. It is understood from Fig. 5 that as the $\gamma_{2}$ (decay rate of chemotherapy drug) increases, there is a significant increase in the number of tumor stem cells. In addition, we vary the parameter $k_{s}$ and keep other parameters fixed in order to explore the effects of this parameter in Fig. 6. From Fig. 6, it has been shown that as $k_{s}$ decreases, the number of stem cells also increases. In addition, it is clear from Fig. 7 that as $k_{T}$ decreases, the number of tumor cells also increases. We also explore the effect of the memory trace in Figs. $8,9,10,11$. One can conclude that when $\alpha=1$, the memory effect in the system is zero and as the $\alpha$ increases to 1 the memory effect of the system also emerges.

## 8 Results and discussion

In this paper, we have considered the Caputo fractional order cancer-immune system model that is given as a system of fractional differential equations (2) which have Caputo fractional derivative. We explore the local asymptotic stability of the tumor-free and tumor-infection fixed points of the system and we show that the equilibrium points of the model (2) is asymptotically stable under some certain conditions. Then, we have examined the existence and uniqueness of the solution. Moreover, we have achieved the numerical simulations to verify the theoretical results. In order to explore the effects of variation of the fractional order derivative and to examine the behavior of the system, we have obtained the figures for different $\alpha$ values. It is seen that as $\alpha$ decreases from 1 , the cells reach the equilibrium points faster. In addition, we have investigated the effect of the memory trace, which is very important for biological models. When examining the effects of the memory trace, it is seen that there is no memory effect for $\alpha=1$. However, as $\alpha$ decreases from 1 , the memory effect of the system emerges. From the figures, we have concluded that the Caputo fractional derivative gives more realistic results than integer order derivatives. Although, there have been many studies that discuss the tumor-immune interaction in the literature, our model differs from them in terms of exploring the interaction between stem cells, tumor cells, effector cells and chemotherapy concentration drugs. In addition, also, it differs from other models in terms of the mathematical studies presented above.


Figure 2. Change of the Tumor Cells over time for the varying fractional-order derivative


Figure 3. Change of the effector cells over time for the varying fractional-order derivative


Figure 4. Change of the Chemotherapy drug concentration over time for the varying fractional-order derivative


Figure 5. Change of the stem cells over time for the different $\gamma_{2}$ values, $\alpha=0.9$


Figure 6. Change of the stem cells over time for the varying $k_{s}$ values, $\alpha=0.9$


Figure 7. Change of the tumor cells over time for the varying $k_{t}$ values, $\alpha=0.9$


Figure 8. Change of the stem cells over time for the varying fractional-order derivative


Figure 9. Change of the effector cells over time for the varying fractional-order derivative


Figure 10. Change of the tumor cells over time for the varying fractional-order derivative


Figure 11. Change of the chemotherapy drug concentration over time for the varying fractional-order derivative

Chemotherapy concentration drug plays an important role in the prevention of tumor growth. According to the results, if the chemotherapy concentration drugs are high, then the tumor cells undergo a considerable loss. When the simulation results have been examined, it has been observed that as $\alpha$ changes, the stem cells, the number of tumor cells, number of effector cells and chemotherapy concentration drug also change significantly. We hope that this study will make very high contributions to academics both dealing with mathematics and working in the field of medicine.
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#### Abstract

Calcium is a vital element in our body and plays a crucial role to moderate the calcium signalling process. Calcium-dependent protein and flux through the sodium-calcium exchanger are also involved in signalling process to perform and execute necessary cellular activities. The loss or alteration in this cellular activity starts the early progress of Parkinson's disease. A mathematical calcium model is developed in the form of the Hilfer fractional reaction-diffusion equation to examine the calcium diffusion in the cells. The effect of calcium-dependent protein and flux through the sodium-calcium exchanger is incorporated in the model. The solution of the Hilfer fractional calcium model is obtained by using the Sumudu transform technique in the form of the Wright function and Mittag-Leffler function. The graphical results are obtained for the different amounts of proteins, presence, and absence of sodium-calcium exchanger, and various orders of Hilfer derivative. The obtained results show that the modified calcium model is a function of time, position, and Hilfer fractional derivative. Thus the modified Hilfer calcium model provides a rich physical interpretation of a calcium model as compared to the classical calcium model.
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## 1 Introduction

Neurons a main component of the brain also refer as nerve cells that transfer the message from the brain to other parts in the form of electrochemical gradient and vice versa. The major part of a neuron is made by a combination of a cell body, axon, and dendrite. Dendrite is a long tree like structure that receives information from the other neurons and is passed to the cell body. The cell body is a central part of the neuron that analyzed the received information and prepared a necessary outcome. The axon received the outcomes and carries them to other neurons. This is the basic life cycle of a typical neuron. Our brain consists of around $80-90$ billion neurons so it made a complex neuronal network to perform and execute cellular activities [1]. Besides neuron, astrocytes and glial cells are also supports and moderate the requisite cellular activities [2].

Calcium is also known as the second messenger and it is found in almost all kinds of nerve cells such as a neuron, astrocytes, oocytes, and many others. Calcium diffusion is a very dynamic process in the cells to understand the calcium signalling phenomena. Calcium diffuses
into the cell and reacts with protein, channels, pumps, and many other cellular entities. Due to the complexity, we have incorporated the flux through a sodium calcium exchanger in the presence of protein only. They diffused and produce the calcium depending protein as per a requirement of the calcium signalling process. The cytosol feels like a full of free calcium then the calcium buffering phenomena convert the level of free calcium into calcium dependent protein. That generated protein is utilized for fertilization, cell differentiation, synaptogenesis, and so on [3, 4]. The sodium calcium exchanger is also one of the major sources to transform free calcium from the cytosol to cells. They exchange three sodium ions against one calcium ion. That is three sodium ions enter into the cytosol and one calcium ion exists from the cytosol. In the present study, we have considered the sodium calcium exchanger with an exchange ratio of $3 \mathrm{Na}^{+}: 1 \mathrm{Ca}^{++}$ [ $5,6,7]$. The alteration in the process to manage free calcium in the cells for long periods may result in various neurological diseases namely Parkinson's, Alzheimer's, Amyotrophic lateral sclerosis, etc [8, 9]. Parkinson's disease (PD) is a disorder of the nervous system strongly associated with the dysfunction or alteration of calcium signalling. There is numerous factor associated with it such as environmental effect, age, gene mutation, misfolded protein sequence, calcium homeostasis, etc [10, 11, 12].

Panday and Pardasani have employed the finite element method to study the role of sodium calcium exchanger on calcium diffusion in oocytes cells [5]. Tewari and Pardasani have employed Gear's method to study the role of sodium calcium exchanger, calcium channel, plasma membrane, sodium pump and buffer on calcium diffusion in neuron cells [6]. Jha et al. have employed the finite element method to study the role of sodium calcium exchanger by considering a point source and line source of calcium flux on calcium diffusion in neuron cells [7]. Also, there have been several experimental attempts that were performed in the past to identify the role and physiological impact of sodium calcium exchangers on various cells [13, 14, 15, 16]. Beside this a researches has explored the role of parameters of calcium toolkits on astrocytes [17, 18, 19, 20, 21, 22], neuron [23, 24, 25, 26, 27, 28, 29, 30], oocytes [31, 32], myocytes [33, 34, 35], hepatocytes [36], and T lymphocytes cells [37, 38]. Thus a very little amount of work has attempted to study parameters of calcium toolkits by using the fractional calculus approach. Also, the literature suggests that none of the researchers and scientists has studied the effect of sodium calcium exchanger and protein on calcium diffusion and related to Parkinson's disease. Therefore, in this paper, we have studied the role of sodium calcium exchanger and calcium dependent protein on calcium diffusion by using the fractional calculus approach.

The fractional calculus is a generalization of the integer-order calculus and it provides more accurate results as compared to classical calculus. Hence, it is widely used in mathematical modelling of science and engineering, medical, and almost all area of education $[39,40,41,42,43,44,45,46,47,48,49,50,51,52,53,54,55,56,57,58,59,60]$. Nowadays, numbers of the fractional derivative are available to deal with real-world problems such as Caputo derivative, Caputo-Fabrizio derivative, Atangana-Baleneu derivative, Hilfer derivative, Weyl derivative, Conformable derivative and many more. We have used the Hilfer fractional derivative in this study because it is a generalization of the Caputo and Riemann-Liouville derivatives [61]. Also, there are a number of effective methods such as differential transform method, double Laplace transform, Fourier transform method, Sumudu transform method, iterative method, Adomian decomposition method, homotopy transform method, and many more. We have used the Sumudu transform method in this study because it is best to our problems and it provides a closed form solution of the calcium model in terms of Wright function and Mittag-Leffler function.

The structure of this study is as follows. In Section 2, we provide some basic definitions that are used in this study. In Section 3, we develop a mathematical formulation of the calcium model then, we modify the model in the sense of the Hilfer fractional calcium model. The results are obtained in Section 4 for different amounts of calcium protein and sodium calcium exchanger. In the last Section 5 , some conclusions are derived from the proposed results.

## 2 Mathematical preliminaries

The mathematical model developed in the present study is solved by using the Hilfer fractional derivative and Sumudu transform technique. The basic definitions of the Hilfer derivative and Sumudu transform are provided here that can be used to solve the model [61, 62, 63, 64].

Definition 1 The Riemann-Liouville fractional order integral for a function $y(t)$ is defined as

$$
\begin{equation*}
I_{a}^{u}(y(t))=\frac{1}{\Gamma(u)} \int_{a}^{t}(t-\xi)^{u-1} y(\xi) d \xi \tag{1}
\end{equation*}
$$

where $t>a$, and $R(u)>0$.

Definition 2 The Riemann-Liouville fractional order derivative for a function $y(t)$ of order $u$ is defined as

$$
\begin{equation*}
{ }_{a}^{R L} D_{t}^{u}(y(t))=\left(\frac{d}{d t}\right)^{n}\left(I_{a}^{n-u} y(t)\right) \tag{2}
\end{equation*}
$$

where $R(u)>0$.

Definition 3 The Caputo fractional order derivative for a function $y(t)$ of order $u$ is defined as

$$
{ }_{a}^{C} D_{t}^{u}(y(t))=\left\{\begin{array}{cc}
\frac{1}{\Gamma(m-u)} \int_{a}^{t} \frac{y^{m}(\xi)}{(t-\xi)^{u+1-m}} d \xi, & m-1<u \leq m  \tag{3}\\
\frac{d^{m}}{d t^{m}} y(t), & u=m
\end{array}\right.
$$

where $R(u)>0$ and $m \in N$.

Definition 4 The Hilfer fractional derivative for a function $y(t)$ is defined as

$$
\begin{equation*}
{ }_{a}^{H} D_{t}^{u, v}(y(t))=I_{t}^{\nu(1-u)} \frac{\partial}{\partial t}\left(I_{t}^{(1-v)(1-u)} y(t)\right), 0<u<1,0 \leq v \leq 1 . \tag{4}
\end{equation*}
$$

Remark 1 The Hilfer fractional derivative is a generalization of the Riemann-Liouville and Caputo fractional definition. The Riemann-Liouville and Caputo fractional definitions are recovered by setting $v=0$ and $v=1$ respectively in equation (4).

Definition 5 Let consider a set A over the function $y(t)$ as

$$
\begin{equation*}
A=\left\{y(t): \exists M, \tau_{1}, \tau_{2}>0,|y(t)|<M e^{t / \tau_{j}}, t \in(-1)^{j} \times[0, \infty)\right\} \tag{5}
\end{equation*}
$$

then the Sumudu transform of function $y(t)$ over the set $A$ is defined as

$$
\begin{equation*}
S\{y(t)\}=Y(p)=\int_{0}^{\infty} \frac{1}{p} e^{-\frac{t}{p}} y(t) d t, p \in\left(-\tau_{1}, \tau_{2}\right) \tag{6}
\end{equation*}
$$

Definition 6 The inverse Sumudu transform of function $Y(p)$ is defined as follows

$$
\begin{equation*}
S^{-1}\{Y(p)\}=y(t)=\frac{1}{2 \pi i} \int_{\gamma-i \infty}^{\gamma+i \infty} e^{\frac{t}{p}} Y(p) d p \tag{7}
\end{equation*}
$$

where $\gamma \in R$ is a fixed number.

## 3 Mathematical formulation of the calcium model

The calcium in the cytosol is diffuse with protein and produces a different chemical species that modulate the cellular process and is represented by the chemical equation as

$$
\begin{equation*}
\mathrm{Ca}^{2+}+\mathrm{B}_{i} \stackrel{\mathrm{k}^{+}}{\stackrel{+}{k^{-}}} \mathrm{CaB}, \tag{8}
\end{equation*}
$$

where $\mathrm{Ca}^{2+}$ represents calcium ion, $B_{i}$ represents the proteins calbindin- $D_{28 k}$, and $C a B_{i}$ represents the produced calcium dependent protein. The calcium flow in the cell at any position and time is determined by the following partial differential equation [23, 31, 32, 33]

$$
\begin{equation*}
\frac{\partial}{\partial t}\left[C a^{2+}\right]=D_{C a} \frac{\partial^{2}}{\partial x^{2}}\left[C a^{2+}\right]+\sum_{i} R_{i}+f \tag{9}
\end{equation*}
$$

The rate of change of calcium is denoted by the first order derivative with time, the diffusion of calcium is denoted by the Laplacian operator, $D_{C a}$ is the diffusion coefficient, $f$ denoted the calcium source from cellular entities, whereas the summation corresponds to multiple proteins and reaction term is a combination of chemical reactant and it is described as

$$
\begin{equation*}
R_{i}=-k^{+}\left[B_{i}\right]\left[C a^{2+}\right]+k^{-}\left[C a B_{i}\right] \tag{10}
\end{equation*}
$$

The similar chemical reaction for the proteins and calcium dependent protein follows the Fickian diffusion mechanism and is defined as $[65,66]$

$$
\begin{gather*}
\frac{\partial}{\partial t}\left[B_{i}\right]=D_{B} \cdot \frac{\partial^{2}}{\partial x^{2}}\left[B_{i}\right]+R_{i}  \tag{11}\\
\frac{\partial}{\partial t}\left[C a B_{i}\right]=D_{C a B_{i}} \cdot \frac{\partial^{2}}{\partial x^{2}}\left[C a B_{i}\right]-R_{i}, \tag{12}
\end{gather*}
$$

where $D_{B}$ and $D_{C a B_{i}}$ represent a diffusion coefficient of proteins and calcium dependent protein, respectively. Thus to identify the calcium flow in the cell at any moment it is necessary to solve the given system of partial differential equation

$$
\begin{align*}
& \frac{\partial}{\partial t}\left[\mathrm{Ca}^{2+}\right]=D_{C a} \frac{\partial^{2}}{\partial x^{2}}\left[\mathrm{Ca}^{2+}\right]+\sum_{i} R_{i}+f \\
& \frac{\partial}{\partial t}\left[B_{i}\right]=D_{B} \cdot \frac{\partial^{2}}{\partial x^{2}}\left[B_{i}\right]+R_{i},  \tag{13}\\
& \frac{\partial}{\partial t}\left[\mathrm{CaB}_{i}\right]=D_{C a B_{i}} \cdot \frac{\partial^{2}}{\partial x^{2}}\left[\mathrm{CaB}_{i}\right]-R_{i}
\end{align*}
$$

## Modified calcium model in form of Hilfer fractional derivative

The classical model is replaced by Hilfer fractional model to catch the memory of cells that increase the complexity of a model but simultaneously increase the accuracy of a model. The classical calcium model (13) become as

$$
\begin{align*}
& { }_{0}^{H} D_{t}^{\alpha, \beta}\left[C a^{2+}\right](x, t)=D_{C a} \frac{\partial^{2}}{\partial x^{2}}\left[C a^{2+}\right](x, t)+\sum_{i} R_{i}+f(x, t), \\
& { }_{0}^{H} D_{t}^{\alpha, \beta}\left[B_{i}\right](x, t)=D_{B} \cdot \frac{\partial^{2}}{\partial x^{2}}\left[B_{i}\right](x, t)+R_{i}(x, t),  \tag{14}\\
& { }_{0}^{H} D_{t}^{\alpha, \beta}\left[C a B_{i}\right](x, t)=D_{C a B_{i}} \cdot \frac{\partial^{2}}{\partial x^{2}}\left[C a B_{i}\right](x, t)-R_{i}(x, t),
\end{align*}
$$

where $0<\alpha<1,0 \leq \beta \leq 1$.
The molecular weight of calcium is very small as compared to proteins and calcium dependent proteins. Hence by using this assumption we have $D_{B}=D_{\text {CaB }_{i}}=D_{i}$ and we get the following equation

$$
\begin{equation*}
{ }_{0}^{H} D_{t}^{\alpha, \beta}\left[B_{i}\right]_{T}(x, t)=D_{i} \frac{\partial^{2}}{\partial x^{2}}\left[B_{i}\right]_{T}(x, t), \tag{15}
\end{equation*}
$$

where $\left[B_{i}\right]_{T}=\left[B_{i}\right]+\left[\mathrm{CaB}_{i}\right]$.
The background concentration of proteins and calcium dependent protein in the terms of a total concentration and dissociate constant are given as [66]

$$
\begin{equation*}
\left[B_{i}\right]_{\infty}=\frac{K\left[B_{i}\right]_{T}}{K+\left[C a^{2+}\right]_{\infty}}, \tag{16}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[\mathrm{CaB}_{i}\right]_{\infty}=\frac{\left[\mathrm{Ca}^{2+}\right]_{\infty}\left[B_{i}\right]_{T}}{\mathrm{~K}+\left[\mathrm{Ca}^{2+}\right]_{\infty}}, \tag{17}
\end{equation*}
$$

where $K=k^{-} / k^{+}$.
Thus by combining equations ( $15-17$ ) the model (14) is converted to a Hilfer fractional reaction diffusion equation which is given as

$$
\begin{equation*}
{ }_{0}^{H} D_{t}^{\alpha, \beta}\left[C a^{2+}\right](x, t)=D_{C a} \frac{\partial^{2}}{\partial x^{2}}\left[C a^{2+}\right](x, t)-\sum_{i} k_{i}^{+}\left[B_{i}\right]_{\infty}\left(\left[C a^{2+}\right](x, t)-\left[C a^{2+}\right]_{\infty}\right)+f(x, t), \tag{18}
\end{equation*}
$$

where $0<\alpha<1,0 \leq \beta \leq 1$.
The sodium calcium exchanger flux is considered in the model whose electrochemical gradient is involved in the signalling phenomena. There are two valence ions of calcium they provide the given equation $[5,6,7]$

$$
\begin{equation*}
\Delta \mu_{C a}=Z F V_{m}+R T \ln \left(\frac{C a_{i}}{C a_{o}}\right) . \tag{19}
\end{equation*}
$$

Similarly, there is one valence ion of sodium they generate the following equation as a result of electrochemical gradient as

$$
\begin{equation*}
\Delta \mu_{N a}=Z F V_{m}+R T \ln \left(\frac{N a_{i}}{N a_{0}}\right) . \tag{20}
\end{equation*}
$$

The exchange ratio of sodium and calcium ion is $3: 1$ that is three sodium ions enter into the cytosol and one calcium ion removed from the cytosol. The mathematical expression of the sodium calcium exchange ratio is given as

$$
\begin{equation*}
3 \Delta \mu_{N a}=1 \Delta \mu_{C a} . \tag{21}
\end{equation*}
$$

By combining the electrochemical gradient and sodium calcium exchange ratio the equation (19-21) becomes as

$$
\begin{equation*}
2 F V_{m}+R T \ln \left(\frac{C a_{i}}{C a_{0}}\right)=3 F V_{m}+3 R T \ln \left(\frac{N a_{i}}{N a_{0}}\right) . \tag{22}
\end{equation*}
$$

The rearrangement of equation (22) gives us the following equation

$$
\begin{equation*}
\frac{C a_{i}}{C a_{o}}=\left(\frac{N a_{i}}{N a_{o}}\right)^{3} e^{\frac{F V_{m}}{R T}} . \tag{23}
\end{equation*}
$$

Thus the mathematical expression for the sodium calcium flux becomes

$$
\begin{equation*}
f_{N C X}=C a_{o}\left(\frac{N a_{i}}{N a_{0}}\right)^{3} e^{\frac{F V_{m}}{R T}}, \tag{24}
\end{equation*}
$$

where $C a_{i}, C a_{0}, N a_{i}$ and $N a_{0}$ are the intracellular and extracellular flux from the respective ions. By incorporating the flux through sodium calcium exchanger into the model the equation (18) becomes

$$
\begin{equation*}
{ }_{0}^{H} D_{t}^{\alpha, \beta}\left[C a^{2+}\right](x, t)=D_{C a} \frac{\partial^{2}}{\partial x^{2}}\left[C a^{2+}\right](x, t)-\sum_{i} k_{i}^{+}\left[B_{i}\right]_{\infty}\left(\left[C a^{2+}\right](x, t)-\left[C a^{2+}\right]_{\infty}\right)-f_{N C X} . \tag{25}
\end{equation*}
$$

The initial and boundary conditions of a problem are as

$$
\begin{align*}
& \lim _{x \rightarrow 0}\left(-D_{C a} \frac{\partial}{\partial x}\left[C a^{2+}\right]\right)=\sigma_{C a}, t>0,  \tag{26}\\
& \lim _{x \rightarrow \infty}\left(\left[C a^{2+}\right]\right)=\left[C a^{2+}\right]_{\infty}, t \geq 0,  \tag{27}\\
& {\left.\left[C a^{2+}\right]\right|_{t=0}=0,0 \leq x<\infty .} \tag{28}
\end{align*}
$$

For sake of simplicity the equation (25) rewritten as

$$
\begin{equation*}
{ }_{0}^{H} D_{t}^{\alpha, \beta} C(x, t)=D_{C a} \frac{\partial^{2}}{\partial x^{2}} C(x, t)-\xi \cdot C(x, t)+\psi, \tag{29}
\end{equation*}
$$

where $0<\alpha<1,0 \leq \beta \leq 1, \xi=k^{+}\left[B_{i}\right]_{\infty}$, and $\psi=k^{+}\left[B_{i}\right]_{\infty} C_{\infty}-C a_{0}\left(\frac{N a_{i}}{N a_{o}}\right)^{3} e^{\frac{\mathrm{FV}}{\mathrm{RT}}}$.

The corresponding initial and boundary condition are

$$
\begin{align*}
& \lim _{x \rightarrow 0}\left(\frac{\partial C}{\partial x}\right)=-\frac{\sigma_{C a}}{D_{C a}}, t>0,  \tag{30}\\
& \lim _{x \rightarrow \infty} C(x, t)=C_{\infty}, t \geq 0  \tag{31}\\
& C(x, 0)=0,0 \leq x<\infty \tag{32}
\end{align*}
$$

Applying Sumudu transform on both sides of equation (29) with respect to time then we get

$$
\begin{equation*}
s^{-\alpha} \bar{C}(x, s)-s^{-1+\beta(1-\alpha)} \sum_{k=0}^{0} \frac{\partial^{k}}{\partial x^{k}}\left(I_{o}^{(1-\beta)(1-\alpha)} C(x, 0)\right)=D_{C a} \frac{\partial^{2}}{\partial x^{2}} \bar{C}(x, s)-\xi \cdot \bar{C}(x, s)+\psi \tag{33}
\end{equation*}
$$

Using the initial condition (32), equation (33) can be written as

$$
\begin{equation*}
s^{-\alpha} \bar{C}(x, s)=D_{C a} \frac{\partial^{2}}{\partial x^{2}} \bar{C}(x, s)-\xi \cdot \bar{C}(x, s)+\psi, \tag{34}
\end{equation*}
$$

The equation (34) can be rewritten as

$$
\begin{equation*}
\frac{\partial^{2}}{\partial x^{2}} \bar{C}(x, s)-\frac{1}{D_{C a}}\left(s^{-\alpha} \bar{C}(x, s)-\xi \cdot \bar{C}(x, s)+\psi\right)=0 \tag{35}
\end{equation*}
$$

Further simplification of equation (35) lead us to the given equation

$$
\begin{equation*}
\frac{\partial^{2}}{\partial x^{2}} \bar{C}(x, s)-\frac{s^{-\alpha}-\xi}{D_{C a}} \bar{C}(x, s)-\frac{\psi}{D_{C a}}=0, \tag{36}
\end{equation*}
$$

Thus the Sumudu transform of the equation (29) is obtained as

$$
\begin{equation*}
\bar{C}(x, s)=C_{1} \exp \left(\sqrt{\frac{s^{-\alpha}-\xi}{D_{C a}}}\right) x+C_{2} \exp \left(-\sqrt{\frac{s^{-\alpha}-\xi}{D_{C a}}}\right) x-\frac{\psi}{s^{-\alpha}-\xi}, \tag{37}
\end{equation*}
$$

By Applying the Sumudu transform on the boundary conditions (30-31), we get

$$
\begin{equation*}
\frac{\partial}{\partial x} \bar{C}(0, s)=-\frac{\sigma_{C a}}{D_{C a}}, \tag{38}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{x \rightarrow \infty} \bar{C}(x, s)=0 \tag{39}
\end{equation*}
$$

By using equations (38-39), equation (37) turns out to be

$$
\begin{equation*}
\bar{C}(x, s)=\frac{\sigma_{C a}}{\sqrt{D_{C a}}} s^{\alpha / 2} \exp \left(-\sqrt{\frac{s^{-\alpha}-\xi}{D_{C a}}}\right) x-\frac{\psi}{s^{-\alpha}-\xi}, \tag{40}
\end{equation*}
$$

To invert the Sumudu transform of equation (40) we use the following inequalities [64]

$$
\begin{equation*}
S^{-1}\left(p^{\alpha / 2} e^{-\lambda p^{-\alpha / 2}}\right)=t^{\alpha / 2} W\left(-\frac{\alpha}{2}, \frac{\alpha}{2}+1,-\lambda t^{-\alpha / 2}\right), \tag{41}
\end{equation*}
$$

and

$$
\begin{equation*}
S^{-1}\left(\frac{p^{\beta-1}}{1-\lambda p^{\alpha}}\right)=t^{\beta-1} E_{\alpha, \beta}\left(\lambda t^{\alpha}\right), \tag{42}
\end{equation*}
$$

By using equations (41-42) the inverse Sumudu transform of equation (40) gives the following results

$$
\begin{equation*}
C(x, t)=\frac{\sigma_{C a}}{\sqrt{D_{C a}}} e^{\sqrt{\frac{\xi}{D_{C a}}}} t^{\alpha / 2} W\left(-\frac{\alpha}{2}, \frac{\alpha}{2}+1,-\frac{x}{\sqrt{D_{C a}}} t^{-\alpha / 2}\right)-\psi t^{\alpha} E_{\alpha, \alpha+1}\left(\xi t^{\alpha}\right), \tag{43}
\end{equation*}
$$

where $W(\alpha, \beta, \gamma)$ and $E_{\alpha, \beta}(z)$ are the Wright function and Mittag-Leffler function for two parameters respectively [61, 62, 63].

## 4 Results and discussion

The numerical values for the physical parameters are given in Table 1 and are used in the computation of the calcium profile.

Table 1. Values of physical parameters [5, 6, 7, 66]

| Parameters | Values of parameters |
| :--- | ---: |
| Diffusion coefficient $\left(D_{C a}\right)$ | $200-300\left(\mu \mathrm{~m}^{2} / \mathrm{s}\right)$ |
| Buffer associate rate $\left(\mathrm{k}^{+}\right)$ | $75\left(\mu M^{-1} \mathrm{~s}^{-1}\right)$ |
| Concentration of protein $\left(\left[B_{i}\right]_{\infty}\right)$ | $100-360(\mu M)$ |
| Intracellular sodium $\left(\left[\mathrm{Na}^{+}\right]\right)_{i}$ | $12(\mathrm{mM})$ |
| Extracellular sodium $\left(\left[\mathrm{Na}^{+}\right]\right)_{o}$ | $145(\mathrm{mM})$ |
| Intracellular calcium $\left(\left[\mathrm{Ca}^{+}\right]\right)_{i}$ | $0.1(\mu M)$ |
| Extracellular calcium $\left(\left[\mathrm{Ca}^{2+}+\right)_{o}\right.$ | $1.8(\mathrm{mM})$ |
| Source amplitude of calcium $\left(\sigma_{C a}\right)$ | $1.4\left(\mu M^{-1} \mathrm{~s}^{-1}\right)$ |
| Faraday's constant $(F)$ | $96485(\mathrm{C} / \mathrm{mol})$ |
| Gas constant $(R)$ | $8.314(J)$ |
| Temperature $(T)$ | $310\left({ }^{( } \mathrm{K}\right)$ |
| Membrane potential $\left(V_{m}\right)$ | $-0.06(V)$ |

The solution (43) of the modified calcium model (14) in form of Hilfer fractional derivative is used to obtain a graphical calcium profile for low and high proteins level and sodium calcium exchanger. The calcium profile simulated for the values $D_{C a}=250 \mu \mathrm{~m}^{2} / \mathrm{s}$, low protein level $\left[B_{i}\right]_{\infty}=120 \mu M$, high protein level $\left[B_{i}\right]_{\infty}=340 \mu M$ and for various values of $\alpha$ in Figures 1 to 6 . Figures $1-3$ show variations of calcium versus time for different biophysical parameters whereas Figures 4-6 show variations of calcium versus position for different biophysical parameters.

In Figure 1 we show calcium profile versus time near the source $x=0$ for the low level of proteins level and presence of sodium calcium exchanger. The calcium profile is high for the lower values of fractional order up to 0.35 seconds then the calcium profile is high for the higher values of $\alpha$ and after 0.7 seconds the calcium profile achieves the steady level.

Figure 2 shows calcium profile versus time near the source $x=0$ for a high level of proteins and presence of sodium calcium exchanger. The profile suddenly attains the peak near 0.1 second due to high level of proteins then decrease gradually to attain a steady level. The peak level of calcium profile in figure 2 is less compared to figure 1 . This happened due to high proteins reacting with calcium in cytosol and producing calcium dependent protein that reduce the peak values of calcium profile and protect the neuron cells from the high level of calcium. A high level of calcium for large periods is toxic for cells and generates the symptoms of Parkinson's disease.

Figure 3 represents the calcium profile versus time for the low level of proteins level and absence of sodium calcium exchanger. The profile gradually rise and achieved a peak value due to low protein level. The profile attains more peak values as compared to Figure 1 due to the absence of sodium calcium exchanger as it removed the calcium from the cells against sodium. Thus the presence of sodium calcium


Figure 1. Calcium profile versus time for low amount of proteins at different values of $\alpha$


Figure 2. Calcium profile versus time for high amount of proteins at different values of $\alpha$
exchanger plays a significant role in the presence of low proteins as high protein level reduces the significance of sodium calcium exchanger.
In Figure 4 we show calcium profile versus position for a $t=0.5$ second at low proteins level and presence of sodium calcium exchanger. The calcium profile is high at the mouth of channels and slowly decrease as the position is increased. The profile is high for large values of $\alpha$ in the cells as the fractional order decreases the calcium profile also decreases and attains a steady level.

Figure 5 shows calcium profile versus position at $t=0.5$ second for high proteins level and presence of sodium calcium exchanger. The profile is high at the mouth of the channel due to the high level of proteins then decreasing gradually to attain a steady level. The peak level of calcium profile in figure 5 is less compared to figure 4. The physiological results for this are the same as given in figure 2 that is high level proteins react with calcium and produce calcium protein that reduces the calcium profile and protect the cells from toxic level and symptoms of Parkinson's disease.

Figure 6 shows calcium profile versus position for low proteins level and absence of sodium calcium exchanger. The profile is at a peak level at the beginning due to the absence of sodium calcium exchanger as it did not remove the free calcium from the cells. The absence of sodium calcium exchanger and low proteins level results in an elevation in the calcium profile. It is observed that the sodium calcium exchanger is a good source of calcium flux to control the free calcium level in the cells and ultimately protect cells against Parkinson's disease.

The obtained results (43) show that the modified calcium model (14) is a function of time, position and Hilfer fractional derivative. Also, the graphical results show that the modified Hilfer calcium model provides a rich physical interpretation of a calcium model as compared to the classical calcium model.


Figure 3. Calcium profile versus time for low amount of proteins and in absence of sodium calcium exchanger at different values of $\alpha$


Figure 4. Calcium profile versus position for low amount of proteins at different values of $\alpha$


Figure 5. Calcium profile versus position for high amount of proteins at different values of $\alpha$


Figure 6. Calcium profile versus position for low amount of proteins and in absence of sodium calcium exchanger at different values of $\alpha$

## 5 Conclusion

Hilfer fractional calcium model is a novel modification of the classical calcium model for neuron cells. We developed a Hilfer fractional calcium model to examine the role of calcium dependent protein, sodium calcium exchanger on calcium diffusion and related to Parkinson's disease. We obtained a closed form solution of the calcium model in the terms of Wright function and Mittag-Leffler function by using the Sumudu transform technique and Hilfer fractional derivative. High level proteins react with the calcium in cytosol and produce calcium dependent proteins that reduce the peak values of calcium profile and protect the neuron cells from the high level of calcium. A high level of calcium for large periods is toxic for cells and generates the symptoms of Parkinson's disease. The significant effect of sodium calcium exchanger has been observed for the low level of calcium dependent protein. The calcium dependent protein and sodium calcium exchanger play a crucial role to control the calcium level in the cytosol. Thus the amalgamation of the calcium dependent protein and sodium calcium exchanger control the calcium level and provide protection to neuron cell from the toxicity produced by the Parkinsonic cells. Thus Hilfer calcium model provides a rich physical interpretation of a calcium model as compared to the classical calcium model. The present model can be extended by considering the flux through various calcium channels, pumps, and receptors. A novel fractional model will be developed by considering the flux through all these parameters and expresses the obtained results with Parkinson's disease.
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#### Abstract

This paper focuses on introducing a two-dimensional discrete-time chemical model and the existence of its fixed points. Also, the one and two-parameter bifurcations of the model are investigated. Bifurcation analysis is based on numerical normal forms. The flip (period-doubling) and generalized flip bifurcations are detected for this model. The critical coefficients identify the scenario associated with each bifurcation. To confirm the analytical results, we use the MATLAB package MatContM, which performs based on the numerical continuation method. Finally, bifurcation diagrams are presented to confirm the existence of flip (period-doubling) and generalized flip bifurcations for the glycolytic oscillator model that gives a better representation of the study.
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## 1 Introduction

Mathematical modelling is a powerful tool for understanding, designing, and predicting processes and process equipment in the chemical industry, including the conservation of momentum, energy, and material. Detailed modelling of complex reaction systems is becoming increasingly important in the development, analysis, design, and control of chemical reaction processes [1]. Numerical computer modelling can describe chemical reactions, composition, fluid flow, and temperature distribution in three dimensions and time. Chemical engineers frequently used fundamental dynamic models to develop new chemical processes and to predict the behavior of existing industrial processes accurately. For example, models can be used to simulate how a process will behave under new operating conditions, to indicate how new products can be made using an existing plant, to investigate product quality enhancements, and to achieve production rate improvements [2]. The systems of ordinary differential equations (ODEs) are involved in modelling the dynamics of reaction networks to track the time evolution of chemical concentrations for the species in the network. Through the differential equations using the theoretical results of dynamical systems, or numerical simulations, the study of the properties of the dynamics (e.g. stability of steady states, the existence of multiple steady states, etc.) are obtained [3].
Carden et al. [3] introduced a set of mathematical techniques for describing and characterizing a series of chemical processes (enzymesubstrate, protein-protein, etc.) that cells used to sense and respond to diverse stimuli during the progression and cellular behavior of cancers. Mahdy et al. [4], in their paper, combined the Sumudu decomposition method and the Hermite collocation method for the solutions

[^1]of a nonlinear biochemical reaction model. They have represented the signal flow graph and Simulink of MATLAB of the model in the paper. Besides, the stability of the equilibrium point was also studied. They show that the Sumudu decomposition method and Hermite collocation method are extremely symmetrical and similar. Apart from modelling chemical processes, mathematical modelling is not limited to any particular field but finds applications in different fields [5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18]. Alidousti et al. [19] studied the dynamic behaviors of the discrete Bonhoeffer-van der Pol (BVP) model. Through their results, It was shown that the BVP model undergoes codimension one (codim-1) bifurcations such as pitchfork, fold, flip (period-doubling), and Neimark-Sacker. Instead of codimension one (codim-1) bifurcations, the codimension two (codim-2) bifurcations including resonance 1:2, 1:3, 1:4, and Chenciner were also achieved.
Bifurcation analysis can divide the parameter space into more regions and depict more complex dynamic behaviors. Bifurcation analysis traces time-varying change(s) at a particular state of the system in a multidimensional space where each dimension represents a particular concentration of the biochemical factor involved. It can happen that a slight variation in a parameter can have a significant impact on the solution. Bifurcation analysis finds application in different fields. Ghori et al. [20], in their paper, studied the global dynamics and bifurcation analysis of a fractional-order SEIR epidemic model with a saturation incidence rate. The outcome of their study reveals that the model undergoes a transcritical bifurcation and a Hopf bifurcation at the equilibrium points under certain conditions for all model parameters at fractional-order $\alpha=1$. Wang and Jia [21] studied the stability and bifurcation analysis of a generalized Gray-Scott chemical reaction model. The results of their study show that the system exhibits abundant dynamical behaviors and the chemical reaction in the reactor will be in balance in the end under certain conditions. Khan [22], in his paper, studied the local dynamics and Neimark-Sacker bifurcation of a two-dimensional glycolytic oscillator model. It was found that the model has a unique equilibrium point for all $\alpha$ and $\beta$. Also, some bifurcation diagrams and the corresponding maximum Lyapunov exponent were presented for the model to verify the obtained results. Recently, Naik et al. [23] investigated the multiple bifurcations of a discrete-time prey-predator model with a mixed functional response. They detected the flip, Neimark-Sacker and strong resonance bifurcations of the model. The complex dynamical behavior of the model up to the $16^{\text {th }}$ iteration was investigated.
Although researchers tried to obtain the bifurcation results of the chemical model, none in the literature obtained the flip bifurcations of the model that motivates the authors to carry out this work and becomes the novelty of the present study. In this paper, we provide the dynamics of the glycolytic oscillator chemical model through the flip and generalized flip bifurcations analytically as well as numerically. Further, we calculate the critical coefficients of each bifurcation. The two-dimensional discrete-time chemical model under consideration is given as follows [22]
\[

\left\{$$
\begin{array}{l}
x^{C h} \mapsto-x^{C h}\left(y^{C h}\right)^{2}-\beta x^{C h}+\alpha+x^{C h}  \tag{1}\\
y^{C h} \mapsto x^{C h}\left(y^{C h}\right)^{2}+\beta x^{C h}
\end{array}
$$\right.
\]

where $x^{C h}$ and $y^{C h}$ are the substrate concentrations at time $t$ and $\alpha$ and $\beta$ are the dimensionless parameters.
The structure of the current study can be presented as follows. In Section 1, the introduction of the study is given. In Section 2, the analytical bifurcation results of the model are carried out in the form of theorems and proofs. Section 3 contains the numerical bifurcation analysis of the model to verify the analytical results. Finally, the concluding remarks about the proposed work are given in Section 4. In the following section, we provide the existence of different types of bifurcations of the system (1).

## 2 Bifurcation analysis

Our first step is to obtain the fixed points of model (1) in order to investigate its bifurcations. Solving equations

$$
\begin{cases}-x^{C h}\left(y^{C h}\right)^{2}-\beta x^{C h}+\alpha+x^{C h} & =x^{C h} \\ x^{C h}\left(y^{C h}\right)^{2}+\beta x^{C h} & =y^{C h}\end{cases}
$$

yields that model (1) has a unique fixed point

$$
x_{*}^{C h}=\frac{\alpha}{\alpha^{2}+\beta}, \quad y_{*}^{C h}=\alpha .
$$

Analyzing the bifurcations of map

$$
\begin{equation*}
\binom{x^{C h}}{y^{C h}} \mapsto M^{C h}(\mathcal{X}, \Lambda)=\binom{-x^{C h}\left(y^{C h}\right)^{2}-\beta x^{C h}+\alpha+\chi^{C h}}{x^{C h}\left(y^{C h}\right)^{2}+\beta x^{C h}} \tag{2}
\end{equation*}
$$

is discussed in this section, where $\mathcal{X}=\left(x^{C h}, y^{C h}\right)^{T}$ and $\Lambda=(\alpha, \beta)^{T}$.
Jacobian matrix, second-order multi-linear form, and third-order multi-linear form of (2) are as follows:

$$
\begin{gathered}
A^{C h}(\mathcal{X}, \Lambda)=\left(\begin{array}{cc}
-\left(y^{C h}\right)^{2}-\beta+1 & -2 x^{C h} y^{C h} \\
\left(y^{C h}\right)^{2}+\beta & 2 x^{C h} y^{C h}
\end{array}\right) \\
B^{C h}\left(\widehat{X^{C h}}, \widehat{Y C h}\right)=\left(\begin{array}{c}
-2 y^{C h}\left(x_{1} y_{2}+x_{2} y_{1}\right)-2 x^{C h}{\chi_{2} y_{2}}^{2 y^{C h}\left(x_{1} y_{2}+x_{2} y_{1}\right)+2 x^{C h} x_{2} y_{2}}
\end{array}\right),
\end{gathered}
$$

$$
C^{C h}\left(\widehat{X C h}, \widehat{Y C h}, \widehat{Z^{C h}}\right)=\binom{-2 x_{1} y_{2} z_{2}-2 x_{2} y_{1} z_{2}-2 x_{2} y_{2} z_{1}}{2 x_{1} y_{2} z_{2}+2 x_{2} y_{1} z_{2}+2 x_{2} y_{2} z_{1}},
$$

where $\widehat{X^{C h}}=\left(x_{1}, x_{2}\right)^{T}, \widehat{Y^{C h}}=\left(y_{1}, y_{2}\right)^{T}$ and $\widehat{Z^{C h}}=\left(z_{1}, z_{2}\right)^{T}$.

Flip bifurcation of $\mathcal{X}_{*}^{\mathrm{Ch}}$

The bifurcation parameter $\beta$ and the fixed parameter $\alpha$ are considered here.
Theorem 1 At $\alpha=\alpha_{P D}=-\alpha^{2}+1+\sqrt{4 \alpha^{2}+1}$, a flip bifurcation occurs for $\mathcal{X}_{*}^{C h}$.
Proof As we can see, the multipliers of

$$
A^{C h}\left(\mathcal{X}_{*}^{C h}, \Lambda_{P D}\right)=\left(\begin{array}{cc}
-\sqrt{4 \alpha^{2}+1} & -2 \frac{\alpha^{2}}{1+\sqrt{4 \alpha^{2}+1}} \\
1+\sqrt{4 \alpha^{2}+1} & 2 \frac{\alpha^{2}}{1+\sqrt{4 \alpha^{2}+1}}
\end{array}\right), \quad \Lambda_{P D}=\left(\alpha, \beta_{P D}\right)^{T}
$$

where $\Lambda_{P D}=\left(\alpha_{P D}, \beta\right)^{T}$, are the following

$$
\lambda_{1}^{P D}=-1, \quad \lambda_{2}^{P D}=-1 / 2 \sqrt{4 \alpha^{2}+1}+1 / 2
$$

If $\lambda_{2}^{P D} \neq \pm 1, A^{C h}\left(\mathcal{X}_{*}^{C h}, \Lambda_{P D}\right)$ has a simple multiplier -1 on the unit circle. So $M^{C h}\left(\mathcal{X}_{*}^{C h}, \Lambda_{P D}\right)$ is possible to write as

$$
\eta \mapsto-\eta+\widehat{b_{P D}} \eta^{3}+\mathcal{O}\left(\eta^{4}\right)
$$

where

$$
\left.\widehat{b_{P D}}=\frac{1}{6}\left\langle w_{P D}, C^{C h}\left(v_{P D}, v_{P D}, v_{P D}\right)+3 B^{C h}\left(v_{P D},\left(I_{2}-A^{C h}\left(\mathcal{X}_{*}^{C h}, \Lambda_{P D}\right)\right)\right)^{-1} B^{C h}\left(v_{P D}, v_{P D}\right)\right)\right\rangle,
$$

and

$$
A^{C h}\left(\mathcal{X}_{*}^{C h}, \Lambda_{P D}\right) v_{P D}=-v_{P D}, \quad\left(A^{C h}\left(\mathcal{X}_{*}^{C h}, \Lambda_{P D}\right)\right)^{T} w_{P D}=-w_{P D}, \quad\left\langle w_{P D}, v_{P D}\right\rangle=1 .
$$

As a result

$$
v_{P D}=\binom{-1 / 2}{1}, \quad w_{P D}=\binom{2 \frac{1+\sqrt{4 \alpha^{2}+1}}{\sqrt{4 \alpha^{2}+1}-3}}{2 \frac{\sqrt{4 \alpha^{2}+1}-1}{\sqrt{4 \alpha^{2}+1}-3}}
$$

and

$$
\widehat{b_{P D}}=-4 \frac{2 \alpha^{2} \sqrt{4 \alpha^{2}+1}-2 \alpha^{2}-\sqrt{4 \alpha^{2}+1}-1}{\left(1+\sqrt{4 \alpha^{2}+1}\right)^{2}\left(\sqrt{4 \alpha^{2}+1}-3\right)}
$$

$\widehat{b_{P D}} \neq 0$ yields a generic bifurcation. This bifurcation is supercritical (subcritical) if $\widehat{b_{P D}}>0\left(\widehat{b_{P D}}<0\right)$ and 2-period points bifurcated from $\mathcal{X}_{*}^{\text {Ch }}$ are stable (unstable). For more details see [24, 25, 26].

Generalized flip bifurcation of $\mathcal{X}_{*}^{C h}$

The bifurcation parameters $\beta$ and $\alpha$ are considered here.

Theorem 2 At $\alpha=\alpha_{G P D}=1 / 2 \sqrt{2+2 \sqrt{2}}$ and $\beta=\beta_{G P D}=3 / 2+1 / 2 \sqrt{2}$, a generalized flip bifurcation occurs for $\mathcal{X}_{*}^{C h}$.
Proof Based on an assumption

$$
\alpha=\alpha_{G P D}=1 / 2 \sqrt{2+2 \sqrt{2}}, \quad \beta=\beta_{G P D}=3 / 2+1 / 2 \sqrt{2},
$$

the Jacobian matrix

$$
A^{C h}\left(\mathcal{X}_{*}^{C h}, \Lambda_{G P D}\right)=\left(\begin{array}{cc}
-1-\sqrt{2} & -\frac{\sqrt{2}+1}{2+\sqrt{2}} \\
2+\sqrt{2} & \frac{\sqrt{2}+1}{2+\sqrt{2}}
\end{array}\right), \quad \Lambda_{G P D}=\left(\alpha_{P D}, \beta_{P D}\right)^{T}
$$

has a simple critical multiplier $\lambda_{1}^{G P D}=1$, and no other multiplier is not on the unit circle and $\widehat{b_{P D}}=0 . \operatorname{So} M^{C h}\left(\mathcal{X}_{*}^{C h}, \Lambda_{G P D}\right)$ is possible to write as

$$
\eta \mapsto-\eta+\widehat{c_{G P D}} \eta^{5}+\mathcal{O}\left(\eta^{6}\right)
$$

where

$$
\begin{aligned}
\widehat{C_{G P D}} & =\frac{1}{120}\left\langle w_{G P D}, 5 B^{C h}\left(v_{G P D}, h_{4}^{C h}\right)+10 C^{C h}\left(v_{G P D}, v_{G P D}, h_{3}^{C h}\right)+10 B^{C h}\left(h_{2}^{C h}, h_{3}^{C h}\right)\right. \\
& \left.+15 C^{C h}\left(v_{G P D}, h_{2}^{C h}, h_{2}^{C h}\right)\right\rangle, \\
h_{2}^{C h} & =\left(I_{2}-A^{C h}\right)^{-1} B^{C h}\left(v_{G P D}, v_{G P D}\right) \\
h_{3}^{C h}= & -\left(A^{C h}+I_{2}\right)^{I N V}\left(C^{C h}\left(v_{G P D}, v_{G P D}, v_{G P D}\right)+3 B^{C h}\left(v_{G P D}, h_{2}^{C h}\right)\right), \\
h_{4}^{C h} & =\left(I_{2}-A^{C h}\right)^{-1}\left(4 B^{C h}\left(v_{G P D}, h_{3}^{C h}\right)+3 B^{C h}\left(h_{2}^{C h}, h_{2}^{C h}\right)+6 C^{C h}\left(v_{G P D}, v_{G P D}, h_{2}\right)\right),
\end{aligned}
$$

and

$$
A^{C h}\left(\mathcal{X}_{*}^{C h}, \Lambda_{G P D}\right) v_{P D}=-v_{G P D}, \quad\left(A^{C h}\left(\mathcal{X}_{*}^{C h}, \Lambda_{G P D}\right)\right)^{T} w_{G P D}=-w_{G P D}, \quad\left\langle w_{G P D}, v_{G P D}\right\rangle=1
$$

As a result

$$
\begin{array}{ll}
v_{G P D}=\binom{-1 / 2}{1}, & w_{G P D}=\binom{-\frac{(2+\sqrt{2}) \sqrt{2}}{\sqrt{2}-1}}{-2(\sqrt{2}-1)^{-1}}, \\
h_{2}^{C h}=\binom{\frac{\sqrt{2+2 \sqrt{2}}(\sqrt{2}+1)}{(2+\sqrt{2})^{2}}}{0}, & h_{3}^{C h}=\binom{0}{0},
\end{array}
$$

So $\widehat{c_{G P D}}$ can be obtained as follows:

$$
\widehat{c_{G P D}}=-1 .
$$

Since $\widehat{c_{G P D}}$, the generalized flip is generic.

## 3 Numerical continuation of $M^{C h}(\mathcal{X}, \wedge)$

To confirm the analytical results, we use MATCONTM, a toolbox of MATLAB and works based on the numerical continuation method, for more details, see [27, 28]. Here $\alpha$ and $\beta$ are considered as a free parameter and a fixed parameter, respectively. Here we consider $\alpha=1$, by varying $\beta$ the flip bifurcations occurs at $\mathcal{X}_{*}^{C h}=(.309017,1.00000)$ for $\beta \beta_{P D}=2.23606$ where $\widehat{b_{P D}}=-3.05573 \times 10^{-1}$. According to the sign of $\widehat{b_{P D}}$ result in the flip bifurcation is sub-critical. Continuation of $\mathcal{X}_{*}^{C h}$ in $\left(x^{C h}, \beta\right)$-space is shown in Figure 1.


Selecting this PD point and starting the continuation of a PD bifurcation curve in two control parameters $\alpha$ and $\beta$, yield a generalized flip bifurcation at $\mathcal{X}_{*}^{C h}=(0.321797,1.098684)$ for $\alpha=\alpha_{G P D}=1.098684$ and $\beta=\beta_{G P D}=2.207106$ with $\widehat{\mathcal{c}_{G P D}}=-6.400000 \times 10^{-1}$, see Figure 2 .


Figure 2. Flip bifurcation curve

We compute a branch of fold points of the second iterate by switching at the GPD point, see Figure 3.


Figure 3. A curve of fold bifurcations of the second iterate, $L P^{2}$, which emanates tangentially at a GPD point on a flip curve.

## 4 Conclusion

In this paper, we provided the dynamics of the glycolytic oscillator chemical model through the flip and generalized flip bifurcations analytically as well as numerically. To investigate the bifurcations of this model, we calculated the critical coefficients of each bifurcation. These coefficients determined whether a bifurcation is non-degenerate and determined the scenario of each bifurcation. The results obtained in Sections 2 and 3 show excellent agreement between the analytical predictions and the numerical observations. From the obtained results, it is concluded that the model shows flip and generalized flip bifurcation indicating that the substrate concentrations vary from one period to another. Although the current paper studied a standard two-dimensional discrete-time chemical model but can be extended to fractional-order derivatives with the operators known as Caputo, Atangana-Gomez, Atangana-Baleanu, Caputo-Fabrizio, and others discover more causative factors that are not covered in this paper, such is left for future research direction.
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#### Abstract

In this paper, we simulate an epidemic model of cholera disease in the sense of generalized Liouville-Caputo fractional derivative. We provide the results related to the existence of a unique solution by using some well-known theorems. Numerical solutions of the given model are derived by using two different numerical methods along with their importance. A number of graphs are plotted to understand the given cholera disease dynamics. The main motivation to do this research is to understand the given disease dynamics as well as the efficiency of both methods which are very recent to the literature.
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## 1 Introduction

The bacterium 'Vibrio Cholerae' causes cholera, which is a bacterial illness. This bacterium is commonly found in contaminated foods. It's a Gram-negative bacteria which is curved and comma-shaped. It may be found in sewage and coastal saltwater environments. It's also found where there aren't enough sanitary facilities. During the 1800 s, this illness was initially discovered in the United States. For hundreds of years, humans have been suffering from cholera sickness. If left untreated, this condition can cause severe diarrhoea and dehydration in the body. It can sometimes result in a deadly condition. They cling to shellfish, crabs, and other creatures' shells. Various illnesses, including cholera, are spread by drinking polluted water. This bacteria dwells in the human body's small intestine and releases an exotoxin, which induces a flow of water and electrolytes into the small intestine, including sodium bicarbonate, chloride, and others [1, 2].

Causes of cholera: (i) It is brought on by causes such as a polluted water source. (ii) It occurs as a result of the intake of tainted foods and beverages offered by street vendors. (iii) Vegetables that are cultivated with the help of human waste and water. (iv) Contaminated seafood, which has been contaminated by sewage. (v) Foods that have an adverse effect on the digestive system are to blame. Some of the symptoms of Cholera are: (i) High fever. (ii) Weight loss. (iii) Increased thirst. (iv) Feeling of Nausea. (v) Vomiting sensation. (vi) A kind bloating in the belly. (vii) Blood pressure becomes low. (viii) The elasticity of the skin is lost. (ix) Develop cramps in the muscles. (x) A rapid increase in the heart rate. (xi) Dryness in the mouth, nose, and eyelids. (xii) Formation of blood or mucus or sometimes undigested materials in the stool [1, 2].

Replacement of lost fluid and electrolytes is part of the cholera therapy. Dehydration may be avoided by drinking enough of ORS (Oral Rehydration Solution). Intravenous fluid replacement may be necessary if the disease worsens. Antibiotics and zinc supplements may be
prescribed by doctors to treat diarrhoea. Recently, some novel mathematical studies have been come out to define the dynamics of cholera. In [3], a cholera disease model with optimal control treatment is defined. Authors in ref. [4] have given some mathematical modelling related analysis on the dynamics of cholera. Study given in ref. [5] describes the transmission dynamics of cholera by using a mathematical modeling along with control strategies. In [6], spatial synchrony in fractional order metapopulation cholera transmission is given.

As we know that the fractional derivatives [7, 8] are helpful operators to study real-world problems in the sense of mathematical modeling. Recently, a number of studies have been coming to the literature on this topic. In the epidemic modelings, disease like COVID-19 [ $9,10,11,12,13,14,15,16,17,18$ ], cancer therapy [19], tuberculosis [20], malaria [21], lassa hemorrhagic fever [22], and canine distemper virus [23], etc. have been successfully studied. Applications of fractional derivatives in psychology [24], ecology [25, 26], and plant epidemiology [27, 28] have been derived by many researchers. Several novel fractional-order mathematical models for studying the calcium distribution in nerve cells are introduced in refs. [29, 30, 31, 32]. Also, some novel recent applications of fractional-order computational methods in different real-world problems can be studied from refs. [33, 34, 35, 36, 37]. Nowadays, scientists use different types of fractional derivatives with or without singular kernels in a huge amount to solve various types of real-world problems. In our study, we use the generalised Liouville-Caputo fractional derivative to simulate a mathematical model of the cholera epidemic. The novelty of this work is to explore the given disease dynamics as well as the efficiency of both numerical schemes which are very recent to the literature.

This article is divided into number of sections. After defining cholera epidemic, we mention two necessary definitions in Section 2. In Section 3, a cholera model followed by the fractional model is proposed. In Section 4, results related to existence and uniqueness analysis are given. The solution of the model by using two different numerical methods is given in Section 5 . All results and discussion are explained in Section 6. Finally, concluding remarks are given in the last Section 7.

## 2 Preliminaries

Here we recall the definitions of two fractional derivatives.

Definition 1 [8] The Liouville-Caputo non-integer order derivative of $\mathcal{L} \in C_{-1}^{d}$ is defined by

$$
D_{t}^{\varrho} \mathcal{L}(t)=\left\{\begin{array}{cl}
\frac{d^{q} \mathcal{L}(t)}{d \zeta^{q}}, & \varrho=q \in \mathbb{N}  \tag{1}\\
\frac{1}{\Gamma(q-\varrho)} \int_{0}^{t}(t-\vartheta)^{q-\varrho-1} \mathcal{L}^{(q)}(\vartheta) d \vartheta, & q-1<\varrho<q, q \in \mathbb{N}
\end{array}\right.
$$

Definition 2 [38] The generalized Liouville-Caputo-type non-integer order derivative, $D_{d_{+}}^{\varrho, \rho}$ of order $\varrho>0$ is given by

$$
\begin{equation*}
\left(D_{d_{+}}^{\varrho, \rho} \mathcal{L}\right)(\xi)=\frac{\rho^{\varrho-q+1}}{\Gamma(q-\varrho)} \int_{d}^{\xi} s^{\rho-1}\left(\xi^{\rho}-s^{\rho}\right)^{q-\varrho-1}\left(s^{1-\rho} \frac{d}{d s}\right)^{q} \mathcal{L}(s) d s, \xi>d \tag{2}
\end{equation*}
$$

where $\rho>0, d \geq 0$, and $q-1<\varrho \leq q$.

## 3 Model description

Now we describe the dynamics of the mathematical model used to study the cholera epidemic. Recently, authors in ref. [4] proposed an integer-order mathematical model consisting following ordinary differential equations

$$
\left\{\begin{array}{l}
S^{\prime}=b-d S-\beta S I+\nu V+\gamma R  \tag{3}\\
I^{\prime}=-d I+\beta S I-\sigma I-\omega I-\alpha I \\
R^{\prime}=-d R+\alpha I-\gamma R \\
V^{\prime}=\sigma I-\nu V
\end{array}\right.
$$

where $N=S+I+R+V$. In this model, the cholera disease is distributed into four classes. $S$ is for susceptible class, $I$ is for infected individuals at contact rate $\beta, R$ is for recovered humans at a rate $\alpha$ and $V$ is for the environment. A brief description of all parameter values is given in Table 1. The disease-free equilibrium is defined by

$$
\begin{equation*}
\left(S^{*}, 0,0,0\right)=\left(\frac{b}{d}, 0,0,0\right) \tag{4}
\end{equation*}
$$

The endemic equilibrium is

$$
\begin{equation*}
\left(S^{* *}, I^{* *}, R^{* *}, V^{* *}\right)=\left(\frac{(d+\omega+\sigma+\alpha)}{\beta}, \frac{(d+\gamma) R^{*}}{\alpha}, \frac{\left(d+\beta I^{*}\right) S^{*}-b}{\gamma}, \frac{\sigma(d+\gamma) R^{*}}{v \alpha}\right) \tag{5}
\end{equation*}
$$

and then the basic reproductive number is calculated as

$$
\begin{equation*}
\mathcal{R}_{0}=\frac{\beta b}{d}-(d+\omega+\sigma+\alpha) \tag{6}
\end{equation*}
$$

Table 1. Parameter values cited from [4]

| Parameter | Description | Values |
| :--- | :--- | :--- |
| $b$ | Recruitment rate | 0.000096274 |
| $d$ | Natural death rate | 0.00002537 |
| $\omega$ | Disease induced death rate | 0.0004 |
| $\alpha$ | Recovery rate | 0.2 |
| $\gamma$ | Rate of recovered humans return to the susceptible class | 0.002 |
| $\sigma$ | Rate of infectious humans contaminate the environment | 0.1 |
| $\nu$ | Environment infect humans with the bacteria at a rate | 0.075 |
| $\beta$ | Contact rate with infectious humans | 0.011 |

To capture the hysteresis memory effects in the given model, the generalization of the proposed model (3) in the generalised Liouville-Caputo sense is described as follows:

$$
\left\{\begin{array}{l}
{ }^{C} D_{t}^{\varrho, \rho} S=b-d S-\beta S I+\gamma V+\gamma R \\
C^{C} D_{t}^{\varrho, \rho} I=-d I+\beta S I-\sigma I-\omega I-\alpha I  \tag{7}\\
C^{C} D_{t}^{\varrho, \rho} R=-d R+\alpha I-\gamma R, \\
{ }^{C} D_{t}^{\varrho, \rho} V=\sigma I-\gamma V .
\end{array}\right.
$$

where ${ }^{C} D_{t}^{\varrho, \rho}$ is the notation of generalised Caputo type fractional derivative operator with fractional order $\varrho$ and the extra parameter $\rho$.

## 4 Existence and uniqueness analysis

In this section, we do the analysis for the existence of a unique solution to the proposed model with the help of the consequences of fixed point theory. We perform the analysis for class $S(t)$ and it is relevant to write that the same analysis will be applicable for the rest of the equations of model (7). Let us write the model (7) in the following compact form:

$$
\left\{\begin{array}{l}
{ }^{C_{D}}{ }_{t}^{\varrho, \rho} S(t)=\mathcal{L}_{1}(t, S)  \tag{8}\\
C^{C} D_{t}^{\varrho, \rho} I(t)=\mathcal{L}_{2}(t, I) \\
{ }^{C} D_{t}^{\varrho, \rho} R(t)=\mathcal{L}_{3}(t, R), \\
{ }^{C} D_{t}^{\rho, \rho} V(t)=\mathcal{L}_{4}(t, V)
\end{array}\right.
$$

with the initial conditions $S(0)=S_{0}, I(0)=I_{0}, R(0)=R_{0}$, and $V(0)=V_{0}$.
For proving the analysis for $S(t)$ class, define the initial value problem (IVP)

$$
\begin{align*}
{ }^{C} D_{t}^{\varrho, \rho} S(t) & =\mathcal{L}_{1}(t, S)  \tag{9a}\\
S(0) & =S_{0} \tag{9b}
\end{align*}
$$

The relative Volterra integral equation of the above IVP is

$$
\begin{equation*}
S(t)=S(0)+\frac{\rho^{1-\varrho}}{\Gamma(\varrho)} \int_{0}^{t} \theta^{\rho-1}\left(t^{\rho}-\theta^{\rho}\right)^{\varrho-1} \mathcal{L}_{1}(\theta, S) d \theta \tag{10}
\end{equation*}
$$

Now we proceed to the following results:
Theorem $1[39,40]$ Let $0<\varrho \leq 1, S_{0} \in \mathbb{R}, K>0$ and $T^{*}>0$. Consider $\mathcal{L}:=\left\{(t, S): t \in\left[0, T^{*}\right],\left|S-S_{0}\right| \leq K\right\}$ and let the function $\mathcal{L}_{1}: \mathcal{L} \rightarrow \mathbb{R}$ be continuous. Also, let $M:=\sup _{(t, S) \in \mathcal{L}}\left|\mathcal{L}_{1}(t, S)\right|$ and

$$
T=\left\{\begin{array}{cl}
T^{*}, & \text { if } M=0  \tag{11}\\
\min \left\{T^{*},\left(\frac{K \Gamma(\varrho+1) \rho^{\varrho}}{M}\right)^{\frac{1}{\varrho}}\right\} & \text { otherwise. }
\end{array}\right.
$$

Then, there exists a function $S \in C[0, T]$ that satisfies the IVP (9a) and (9b).
Theorem $2[39,40]$ Let $S(0) \in \mathbb{R}, K>0, T^{*}>0,0<\varrho \leq 1$. Define the set $\mathcal{L}$ as in Theorem 1 and let the function $\mathcal{L}_{1}: \mathcal{L} \rightarrow \mathbb{R}$ be continuous and satisfies a Lipschitz condition with respect to the second variable, i.e.

$$
\left|\mathcal{L}_{1}\left(t, S_{1}\right)-\mathcal{L}_{1}\left(t, S_{2}\right)\right| \leq L\left|S_{1}-S_{2}\right|
$$

for some constants $L>0$ independent to $t, S_{1}$, and $S_{2}$. Then, there exists a unique solution $S \in C[0, T]$ for the IVP (9a) and (9b).

## 5 Numerical solution of the model

## Solution of the projected model using modified Predictor-Corrector algorithm

Nowadays, a number of numerical methods are available in the literature. Recently, a modified version of the Predictor-Corrector (P-C) scheme to solve delay-type fractional initial value problems has been proposed in ref. [41]. In this part of the study, we write the numerical solution of the proposed cholera model with the help of the generalised P-C method investigated in ref. [38]. The reason to use this generalised Liouville-Caputo derivative is its features to generate more varieties in the graphical observations in the presence of both parameters $\varrho$ and $\rho$. Now first we consider the solution for the first equation of the cholera model (7) by taking equivalent Volterra integral equation

$$
\begin{equation*}
S(t)=S(0)+\frac{\rho^{1-\varrho}}{\Gamma(\varrho)} \int_{0}^{t} \theta^{\rho-1}\left(t^{\rho}-\theta^{\rho}\right)^{\varrho-1} \mathcal{L}_{1}(\theta, S) d \theta \tag{12}
\end{equation*}
$$

Now by dividing the interval $[0, T]$ into $N$ unequal sub-intervals $\left\{\left[t_{k}, t_{k+1}\right], k=0,1, \ldots, N-1\right\}$ taking the mesh points

$$
\left\{\begin{array}{l}
t_{0}=0  \tag{13}\\
t_{k+1}=\left(t_{k}^{\rho}+h\right)^{1 / \rho}, \quad k=0,1, \ldots, N-1
\end{array}\right.
$$

where $h=\frac{T^{\rho}}{N}$. Now, to evolute the approximations $S_{k}, k=0,1, \ldots, N$, we are assuming that we have already derived the approximations $S_{j} \approx S\left(t_{j}\right)(j=1,2, \ldots, k)$, and we want to calculate the approximation $S_{k+1} \approx S\left(t_{k+1}\right)$ by means of the integral equation

$$
\begin{equation*}
S\left(t_{k+1}\right)=S(0)+\frac{\rho^{1-\varrho}}{\Gamma(\varrho)} \int_{0}^{t_{k+1}} \theta^{\rho-1}\left(t_{k+1}^{\rho}-\theta^{\rho}\right)^{\varrho-1} \mathcal{L}_{1}(\theta, S) d \theta \tag{14}
\end{equation*}
$$

Let us take $z=\theta^{\rho}$, we get

$$
\begin{equation*}
S\left(t_{k+1}\right)=S(0)+\frac{\rho^{-\varrho}}{\Gamma(\varrho)} \int_{0}^{t_{k+1}^{\rho}}\left(t_{k+1}^{\rho}-z\right)^{\varrho-1} \mathcal{L}_{1}\left(z^{1 / \rho}, S\left(z^{1 / \rho}\right)\right) d z \tag{15}
\end{equation*}
$$

That is

$$
\begin{equation*}
S\left(t_{k+1}\right)=S(0)+\frac{\rho^{-\varrho}}{\Gamma(\varrho)} \sum_{j=0}^{k} \int_{t_{j}^{\rho}}^{t_{k+1}^{\rho}}\left(t_{k+1}^{\rho}-z\right)^{\varrho-1} \mathcal{L}_{1}\left(z^{1 / \rho}, S\left(z^{1 / \rho}\right)\right) d z \tag{16}
\end{equation*}
$$

To approximate the right-hand side of Eq. (16), we use the trapezoidal quadrature rule with respect to the weight function $\left(t_{k+1}^{\rho}-z\right)^{\varrho-1}$, by replacing the function $\mathcal{L}_{1}\left(z^{1 / \rho}, S\left(z^{1 / \rho}\right)\right)$ by its piecewise linear interpolant with nodes chosen at the $t_{j}^{\rho}(j=0,1, \ldots, k+1)$, then we obtain

$$
\begin{align*}
& \int_{t_{j}^{\rho}}^{t_{k+1}^{\rho}}\left(t_{k+1}^{\rho}-z\right)^{\varrho-1} \mathcal{L}_{1}\left(z^{1 / \rho}, S\left(z^{1 / \rho}\right)\right) d z \approx \frac{h^{\varrho}}{\varrho(\varrho+1)}\left[\left((k-j)^{\varrho+1}-(k-j-\varrho)(k-j+1)^{\varrho}\right) \mathcal{L}_{1}\left(t_{j}, S\left(t_{j}\right)\right)\right.  \tag{17}\\
& \left.+\left((k-j+1)^{\varrho+1}-(k-j+\varrho+1)(k-j)^{\varrho}\right) \mathcal{L}_{1}\left(t_{j+1}, S\left(t_{j+1}\right)\right)\right]
\end{align*}
$$

Now putting the above approximations into Eq. (16), we obtain the corrector formula for $S\left(t_{k+1}\right), k=0,1, \ldots, N-1$,

$$
\begin{equation*}
S\left(t_{k+1}\right) \approx S(0)+\frac{\rho^{-\varrho} h^{\varrho}}{\Gamma(\varrho+2)} \sum_{j=0}^{k} a_{j, k+1} \mathcal{L}_{1}\left(t_{j}, S\left(t_{j}\right)\right)+\frac{\rho^{-\varrho} h^{\varrho}}{\Gamma(\varrho+2)} \mathcal{L}_{1}\left(t_{k+1}, S\left(t_{k+1}\right)\right) \tag{18}
\end{equation*}
$$

where

$$
a_{j, k+1}=\left\{\begin{array}{l}
k^{\varrho+1}-(k-\varrho)(k+1)^{\varrho} \text { if } j=0,  \tag{19}\\
(k-j+2)^{\varrho+1}+(k-j)^{\varrho+1}-2(k-j+1)^{\varrho+1} \text { if } 1 \leq j \leq k .
\end{array}\right.
$$

In order to obtain the predictor value $S^{P}\left(t_{k+1}\right)$, we apply the one-step Adams- Bashforth method to the integral equation (15). In this case, by replacing the function $\mathcal{L}_{1}\left(z^{1 / \rho}, S\left(z^{1 / \rho}\right)\right)$ by the quantity $\mathcal{L}_{1}\left(t_{j}, S\left(t_{j}\right)\right)$ at each integral in Eq. (16), we get

$$
\begin{align*}
& S^{P}\left(t_{k+1}\right) \approx S(0)+\frac{\rho^{-\varrho}}{\Gamma(\varrho)} \sum_{j=0}^{k} \int_{t_{j}^{\rho}}^{t_{j+1}^{\rho}}\left(t_{k+1}^{\rho}-z\right)^{\varrho-1} \mathcal{L}_{1}\left(t_{j}, S\left(t_{j}\right)\right) d z  \tag{20}\\
& =S(0)+\frac{\rho^{-\varrho} h^{\varrho}}{\Gamma(\varrho+1)} \sum_{j=0}^{k}\left[(k+1-j)^{\varrho}-(k-j)^{\varrho}\right] \mathcal{L}_{1}\left(t_{j}, S\left(t_{j}\right)\right) .
\end{align*}
$$

Now replacing $S\left(t_{k+1}\right)$ given in the right side of (18) by $S^{P}\left(t_{k+1}\right)$, our P-C algorithm, for finding the approximation $S_{k+1} \approx S\left(t_{k+1}\right)$, is completely expressed by the formula

$$
\begin{equation*}
S_{k+1} \approx S(0)+\frac{\rho^{-\varrho} h^{\varrho}}{\Gamma(\varrho+2)} \sum_{j=0}^{k} a_{j, k+1} \mathcal{L}_{1}\left(t_{j}, S_{j}\right)+\frac{\rho^{-\varrho} h^{\varrho}}{\Gamma(\varrho+2)} \mathcal{L}_{1}\left(t_{k+1}, S_{k+1}^{p}\right), \tag{21}
\end{equation*}
$$

where $S_{j} \approx S\left(t_{j}\right), j=0,1, \ldots, k$, and the predicted value $S_{k+1}^{P} \approx S^{P}\left(t_{k+1}\right)$ is given in Eq. (20) with the weights $a_{j, k+1}$ being defined according to (19).

So, the Predictor-Corrector formulae for the system (7) are given by

$$
\begin{align*}
& S_{k+1} \approx S(0)+\frac{\rho^{-\varrho} h^{\varrho}}{\Gamma(\varrho+2)} \sum_{j=0}^{k} a_{j, k+1} \mathcal{L}_{1}\left(t_{j}, S_{j}\right)+\frac{\rho^{-\varrho} h^{\varrho}}{\Gamma(\varrho+2)} \mathcal{L}_{1}\left(t_{k+1}, S_{k+1}^{p}\right), \\
& I_{k+1} \approx I(0)+\frac{\rho^{-\varrho} h^{\varrho}}{\Gamma(\varrho+2)} \sum_{j=0}^{k} a_{j, k+1} \mathcal{L}_{2}\left(t_{j}, I_{j}\right)+\frac{\rho^{-\varrho} h^{\varrho}}{\Gamma(\varrho+2)} \mathcal{L}_{2}\left(t_{k+1}, I_{k+1}^{P}\right), \\
& R_{k+1} \approx R(0)+\frac{\rho^{-\varrho} h^{\varrho}}{\Gamma(\varrho+2)} \sum_{j=0}^{k} a_{j, k+1} \mathcal{L}_{3}\left(t_{j}, R_{j}\right)+\frac{\rho^{-\varrho} h^{\varrho}}{\Gamma(\varrho+2)} \mathcal{L}_{3}\left(t_{k+1}, R_{k+1}^{P}\right),  \tag{22}\\
& V_{k+1} \approx V(0)+\frac{\rho^{-\varrho} h^{\varrho}}{\Gamma(\varrho+2)} \sum_{j=0}^{k} a_{j, k+1} \mathcal{L}_{4}\left(t_{j}, V_{j}\right)+\frac{\rho^{-\varrho} h^{\varrho}}{\Gamma(\varrho+2)} \mathcal{L}_{4}\left(t_{k+1}, V_{k+1}^{P}\right),
\end{align*}
$$

where

$$
\begin{align*}
& S^{P}\left(t_{k+1}\right) \approx S(0)+\frac{\rho^{-\varrho} h^{\varrho}}{\Gamma(\varrho+1)} \sum_{j=0}^{k}\left[(k+1-j)^{\varrho}-(k-j)^{\varrho}\right] \mathcal{L}_{1}\left(t_{j}, S\left(t_{j}\right)\right), \\
& I^{P}\left(t_{k+1}\right) \approx I(0)+\frac{\rho^{-\varrho} h^{\varrho}}{\Gamma(\varrho+1)} \sum_{j=0}^{k}\left[(k+1-j)^{\varrho}-(k-j)^{\varrho}\right] \mathcal{L}_{2}\left(t_{j}, I\left(t_{j}\right)\right),  \tag{23}\\
& R^{P}\left(t_{k+1}\right) \approx R(0)+\frac{\rho^{-\varrho} h^{\varrho}}{\Gamma(\varrho+1)} \sum_{j=0}^{k}\left[(k+1-j)^{\varrho}-(k-j)^{\varrho}\right] \mathcal{L}_{3}\left(t_{j}, R\left(t_{j}\right)\right), \\
& V^{P}\left(t_{k+1}\right) \approx V(0)+\frac{\rho^{-\varrho} h^{\varrho}}{\Gamma(\varrho+1)} \sum_{j=0}^{k}\left[(k+1-j)^{\varrho}-(k-j)^{\varrho}\right] \mathcal{L}_{4}\left(t_{j}, V\left(t_{j}\right)\right) .
\end{align*}
$$

Theorem 3 [39] Assume that $\mathcal{L}_{1}(t, S), \mathcal{L}_{2}(t, I), \mathcal{L}_{3}(t, R), \mathcal{L}_{4}(t, V)$ satisfy the Lipschitz condition and $S_{j}, I_{j}, R_{j}, V_{j}(j=1, \ldots, k+1)$ are the solutions of the Predictor-Corrector method (22) and (23). Then, the proposed numerical scheme is conditionally stable.

Solution of the model by Kumar-Erturk (K-E) fractional numerical algorithm

Now we utilize one more method which is a very recent numerical method given by Kumar et al. in [42] to simulate nonlinear fractional-order IVPs. The scheme is defined by the following theorem:

Theorem 4 Recall the IVP(9a)-(9b). Let

$$
\mathcal{F}\left(v, S_{*}(v)\right)=\mathcal{L}_{1}\left(\left\{t^{\rho}-\left(t^{\varrho}-v \Gamma(\varrho+1) \rho^{\varrho}\right)^{\frac{1}{\varrho}}\right\}^{\frac{1}{\rho}}, S\left(t^{\rho}-\left(t^{\varrho}-v \Gamma(\varrho+1) \rho^{\varrho}\right)^{\frac{1}{\varrho}}\right)^{\frac{1}{\rho}}\right)
$$

with the assumption of Theorem 1 hold. Then, a solution of (9a)-(9b) is defined by

$$
S(t)=S_{*}\left(t^{\varrho} \rho^{-\varrho} / \Gamma(\varrho+1)\right),
$$

where $S_{*}(v)$ is a solution of classical differential equations

$$
\begin{equation*}
\frac{d S_{*}(v)}{d v}=\mathcal{F}\left(v, S_{*}(v)\right), \tag{24}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{*}(0)=S_{0} . \tag{25}
\end{equation*}
$$

Proof Let us assume from Theorem 1 that $S(t)$ is a solution of (9a)-(9b) which also satisfies (10). Let $\tau^{\rho}=t^{\rho}-\left(t^{\varrho}-\nu \Gamma(\varrho+1) \rho^{\varrho}\right)^{1 / \varrho}$. Then Eq. (10) can be re-written as

$$
\begin{align*}
& S(t)=S_{0}+\int_{0}^{t \varrho \rho^{-\varrho} / \Gamma(\varrho+1)} \mathcal{L}_{1}\left(\left\{t^{\rho}-\left(t^{\varrho}-v \Gamma(\varrho+1) \rho^{\varrho}\right)^{\frac{1}{\varrho}}\right\}^{\frac{1}{\rho}}, S\left(t^{\rho}-\left(t^{\varrho}-v \Gamma(\varrho+1) \rho^{\varrho}\right)^{\frac{1}{\varrho}}\right)^{\frac{1}{\rho}}\right) d v  \tag{26}\\
& =S_{0}+\int_{0}^{t^{\varrho} \rho^{-\varrho} / \Gamma(\varrho+1)} \mathcal{F}\left(v, S_{*}(v)\right) d v
\end{align*}
$$

Also, every solution of (24)-(25) is the solution of the VIE given below and vice versa.

$$
\begin{equation*}
S_{*}(v)=S_{0}+\int_{0}^{v} \mathcal{F}\left(s, S_{*}(s)\right) d s, \quad 0 \leq v \leq a^{\varrho} \rho^{-\varrho} / \Gamma(\varrho+1) \tag{27}
\end{equation*}
$$

Since, $0 \leq t^{\varrho} \rho^{-\varrho} / \Gamma(\varrho+1) \leq a^{\varrho} \rho^{-\varrho} / \Gamma(\varrho+1)$, the right-hand side of equation (26) is equal to $S_{*}\left(t^{\varrho} \rho^{-\varrho} / \Gamma(\varrho+1)\right)$.

Now we derive the numerical solution of the considered model (7) based on the above methodology. Firstly, the corresponding classical model is

$$
\begin{align*}
& \frac{d S_{*}}{d v}=b-S_{*}-\beta S_{*} I_{*}+\nu V_{*}+\gamma R_{*} \\
& \frac{d I_{*}}{d v}=-d I_{*}+\beta S_{*} I_{*}-\sigma I_{*}-\omega I_{*}-\alpha I_{*}  \tag{28}\\
& \frac{d R_{*}}{d v}=-d R_{*}+\alpha I_{*}-\gamma R_{*} \\
& \frac{d V_{*}}{d v}=\sigma I_{*}-\nu V_{*}
\end{align*}
$$

If the solution of this system is $\left.\left(S_{*}(v), I_{*}(v), R_{*}(v)\right), V_{*}(v)\right)$, then the solution of the model is $\left(S_{*}\left(t^{\varrho} / \Gamma(\varrho+1)\right), I_{*}\left(t^{\varrho} / \Gamma(\varrho+1)\right), R_{*}\left(t^{\varrho} / \Gamma(\varrho\right.\right.$ $\left.+1)), V_{*}\left(t^{\varrho} / \Gamma(\varrho+1)\right)\right)$.

Remark 1 This method is one of the fast numerical methods as compared to other available methods to solve the fractional-order initial value problems. The output processing time of the algorithm is very less, which means the scheme gives the outputs in a very short of time. Also, it is very easy to code this algorithm via any software like, Mathematica, Maple or MATLAB.

## 6 Simulation results

Now we perform the analysis for the given cholera model (7) with the help of real parameter values given in Table 1. For the initial values of all four classes of cholera model, we assume $S(0)=20000, I(0)=30, R(0)=0$ and $V(0)=1000000$. In Figure 1, we plotted the graphs of infectious class $I(t)$ versus time variable $t$ at various fractional order values along with the fixed values of extra parameter $\rho=0.75$ by using both (K-E and P-C) numerical methods. Where-from sub-figure 1a we can observe the variations in the infected individuals by K-E method and from sub-figure 1 b by using $\mathrm{P}-\mathrm{C}$ method. We can see that the outputs of both methods are slightly different. In the case of $\mathrm{K}-\mathrm{E}$ method, as much as time increasing, the infectious population is converging to the lower values much faster than the case of $\mathrm{P}-\mathrm{C}$ method.



Figure 2. Dynamics of recovered class $R(t)$ at fractional-order values $\varrho=1,0.95,0.90$.


Figure 3. Dynamics of enviroment $V(t)$ at fractional-order values $\varrho=1,0.95,0.90$.

In Figure 2, the graphs of recovered class $R(t)$ versus time variable $t$ at various fractional orders along with $\rho=0.75$ by using both numerical methods are given. From sub-figure 2a, we can see the variations in the recovered individuals by K-E method and from sub-figure $2 b$ by using P-C method. Again the outputs of both methods are slightly different. In the case of K-E method, the recovered population is increasing much faster then the case of P-C method. Similarly, decrement in the environmental infection or the number of bacteria concentrations $V(t)$ can be observed from Figure 3 (sub-figure 3 a via K-E method and sub-figure 3 b via $\mathrm{P}-\mathrm{C}$ method). For understanding the role of extra parameter $\rho$, we plotted the group of Figures 4,5 , and 6 . Here we notice that the variations caused by extra parameter $\rho$ in $K-E$ method (sub-figures $4 a, 5 a, 6 a$ ) are totally reverse to the variations caused by $\rho$ in $P-C$ method (sub-figures $4 b, 5 b, 6 b$ ). It means that both methods process the role of $\rho$ in a different way, which makes their comparison more interesting.



Figure 5. Variations caused by extra parameter $\rho$ in class $R(t)$ at fractional-order $\varrho=0.95$.


Figure 6. Variations caused by extra parameter $\rho$ in class $V(t)$ at fractional-order $\varrho=0.95$.

From the above given graphical simulations, we can see that both methods perform well to simulate the dynamics of the given cholera model. The outputs of both methods are slightly different which justify the importance of both schemes in this study. But when we compare the processing speed of both methods then $\mathrm{K}-\mathrm{E}$ method is very fast as compared to $\mathrm{P}-\mathrm{C}$ scheme because it takes only $1 / 4$ th processing time of the P-C method. The stability of the given P-C method is available as mentioned in Theorem 3 but the analysis related to the stability of K -E method still needs to be studied.

## 7 Conclusion

In this research work, we have investigated a mathematical model of cholera disease in the sense of the generalised Liouville-Caputo fractional derivative. We have proved the results for the existence of a unique solution. Numerical solutions to the considered model have been derived with the help of two different methods and the importance of both schemes has been justified. A couple of figures are simulated to explore the given cholera disease dynamics. The main aim of this work has been to explore the given disease dynamics as well as the efficiency, accuracy, and differences of both numerical methods. In the future, the given model can be solved by using any other fractional derivatives and the proposed schemes can be utilized to solve different types of non-linear fractional order models.

## Declarations

## Consent for publication

Not applicable.

## Data availability statement

The data used in this study are mentioned/available in the manuscript.

## Conflicts of interest

The authors declare that they have no conflict of interests.

## Funding

Not applicable.

## Author's contributions

P.K.: Conceptualization, Investigation, Formal analysis, Resources, Visualization, Writing - original draft. V.S.E.: Investigation, Software, Writing-Reviewing and Editing. All authors discussed the results and contributed to the final manuscript.

## Acknowledgements

Not applicable.

## References

[1] Piarroux, R., Barrais, R., Faucher, B., Haus, R., Piarroux, M., Gaudart, J., Magloire, R. \& Raoult, D. Understanding the cholera epidemic, Haiti. Emerging infectious diseases, 17(7), 1161, (2011). [CrossRef]
[2] Tappero, J.W. \& Tauxe, R.V. Lessons learned during public health response to cholera epidemic in Haiti and the Dominican Republic. Emerging infectious diseases, 17(11), 2087,(2011). [CrossRef]
[3] Lemos-Paião, A.P., Silva, C.J. \& Torres, D.F. An epidemic model for cholera with optimal control treatment. Journal of Computational and Applied Mathematics, 318, 168-180, (2017). [CrossRef]
[4] Eustace, K.A., Osman, S. \& Wainaina, M. Mathematical modelling and analysis of the dynamics of cholera. Global Journal of Pure and Applied Mathematics, 14(9), 1259-1275, (2018). [CrossRef]
[5] Sun, G.Q., Xie, J.H., Huang, S.H., Jin, Z., Li, M.T. \& Liu, L. Transmission dynamics of cholera: Mathematical modeling and control strategies. Communications in Nonlinear Science and Numerical Simulation, 45, 235-244, (2017). [CrossRef]
[6] Njagarah, J.B.H. \& Tabi, C.B. Spatial synchrony in fractional order metapopulation cholera transmission. Chaos, Solitons \& Fractals, 117, 37-49, (2018). [CrossRef]
[7] Kilbas, A., Srivastava, H.M., and Trujillo, J.J. Theory and Applications of Fractional Differential Equations. Elsevier Science, (2006).
[8] Podlubny, I. Fractional Differential Equations: An Introduction to Fractional Derivatives, Fractional Differential Equations, to Methods of their Solution and Some of their Applications. Elsevier, (1998).
[9] Kumar, P. \& Erturk, V.S. The analysis of a time delay fractional COVID-19 model via Caputo type fractional derivative. Mathematical Methods in the Applied Sciences, (2020). [CrossRef]
[10] Kumar, P., Erturk, V.S., Abboubakar, H. \& Nisar, K.S. Prediction studies of the epidemic peak of coronavirus disease in Brazil via new generalised Caputo type fractional derivatives. Alexandria Engineering Journal, 60(3), 3189-3204, (2021). [CrossRef]
[11] Gao, W., Veeresha, P., Baskonus, H.M., Prakasha, D.G. \& Kumar, P. A New Study of Unreported Cases of 2019-nCOV Epidemic Outbreaks. Chaos, Solitons \& Fractals,138, 109929, (2020). [CrossRef]
[12] Nabi, K.N., Abboubakar, H. \& Kumar, P. Forecasting of COVID-19 pandemic: From integer derivatives to fractional derivatives. Chaos, Solitons \& Fractals, 141, 110283, (2020). [CrossRef]
[13] Nabi, K.N., Kumar, P. \& Erturk, V.S. Projections and fractional dynamics of COVID-19 with optimal control strategies. Chaos, Solitons \& Fractals, 145, 110689, (2021). [CrossRef]
[14] Kumar, P., Erturk, V.S., \& Murillo-Arcila, M. A new fractional mathematical modelling of COVID-19 with the availability of vaccine.Results in Physics, 24, 104213, (2021). [CrossRef]
[15] Naik, P.A., Yavuz, M., Qureshi, S., Zu, J. \& Townley, S. Modeling and analysis of COVID-19 epidemics with treatment in fractional derivatives using real data from Pakistan. The European Physical Journal Plus, 135(10), 1-42, (2020). [CrossRef]
[16] Özköse, F., \& Yavuz, M. Investigation of interactions between COVID-19 and diabetes with hereditary traits using real data: A case study in Turkey. Computers in biology and medicine, 105044, (2022). [CrossRef]
[17] Ikram, R., Khan, A., Zahri, M., Saeed, A., Yavuz, M. \& Kumam, P. Extinction and stationary distribution of a stochastic COVID-19 epidemic model with time-delay. Computers in Biology and Medicine, 141, 105115, (2022). [CrossRef]
[18] Allegretti, S., Bulai, I.M., Marino, R., Menandro, M.A. \& Parisi, K. Vaccination effect conjoint to fraction of avoided contacts for a Sars-Cov-2 mathematical model. Mathematical Modelling and Numerical Simulation with Applications (MMNSA), 1(2), 56-66, (2021). [CrossRef]
[19] Kumar, P., Erturk, V.S., Yusuf, A. \& Kumar, S. Fractional time-delay mathematical modeling of Oncolytic Virotherapy. Chaos, Solitons \& Fractals, 150, 111123, (2021). [CrossRef]
[20] Abboubakar, H., Kumar, P., Erturk, V.S. \& Kumar, A. A mathematical study of a Tuberculosis model with fractional derivatives. International Journal of Modeling, Simulation, and Scientific Computing, 2150037, (2021). [CrossRef]
[21] Abboubakar, H., Kumar, P., Rangaig, N.A. \& Kumar, S. A Malaria Model with Caputo-Fabrizio and Atangana-Baleanu Derivatives. International Journal of Modeling, Simulation, and Scientific Computing, 12(02), 2150013, (2020). [CrossRef]
[22] Kumar, P., Erturk, V.S., Yusuf, A. \& Sulaiman, T.A. Lassa hemorrhagic fever model using new generalized Caputo-type fractional derivative operator. International Journal of Modeling, Simulation, and Scientific Computing, 12(06), 2150055, (2021). [CrossRef]
[23] Kumar, P., Erturk, V.S., Yusuf, A., Nisar, K.S. \& Abdelwahab, S.F. A study on canine distemper virus (CDV) and rabies epidemics in the red fox population via fractional derivatives. Results in Physics, 25, 104281, (2021). [CrossRef]
[24] Kumar, P., Erturk, V.S. \& Murillo-Arcila, M. A complex fractional mathematical modeling for the love story of Layla and Majnun. Chaos, Solitons \& Fractals, 150, 111091, (2021). [CrossRef]
[25] Kumar, P. \& Erturk, V.S. Environmental persistence influences infection dynamics for a butterfly pathogen via new generalised Caputo type fractional derivative. Chaos, Solitons \& Fractals, 144, 110672, (2021). [CrossRef]
[26] Kumar, P., Erturk, V.S., Banerjee, R., Yavuz, M. \& Govindaraj, V. Fractional modeling of plankton-oxygen dynamics under climate change by the application of a recent numerical algorithm. Physica Scripta, 96(12), 124044, (2021). [CrossRef]
[27] Kumar, P., Erturk, V.S. \& Nisar, K.S. Fractional dynamics of huanglongbing transmission within a citrus tree. Mathematical Methods in the Applied Sciences, (2021). [CrossRef]
[28] Kumar, P., Erturk, V.S. \& Almusawa, H. Mathematical structure of mosaic disease using microbial biostimulants via Caputo and Atangana-Baleanu derivatives. Results in Physics, 24, 104186, (2021). [CrossRef]
[29] Joshi, H. \& Jha, B.K. Fractional-order mathematical model for calcium distribution in nerve cells. Computational and Applied Mathematics, 39(2), 1-22, (2020). [CrossRef]
[30] Joshi, H. \& Jha, B.K. On a reaction-diffusion model for calcium dynamics in neurons with Mittag-Leffler memory. The European Physical Journal Plus, 136(6), 1-15, (2021). [CrossRef]
[31] Joshi, H. \& Jha, B.K. Chaos of calcium diffusion in Parkinson's infectious disease model and treatment mechanism via Hilfer fractional derivative. Mathematical Modelling and Numerical Simulation with Applications (MMNSA), 1(2), 84-94, (2021). [CrossRef]
[32] Joshi, H. \& Jha, B.K. Modeling the spatiotemporal intracellular calcium dynamics in nerve cell with strong memory effects. International Journal of Nonlinear Sciences and Numerical Simulation, (2021). [CrossRef]
[33] Veeresha, P. A numerical approach to the coupled atmospheric ocean model using a fractional operator. Mathematical Modelling and Numerical Simulation with Applications (MMNSA), 1(1), 1-10, (2021). [CrossRef]
[34] Baishya, C. \& Veeresha, P. Laguerre polynomial-based operational matrix of integration for solving fractional differential equations with non-singular kernel. Proceedings of the Royal Society A, 477(2253), 20210438, (2021). [CrossRef]
[35] Veeresha, P. \& Baleanu, D. A unifying computational framework for fractional Gross-Pitaevskii equations. Physica Scripta, 96(12), 125010, (2021). [CrossRef]
[36] Akinyemi, L., Nisar, K.S., Saleel, C.A., Rezazadeh, H., Veeresha, P., Khater, M.M. \& Inc, M. Novel approach to the analysis of fifth-order weakly nonlocal fractional Schrödinger equation with Caputo derivative. Results in Physics, 31, 104958, (2021). [CrossRef]
[37] Okposo, N.I., Veeresha, P. \& Okposo, E.N. Solutions for time-fractional coupled nonlinear Schrödinger equations arising in optical solitons. Chinese Journal of Physics, (2021). [CrossRef]
[38] Odibat, Z. and Baleanu, D. Numerical simulation of initial value problems with generalized caputo-type fractional derivatives. Applied Numerical Mathematics, 156, 94-105, (2020). [CrossRef]
[39] Erturk, V.S. \& Kumar, P. Solution of a COVID-19 model via new generalized Caputo-type fractional derivatives. Chaos, Solitons \& Fractals, 139, 110280, (2020). [CrossRef]
[40] Kumar, P. \& Erturk, V.S. A case study of Covid-19 epidemic in India via new generalised Caputo type fractional derivatives. Mathematical Methods in the Applied Sciences, 1-14, (2021). [CrossRef]
[41] Odibat, Z., Erturk, V.S., Kumar, P. \& Govindaraj, V. Dynamics of generalized Caputo type delay fractional differential equations using a modified Predictor-Corrector scheme. Physica Scripta, 96(12), 125213, (2021). [CrossRef]
[42] Kumar, P., Erturk, V.S. \& Kumar, A. A new technique to solve generalized Caputo type fractional differential equations with the example of computer virus model. Journal of Mathematical Extension, 15, (2021). [CrossRef]

Mathematical Modelling and Numerical Simulation with Applications (MMNSA) (http://www.mmnsa.org)


Copyright: © 2021 by the authors. This work is licensed under a Creative Commons Attribution 4.0 (CC BY) International License. The authors retain ownership of the copyright for their article, but they allow anyone to download, reuse, reprint, modify, distribute, and/or copy articles in MMNSA, so long as the original authors and source are credited. To see the complete license contents, please visit (http://creativecommons.org/licenses/by/4.0/).


[^0]:    Fatma Özlem Coşar
    Department of Mathematics and Computer Sciences, Faculty of Science, Necmettin Erbakan University, Meram Yeniyol, 42090 Meram, Konya/TURKEY

[^1]:    > Received: 06.11.2021 > Revised: 16.12.2021 > Accepted: 17.12.2021 > Published: 18.12.2021

