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Abstract— Today, the competition to build a quantum computer 

continues, and the number of qubits in hardware is increasing 

rapidly. However, the quantum noise that comes with this process 

reduces the performance of algorithmic applications, so 

alternative ways in quantum computer architecture and 

implementation of algorithms are discussed on the one hand. One 

of these alternative ways is the hybridization of the circuit-based 

quantum computing model with the dissipative-based computing 

model. Here, the goal is to apply the part of the algorithm that 

provides the quantum advantage with the quantum circuit model, 

and the remaining part with the dissipative model, which is less 

affected by noise. This scheme is of importance to quantum 

machine learning algorithms that involve highly repetitive 

processes and are thus susceptible to noise. In this study, we 

examine dissipative information transfer to a qubit model called 

Cat-Qubit. This model is especially important for the dissipative-

based version of the binary quantum classification, which is the 

basic processing unit of quantum machine learning algorithms. On 

the other hand, Cat-Qubit architecture, which has the potential to 

easily implement activation-like functions in artificial neural 

networks due to its rich physics, also offers an alternative 

hardware opportunity for quantum artificial neural networks. 

Numerical calculations exhibit successful transfer of quantum 

information from reservoir qubits by a repeated-interactions-

based dissipative scheme. 

 

Index Terms— Collision model, Information reservoir, Kerr-Cat 

qubit, Quantum neural network. 

I. INTRODUCTION 

HE ERA in which today's computers cope with noise is 

called the noisy intermediate scale quantum (NISQ) era [1], 

and various types of research on noise suppression have shown 

up. One of the most prominent of these searches is that the part 

of the calculation that provides a quantum advantage is done 

together with the ordinary quantum circuit model, and classical 

computers do the part that does not provide a quantum 

advantage. Although this model is not a complete quantum 

computing model, there is a quantum acceleration in the 

process. That's why this model is called quantum acceleration. 

In our previous work, we presented a dissipation-based 

quantum classifier model [2], [3]. 

Before starting the subject, let's briefly talk about the 

harmonic oscillator, creator and annihilator processors, which 

have a very important place in the subject. The quantum 

Hamiltonian of a simple one-dimensional harmonic oscillator 

with mass 𝑚 and frequency 𝜔𝑚 is expressed as: 

𝐻 =
𝑝2

2𝑚
+

1

2
𝑚𝜔𝑚

2 𝑞2 (1) 

Here, 𝑝 and 𝑞 are position and momentum operators, 

respectively, and as it is known, [𝑞, 𝑝] = 𝑖ℏ provides the 

commutation relation. The reduced Planck's constant, ℏ, is used 

here. 

 The operators that provide the commutation relation 

[ɑ, ɑϯ] = 1 under the 𝑞 = 𝑞0(ɑϯ + ɑ) and 𝑝 = 𝑝0(ɑϯ − ɑ)  

transformations are called the annihilation ɑ and the creation 

operator ɑϯ. Here 𝑞0 = √ℏ 2𝑚𝜔𝑚⁄  ; 𝑝0 = √ℏ𝑚𝜔𝑚 2⁄ . When 

we replace these transformations and the operators that provide 

the commutation relation in Eq. (1), it turns into  

𝐻 = ℏ𝜔𝑚 (ɑϯɑ +
1

2
).    (2) 

The ɑϯɑ operator is called the number operator because it 

measures the number of quanta covered by the oscillator. The 

eigenstates of the number operator are 𝑛 = 0, 1, 2, ⋯ and |𝑛⟩  
number states, which correspond to the presence of exactly 𝑛 

quanta in the oscillator: 

ɑϯɑ|𝑛⟩ = 𝑛|𝑛⟩.   (3) 

It follows from this that |𝑛⟩ is also the eigenstates of the 

Hamiltonian of Eq. (2), so we can express the eigenvalues as:  

𝐸𝑛 = ℏ𝜔𝑚 (𝑛 +
1

2
) (4) 

It can be demonstrated that the creation and annihilation 

operators, respectively, increase and reduce the number of 

quanta in a number state: 

ɑ|𝑛⟩ = √𝑛|𝑛 − 1⟩,      ɑϯ|𝑛⟩ = √𝑛 + 1|𝑛 + 1⟩.    (5) 

 "Schrödinger-Cat" states are known as macroscopically 

recognizable overlapping states of a single-mode quantized 

electromagnetic field, and in the field of quantum optics, work 

on the creation of these states and the study of their properties 

has recently increased. According to the interpretation that is 

most frequently used in the literature, a macroscopic 

superposition state (MSS) is a superposition of ordinary 

coherent states with 180°-differences in their relative 

amplitudes [4], [5]. In other words, |𝛼⟩ is the coherent state of 

the unimodal field, where |𝛼⟩ is complex, and ɑ|𝛼⟩ = 𝛼|𝛼⟩, 
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where ɑ is the mod annihilation operator. As a result, |−𝛼⟩  is 

likewise a coherent field state with ɑ|−𝛼⟩ = −𝛼|−𝛼⟩. 
Superpositions are used to describe Schrödinger-Cat states (or 

MSSs). In contrast to parametric amplification, a process that 

uses energy can produce a pure state using a limited amount of 

energy. Schrödinger-Cat states, which are quantum mechanical 

superpositions of two coherent out-of-phase states, are these 

pure states [6]. The superposition states of Schrödinger-Cat 

states (or MSSs) are expressed as follows: 

|ѱ⟩ = 𝑐+|𝛼⟩ + 𝑐−|−𝛼⟩ (6) 

Such cases are eigenstates of ɑ2 such that ɑ2|ѱ⟩ = 𝛼2|ѱ⟩. The 

remarkable situations called as the even and odd parity coherent 

cases (Eqs. (7.a) and (7.b)), respectively, were of great interest. 

|𝐶𝛼
+⟩ = 𝒩+(|𝛼⟩ + |−𝛼⟩ ) (7.a) 

|𝐶𝛼
−⟩ = 𝒩−(|𝛼⟩ − |−𝛼⟩ ) (7.b) 

Here 𝒩± = 1 √2(1 ± 𝑒−2|𝛼|2
)⁄ . There is �̅� = |𝛼|2 relation 

between 𝛼 and average photon number [7], [8].  
 Logical states in quantum information theory can be 

represented as two orthogonal pure states, most easily via a 

single two-level system. Therefore, logical 0 and 1, 

respectively, can be encoded in the excited state |𝑒⟩ and ground 

state |𝑔⟩. Qubits, as opposed to just bits, are the name given to 

logical states since they have the ability to combine coherently 

[9]. It powers quantum computing thanks to its ability to treat 

the coherent superposition of large sets of physical systems as 

units. One need not limit oneself to two-dimensional Hilbert 

space-codifying physical systems. It is more useful for some 

cases to code the logical states as a superposition spanning 

many base cases. An unwelcome and perhaps out-of-control 

single interaction in the encoded information takes place when 

a device that permits qubit encoding is connected to a disturbed 

environment, and this interaction may appear as an error. The 

type of logical mistake is determined by binding to the logical 

foundation. Although the binding to the medium is fixed, we 

have freedom in how we encode the qubits, therefore the 

foundation for logical encoding can affect the sort of mistake 

that happens [9]. 

 

Fig.1. Bloch ball representation of a Cat qubit. Basis state in six different 
points are labelled.  

 

 Schematic of the Cat qubit Bloch representation is shown in 

Fig. 1. It is simple to confirm that the even-parity Cat state 

(|𝐶𝛼
+⟩) contains only even-energy eigenstates and the odd-parity 

Cat state (|𝐶𝛼
−⟩) contains only odd-energy eigenstates, 

regardless of 𝛼 [9]. The logical encoding can be represented as 

follows for a single qubit due to the orthogonality of the two 

states. 

|𝐶𝛼
+⟩ =|0̅⟩   (8.a) 

 |𝐶𝛼
−⟩ = |1̅⟩ (8.b) 

A higher-dimensional system's two-dimensional subspace 

call a logical qubit has been chosen to enable the identification 

and rectification of specific errors. It frequently takes arbitrary 

and exact control over the whole system to manipulate encoded 

information. No matter if logical operations are based on huge 

dimensional modes like oscillators or multiple physical qubits, 

constituent parts in actual devices will always have residual 

interactions that must be taken into consideration when creating 

logical operations [7], [10]. 
The potential applications of the Cat-qubit structure are 

described more clearly in the following statements. These non-

classical quantum harmonic oscillator states can be utilized as 

a system for weak force detection [11], quantum information 

processing [12], and quantum repeaters [13]. Recently, a study 

on flying Cat-qubits, which have the potential for use in 

quantum communication, has also been published [14]. Once 

the potential implications were expressed in the literature, the 

feasibility of cat qubits for actual physical systems became 

significant. Therefore, stabilization and operational proposals 

have appeared in the literature [15]–[18]. Moreover, advanced 

protocols including error correction schemes were also reported 

[19]–[21]. 

The Kerr-Cat qubit, like the superconducting transmon qubit, 

is considered bi-level [15], [21]. In the transient dynamics of the 

Kerr-non-linear resonators (KNR), the Cat states are obtained 

by connecting a superconducting qubit to a microwave 

resonator [8]. These obtained states are of great importance in 

understanding the mismatch in precision measurements in 

macroscopic systems, which are very important in quantum 

computing. These states, however, are challenging to produce 

and manage with high precision because to their vulnerability 

to undesired interactions and photon loss. To do this, we 

develop a collisional quantum master equation based on a series 

of recurrent encounters. Particularly when reservoir states must 

be clearly stated, as in our current issue, collision models have 

shown to be very helpful in understanding open quantum 

dynamics [22]–[26]. Because of the additivity and divisibility 

qualities of quantum dynamic maps, collision dynamics may 

yield a stable state given any amount of input data and without 

the requirement for time-dependent control [27]–[29]. 

Designing qubits based on atomic structure or 

superconducting architecture rather than using relatively less 

stable cat-qubits may be seen as a pitfall that worsens the 

process. However, as shown by the exciting potential for 

applications in quantum communication and detection, working 

on this model is worth it. On the other hand, the ability to be 

applied by cavity-quantum electrodynamics systems with 

extensive quantum control experience and network formation 

capability makes this model suitable as a machine learning 

architecture. 

Currently, quantum machine learning is generally discussed 

based on the standard quantum circuit model. Artificial neural 

networks that play an important role in machine learning and 

the binary classifier, which is the basic processing unit, are 

simulated using quantum software based on the quantum circuit 
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[30]–[32]. On the other hand, today's quantum computers are 

susceptible to noise, so the number of qubits that will provide 

accurate results is limited. Therefore, noise-resistant algorithms 

or hardware-efficient solutions are being emphasized [33], [34]. 

One of these solutions is the dissipation-based quantum 

computing model that operates with an open quantum system 

model [35]. It is known that this model type is more 

advantageous against noise effects. For example, we recently 

published a study on how a binary classifier quantum 

perceptron would work according to this model [36]. According 

to this study, a probe qubit is an open quantum system 

connected to independent information reservoirs, and the 

classification result is encoded as a stationary state 

magnetization. In our current study, where the probe qubit can 

be described as a cat-qubit, we are numerically testing the 

stabilization of the cat-qubit and the transfer of information 

from the information reservoir to the cat-qubit. 

In this study, we show that a quantum information classifier 

can be successfully created with the dissipation-based protocol. 

A different version of the quantum acceleration model is to use 

a dissipation-based protocol instead of using a classical 

computer in the model. Thus, the propose dissipation-based 

model will both cause less noise and eliminate the difficulty of 

a classical computer dealing with quantum data. 

We numerically examine a dissipation-based information 

transfer process that would lead to a Cat Qubit-based binary 

classifier model. Cat-Qubit  is an alternative physical qubit 

model that creates logical bases with appropriate superpositions 

of so-called coherent states of quantum harmonic oscillator [4], 

[5], [7], [8]. This physical model, in which the control 

parameters are richer, has the potential to be evaluated as a 

quantum neuron, thanks to Kerr non-linearity-based activation 

possibility. The dissipation model in our study is described by 

the collision model, which is called the collision model and is 

based on repeated interactions. 

II.  MODEL AND SYSTEM DYNAMICS 

A. Kerr-Cat Qubit Hamiltonian 

Some protected qubits, such as these bi-level qubits (a type 

of bosonic qubit) mentioned in the previous section, are 

stabilized by a Hamiltonian [21]. Therefore, the following 

Hamiltonian is used to stabilize the Kerr-Cat qubit. 

𝐻 = ℏ(Kɑϯ2ɑ2 − 𝜖2(ɑϯ2 + ɑ2) + ∆𝑎𝑟ɑϯɑ) (9) 

Here, K is the Kerr nonlinearity, 𝜖2 is the squeezing-drive 

strength, ∆𝑎𝑟: 𝜔0 − 𝜔𝑟 is the frequency with respect to the 

rotary coordinate system where 𝜔0 = 37.7 𝐺𝐻𝑍 is the cavity 

frequency and 𝜔𝑟 is the resonator frequency, respectively. ℏ =
1 throughout the entire study. This interpretation of the 

Hamiltonian demonstrates that the two stables |±𝛼⟩ states and 

𝛼 = (𝜖2/K)1/2, the eigenstates of the annihilation operator ɑ, 

are also degenerate eigenstates of Eq. (9) with energy |𝜖2|2/K. 

Equivalently, the even-odd parity states of |𝐶𝛼
±⟩ are the 

eigenstates of 𝐻 [8], [15]. 

B. Open Quantum System 

A subset of supervised learning problems called binary 

classification tries to create a classification rule that depicts a 

mapping from 𝒳 → {0,1}  abstract feature spaces to a collection 

of binary labels. Here, 𝒳 denotes the 𝒟 = (𝒳, 𝒴)  training set's 

input data field. The binary labels' associated output data field 

is 𝒴. Another way to state the training set is as follows: 

(𝒳, 𝒴) = {(𝒙𝒊, 𝒚𝒊)}𝑴  (10) 

These pairs in relation to the 𝑴 elements, 𝒙𝒊 is a vector 

representing the unclassified input data, while 𝒚𝒊 represents the 

output vector corresponding to 𝒙𝒊. Because the input feature 

data is a vector in 𝑁-dimensional real space, the ℝ𝑁 → {0,1}  

map is defined by the binary classification. The perceptron, the 

primary processing unit of artificial neural networks, is the most 

basic binary classifier and it is connected with mathematical 

models [37]. The binary classification model, inspired by a 

biological neuron, 𝒙 = [𝒙𝟏, ⋯ 𝒙𝑵]𝑻 is defined as 𝑧 = 𝑓(𝒙𝑻𝒘) 

in terms of these vectors representing the input information with 

the corresponding vector and the weight vector 𝒘 =
[𝒘𝟏, ⋯ 𝒘𝑵]𝑻. Here 𝑓 is the linear or non-linear activation 

function, which has an important role in determining the 

classification rule. The classification is performed by the model 

as 𝑧 ≡ 1 if 𝑧 = 𝑓(𝒙𝑻𝒘), not 𝑧 ≡ 0. 

 A weighted combination of input data samples can be used 

with the conventional binary classification model. 

𝒙𝑻𝒘 = ∑ 𝒘𝒊𝒙𝒊

𝒊

   (11) 

We may construct our model using linear combinations of 

quantum dynamic maps, each of which represents the 

attachment of the system to a separate reservoir, as motivated 

by this classical point of view. 

Λ𝑡[𝜚0] = ∑ 𝑃𝑖Φ𝑡
(𝑖)[𝜚0]

𝑖

   (12) 

In this case, 𝜚0 stands for the probe qubit from which the output 

data is read, and 𝑃𝑖  is a positive value that describes the 

likelihood of the system encountering each reservoir. We imply 

that every map in Eq. (13) results in a steady state. 

𝛷𝑡
(𝑖)[𝜚0] = 𝑇𝑟ℛ𝑖

[𝛬𝑡(𝜚0 ⊗ 𝜚ℛ𝑖
)𝛬𝑡

ϯ
]   (13) 

𝑇𝑟𝑖  is partial trace on unit 𝑖𝑡ℎ. 𝜚ℛ𝑖
 is the quantum state of the 

𝑖𝑡ℎ reservoir. The completely positive trace-preserving 

quantum dynamical map (CPTP) [24] represented as 𝛬𝑡[𝜚] =
−𝑖[𝐻𝑡 , 𝜚] + к1ℒ0[ɑ] + к2ℒ0[ɑ2] serves as a defining 

characteristic of the system. Also, a dynamic map that provides 

Φ𝑡+𝑠 = Φ𝑡(Φ𝑠[𝜚]) complete positivity (CP) for 𝑡 and 𝑠 ≥ 0 is 

called a CP divisible map. 𝐻𝑡 = Kɑ̂ϯ2ɑ̂2 − 𝜖2(ɑ̂ϯ2 + ɑ̂2) +
∆𝑎𝑟ɑ̂ϯɑ̂  is the Hamiltonian that represents a consistent drive on 

the Kerr-Cat qubit. ℒ[𝑜] ≡ 2𝑜𝜚𝑜ϯ − 𝑜ϯ𝜚𝑜 − 𝜚𝑜𝑜ϯ  is the 

standard Lindblad super operator. The two super operator 

constants к1  and к2  describe the losses of one photon and two 

photons. к1 = 1 𝑇1⁄  [8]. Eq. (13) is the explicit quantum 

equivalent of Eq. (12) and is only valid if it satisfies the addition 

and divisibility conditions of quantum dynamic maps [27], [29], 
[38]. According to reports, when the weak coupling condition 

is satisfied, both the complete positivity and the divisibility 

requirement for quantum dynamic maps hold true [29]. We 

must focus on two key points in order to comprehend our model 

more fully. The suggested classifier's dynamics are first 

presented, which is a collision model in which a probe qubit 

connects sequentially with identical and non-interacting 

reservoir units with a limited time τ. Second, we refer to these 

reservoirs as information reservoirs as they are made up of 
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identical qubits that have been idealized using particular 

collision model-derived characteristics. These formulations 

read 𝜚(0) = 𝜚𝑆(0) ⊗ 𝜚ℛ𝑖
 as the initial quantum state of the 

entire system. Each information reservoir is made up of a set of 

identical, non-interacting qubits in pure quantum states, as was 

already mentioned. 

𝜚ℛ𝑖
=⊗𝑘=1

𝑛 𝜚𝑘(𝜃𝑖, 𝜙𝑖)  (14) 

Here, 𝜚𝑘(𝜃𝑖 , ∅𝑖) is the 𝑘𝑡ℎ subunit of the 𝑖𝑡ℎ information 

reservoir. The Hamiltonian of the system and the 𝑖𝑡ℎ 

information reservoir is expressed as: 

𝐻0 = ℏ (Kɑ0
ϯ2

ɑ0
2 − 𝜖2(ɑ0

ϯ2
+ ɑ0

2) + ∆𝑎𝑟ɑ0
ϯ

ɑ0  

+  ∆𝑖𝑟 ∑ ɑ𝑘𝑖

ϯ
ɑ𝑘𝑖

 

𝑛

𝑖=1

) 

(15) 

and the interaction term is expressed as: 

𝐻𝑖𝑛𝑡 = ℏ𝜖𝑥 ∑(|𝐶𝛼
+⟩

0
⟨𝐶𝛼

−| ⊗|𝐶𝛼
−⟩

1
⟨𝐶𝛼

+| + 𝐻. 𝑐. ) 

𝑛

𝑖=1

 (16) 

where ℏ is the reduced Planck constant, ∆𝑎𝑟= ∆𝑖𝑟  and 𝜖𝑥 is the 

Cat-Rabi driver constant. Rearranging Eq. (13) as cascading 

partial trace operations to describe dynamic maps via the 

collision model, we can write it as follows:  

Φ𝑛𝜏
(𝑖)[𝜚0] = 𝑇𝑟𝑛 [Λ0𝑖𝑛

⋯ 𝑇𝑟1 [Λ0𝑖1
(𝜚0 ⊗ 𝜚ℛ𝑖1

) Λ0𝑖1

ϯ
]

⊗ ⋯ ⊗ 𝜚ℛ𝑖𝑛
Λ0𝑖𝑛

ϯ
] 

(17) 

Here, 𝛬0𝑖[𝜚] = −𝑖[𝐻, 𝜚] + к1ℒ0[ɑ] + к2ℒ0[ɑ2] is a dynamic 

map that provides the divisibility of CP where 𝐻 = 𝐻0 + 𝐻𝑖𝑛𝑡  

and 𝜚 = 𝜚0 ⊗ 𝜚ℛ𝑖𝑛
.  Here, 𝑛𝜏 is the amount of time required 

for n collisions, and 𝛬0𝑖 is the non-unitary super operator acting 

on both the system and reservoir qubits. 𝑛 is often a finite 

number that is big enough to stabilize the probe qubit. In the 

Markov technique, the system state equals that of one of the 

reservoir units after a sufficient number of interactions. In other 

words, it is by this discrete dynamic development that the 

system temperatures get to the thermal reservoir temperature. 

Quantum homogenization is the name of this procedure [22]. 
As a result, we simulate our system numerically, which is 

explained by the following master equation. This process was 

performed with the Qutip toolbox [39]. 
�̇�0 = −𝑖[𝐻, 𝜚] + к1ℒ0[ɑ] + к2ℒ0[ɑ2] (18) 

III. NUMERICAL SIMULATION RESULTS  

For numerical computations we use the parameters of 

superconducting circuits, which has become one of the most 

successful platforms for quantum information processing 

applications [40]–[42]. Transmon qubits can be coupled via a 

resonator bus, where interactions are mediated by the exchange 

of virtual photons [43]. In this architecture, the coupling forces 

between the qubits can be controlled through the coupling 

distributed to the transmission line resonator. A 

superconducting circuit with weakly coupled transmon qubits 

typically has resonator frequency 𝑤𝑟~1 − 10 𝐺𝐻𝑧 and qubit-

resonator coupling 𝑔~1 − 500 MHz and effective qubit-qubit 

coupling 𝐽~1 − 100 MHz and qubit energy relaxation time 

𝑇1~20 − 60 μ𝑠 [42], [43]. 

Fig. 2 shows the variation of the Kerr-Cat qubit populations 

and magnetization depending on the system parameters. Here 

our qubit is unstable. 

It is seen in Fig. 3 that the oscillation in population states 

decreases depending on the system parameters. In Figs. 2 and 

3, 𝑇1 = 15.5 × 10−6
 s and 𝜏 = 3 × 10−9𝑠 are scaled with 𝑤𝑟 =

2𝜋 × 109𝐻𝑧. Accordingly, it is scaled as 𝑇1𝑤𝑟 = 558 × 103
. 

𝜏𝑠𝑐 ≅ 113 corresponds to 
𝑇1𝑤𝑟

𝜏𝑠𝑐
≅ 5000 collisions. Thus, 100000 

collisions equal  20𝑇1times, approximately 30 × 10−5𝑠. This 

indicates that the qubit remains stable for long enough.  

 

 
Fig.2. Variation of Kerr-Cat qubit populations and magnetization depending 

on system parameters. Here, 𝑃𝑒 is the excited state population, 𝑃𝑔 is the ground 

state population, and 𝑍 =  𝑃𝑒 – 𝑃𝑔 magnetization. K = 1.12 × 10−6 , 𝜖2 =

2.25 × 10−6 , к1 = 1.71 × 10−6, к2 = 3.34 × 10−5 and ∆𝑎𝑟= 1.00 × 10−4 

are dimensionless and scale with  𝑤𝑟. 

 

 

 
Fig.3. Variation of Kerr-Cat qubit populations and magnetization depending 

on system parameters. Here, 𝑃𝑒 is the excited state population, 𝑃𝑔 is the ground 

state population, and 𝑍 =  𝑃𝑒 – 𝑃𝑔 magnetization. K = 1.12 × 10−6 , 𝜖2 =

2.25 × 10−5 , к1 = 1.71 × 10−6, к2 = 3.34 × 10−5 and ∆𝑎𝑟= 1.00 × 10−4 

are dimensionless and scale with  𝑤𝑟. 
 

In Fig. 4, it is seen that our qubit has become stable 

depending on the system parameters. After stabilizing our 

qubit, we will use the time dependent Hamiltonian to examine 

the activation states. 

𝐻(𝑡) = Kɑ̂ϯ2ɑ̂2 − 𝜖2(𝑡)(ɑ̂ϯ2 + ɑ̂2) + ∆𝑎𝑟ɑ̂ϯɑ̂ 
(19) 
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Here, there are 𝑡 ≫ 𝜏 and 𝜏K = 5  relations for 𝜖2(𝑡) =
𝜖2

0[1 − 𝑒𝑥𝑝(−𝑡4/𝜏4)], 𝜖2(𝑡 = 0) = 0  and 𝜖2(𝑡)~𝜖2
0 = 4K. 

 
TABLE I 

FIGS. 1, 2, and 3 RESULTS 

 𝑤𝑟, [𝐆𝐇𝐳]  𝐾  𝑤𝑟⁄   𝜖2  𝑤𝑟⁄   к1  𝑤𝑟⁄   к2  𝑤𝑟⁄   ∆𝑎𝑟  𝑤𝑟⁄  

Fig. 2 2π 1.12 × 10−6 2.25 × 10−6 1.71 × 10−6 3.34 × 10−5 1.00 × 10−4 
Fig. 3 2π 1.12 × 10−6 2.25 × 10−5 1.71 × 10−6 3.34 × 10−5 1.00 × 10−4 
Fig. 4 2π 1.12 × 10−6 2.25 × 10−6 1.71 × 10−6, 3.34 × 10−6 5.80 × 10−6 

 

In Fig. 5, we consider a single information reservoir 𝜚1 =
|𝜓(𝜃1, 𝜙1)⟩⟨𝜓(𝜃1, 𝜙1)| in contact with a non-decay probe Kerr-

Cat qubit. Bloch vector was expressed using the |𝜓(𝜃1, 𝜙1)⟩ =

cos
𝜃1

2
|𝐶𝛼

+⟩ + sin
𝜃1

2
𝑒−𝑖𝜙1 |𝐶𝛼

−⟩  Kerr-Cat qubit. While 

following the amplitude parameter for the classification result 

in our proposal, we monitor the equilibrium dynamics over a 

steady state. In this simplest case, stationary dynamics yields no 

classification results, but provides an instructive example of 

quantum homogenization. As show in Fig. 5 (a) and (b), the 

probe qubit magnetization converges to the magnetization of 

the reservoir units with the amplitude parameters 𝜃1 = 0  and 

𝜃1 = 𝜋, respectively. The probe prepares as the Kerr-Cat qubit 

𝜚0 = |+⟩⟨+|, which is originally intended to provide a null  

magnetization. Taken in |+⟩ = |+α⟩ = 2−1 2⁄ [(|𝐶𝛼
+⟩ + |𝐶𝛼

−⟩) +
(|𝐶𝛼

+⟩ − |𝐶𝛼
−⟩)] form. Without losing generalization, we get 

𝜙𝑖 = 0 in our calculations relative to 𝜃. 

The smooth and monotonic convergence of the equilibrium 

curves exhibits a Markov evolution demonstrating the success 

of CP divisibility collision dynamics. Here homogenization 

means a equilibration process in which the quantum state of the 

system becomes the same as that of the reservoir density matrix 

with its diagonal inputs [23], [24]. 
 

 

 
Fig.4. Variation of Kerr-Cat qubit populations and magnetization depending 

on system parameters. Here, 𝑃𝑒 is the excited state population, 𝑃𝑔 is the ground 

state population, and 𝑍 =  𝑃𝑒 – 𝑃𝑔 magnetization. K = 1.12 × 10−6 , 𝜖2 =

2.25 × 10−6 , к1 = 1.71 × 10−6, к2 = 3.34 × 10−6 and ∆𝑎𝑟= 5.80 × 10−6 

are dimensionless and scale with  𝑤𝑟. 

 

 

As the amplitude parameter of the probe qubit is chosen as 

the identifying merit of the classification, we introduce the 

classification rule using the probe qubit's  𝑍 = 𝑇𝑟[𝜚𝜎𝑧] steady 

state magnetization where 𝜎𝑧 is the Pauli-z operator. Hence, the 

binary decision of the classifier in steady state with binary 

labels 0 and 1 reads 

 

𝐷𝑒𝑐𝑖𝑠𝑖𝑜𝑛 {
0, 𝑍 ≥ 0                       
1,   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒             

. (20) 

  

The above-mentioned work demonstrates the possibility of a 

dissipative information transfer process for the cat-qubit system 

using realistic parameters. In this application, a single 

Fig. 5. Variation of Kerr-Cat qubit populations and magnetization depending on system parameters. Here, 𝑃𝑒 is the excited state population, 𝑃𝑔 is the 

ground state population, and 𝑍 =  𝑃𝑒 – 𝑃𝑔 magnetization. K = 1.12 × 10−6 , 𝜖2 = 2.70 × 10−4 , к1 = 1.71 × 10−6, к2 = 3.34 × 10−4, ∆𝑎𝑠= 5.80 × 10−6 

and 𝜏 = 113.01  are dimensionless and scale with  𝑤𝑟. 
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information reservoir is repeatedly interacted with a probe cat-

qubit system, resulting in open quantum system evolution. The 

probe system responds with a stable magnetization value in its 

stationary state. Since the quantum reservoir input represents 

quantum information, this demonstration is, in fact, the simplest 

binary classification example for a single input quantum 

information, according to the classification rule expressed in the 

text. Eq.  (12), expressed in terms of dynamical maps, shows 

that this process can be easily generalized to multiple quantum 

information input situations. The convex combination 

additivity of the density matrix formulation representing open 

quantum systems suggests that the example in this study, which 

responds in binary classification form with a single input, has 

the potential to be a general open quantum classifier for cat-

qubits. 

IV. CONCLUSION 

In this study, we investigate whether a quantum neuron 

model with dissipative information transfer is possible with 

numerical methods. For this, exact diagonalization methods are 

used with realistic parameters in the Qutip toolbox. First, as can 

be seen in Figs. 2, 3, and 4 the stabilization of the Cat-Kerr 

qubit, which takes an important part, has been provided 

numerically. Finally, we show in Fig. 5 that reservoir 

information is successfully transferred to the stabilized Cat-

Qubit using the collision method. This model is particularly 

significant for the energy-dissipative variant of binary quantum 

classification, which is the fundamental processing unit of 

quantum machine learning algorithms. Cat-Qubit architecture, 

on the other hand, provides an alternate hardware possibility for 

quantum artificial neural networks due to its rich physics and 

the potential to implement activation-like functions in artificial 

neural networks. 

V. APPENDIX 

TABLE II 

EXPLANATIONS OF MATHEMATICAL TERMS 

Presentation Explanation 

|∙⟩ Fock state 

|𝛼⟩ Coherent state (Cat state in X basis) 

𝒩± 
Normalization factor for cat qubit 

bases 

|𝐶𝛼
±⟩ Cat state in standard basis   

|𝐶𝛼
𝑖±⟩ Cat state in Y basis   

Φ𝑡
(𝑖)[𝜚0] Dynamical maps 

Λ𝑡[𝜚0] 
A weighted combination of 

quantum dynamical maps 

ℒ[∙] Lindblad super operator 
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Abstract— Rising energy demands, and technological 

requirements are causing the world to focus more and more on 

Electric Vehicles (EVs). Developing technologies for these needs 

accelerate the development of smart and sustainable 

transportation and builds smart cities of the future. In this 

context, Turkey’s Automobile Enterprise Group, known as 

TOGG, was established in Turkey in 2018 with six partners and 

joined the EV market. In this study, new trends and emerging 

EV technologies such as wireless charging, smart power 

distribution, vehicle-to-home and vehicle-to-grid systems, 

connected vehicles, and autonomous driving for EVs are 

compared with TOGG technology; and its potential effects on the 

market are evaluated within the framework of consumer 

ethnocentrism. It also provides perspectives and 

recommendations for future smart transportation to serve as a 

guide for the future technological development and 

commercialization of EVs. 

 

 
Index Terms— Turkey’s Domestic and National Car, TOGG, 

Electric Vehicles, Battery Systems, Autonomous Operation, 

Intelligent Systems, Consumer Ethnocentrism.  

 

I. INTRODUCTION 

DOPTION RATES of Electric Vehicles (EVs) are rising 

all around the globe because of a variety of favorable 

circumstances, including a reduction in the dependence on 

energy derived from fossil fuels, increased efficiency, and 

reduced levels of background noise [1]. In response to the 

global energy crisis, however, all attention has been focused 

on the electrification of transportation networks to produce 

EVs [2]. Up until relatively recently, the high costs involved 
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in the development and purchase of EVs left both the 

consumer and the manufacturer uncertain about the future 

investment potential of original equipment manufacturers, and 

with it, customers. This uncertainty was compounded by the 

fact that EVs were not widely available. However, new 

companies have provided the automotive industry with a new 

perspective by rapidly developing new technologies, lowering 

the prices of batteries and other components of EVs, and 

opening the possibility of commercializing EVs that have 

appeal to a mass market. In addition, Original Equipment 

Manufacturers (OEMs) have been confronted with a 

significant rise in the level of technical complexity brought on 

by the proliferation of environmental rules and the growing 

demand from consumers for more vehicle connections. Over 

the last century, car manufacturers have become experts in the 

art of developing and producing cars powered by internal 

combustion engines. However, to keep up with the 

development of new technologies, the procedures and tools 

that are used to create new tools must also continue to 

advance. Now, there are still a substantial number of cars 

running throughout the globe that are powered by traditional 

Internal Combustion Engines (ICEs). These vehicles use a 

significant quantity of fossil fuels. Because of this, the 

electrification of automobiles is advancing at a fast pace. In 

general, pure battery, plug-in hybrid, and fuel cell EVs are the 

three categories that fall within the category of “green” EVs. 

Plug-in hybrid EVs are capable of being categorized as a 

transitional type because they continue to make use of fossil 

fuels and release pollutants [3]. Although fuel cell EVs offer 

several benefits, such as high energy efficiency, extended 

driving range, and rapid hydrogen filling, their technology and 

market are still not particularly widespread [4]. EVs that run 

only on the energy generated by their batteries are known as 

pure battery EVs. These cars emit no emissions whatsoever. 

Pure battery EVs currently hold much of the market share for 

EVs and have earned their place as mainstream models [5,6]. 

This is due to the ongoing development of new battery 

technologies, the rapid construction of charging facilities, and 

people’s pursuit of low-carbon travel in recent years.  

Despite significant advances in fundamental research on 

battery materials, drivetrains, and technical-level control 

strategies for EVs, consumers’ initial assessment of EVs will 
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be extremely important. This is something that needs to be 

done for the successful commercialization of EVs in many 

developing countries. Research is progressing quickly in the 

areas of battery technologies [7-9], engine technologies 

[10,11], charging technologies [12], and power transmission 

systems [13,14].  

The emergence and rapid development of the above-

mentioned new technologies and their successful 

implementation in EVs have initiated a new revolution in the 

field of EVs. Even though previous analyses and summaries of 

EVs were extremely comprehensive and detailed, it is believed 

that the development of new technologies that can be used in 

EVs would grow the market and motivate more people to start 

using EVs. Within the framework of EV, the presentation of 

the new trend takes place in Part 2, and the presentation of 

typical technical advancements takes place in Part 3 by 

concentrating on representative instances of technology 

products developing in various nations. Following that will be 

a discussion on the new technological possibilities for TOGG, 

followed by a presentation of future potential and challenges. 

In conclusion, an investigation of the outcomes as well as 

projections for the future stages of TOGG’s EV development 

is carried out. This research is very important for increasing 

TOGG’s attractiveness to customers and promoting the growth 

and maturity of the market. A certain guiding experience and a 

leadership role for the future courses of EVs may be gained 

from the prosperous EV development experience that has been 

presented in this article for several example nations. As a 

result, this article presents some points of view and 

suggestions for the development of EVs in the smart cities of 

the future. In addition, smart cities are searching for 

innovative answers to various urban problems (environmental, 

social, and financial) that have surfaced because of the 

operation of the grid network, development, and fundamental 

circumstances (such as vehicles, waste, and energy). However, 

this cooperation is not always detectable, and it is necessary to 

conduct tests to identify the most significant benefit [15-17]. 

II. ELECTRIC VEHICLES AND TREND TECHNOLOGIES 

The purpose of the study is to show recent innovations that 

have emerged in the field of TOGG technology in comparison 

with other types of electric cars. Emerging technologies, such 

as wireless charging, smart power distribution, vehicle-to-grid 

(V2G) and vehicle-to-home (V2H) systems, and autonomous 

driving are also thoroughly discussed here, along with the 

obstacles and new possibilities that each present. Following 

what is shown in Fig. 1, the trend will be segmented into five 

subgroups that directly correlate to the five new trends. 

A. Wireless Charging Feature 

If the induction charging system is in a magnetic resonance 

coupling state, excellent charging efficiency can still be 

guaranteed even if the transmit and receive coils are several 

feet apart [18,19]. This is because magnetic resonance 

coupling allows magnetic fields to be coupled in a way that is 

insensitive to distance. Using this approach, automobiles that 

are parked in garages or on the street may be effectively 

charged with 3-7 kW of electrical power across vast range 

lengths when the induction charging system has well-adjusted 

hardware components and is positioned at the ideal angle 

[20,21]. Fig. 2 displays a diagrammatic representation of a 

typical wireless charging system that is fixed. 

 

1-Wireless Charging 2-Smart Charging Stations

5-Autonomous Driving

3-Connected Vehicle 
4-Vehicle to Home, Vehicle to 

Grid

 
Fig. 1. Structure and highlights of this review 

 

Traditional methods of charging have their place, but 

wireless charging offers many advantages over them, 

including increased adaptability, longevity, and dependability. 

It is also more convenient for automobile drivers. These 

stations not only prevent irreparable damage and corrosion to 

charging connectors caused by frequent dropping and 

plugging, but they also provide safe charging in potentially 

hazardous scenarios, such as explosive gas stations where 

electric sparks are prohibited [23,24]. In addition, these 

stations prevent irreparable damage and corrosion to charging 

connectors caused by frequent dropping and plugging. From 

the year 2020 until the year 2025, it is anticipated that the 

worldwide market for EV wireless charging will rise at a 

compound annual growth rate of 49.38% [25]. Another key 

component that will continue to drive the market is the 

sustained growth of rapid EV chargers, which is expected to 

reach a size of over $7 billion in 2025. Using predetermined 

electromagnetic coils buried under the road, the advanced 

dynamic charging idea intends to continually charge EVs 

when they are stopped at a signal or even while they are 

moving. Figure 2 explains the concept of the “smart city” of 

the future, which is envisioned to include a well-established 

wireless charging infrastructure. 
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Fig. 2 Fixed wireless charging [22]. 

 

 

 

  
TABLE I 

 SUMMARY OF CHALLENGES AND OPPORTUNITIES OF WIRELESS CHARGING IMPLEMENTATION IN EVS [26]. 

 

Challenges Opportunities 

Misalignment tolerance of charger Application and development of new materials 

Timing of high-speed power transfer Extended range and battery life on EVs 

Multiple vehicles charging per transmitter Developing autonomous driving 

Charger life and durability under real conditions 

network effect 
Renewable energy storage 

Grid effect Frequency control in grid connection 

High cost of infrastructure construction and large-scale deployment  Cost reduction for EVs 

Interoperability between multiple manufacturers Cost reduction and environmental benefits 

Benefits  
Universal standards  
Fast charging  
 

B. Smart Power Distribution Technologies 

The efficient distribution of electricity allows for the 

charging of additional EVs without requiring significant 

infrastructure improvements. Instead of adding extra physical 

electrical capacity, the power distribution system may 

dynamically divide the available power among additional 

electric vehicle chargers to allow for the charging of a greater 

number of EVs [27-29]. Figure 3 uses a typical system to 

highlight the benefits that may be gained by implementing 

intelligent power distribution. Drivers want information on 

charging that is communicated openly and honestly, including 

up-to-date details on the availability of charging stations and 

the rates charged during peak and off-peak hours. Drivers will 

have access to sophisticated EV charging management options 

thanks to a back-end charging centralized control and 

management system that is comprehensive [30]. These 

solutions will include demand-side response intelligent energy 

management.   

Power Line

Electric vehicles

Communication line

Charging 
station

Internet cloud

Charge Management 
System

Grid

 
Fig. 3. Schematic diagram of smart power distribution [31]. 
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The integration of secondary batteries and renewable 

energy sources into the electrical grid is developing into an 

advanced smart power distribution technology that makes it 

easier to deploy quick electric vehicle chargers. The capacity 

of the electrical grid may be increased by re-feeding surplus 

power output from secondary batteries and renewable energy 

sources, such as green energy generators. Secondary batteries, 

which serve as energy buffers, can provide electricity in times 

of crisis, such as when the grid is overloaded or severed [32]. 

Table 2 provides a concise summary of the potential and 

difficulties that lie ahead in the development of intelligent 

power distribution for EVs. 
TABLE II 

A SUMMARY OF THE POTENTIAL AND PROBLEMS ASSOCIATED 

WITH THE IMPLEMENTATION OF SMART POWER DISTRIBUTION 

FOR EVS [33]. 

Challenges Opportunities 

Market 

Framework 

New market models enabling active 

and reactive EV distribution service 

systems such as load shifting, peak 

shaving, valley filling, voltage regulation, 

and distribution system level reactive 

power control. 

 

Economic 

aspects 

Economic considerations, including 

benefits analysis for all stakeholders and 

possible compensation strategies for 

service providers. 

 

Battery 

corruption 

Integration of battery degradation costs 

with changes in charge/discharge 

strategies. 

 

C. Vehicle Connection Technologies 

The connectivity technologies operate together seamlessly 

with three different networks: the in-car network, the V2G 

network, and the mobile internet in the vehicle itself. It is a 

massive, distributed communication system for V2X 

interaction that incorporates X, and it is also known by its 

acronym, IoV, which stands for the “Internet of Vehicles”. 

Vehicle connections offer a multifunctional network that 

supports intelligent transportation management, intelligent 

dynamic information services, and intelligent driving control 

[34]. This comprehensive scenario for the implementation of 

the Internet of Things (IoT) in the Intelligent Transportation 

System (ITS) is provided by the Internet of Things (IoT) in the 

Intelligent Transportation System (ITS). Certain 

communication protocol standards, such as the IEEE 80211p 

WAVE standard or cellular data protocols [35], are adhered to 

throughout the process of exchanging information. Interfaces 

to WiFi or cellular networks (GSM, HSDPA, LTE, or 5G are 

projected to be built on a significant scale) and other short-

range communication technologies are often included in 

typical car connection systems [36]. The Global Vehicle 

Identification (GVI) terminal is without a doubt the 

technology component that is essential to the connectivity of 

vehicles and serves as the communication gateway [37]. It 

allows the vehicle to have global locating and tracking 

capabilities, as well as a worldwide network connection, 

thanks to its integrated information sensors, network 

communication module, and Global Online Identification 

(sometimes known as an “online license plate”) [38]. 

Table 3 provides a summary of the difficulties that may arise 

and the possibilities that may present themselves throughout 

the development of Connected Vehicles (CVs) technologies 

for EAs in the future. 
 

TABLE III 

SUMMARY OF CHALLENGES AND OPPORTUNITIES IN 

IMPLEMENTING CVS IN EAS [39]. 

Challenges Opportunities 

CV interoperability 

 

CV reliability 

Blockchain integration with CVs 

 

Improving the reliability, flexibility, 

safety, security, and privacy of CVs 

Efficient wireless resource 

allocation in CVs 

Implementation and development of 

artificial intelligence (AI) and 

machine learning techniques in CVs 

D.  V2H and V2G Technologies 

While the V2H system makes it possible to utilize the 

energy that has already been stored in the EV to power a 

home, the V2G system makes it possible to sell the electricity 

that has already been stored in the EVs to the grid and charge 

the EV by buying electricity from the grid [40]. Software for 

managing the battery, hardware to handle the transfer of 

power in both directions and communication modules to 

provide two-way dialogue between the vehicle terminal and 

the grid operator are the primary components of V2H and 

V2G systems [41]. Intelligent algorithms keep a constant 

watch on the working condition of the grid to assess in real-

time whether a vehicle is now able to purchase or sell energy 

from the grid and whether or not a vehicle is qualified to reach 

the applicable agreement. 

In 2013, an example project (Fig. 4) was presented to link 

EVs, solar power production, and individual consumers via 

the use of a smart grid and home information management 

system [42,43]. By using the V2G technology, it was able to 

communicate the following findings to the public [44-46]: 

• Significantly increased energy self-sufficiency, which 

resulted in an improvement in participants’ zero-emission 

energy autonomy (from 34% to 65%) 

• The frequency of energy exchanges between participants 

and the grid has been significantly reduced (45%) 

• The utilization efficiency of electrical energy storage 

capacity has reached 93% 

• Energy loss from conversion during the process of 

storing energy in DC batteries and recovering power from 

them is 80% 

• Battery capacity consumption for powering EVs has 

reached 80% 

• Battery capacity consumption for two years of use was 

negligible (6~7%) [47,48]. 
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Load

Grid

Battery

EV1 EV2 EV3

 
Fig. 4 Representative V2G and V2H systems in different countries [49,50]. 

The challenges and opportunities in the future development 

of V2G and V2H technologies for EVs are summarized in 

Table 4. 

 

TABLE IV 

SUMMARY OF THE CHALLENGES AND OPPORTUNITIES OF V2G AND V2H FOR EAS [51] 

Challenges Opportunities 

Battery corruption Integration of battery degradation costs with change in charge/discharge strategies 

Cyber attacks 

 

New technologies that increase the resilience of V2G and V2H systems against cyber-physical attacks and new 

security standards 

Time delay Wide bandwidth communication channels such as LAN and WAN networks 

Stability issues Development of robust controllers 

E. Autonomous Driving 

The Society of Automotive Engineers offers the most 

widely accepted definition of autonomous driving. 

Autonomous driving may be broken down into different 

levels, each corresponding to a different amount of 

automation. Realizing the potential of autonomous driving 

will need sophisticated technology across a wide range of 

fields; and sense will be essential to achieving this goal. These 

standards define six levels of driving automation, which are 

“No Automation”, “Driver Assistance”, “Partial Automation”, 

“Conditional Automation”, “High Automation”, and “Full 

Automation” [52-54]. “No Automation” is the lowest level of 

driving automation, and “Full Automation” is the highest level 

of driving automation. 

Wheel speed odometry relies on a rotary encoder to keep track 

of the rotation of the wheel and estimate the change in position 

in relation to where it began [55]. However, the wheels do not 

always have a complete rolling motion to the ground, and they 

are susceptible to slipping when the driver makes rapid speed 

changes or while traveling on flat roads. The unrecorded drift 

will result in cumulative inaccuracies, and as a result, the 

dependability of odometry will steadily decline over time. It is 

important to note that visual odometry is not restricted to the 

form of the movement on the ground since it tries to estimate 

the vehicle’s location and velocity by analysing the movement 

of the picture from frame to frame (Figure 5), therefore, it is 

not limited to the shape of the movement on the ground [56]. 

The challenges and opportunities in the future development of 

autonomous driving in EVs are summarized in Table 5.  

Autonomous 
Vehicle

Front facing side 
camera 80m

Rear-facing side 
camera 100m

Wide front 
camera 60m

Main front 
camera 150m

Narrow front 
camera 200m

long range 
radar 160m

short range 
radar 40m

short range 
radar 40m

short range 
radar 40m

short range 
radar 40m

short range 
radar 40m

Medium range 
radar 80m

Medium range 
radar 80m

Front facing side 
camera 80m

Rear-facing side 
camera 100m

Rear view camera 
50m

 
Fig. 5  Locations and scope of sensors installed in an autonomous vehicle [57] 
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TABLE V 

SUMMARY OF CHALLENGES AND OPPORTUNITIES OF AUTONOMOUS DRIVING IMPLEMENTATION IN EVS 

[58,59]. 

Challenges Opportunities 

Limited physics-based models Data-based models and hybrid models 

Lack of controller for arbitrary situations 

Fully viable methods for numerical control design that can 

accommodate uncertainties and discover approximately optimal 

or even viable solutions under real-time operational constraints. 

Decision-making algorithms in autonomous vehicles, from 

powertrain control loops to autonomous driving functionality 

Development of large V2X systems and learning-based 

components 

Providing high reliability, low cost, and complexity 
Enhanced resilience to sensor and actuator failures, 

communication interruptions, and cyberattacks 

Concerning the positioning of autonomous vehicles, there is a lot 

of uncertainty about what levels of automation will be brought to 

public roads and when. 

Construction of new physical and cyber infrastructure 

 

III. ELECTRIC VEHICLES AND TOGG TECHNOLOGY: 

EXPECTATIONS 

A. DOMESTIC AND NATIONAL AUTOMOBILE TOGG 

Although attempts were made to produce domestically 

branded automobiles in Turkey in the 1960s, mass production 

could not be started. On November 2, 2017, Turkey’s 

Automobile Joint Venture Group Promotion Meeting was held 

at the Presidential Complex. With the protocol signed, 

Anadolu Group, under the coordination of the Ministry of 

Science, Industry, and Technology and the Union of 

Chambers and Commodity Exchanges of Turkey (TOBB), 

established Turkey’s Automobile Enterprise Group to produce 

the TOGG along with BMC, Kök Group, Turkcell and Zorlu 

Holding. The prototype of TOGG appeared on August 5, 

2019. In 2017, Turkey’s Automobile Initiative Group (TOGG) 

was launched as a domestic and national car. Prototypes of the 

domestic branded car were produced under the name of 

Turkey’s Automobile and its presentation was made on 27 

December 2019. TOGG made its world brand launch at CES 

2022. Attending CES, held in Las Vegas, USA, between 5-7 

January 2022, with its vision car, TOGG announced its 

innovations to the world public at a press conference. It is 

planned to produce 1 million vehicles in 5 different segments 

by 2030. 

The automotive sector leads the way in Turkey’s exports. 

With the expansion of TOGG, it is expected that Turkey will 

produce one million vehicles in five distinct models by the 

year 2030. Additionally, it is anticipated that 93 percent of 

TOGG’s supply will be completed, with 78 percent of the 

supply coming from Turkey and 22 percent coming from 

countries in Europe and Asia. According to the country’s 

Minister of Industry and Technology, Turkey has gathered 

more than $126 million to finance innovation and regional 

development, and it plans to acquire 30.000 cars by the year 

2035. It is anticipated that the electric automobile would reach 

a yearly production rate of 175.000 units. 

Turkish Electric Vehicles (TEV) became the first vehicle 

whose intellectual property rights belong to a Turkish 

company. TEV is expected to contribute to the Turkish 

economy with a USD 7.5 billion decrease in the current 

account deficit and an increase of USD 50 billion in GDP 

(TOGG Investment Office, 2020. Within the scope of this 

discussion, it has been determined that the TOGG battery 

company, which is anticipated to begin production in 2023, 

will be responsible for the annual manufacture of 20 GWh 

worth of lithium-ion batteries. With this capacity, it will be 

possible for Turkey to create batteries that are enough for an 

annual average of 250-300 thousand electric automobiles, 

which would avoid the country from having to import batteries 

that cost billions of dollars. In this regard, it is thought that 

meeting the demand for minerals such as lithium, nickel, 

manganese, and graphene, which are utilized in the creation of 

batteries, using indigenous resources would become an issue 

of considerable significance [60]. 

B. TOGG in the International Market 

The European market was ahead of the Chinese market in 

terms of registrations for new Plug-in Hybrid (PHEV) and 

Battery Electric (BEV) passenger vehicles when we conducted 

our most recent check at the beginning of 2022. The market in 

the United States was lagging that in the other two main areas. 

Now, the picture is a little different, demonstrating once again 

how dynamic EV sales still are, and for the first half of 2022, 

the market in China has caught up with the market in Europe. 

The registration of BEVs accounts for 19% of all new 

passenger cars, while PHEVs account for an additional 5%. A 

market share that is eight percentage points more than it was 

the year before and four times larger than it will be in 2020 is 

what China has accomplished in terms of market share. 

Because of this, China has already surpassed the 20% EV 

share objective outlined in the 14th Five-Year Plan Energy 

Conservation and Emission Reduction Work Plan, two years 

earlier than the 2025 deadline that was originally set shown in 

Figure 6 [61]. 
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Fig. 6. Market growth rate in EVs 

 

In this context, “Europe” refers to the European Economic 

Area, and the region presently holds the second-place spot 

with a 10% proportion of BEVs and a 9% share of PHEVs. As 

a direct consequence of European CO2 rules for new 

automobiles establishing an average goal of 95 grams per 

kilometers (g/km) for 2020/21, automakers have almost tripled 

the market share of electric cars in only one year, particularly 

in 2020. This trend is expected to continue. However, after 

successfully meeting their CO2 objectives for 2020/21 without 

incurring penalties, it seems that car makers’ enthusiasm for 

EV sales has diminished to some degree. The 2025 standard is 

the next regulatory goal mark; nevertheless, this standard is 

not significant enough to have a significant influence on the 

portfolio plans of manufacturers. The market seems to be 

growing at a pace of zero percent so far in 2022, although tax 

benefits for EVs are now beginning to decrease in certain 

European nations. In addition, there are huge waiting lists for 

electric cars because of persistent supply constraints. 

After falling farther and further behind for a time, the market 

in the United States had the highest growth rate among the 

three primary areas during the first half of 2022. During this 

period, Battery EVs made up 5.5% of all new passenger 

automobiles, while Plug-in Hybrid EVs made up 1.4%. Sales 

of light trucks in the United States represent a market share 

that is three times bigger than it was in 2020, even though it is 

still lower than in China and Europe. The aim of 50 percent 

sales of EVs by the year 2030 which was established by the 

President continues to serve as the leading regulatory signal in 

the United States.  

With the expansion of TOGG, it is expected that Turkey will 

produce one million vehicles in five distinct models by the 

year 2030. Additionally, it is anticipated that 93 percent of 

TOGG’s supply will be completed, with 78 percent of the 

supply coming from Turkey and 22 percent coming from 

countries in Europe and Asia. According to the country’s 

Minister of Industry and Technology, Turkey has gathered 

more than $126 million to finance innovation and regional 

development, and it plans to acquire 30.000 cars by the year 

2035. It is anticipated that the electric automobile would reach 

a yearly production rate of 175.000 units. 

In a summary, although the European Union’s aim of having 

100% all-electric cars on the road by 2035 is unquestionably 

the worldwide standard, the area does not have a relevant 

intermediate target, especially during the years leading up to 

2029. As a consequence of this, sales of EVs in Europe will 

remain flat, mirroring the trend that we saw in the first half of 

2022. The new energy vehicle authorization in China, on the 

other hand, seems to apply ongoing pressure on EV sales; 

nevertheless, the country’s sales goal for the year 2025 has 

already been fulfilled, and long-term objectives are still not 

accessible. It seems that the planned Electric Vehicle objective 

in the United States is backed by improved light commercial 

vehicle greenhouse gas emissions requirements for the 2023-

2026 model years, making it the most advanced target for EVs 

anywhere in the world for the timeframe 2030. TOGG 

engineers will reveal the electric vehicle platform that they 

have built as their unique work and will patent it. The 

platform, which will provide a structure for maximum 

efficiency, comfort, durability, and safety, will see a fixed 

investment of over 22 billion TL ($3.21 billion), and the 

factory will start mass production in 2022 with an annual 

capacity of 175.000 units [59]. The platform will provide a 

structure for maximum efficiency, comfort, durability, and 

safety; the investment in the platform will be over 22 billion 

TL. 

C. Trend Technologies and TOGG Hardware 

Established in 2018, Turkey's Automobile Initiative Group 

has become the company that produces electric cars in Turkey, 

and in 2023 it will introduce 20,000 first vehicles from the 

T10X series to its users. The T10X series can reach 20%-80% 

occupancy rate in a very short time such as 28 minutes and 

travel 523 kilometers. The 4-wheel drive AWD model reaches 

100 kilometers in 4.8 seconds with 320 kW double engine 

power, the rear-wheel drive RWD model reaches 100 

kilometers in 7.4 seconds with 1660 kW single engine power, 

the models' torque is 700 Nm and 350 Nm, respectively. 

produced. [62]. This function is known as regenerative 

braking and is familiar to many who have used Tesla vehicles. 
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When the brake is used, kinetic energy is released, which is 

then captured by the alternator, where it is transformed into 

electrical energy and stored once again. This technique has the 

potential to increase the range of a typical domestic 

automobile by up to twenty percent. It reaches 400 

horsepower in variants that include all-wheel drive, and it can 

go from 0 to 100 kilometers per hour in 4.8 seconds. The 

homegrown vehicle, which has a 200-horsepower engine and 

drives the rear wheels, can go from 0 to 100 kilometers per 

hour in 7.6 seconds. The domestic automobile, which is 

powered by lithium-ion batteries, offers two alternative 

possibilities for its range; more than 300 kilometers or more 

than 500 kilometers [63]. 

Users will benefit tremendously from the vehicle’s quick-

charging technology, which enables the vehicle to achieve a 

full charge in only thirty minutes. At the same time, the 

domestic automobile, which can get updates over the internet, 

is equipped with third-level autonomous driving technology. 

This is made possible by the car’s sophisticated driving 

assistance systems. We came upon a feature in Tesla’s 

automobiles that allowed for an upgrade to be performed via 

the internet. In the context of the domestic vehicle, the Internet 

of Things (IoT) was accorded a significant amount of 

importance. The intelligent energy solutions offered by TOGG 

provide users with complete control over the charging process 

and emphasize the user experience before, during, and after 

the charging process. Users can enjoy the most effective and 

convenient experience possible, free from the burden of 

worrying about battery life or travel distance. All users of EVs 

will benefit from these solutions since they provide 

alternatives for ecologically responsible, intelligent driving as 

well as charging their vehicles. TOGG can stand out from its 

competitors on a worldwide scale because of its Use Case 

Mobility methodology and the ecosystem it has developed on 

this foundation. 

Figure 7 provides detailed information on EVs that are 

manufactured by a variety of companies and are reasonably 

priced [63]. Additionally, the projected amount of time 

necessary to charge the car from 0% to 80% capacity 

according to a variety of charging techniques is included in the 

figure. In this case, the voltage for the first stage of charging is 

similar to 110-120 V, the voltage for the second stage of 

charging is 220-240 V, and the voltage for the third stage of 

charging, also known as DC Fast Charge (DCFC), is 200-800 

V. The amount of charge in an Electric Vehicle’s battery is 

directly proportional to the vehicle’s driving range. However, 

depending on the make and model, the range of the battery 

drops to between 200 and 400 kilometers after traveling 100 

kilometers in certain vehicles. On the other hand, the majority 

of currently available EA models in China can go farther than 

400 kilometers. On the other hand, the TOGG was developed 

for a range of between 300 and 500 kilometers.  

 

 
Fig. 7. Comparison of some EVs Produced in the Last 5 Years 
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The TOGG C-SUV has real-time data on automobiles as well 

as an intelligent production network that is the Internet of 

Things compatible. In addition to this, its battery range is 

sufficient to compete with that of gasoline-powered rivals. 

When it comes to the design of the battery and the electronic 

power unit, significant progress has been made. Producing 160 

kW / 218 HP and 350 Nm of torque, the T10X RWD (rear 

drive) will have ranges of 314 and 523 kilometers with two 

different battery options. While the 52.4 kWh battery option of 

the rear-wheel drive T10X offers 16.7 kWh/100 km (WLTP) 

energy consumption, the 88.5 kWh battery option has a 

consumption value of 16.9 kWh/100 km. 

 

D. TOGG Expectations 

With its national automobile, the TOGG, Turkey 

demonstrates that it is not unconcerned by the pace of 

technological advancement taking place elsewhere in the 

globe. Electric automobiles, which have recently become more 

commonplace in many nations, are among the most significant 

instruments that will be used to meld the world of the future. 

The most recent action that Turkey has made is related to this 

sector. TOGG will offer a variety of models, including 

domestic SUV, sedan, and hatchback versions of its vehicles. 

The TOGG automobile, which will likely be an electric 

vehicle when it is constructed, is notable due to the qualities it 

has. TOGG was conceived to be outfitted with cutting-edge 

technology, making it a potential contender to be one of the 

automobiles of the future that has remarkable characteristics. 

The C-SUV is slated to become the first vehicle of its kind to 

be manufactured under the TOGG brand. The Mercedes-Benz 

C-Class is the model that is most popularly purchased in 

Turkey, which is why this is the case. The capability of 

maintaining an internet connection at all times is the element 

of the TOGG domestic automobile that stands out as the most 

significant and useful characteristic. It is anticipated that the 

car would take 28 minutes to get an 80 percent charge once 

the charge has been started. The TOGG is a one-of-a-kind 

automobile that is of the newest generation and distinguishes 

out due to the advanced technology it has. The battery of the 

long-range TOGG may be recharged in a relatively short 

amount of time. 

Surprisingly, the TOGG national automobile comes with 

two distinct engine choices since this is one of its many 

impressive qualities. The vehicle’s acceleration from 0 to 100 

kilometers per hour takes 7.6 seconds with the first engine 

choice, which produces 200 horsepower; the vehicle’s 

acceleration from 0 to 100 kilometers per hour with the second 

engine option, which produces 400 horsepower, takes 4.8 

seconds. Both sorts of engines have the potential to be quicker 

than many other cars that are now operating on Turkey’s 

congested roadways when seen from a broader perspective. 

Despite this, the maximum speed that the domestic automobile 

TOGG is capable of reaching is limited to 180 kilometers per 

hour (another characteristic that stands out), which was done 

to make driving in traffic safer. The electric TOGG 

automobile includes several characteristics, including 

autonomous driving and a chassis that can be customized. In 

addition, TOGG, which is anticipated to give the domestic and 

international markets additional momentum because of its 

cutting-edge technological characteristics, is another 

significant development that is anticipated to pollute the air 

less as a consequence of its capacity to produce zero 

emissions. 

In a study that was prepared by using the interview method, 

various topics such as the first reactions of the participants 

with the exploratory feature of TOGG, which features of the 

vehicles they emphasized in their evaluations, price 

estimates/expectations, purchase intentions, and brand name 

suggestions were examined [63]. The characteristics of 

TOGG, both in terms of its design and its implementation, 

have been discussed in the previous section. In general, the 

fact that the cars are electric, the ease with which they can be 

recharged, the technological components, the level of safety, 

and the range that they can travel on a single charge are 

among the technical factors that are stressed in the 

assessments. Notable aspects include the capacity of the cars’ 

batteries, the current charging state of the vehicles, and the 

infrastructure associated with the charging stations. 

When the assessments that were produced by the research 

are looked at, it can be observed that TOGG is intelligent, 

autonomous, and has other similar characteristics. It has been 

noted that the emphases do not seem to have a significant 

impact on the individuals who were interviewed. Only three of 

the people who were interviewed highlighted the importance 

of being intellectual or independent. However, just like in 

comparisons and explanations with other models in the same 

category, the TOGG C-SUV is equipped with high-tech 

batteries that will provide a range of 300 to 500 kilometers 

with a battery that can compete with alternatives to gasoline, 

as well as an intelligent production network system that is 

compatible with the Internet of Things. 

During the interviews, 78 people made clear mention of 

quality, and 52 of those people stated that they believed the 

tool to be of good quality. Emphasizing the quality of the 

participants in their evaluations, during the interviews. Some 

of these 51 individuals discussed quality by assessing it in 

conjunction with the design. The brand has a significant edge 

in the worldwide rivalry over electric cars because of the Use 

Case Mobility strategy that the vehicle takes, as well as the 

ecosystem that TOGG has built around it. The participants 

said that the price of the automobiles on the market would 

determine whether they would make a purchase, although 

40.2% of them expressed a willingness to buy. 

At the introduction ceremony, the release dates for all the 

models were disclosed. The TOGG Xcoupe has taken the 

position of the hatchback, which is likely going to be 

introduced the following year. It is anticipated that the next 

model will be introduced in the year 2026. 
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TABLE VI 

TOGG VEHICLE TYPE AND TURKEY RELEASE DATES 

Model Vehicle type Introduction date Turkey release date 
European release 

date 
Motor 

TOGG SUV C-segment SUV 27 Dec 019 July 2023 2024 3. quarter Electric 

TOGG Sedan C-segment Sedan 27 Dec 2019 2025 1-2. quarter – Electric 

TOGG Xcoupe 
C-segment 

Xcoupe 
29 Oct 2022 After 2026 – Electric 

TOGG Kompakt SUV B-segment SUV Waiting by 2030 – Electric 

TOGG MPV – Waiting by 2030 – Electric 

 

IV. CONSUMER ETHNOCENTRISM IN PURCHASE 

DECISIONS 

A. Consumer Ethnocentrism and Electric Vehicles 

As a result of their irreparable damage to the environment, 

rising greenhouse gas emissions are identified as a significant 

issue for economies around the globe. The transportation 

industry has a considerable effect on the situation. Considering 

the decline of fossil fuels, EVs are viewed as a key answer. 

While EV adoption is increasing rapidly, particularly in 

developing nations, a lack of supportive regulations, 

infrastructure, consumer knowledge, economic incentives, and 

cheap prices, among other factors, has a direct impact [64]. 

In Turkey, for instance, the current share of EVs and 

hybrids accounted for 0.3% of all registered vehicles by 2020 

[65]. Therefore, far more effort is required to achieve the 

target level of EV adoption. Promoting home brands is another 

strategy to accelerate the adoption of EVs, as patriotism is 

emerging as a significant factor in influencing consumer 

behaviour in nations with high levels of nationalism as well as 

in more expensive product categories [66]. It is anticipated 

that it will be adopted as a domestic vehicle after the TOGG 

and that this adoption rate will increase. Consumer 

Ethnocentrism (CE) is more likely to affect local purchases of 

expensive product categories, particularly vehicles because 

they have a greater economic impact [67-69]  

The EV sector is a growing market, and EVs appear to be 

relatively new to the automobile industry, particularly in 

developing nations. While many companies on the market 

produce their own EVs, CE has also been linked to the 

purchase intentions of EVs in nations with high levels of 

nationalism. In China, for instance, a positive association was 

established between CE and Chinese consumers’ willingness 

to purchase Chinese EVs. In a second study with a sample of 

Chinese consumers, they found comparable outcomes [70-72]. 

CE, a highly sought-after consumer behavior predictor, has 

also been disregarded in EV adoption research, except for a 

few studies, while many nations have had to implement 

regulations to promote EV adoption on a national scale and a 

few automakers are developing their own EVs. 

Extensive research has demonstrated that consumers’ 

personality traits, attitudes, and features influence their 

adoption of EVs [73,74], as well as their 

instrumental/functional perceptions of EV properties and pro-

environmental behaviors [75-77]. In EV adoption research, the 

authors focused on the idea of Consumer Innovativeness (CI) 

in terms of personality characteristics, disposition/perceptions, 

and actual behavior, as EVs are viewed as a novel 

transportation technology [78]. While environmental behavior 

influences are largely regarded as a factor in EV adoption, 

consumer innovation appears to be a far less common 

component. In addition, there is a lack of a holistic picture of 

consumer-product interaction [79]. Previous research on the 

Turkish sample has demonstrated that, on average, Turkish 

consumers exhibit high-to-moderate ethnocentrism [80-82] 

Thus, the ethnocentric approach can be utilized to sell TEVs 

and promote domestic adoption. We believed that CE could 

therefore influence EV’s purchase intentions. This study aims 

to contribute to the literature on EV adoption by determining 

if and to what extent CE and CI influence TEV buying 

intentions. As TEV is the first EV with a Turkish-branded 

electric vehicle, we hypothesize that these two primary 

concepts are likely to affect the adoption of EVs in Turkey 

[83]. 

In the literature, EV types are categorized as Battery 

Electric Vehicles (BEVs), Plug-in Hybrid Electric Vehicles 

(PHEVs), and Hybrid Electric Vehicles (HEVs). PHEVs and 

HEVs are EVs with two engines; an internal combustion 

engine and an electric motor supplied by batteries and the 

BEV has a single electric motor that is powered by a battery. 

The TEVs evaluated in this study are battery-powered electric 

cars. It is referred to as TEV since it is the first electric vehicle 

produced and manufactured in Turkey. However, the car 

industry dominates Turkey’s exports. Thus, TEV became the 

first vehicle for which a Turkish corporation owned 

intellectual property rights. TEV is anticipated to contribute to 

the Turkish economy by reducing the current account deficit 

by USD 7.5 billion and increasing GDP by USD 50 billion. 
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In December 2019, the first two TEV prototypes, a C-SUV, 

and a Sedan were displayed. It will be distributed by the 

TOGG. Additionally, TOGG will produce five distinct models 

by 2030. TOGG is a coalition of four local enterprises, with 

TOBB (Turkish Union of Chambers and Commodity 

Exchanges) serving as the coordinator [64]. Long before the 

introduction of TEVs, it was discovered that perceived hazards 

had a negative impact on a potential domestic automotive 

brand’s purchase intention, whereas product image had a 

positive impact [84]. Since TEV is a novel product, few 

studies have been conducted on it. In the qualitative analysis, 

44.6% of respondents deemed the first two prototypes of the 

TEV to be successful, while 24.1% deemed it to be 

moderately successful due to its lack of market presence [85]. 

In addition, the participants emphasized the TEV’s functional 

characteristics (electricity, rapid charging) and its overall 

design. In another study, CI and CE explain TEV purchasing 

intent significantly [86]. 

B. Consumer Ethnocentrism in Purchase Decisions and 

TOGG 

Increasing greenhouse gas emissions are defined as an 

important problem for economies around the world due to 

their irreversible damage to the environment. The impact of 

the transportation sector on the problem is quite remarkable. 

As fossil energy sources are also declining, EVs are seen as an 

important solution. While the adoption of EVs is growing 

rapidly, especially in developing countries, there is a lack of 

favorable policies, lack of infrastructure, consumer awareness, 

economic incentives, affordable prices, etc. 

For example, in Turkey, as of 2020, the current share of 

EVs and hybrid cars only accounts for 0.3% of all registered 

cars in the country. Therefore, much more effort is required to 

drive EV adoption to the desired level. Another way to 

increase the adoption of EVs is to promote domestic brands, as 

the idea of patriotism is emerging as an important factor for 

influencing consumer behavior in countries with high 

nationalism as well as in more expensive product categories. It 

is estimated that TOGG will increase this rate as a domestic 

automobile. CE is more likely to influence local purchases for 

expensive product categories, especially automobiles, as they 

contribute more to the economy. In addition, empirically, it 

was found that CE explained more variance (R2=0.3) in the 

purchasing behavior of automobile owners than computer 

owners (R2=0.1) in comparison to two product categories, 

automobile, and computer. This relationship has also been 

empirically confirmed in the Malaysian context. Therefore, 

CE can be an important determinant of domestic vehicle 

purchase intentions. 

The EV industry is a growing market. EVs seem relatively 

new to the automotive industry, especially in developing 

countries. While many brands in the market create their own 

EVs, EV purchase intentions in countries with high 

nationalism are also associated with CE. In China, for 

example, a positive correlation was found between CE and the 

purchase intentions of Chinese EVs among Chinese 

consumers. Similar results were obtained in another study on a 

sample of Chinese consumers. CE, a widely sought-after 

determinant of consumer behavior, has also been neglected in 

EV adoption research, apart from a few studies, while many 

countries have had to develop policies to promote EV 

adoption on a national basis, and a few auto brands are 

creating their own EVs. 

Extensive research has also shown that consumers’ 

personality traits, perceptions, and characteristics have an 

impact on EV adoption and instrumental/functional 

perceptions of EV attributes and pro-environmental behaviors. 

Since EV is interpreted as a new technology in transportation, 

the authors paid attention to the concept of Consumer 

Innovativeness (CI) in terms of personality traits, 

disposition/perceptions, or realized behavior in EV adoption 

research. While pro-environmental behavioral influences are 

widely accepted factors, it seems quite rare that consumer 

innovativeness is taken as a determinant in EV adoption. Also, 

a comprehensive view of the consumer-product relationship is 

lacking.  

This means that the ethnocentric emphasis can be used to 

market TEV and drive domestic adoption. Therefore, we 

thought that CE might influence EV purchase intentions. In 

short, this study aims to contribute to the EV adoption 

literature by assessing whether and to what extent TEV 

purchase intentions are affected by CE and CI. We suggest 

that these two main concepts are likely to influence the 

adoption of EVs in the Turkish case, as TEV is the first EV 

with a Turkish-branded Electric Vehicle. 

It has been determined that long before the emergence of 

TEV, perceived risks negatively affect the purchase intention 

of a possible domestic automobile brand, while product image 

positively affects it. Since it is a new product, limited research 

on TEV has been found. In the qualitative study, 44.6% of 

respondents thought that the first two prototypes of TEV were 

successful, while 24.1% thought it was somewhat successful 

because it has not yet been seen on the market. In addition, the 

participants highlighted some of the functional features of the 

TEV (electricity, fast charging) as well as its overall design. 

V. CONCLUSIONS 

It is anticipated that advancements in the development of 

electric automobiles as well as contributions to the total 

sources and facilities of renewable energy would result in an 

improvement in the reputation of electric cars in the 

worldwide market. In this sense, additional technological 

advancements such as appropriate and reasonable pricing 

rules, smart cities, robust adaptive frameworks, business 

structures, policy, CO2 emission reduction, mitigation, and 

measurement of the impact on the environment, health, and 

electricity grid are essential. 

This research provides an overview of the many 

components that make up the process of developing electric 

automobiles. The TOGG market comparison and emerging 

technologies are investigated once the fundamentals of EVs 

and the widespread acceptance of these vehicles have been 

included. To prepare future experts to grasp the solutions that 
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need to be implemented, known electric vehicle approach 

guidelines and the various components that make up those 

guides have been extensively evaluated. In addition, several 

components of the pre-existing framework that were used to 

set up TOGG communication and EA sharing networks were 

investigated and compared. These components included 

aspects of the framework’s characteristics, such as its benefits 

and drawbacks, consistency, control and coordination strength, 

and strengths. 

Pure battery EVs have emerged as the most popular choice 

on the market among the many different types of electric 

vehicle models owing to the modern technology and user-

friendly characteristics that they provide. This research looks 

at some of the most common and significant technologies that 

are becoming available for EVs, such as wireless charging, 

intelligent power distribution, V2G and V2H systems, 

connected vehicles, and autonomous driving. This 

investigation focuses on the characteristics that define TOGG 

vehicles, including autonomous control and long-range 

plucking-aided storage technologies. These characteristics are 

described. 

In October of 2022, an assessment was carried out to see 

whether the TOGG tool, which had been taken from the band, 

would be able to live up to the requirements. It has been 

decided that the vehicle is built for a range of between 300 and 

500 kilometers on a single charge using lithium-ion batteries, 

and the anticipated criteria are that the batteries must be able 

to charge to 80% in less than thirty minutes. The development 

of sophisticated technology across a wide range of fields is 

required to bring fully autonomous driving to the TOGG 

vehicle. The domestic vehicle, which is equipped with 

sophisticated driver assistance systems and can get software 

updates from the internet, is meant to be ready for the 

technologies required for level 3 autonomous driving. 

TOGG, especially in the context of consumer 

ethnocentrism, should be considered a positive initiative that 

will enable the adoption of EVs in the market and increase 

their sales, thus contributing to the country’s economy and 

reducing the environmental pollution. For the vehicle to make 

a good entry into the sector and ensure its permanence, it 

should be developed by protecting the technology that can 

compete with rival imported goods, and the ethnocentric 

approaches of the consumers should be evaluated as a positive 

motivating factor in the marketing and sales processes. When 

supported by legal regulations and economic incentives, 

Turkey’s domestic and national vehicle TOGG has the 

potential to become an important player in the electric vehicle 

industry. As a result, Turkey's automobile will always take its 

place in the internet with its connected infrastructure and will 

not need a different device to connect to the internet. The car 

will be in communication with all smart city infrastructure, 

electrical grid, devices, houses and buildings and will turn into 

a thinking assistant for its user in many different areas of life. 

In the coming years, especially with the spread of 5G 

technology, the connected automobile will become the center 

of smart life, and new services that will arise within the 

mobility ecosystem will provide a different mobility 

experience that adds value and facilitates the lives of users. 
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Abstract—In this translational study, the classification of 

precancerous colorectal lesions is performed by the ConvNeXt 

method on MHIST histopathological imaging dataset. The 

ConvNeXt method is a modernized ResNet-50 architecture 

having some training tricks inspired by Swin Transformers and 

ResNeXt. The performance of the ConvNeXt  models are 

benchmarked on different scenarios such as ‘full data’, 

‘gradually increasing difficulty based data’ and ‘k-shot data’. It 

is shown that the ConvNeXt  model outperformes almost all the 

other studies in the literature which are applied on MHIST by 

using ResNet models, vision transformers, weight distillation, 

self-supervised learning and curriculum learning strategy based 

on different scenarios and metrics. The ConvNeXt model trained 

with ‘full data’ yields the best result with the score of 0.8890 for 

accuracy, 0.9391 for AUC, 0.9121 for F1 and 0.7633 for cohen’s 

cappa. The power of ConvNeXt is found as promising for 

classifying precancerous histopathological images and may be a 

good base line for miscellaneous tasks of computational 

pathology field with respect to the classical convolutional neural 

networks and vision transformers..  

 
 

Index Terms—ConvNeXt, CNN, Vision Transformer, 

Colorectal Cancer, Histopathology.  

 

I. INTRODUCTION 

OLORECTAL CANCER is the reported as the world’s 

third most common cancer type and it’s at the fourth rank 

in terms fatality whereas there are only 3.94 pathologists per 

100000 people in United States [1]–[3]. As a result of this 

imbalanced burden, classifying colorectal polyps which grow 

inside the colon lining and may transform to colonic cancer if 

not treated early enough is one of the time and energy 

consuming tasks in pathology [4]. The classification task of 

the colorectal polyps in which the inter-rater variability is 

significantly high mainly targets to identify hyperplastic 

polyps (HPs) and sessile serrated adenomas (SSAs) which are 

respectively benign and precancerous lesions to be treated 

immediately [4].  
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The sort of challenges like high-resolution and variable size 

images as well as costly annotations which do not have clear 

guidelines constitute a barrier for the researchers that have 

limited resources to enter the field and apply different 

approaches and deep learning models. In order to lower that 

barrier, Wei et al. proposed MHIST which is planned to be an 

environment where different deep learning models to be 

benchmarked easily and then applied to large scale datasets 

acting just like a petri dish for histopathology image analysis  

[4], [5]. MHIST by having a limited amount of images can be 

classified as having a low data regime and is also a good fit for 

benchmarking few-shot learning which is a concept to define 

the ability of a machine learning model to learn from a 

restricted amount of data [6], [7]. The idea of few-shot 

learning on histopathology imaging is worth to be analyzed 

since collecting, preprocessing and annotating steps of this 

particular medical field is very costly and time consuming [8], 

[9]. Additionally, the histopathological imaging datasets 

which will be proposed in the future for different or rare 

diseases will probably start with a small number of examples 

and some of the large scaled current state of the art deep 

learning methods may not be tuned well for them. 

This article is organized as follows: Related Works section 

includes a review of recent works using ConvNeXt method or 

MHIST imaging dataset. Material section gives the details 

about the MHIST dataset. Method section explains the details 

and tricks proposed by the ConvNeXt method. Results section 

presents the benchmarking scenarios and the obtained results 

comparatively. Discussion section presents some analyses 

about the obtained results for each proposed benchmarks and 

the compares this study with respect to the related literature. 

Conclusion boils down the results and figures out the future 

work. 

A. Related Work 

In most of the histopathology images, the dissemination and 

progression of diseases show a gradually increasing pattern 

and the levels of difficulty of classification changes on time 

[10]. MHIST has a natural range of difficulty based on the 

majority voting of the annotation of the pathologists. Thus, 

Wei et al. applied curriculum learning strategy in which the 

training examples are presented in an increasing level of 

difficulty and a better performance is obtained compared to 

the random sampling of training examples [4], [5], [10]–[12].  

More and more, self-supervised learning based approach 

which exploits and learns from a relatively large scale 
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unlabeled in domain data and then fine-tuned in downstream 

data is used by Wang et al., Srinidhi and Martel [12], [13]. 

ResNet based deep learning models are used as a gold 

standard Convolutional Neural Networks (CNN) method for 

MHIST dataset whereas Wang et al. not only utilized CNN but 

also added a token-aggregating and excitation module and a 

transformer to their model [13]. Tasdemir et al., applied 

ConvNeXt models on data the Colorectal Polyps of 

UniToPatho , EBHI and Kayseri City Hospital [14]. 

Alternatively, Zhang et al. proposed a cross knowledge 

transfer among 9 different histopathological image datasets 

which is basically composed of downstream fine-tuning and 

weight distillation procedures aiming to increase the 

performance of vanilla ResNet-18 model [15].  

To sum up, this study proposes the following contributions: 

1- The ConvNeXt models are benchmarked on MHIST 

and almost all the other methods are outperformed 

with respect to various evaluation criteria like 

Accuracy, F1 score, AUC and Cohen’s Kappa. 

2- The ConvNeXt models are benchmarked to the subsets 

of MHIST having k-shots of images and different 

levels of difficulties.  

3- The AUC of the ConvNeXt model on ‘full data’ 

scenario is at least 8.53% higher than of the baseline 

CNNs such as AlexNet, DenseNet, SqueezeNet, 

Inception v3 and VGG16. 

II. MATERIAL 

This dataset is obtained from scanning 328 Formalin Fixed 

Paraffin-Embedded (FFPE) WSI of colorectal polyp tissues of 

the patients at the Dartmouth- Hitchcock Medical Center [4]. 

Each scanned WSI which is scanned by an Aperio AT2 

scanner at 40x resolution is diagnosed as sessile serrated 

adenomas (SSAs) or hyperplastic polyps (HPs) as shown in 

Fig. 1., 3152 image tiles which are having 224x224 resolution 

extracted from the obtained images. The permission for 

releasing and using this dataset is accepted by the Dartmouth-

Hitchcock Health IRB [4].  

The annotation process is performed by seven board 

certified gastrointestinal pathologists at the Dartmouth 

Hitchcock Medical Center [4]. Each histopathological image 

tile is classified as SSA or HP with respect to World Health 

Organization criteria from 2019 [16]. The label class of each 

image is gathered individually from each of the pathologists 

and the final gold standard labels are assigned based on the 

majority vote of the seven labels, as commonly performed at 

the most of the studies in the literature [6]. In this dataset, 

16.7% of the images have 4/7 agreement which implies that 

there is a discordance among the annotators and a nontrivial 

challenge on the colorectal polyp classification task. The 

average Cohen’s Kappa of the performance of the per-

pathologist is 0.45 [17].  In this study, aligned with the other 

studies, to propose different training scenarios, four different 

levels of difficulty are defined based on the agreement of the 

annotators such as: very easy(VE) (7/7 agreement), easy(E) 

(6/7 agreement), hard(H) (5/7 agreement) and very hard(VH) 

(4/7 agreement) [17]. 

 

Fig.1. Two characteristic images for both of the classes of MHIST dataset. a)

 HP (benign) b) SSA (precancerous) c) HP d) SSA 

III. METHOD 

The main flowchart of the proposed study is given in Fig. 2. 

The first procedure is to design benchmarking data for ‘full 

data’, ‘gradually increasing difficulty based data’ and ‘k-shot 

data’ and applying ConvNeXt-L to these benchmarking 

datasets. Then, different variants of ConvNeXt is applied on 

the ‘full data’.  Afterwards, the behavior of ConvNeXt is 

observed on ‘k-shot data’ by applying Grad-Cam. 

  

A. ConvNeXt 

The Vision Transformer (ViT) based methods have begun to 

be addressed as one of the best image classifiers since 2020. 

The ViT methods have no 

image related inductive bias and are not much different from 

the Natural Language Processing (NLP) Transformers except 

for patchifying the input images into a sequence of smaller 

patches and their global attention design suffers from the 

quadratic computational complexities during handling high 

resolution images [18]. The Swin Transformer (ST) methods 

overcome that computational complexity issue by introducing  

sliding windows and can easily exceed the standard ResNet 

 

 
Fig.2. The Main flowchart of the study 
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models [19]. ConvNeXt method, as a manifestation of 

ConvNets for 2020s, is the name of the set of pure 

convolutional methods (ConvNet) modified by taking into 

account the novel features of ViT and ST [20].  In this study, 

the ConvNeXt method, which is specifically the 

implementation of the modernization of the standard ResNet-

50 model towards the design of ST methods, is used for the 

classification of precancerous colorectal lesions on MHIST 

image dataset [20]. The gradual steps of the modernization of 

ResNet-50 are outlined in Fig. 3 and explained in detail as 

below [20]: 

 

1) Training procedure 

The training procedure of ConvNeXt is similar to ST and 

Data-Efficient Image Transformers (DeiT) [19]–[21]. The 

ConvNeXt model used in this study is pretrained on 

ImageNet-22K for 90 epochs with a warmup of 5 epochs 

and fine-tuned on ImageNet-1K for 30 epochs with no 

warmup. AdamW optimizer, cosine learning rate schedule, 

a learning rate of 5e-5, data augmentation methods like 

RandAugment, Cutmix, RandomErasing and Mixup [22], 

and regularization techniques such as Label Smoothing 

and Stochastic Depth are used [20].   

2) Macro Design  

 Stage Compute Ratio: The number of blocks in each 

stage of ResNet-50 is converted from (3, 4, 6, 3) to  (3, 

3, 9, 3) like in ST [20]. 

 Stem Cell: The stem cell of standard ResNet which 

contains a 7x7 convolution layer having stride 2 and a 

max pool is replaced by a patchifying layer using a 4x4 

non-overlapping, stride 4 convolution [20]. 

3) ResNeXtify 

The ResNeXt method, like ViT architectures, has grouped 

convolution concept in its bottleneck block to separate the 

spatial and channel mixing. The ConvNeXt method uses 

depthwise convolution that is a sort of grouped 

convolution having groups as many as the number of the 

channels. Additionally, the network width of ConvNeXt is 

increased from 64 to 96 similar to ResNeXt as shown in 

Fig. 4 [20], [23]. 

4) Inverted Bottleneck 

Each Transformer block is designed as having an inverted 

bottleneck in which the dimension of the hidden layer is 4 

times wider than its input. Inspired by this design, the 

block shape of ResNet-50 is inverted from a) to b) as in 

Fig. 4 [20] 

5) Large Kernel Sizes 

 Moving up depthwise conv layer: The depthwise conv 

layer is moved up in order to apply this more complex 

operation to fewer channels as shown in Fig. 4 b) to c) 

[20].  

 Increasing the kernel size: The kernel sizes are increased 

to 7x7 [20]. 

6) Micro Design 

 Changing Rectified Linear Unit (ReLU) with Gaussian 

Error Linear Unit (GELU): The ReLU activation 

functions are replaced with the GELU that is used by the 

most of the sophisticated Transformers [20]. 

 Fewer activation functions: Except for the one block 

which is shown in Fig. 5, all the other GeLU layers are 

removed from the ConvNeXt [20]. 

 Fewer normalization layers: Except for the one layer that 

is shown in Fig. 5, all the other Batch Normalization 

(BN) layers are eliminated from the ConvNeXt [20]. 

 Substituting BN with Layer Normalization (LN) : The 

BN is replaced by the simpler LN that is used in 

Transformers [20]. 

 Separate down sampling layers: The down sampling 

strategy of ResNet which is using 3x3 convolution layer 

with stride 2 is changed to a separate 2x2 convolution 
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layer with stride 2 which is plugged between each stage 

[20]. 

In this study, the ConvNeXt-L model variant having C = 

(192; 384; 768; 1536) channels and B = (3; 3; 27; 3) blocks in 

each stage is used for the classification of precancerous 

colorectal lesions on MHIST image dataset with a batch size 

of 8. The Google Colab envoriment having Nvidia K80 / T4 

GPU, 12 GB Memory and  Intel(R) Xeon(R) 2.3 GHz CPU is 

used for the benchmarking. 

 

Fig.3. The Modernization Steps of ResNet-50 towards ST to finally get the ConvNeXt model [20]  
 

Fig 4. The Bottleneck Inversion and depthwise convolution borrowed from 
ResNeXt [20], [23] a) ResNeXt block b) Inverted bottleneck block c) 

Moved up depthwise spatial convolution block 

 

Fig.5. Block and layer architectures of  ResNet, ST and ConvNeXt models 

[19], [20], [23] 

IV. RESULT 

In this study, three different benchmarking scenarios such as 

‘full data’,’ gradually increasing difficulty based data’ and ’k-

shot data’ are proposed and the results of ConvNeXt method 

are shared in Table 1-3. The ‘full data’ scenario is based on 

using the whole training and testing data as originally 

provided by MHIST dataset. The ‘gradually increasing 

difficulty based data’ scenario is set as constituting new data 

subsets from the original training data by firstly including only 

VE level data and then adding E, H and VH levels 

respectively. The ‘k-shot data’ scenario is proposed as the 

subsets of the original dataset having only k members for each 

image class. The results of Baseline CNN models using ‘full 

data’ such as AlexNet, DenseNet, SqueezeNet, Inception v3 

and VGG16 are given in Table 4 and Fig. 13. The confusion 

matrices of k-shots data results and ROC AUC curves of 

gradually increasing difficulty based data are given in Fig. 10 

and 11. The different variants of ConvNeXt is applied on the 

‘full data’ and its results are given in Fig. 12 and Table 5. 

 
TABLE I 

ConvNeXt BENCHMARKING ON ‘FULL DATA’ 

Max 

ACC 

Max 

F1 

Max Cohen 

Kappa 

Max 

ROC-AUC 

0,8890 0,9121 0,7633 0,9391 

 

 
TABLE II  
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ConvNeXt BENCHMARKING ON ‘K-SHOT DATA’ 

K-SHOT Max 

ACC 

Max F1 Max Cohen 

Kappa 

Max 

ROC-AUC 

40 0,7052 0,7377 0.4128 0,8101 

100 0,7554 0,7805 0.5151 0,8617 

400 0,7861 0,8088 0.5750 0,8941 

 

 

 
Fig. 6 Grad-Cam Visualizations of positive predictions of ConvNeXt model on an image selected as HP by 7 annotators. a) 40-shots  b) 100-shots  c) 400-

shots  d) Original Image 
 

 
Fig. 7 Grad-Cam Visualizations of negative predictions of ConvNeXt model on an image selected as SSA by 6 annotators. a) 40-shots  b) 100-shots  c) 400-

shots  d) Original Image 

 

 
Fig. 8 Grad-Cam Visualizations of positive predictions of ConvNeXt model on an image selected as HP by 5 annotators. a) 40-shots  b) 100-shots  c) 

400-shots  d) Original Image 

 

 
Fig. 9 Grad-Cam Visualizations of positive predictions of ConvNeXt model on an image selected as SSA by 7 annotators. a) 40-shots  b) 100-shots  c) 

400-shots  d) Original Image 

 

 
Fig. 10. The Confusion Matrices of ConvNeXt on k-shots data and ‘full data’ scenarios. a)  40 shots b) 100 shots c) 400 shots d) Full Data 
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Fig. 11. The ROC graphs of ConvNeXt on difficulty based data and ‘full data’ scenarios. a) VE  b) E c) VE+E d) Full Data 

 

 
Fig. 12. The Confusion Matrices of different ConvNeXt variants on ‘full data’ scenario. a)  Tiny b) Small c) Big d) Large 

 
TABLE III  

ConvNeXt BENCHMARKING ON ‘GRADUALLY INCREASING 
DIFFICULTY BASED DATA’ 

 

TABLE IV 
 BASELINE CNNS BENCHMARKING ON ‘FULL DATA’ 

Model Max 

ACC 

Max F1 Max Cohen 

Kappa 

Max 

ROC-AUC 

AlexNet 0,7292 0,6461 0,3356 0,8243 

DenseNet 0,7211 0,6275 0,3081 0,8439 

SqueezeNet 0,7005 0,6184 0,2736 0,8049 

Inception v3 0,7131 0,6488 0,3346 0,8538 

VGG16 0,7041 0,6011 0,2635 0,8268 

 

TABLE V 
ConvNeXt BENCHMARKING ON ‘FULL DATA’ FOR DIFFERENT 

MODELS 
Model Max 

ACC 

Max F1 Max Cohen 

Kappa 

Max 

ROC-AUC 

Tiny 0,8700 0,8962 0,7225 0,9326 

Small 0,8659 0,8946 0,7104 0,9298 

Big 0,8710 0,8930 0,7239 0,9305 

Large 0,8890 0,9121 0,7633 0,9391 

V. DISCUSSION 

The comparative table of the state of the art studies applied 

on MHIST database in literature is summarized on Table 6. 

The balanced values of ACC, AUC and F1-score values and 

high Cohen’s Kappa of this study is promising with respect to 

all related studies. The Kappa metric analysis on the Fig. 7 of 

Wei et al. states that the average Cohen’s Kappa among the 

annotations of 7 seven pathologists is 0.45 in the moderate 

range of 0.41-0.60 [4]. Nearly all the Cohen’s Kappa results of 

all scenarios and models of this study which are calculated 

using majority voted ground truth labels and predicted labels 

as input to the cohen_kappa_score() function of sklearn library 

are over 0.60. Additionally, in this study, 40,100 and 400 shot 

data settings are curated from all difficulty levels by selecting 

equally and randomly are shown in Table 2. These results 

show that the generalization capability of ConvNeXt method 

on few shot subsets is promising. The 400-shots of not 

pretrained model of Wei et al. achieved 0.793 whereas the 40-

shots of this study achieved 0.8101 for AUC [4]. The 100-

shots of pretrained model of Wei et al. achieved 0.837 

whereas the 40-shots of this study achieved 0.8617 for AUC 

[4]. 

 

 

DIFF Max 

ACC 

Max F1 Max Cohen 

Kappa 

Max 

ROC-AUC 

E 0,8690 0,8947 0,7214 0,9284 

VE 0,8209 0,8450 0,6372 0,9021 

VE+E 0,8843 0,9067 0,7547 0,9361 

VE+E+H 0,8865 0,9072 0,7588 0,9373 

VE+E+H+VH 0,8890 0,9121 0,7633 0,9391 
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Fig.13. The Confusion Matrices of baseline CNN models on ‘full data’ scenario

 
TABLE VI 

COMPARISON OF THIS STUDY AND THE STATE OF ART METHODS 
APPLIED ON MHIST 

Study ACC AUC F1 Cohen 

Kappa 

Wei et. al [5]  - 0,936 - 0,473 

Wei et. al [4]  - 0,927 - - 

Srinidhi and Martel [12]  0,815 0,887 - - 

Wei et. al [10]  - 0,862 - - 

Wang 

et. al 

[13] 

CNN 0,8095 0,9188 0,7957 - 

CNN+TRANS 0,8302 0,9378 0,8277 - 

CNN+TRANS+TAE 0,8651 0,9476 0,8586 - 

Zhang [15]  0,8536 - - - 

ConvNeXt         

(This Study) 

0,8890 0,9391 0,9121 0,7633 

 

This study exceeds the AUC results of the Srinidhi and 

Martel as can be seen on Table 6. The ConvNeXt model on 

‘full data’ scenario of this study outperforms the AUC of all 

the ablated model settings of Wang et al. and reached very 

close to the performance of their best model setting which is 

‘CNN(ResNet50)+Transformer+TAE module pretrained as 

SSL’ as can be observed in Table 6 (0.9391 versus 0,9188, 

0.9378 and 0.9476) [13]. This study outperforms also the ACC 

and AUC of both pure transformers like ViT and T2T-ViT-24 

as well as hybrid CNN-transformer paradigms such as VT-

ResNet and BoTNet-50 [13]. On the other hand, it is worth to 

notice that Wang et al. used millions of histopathology images 

and trained 100 epochs on 32 Nvidia V100 GPUs during 200 

hours. This sort of GPU capacity is very hard to reach for 

small research groups. On the other hand, this study based on 

ConvNeXt model can work with very few images and does 

not have high time complexity. 

The superior ACC performance of this study is reasonable 

and more reliable since the SSA/HP class imbalance ratio of 

the MHIST dataset is 58%. The performance results and 

confusion matrices of Baseline CNN methods such as 

AlexNet, DenseNet, SqueezeNet, Inception v3 and VGG16 

models benchmarked on ‘full data’ scenario are shown in 

Table 4 and Fig. 13. As it can be clearly understood from the 

Table 1 and 4, the AUC value of the ConvNeXt model on ‘full 

data’ scenario are 8.53 higher than of the Inception v3 which 

is reported as the best baseline CNN. The ACC of the 

ConvNeXt model on ‘full data’ scenario is 15.98 higher than 

of the AlexNet as the baseline model having highest accuracy.  

The last but not least, the Grad-Cam method is used for 

visually observing the behavior of the ConvNeXT model in 

Fig. 6,7,8 and 9 [24]. On the Grad-Cam images, it is observed 

that the effective regions of the images are more specialized as 

the number of shots are increased. Additionally, the effective 

regions of the images are observed as mostly observed as 

overlapping which supports the consistency of the ConvNeXT 

model across different shots of images. 

The comparison of the change of training losses of the 40, 

100 and 400 shots with respect to the full data is shown in Fig. 

14. It is observed the loss of the smaller amount of shots starts 

from higher values as it is expected but they tend to reach to 

the plateau as the the curve of full data as epoch 40. On the 

other hand, the comparison of the change of training losses of 

the VE,E, VE+E and VE+E+H shots with respect to the full 

data is shown in Fig. 15. It is observed the loss of the easier 

subsets of the dataset starts from lower values as it is expected 

but they tend to reach to the plateau as the curve of full data as 

epoch 40. More comprehensive datasets may give further 

insights about the ConvNext method. 

VI. CONCLUSION 

In this study, the ConvNeXt method is applied on MHIST 

which is a histopathological imaging dataset having low data 

regime for the classification of precancerous colorectal 

lesions. ConvNeXT outperformes the other state of the art 

methods, which are applied on MHIST with respect to various 

metrics of different benchmarked training scenarios such as 

‘full data’, ‘gradually increasing difficulty based data’ and ‘k-

shot data’. It is observed that the ConvNeXT method is 

capable of generalization even from a low data regime 

MHISTdhistopathological dataset using only limited number 
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of images. The ConvNeXt method also shows superior 

performance on the full data with respect to CNNs and ViTs 

with the score of 0.889, 0.9391, 0.9121 and 0.7633 for 

accuracy, AUC, F1 and cohen’s cappa. The preferred 

ConvNeXT-L model is also found as superior with respect to 

the other variants of ConvNeXt such as Tiny, Small and Big 

ones in terms of all performance metrics. The ConvNeXt 

method is found as giving promising results on the 

computational pathology field and may be used in our future 

works for different datasets or deep learning based tasks as an 

alternative to CNNs and ViTs. 
 

 
Fig.14. The comparison of the training losses of ConvNeXT models for 40, 

100, 400 shots and full data 

 

 
Fig.15. The comparison of the training losses of ConvNeXT models for VE, 

E, VE+E, VE+E+H subsets and full data 
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Abstract—The extrusion process is a very complex process due 

to the number of process parameters involved. Throughout the 

workflow process, the process parameters are determined by trial-

and-error method according to the recipe of materials. This 

technique causes loss of production and time as well as energy 

consumption. In extrusion, temperature and speed parameters are 

very important to obtain a homogeneous raw material product 

input and high-quality extruded products. It is necessary to 

monitor the temperature changes and process speed control 

during the flow of the molten raw material between the barrels of 

the extruder machine, which is the extrusion equipment. By 

monitoring the extruder in real time, estimating the extrusion 

process parameters according to the amount of product to be 

produced will make the extrusion process operations more 

efficient. In this study, a classification algorithm to process these 

parameters is developed in the “Pycharm” environment and the 

model is trained with the supervised learning method using the 

image processing algorithm outputs. The model is able to estimate 

the extruder 'speed and temperature parameters' and the 'ready 

to run' decision of the machine with 93% success for different 

production quantities entered by the operator.  

 
 

Index Terms— Extrusion process, tire manufacturing, decision 

support estimation algorithm, surface inspection, random forest 

algorithm.  

 

I. INTRODUCTION 

HE EXTRUSION process is a manufacturing technique in 

which materials are moved along a screw and pushed out 

of a die at a certain speed. It is widely used in different branches 

in the industry, and one of the most common areas where it is 

used is the tire manufacturing industries. In this manufacturing 

process, thermoplastic material (carbon reinforced synthetic 

rubber-SBR) is used as raw material. It becomes the final 

vehicle tire by going through the component preparation, 

building, curing and inspection production processes, 

respectively. Tire faces some potential problems throughout its 

manufacturing processes. Unlike techniques such as injection 

molding or blow molding, extrusion is continuous. This means 

that there is a constant change in extruder parameters. Input 

parameters should be defined, controlled and monitored for 

variables that have a non-negligible impact on product quality 

that will disrupt the extruder's stable running process. Control 

and monitoring are critical in estimating production quality. 

The focus of this study is the monitoring of the extruder 

parameters and the estimation of the parameter settings in the 

production phase of the tire belt, which is formed by the 

extrusion process of several rows of cord wire, which is an input 

of the tire making process.  

Process parameters include melting temperature, screw 

speed and pressure. The parameters used in this study are the 

melting temperature and screw speed setting values and will be 

used as inputs in the classification model. These parameters 

indicate that the melt temperature changes in the extruder are 

important for determining the stability of the extruder, and 

fluctuations in other process parameters in the process, along 

with it, cause problems in tire production [1]. One of these 

problems is that the coating cannot be done properly, the other 

problem is that the black rubber coating material is not 

distributed on cord wires homogeneously on the surface, and 

the color fluctuation that occurs as a cluster. An example of 

coating defect after extrusion is shown in Fig. 1. 

 

Fig.1. Coating defect after extrusion were shown with red colored marker 

Some literature studies that we can pay attention to in 

extrusion processes regarding a certain product quality 

Estimation of Extrusion Process Parameters in 

Tire Manufacturing Industry using Random 

Forest Classifier 

Osman Onur Akırmak, Aytaç Altan 

T 

OSMAN ONUR AKIRMAK, is with Department of Electrical Electronics 

Engineering, Zonguldak Bülent Ecevit University, Zonguldak, Turkey, (e-

mail: onur.akirmak@fbe.karaelmas.edu.tr). 

https://orcid.org/0000-0003-0014-4680 
 

AYTAÇ ALTAN, is with Department of Electrical Electronics Engineering, 

Zonguldak Bülent Ecevit University, Zonguldak, Turkey, (e-mail: 

aytacaltan@beun.edu.tr). 

https://orcid.org/0000-0001-7923-4528 
 

 

Manuscript received January 12, 2023; accepted April 4, 2023.  

DOI: 10.17694/bajece.1232811 

 

138

http://dergipark.gov.tr/bajece
https://orcid.org/0000-0003-0014-4680
https://orcid.org/0000-0001-7923-4528


BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING, Vol. 11, No. 2, April 2023                                                 

 

Copyright © BAJECE                                                                ISSN: 2147-284X                                                     http://dergipark.gov.tr/bajece        

situation; optimizing the flow rate of the plastic extrusion 

process, the characterization of rubber with a multilayer sensor 

neural network in the rubber extrusion process [2, 3], mapping 

neuro-fuzzy approach for the hot extrusion process using 

ANFIS [4], improving the quality of the final product in plastic 

extrusion with decision trees [5]. In order to detect bubbles and 

scratches, two-layer feed-forward neural network studies were 

carried out on the surface of aluminum profiles with co-

occurrence matrices [6], temperature response control for the 

plastic extrusion system to avoid sudden input disturbances [7]. 

In the tire industry, this study has been a cost-effective and 

applicable study in factories with more than one extrusion line 

with low hardware cost, and model training achievements are 

indicated in the literature studies, since there is no real-time 

work at the hardware level in the factory environment on 

calendaring production process on extruder machine, it will be 

one of the first contributors to work actively in the field in this 

sector. 

The aim of this study is to significantly increase the adequacy 

value of the process encountered as a result of the studies on 

surface inspection in the tire industry to develop a decision 

support estimation algorithm that will contribute to the 

production of lower cost and high-quality products by reducing 

the waste significantly, reducing the human factor and related 

errors and physical inadequacies. In summary, the method is to 

analyze the extrusion parameters to estimate the product quality 

appropriate extruder machine operating setting values with a 

classification model based on these parameters. This study is 

based on a practical applied solution with the performance of 

the model estimation, the product quality, and the realization of 

the field application. 

The rest of the paper is organized as follows. Section Ⅱ 

describes the extrusion processes of the tire factory and the 

techniques used to create the forecast model. Field experiments 

are introduced in Section III, and the experimental results 

obtained are discussed in Section IV. Section V highlights the 

results of the study and offers suggestions for future work. 

II. MATERIALS AND METHODS 

In this part, respectively; the extrusion process was defined, 

then the Random Forest Algorithm (RFA) working principle 

and the most important feature of this algorithm, the Gini index, 

were defined. In addition, the method of preparation of the data 

set and the characteristics and success rate of the classifier 

algorithm used was mentioned. 

A. Extrusion Process 

In the extrusion process, the raw material to be processed is 

fed to the extruder with the help of a hopper. The motor system 

on the machine is responsible for producing the energy required 

for propulsion. The transmission, which must be provided for 

the rotation of the screw produced by the motor, is done with 

the help of the reducer. The screw system, which rotates with 

the drive from the motor and reducer, drags the raw materials 

poured into the hive forward by means of the barrel. Here, the 

plastic raw material is completely melted by heaters while 

passing through the feeding, melting and compression zones, 

respectively, and the extruder machine completes its function 

after it is taken out of the nozzle [2]. The steps of the injection 

process are shown in Fig. 2 [8]. 

 

Fig.2. Extrusion process in extruder 

B. Random Forest Algorithm 

RFA is one of the supervised classification algorithms. It is 

used in both regression and classification problems. The 

algorithm aims to increase the classification value during the 

classification process by producing more than one decision tree. 

The RFA is the process of choosing the highest score among 

many decision trees that work independently of each other. The 

RFA determines classifications using the majority of multiple 

trees; so many decision trees must be built. Performance 

increases with the number of decision trees, requiring memory, 

and decreases if the number of decision trees is decreased [9]. 

There are two stages in the RFA, one is the random forest 

developer and the other is guessing through the random forest 

classifier responsible for the initial scenario. Pseudocode for 

generating RFA: 

i. select the 𝐾 features randomly from the total 𝑀 features 

(must be 𝐾 < 𝑀). 

ii. calculate the 𝑑 node using the best split point among the 

𝐾 features. 

iii. split the node into child nodes using the best split. 

iv. repeat steps i and iii until the 𝐿 node number is reached. 

v. repeat steps i and iv 𝑛 times to create 𝑛 number trees. 

To know how a RFA works, we need to know decision trees, 

which are again a supervised machine learning algorithm used 

for classification and regression problems. Decision trees use a 

flowchart, such as a tree structure, to show the predictions 

resulting from a set of feature-based splits. It starts with a root 

node and ends with a decision made by the leaves are shown in 

Fig. 3.  

 

Fig.3. RFA structure 

 

Thermocouple Pellets Hopper 

Polymer 

  Screw    Heaters Barrel Nozzle 
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It consists of three components: root node, decision node and 

leaf node. The node at which the population begins to divide is 

called the root node. The nodes we obtain after dividing a root 

node are called decision nodes, and the nodes where further 

division is not possible are called leaf nodes. The decision of 

where to start the root node was made by calculating the Gini 

index. 

C. Calculation of Gini Index 

It is preferable to choose the feature with at least Gini index 

as the root node when constructing the decision tree. Another 

feature of this algorithm is that it can be used for feature 

selection. The feature evaluations were calculated as the mean 

and standard deviation of the impurity values in each tree. We 

defined 𝑃𝑖 is the probability that an object will be classified into 

a particular class. Where 𝑃𝑖+ is the probability of a positive class 

and 𝑃𝑖− is the probability of a negative class. When we take 

feature 1 as our root node, we get a pure split whereas when we 

take feature 2, the split is not pure. To know how much impurity 

this particular node has can be understood with the help of the 

“Gini index”. Basically, need to know the impurity of dataset 

and take that feature as the root node which gives the lowest 

impurity or say which has the lowest Gini index. 

Mathematically Gini index can be written as: 

𝐺𝑖𝑛𝑖 𝑖𝑛𝑑𝑒𝑥 = 1 − [(𝑃𝑖+)2 + (𝑃𝑖−)2] (1) 

Suppose that try to split a new branch due to 𝐾 feature which 

selected in screw speed window as 30 and temperature feature 

node value as 75℃ to create child nodes.  Image processing 

techniques were used to classify the processing parameters as 

appropriate '+' and unsuitable '−' shown a sample on Table I. 

As seen in Table I, we have 𝑃𝑖+  two good (+) class element in 

row and one 𝑃𝑖−  as bad (−) in class and 𝐿 number reached at 

once: 

𝐺𝑖𝑛𝑖 𝑖𝑛𝑑𝑒𝑥 = 0.45 where 𝑃𝑖+ = 2/3 , 𝑃𝑖− = 1/3 (2) 

 

TABLE I 

DATASET STRUCTURE 

Screw 

(rpm) 

Hopper Temp. 

℃ 

 Barrel Temp. 

℃ 
Class  

30 30 69 − 

30 69 85 + 

30 70 83 + 

Similarly, this algorithm will try to find the Gini index of all 

the splits possible and will choose that feature for the root node 

which will give the lowest Gini index. The lowest Gini index 

means low impurity. For the final decision, needs to calculate 

the weighted Gini index that is the total Gini index of this split. 

Final output is considered based on majority voting if it’s a 

classification problem each tree's classification is combined 

into a final classification through a "majority vote" mechanism 

and repeat steps are shown on pseudocode. By looking at the 

importance of the feature, it can be decided which features you 

want to reduce, low features do not contribute enough to the 

prediction process. This is important because a general rule in 

machine learning is that the more features you have, the more 

likely your model is to be overfitting and vice versa [10]. If a 𝐷 

data set is divided into two subsets, 𝐷1 and 𝐷2, on 𝑆, the Gini 

impurity index is defined as follows and the feature-dependent 

model classification output is given below for the first 4 nodes 

of the tree no. Let’s define 𝑃− as class + and 𝑃+ as class −, and 

𝐺𝑖𝑛𝑖𝑆(𝐷) =
𝐷1

𝐷
𝐺𝑖𝑛𝑖(𝐷1) + 

𝐷2

𝐷
𝐺𝑖𝑛𝑖(𝐷2) (3) 

Tree 1: 

0 NODE: if feature [1] < 75.0 then next=1 else next=2 

1 LEAF: return class=0 

2 NODE: if feature [1] >75 then next=3 else next=4 

3 LEAF: return class=1 

D. Creating of the Dataset 

The dataset for use in the model was obtained from the 

extruder on the production line of a vehicle tire manufacturing 

plant. The image processing device used is shown in Fig. 4. Due 

to the high flow rate of the line and the small surface coating 

defects, a profile sensor, an industrial image processing device, 

was positioned at the output of the extruder. 

 

 

Fig.4. Profile sensor shown on left and defect detailed on top right corner, also 

can see blue laser light from profile sensor 

 

Fig.5. The image values are inverted in grayscale in the (0-255) band, showing 

the peak value of the laser light's reflection intensity value from the band 

at the defect point 

While the profile sensor was being placed, different camera 

and laser angles were tried to be mounted at the exit of the 

extruder according to the layouts shown in Fig. 4. Finally, the 
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profile sensor is positioned at a distance of 80 mm from the 

rubber belt piece that reaches with the coating of 3 cord wires 

with a width of 5 mm to be controlled in the process and 

inclined 35 degrees horizontally. The two-dimensional images 

of the area scanned by the profile sensor on the belt were taken 

and transferred to the computer. The obtained data were 

analyzed by the developed software and graphics and numerical 

outputs were created. From the graph created, the peak value of 

the points with surface defects in the belt was determined and 

shown in Fig.5. 

The temperature values read from hopper, barrel, and nozzle 

were taken with DS18B20 which connected to microcontroller 

board. The DS18B20 is a small temperature sensor with a built 

in 12bit analog to digital convertor (ADC). It can be easily 

connected to a microcontroller digital input. The sensor 

communicates over a one-wire bus and requires little in the way 

of additional components. The sensors have a quoted accuracy 

of ∓0.5℃ in the range −10℃ to +85℃. In the order of 

preparing the dataset, the data titled '+' and '−' taken from the 

profile sensor is divided into two classes under the title of 

“Class” in Table I and the temperature sensors placed on the 

extruder hopper, barrel, and nozzle respectively. The dataset 

was created by recording real-time data in .xls format via “Data 

Streamer” property of excel. 

E. Classifier Structure 

Model parameter optimization is the process of 

hyperparameter tuning to determine optimal values for a 

particular random forest classifier. The performance of a model 

is highly dependent on the value of the hyperparameters. Since 

there is no way to know the best values in advance for the 

hyperparameters, ideally, all possible values are determined 

after the relevant algorithm has been run to know the optimum 

values, and the model with supervised learning structure has 

emerged, which is configured as 20 trees and learning 

coefficient 0.8. 

The correlation relationship between the 1369 pieces of data, 

the mold and hive temperature values increase in direct 

proportion to the production amount. Another linear 

relationship was also found to exist between the screw speed 

data and the amount of product coated as the extruder output. 

The confusion matrix of the model is shown in Table II. The 

general accuracies of the applied methods are given in the upper 

left and lower right corners of the matrix. In addition, the values 

in the upper right and lower left corners indicate incorrect 

estimates. 

 
TABLE II 

CONFUSION MATRIX 

Positive 
True Positive (TP) 

397 samples 

False Positive (FP) 

6 samples 

Negative 
False Negative (FN) 

2 samples 

True Negative (TN) 

232 samples 

III. FIELD EXPERIMENTS 

The system was developed for a low-budget application, and 

the hardware was selected accordingly. The experimental setup 

shown on Fig.6 block structure designed to control the 

mathematical model of an unknown system. The system 

consists of three parts, classification model, extruder and image 

processing system. Depending on the hardware, the limiting 

criterion in choosing the RFA of the classification model is that 

it gives higher accuracy 93% than the k-Nearest Neighbor 

(kNN) algorithm 88%, which is among the model algorithms 

that can be run on the microcontroller hardware. 

Although the model results with 94% trained with the 

Support Vector Machine (SVM) algorithm whose parameters 

were optimized on a laptop with a Windows operating system 

in the “Pycharm” environment, however it was not used in the 

final tests due to the hardware limitation. One advantage of the 

RFA is that it can be used for both regression and classification 

tasks and it is easy to see the relative importance it gives to input 

properties. It is considered a very useful and easy-to-use 

algorithm because default hyper parameters usually produce a 

good prediction result. The number of hyperparameters is also 

not that high and is easy to understand. The main limitation of 

the RFA is that a large number of trees can make the algorithm 

slow and ineffective for real-time predictions. In general, these 

algorithms can be trained quickly, but are extremely slow to 

generate predictions once trained [11]. 

 

Fig.6. Experimental setup 

A more accurate prediction requires more trees, resulting in 

a slower model. The RFA is fast enough for most real-world 

applications, but there may be situations where runtime 

performance is important and other approaches may be 

preferable. The RFA is a simple algorithm for early training in 

the model development process and to see how it performs, and 

it is difficult to create a “bad” RFA due to its simplicity. 

Overall, the RFA is a fast, simple and flexible tool despite its 

limitations. The Streaming Random Forest (SRF) algorithm 

handles multi-class problems successfully as opposed to many 

stream classification algorithms that are designed and/or tested 

on only two-class classification algorithms. It is fast enough to 

handle stream rates of up to 2.8×104 records/sec, when 

executed on a fairly small machine such as Pentium 4 machine 

with 3.2 GHz processor and 512 MB RAM [12]. 

The success of the classification methods used in the study 

are shown in Table III. All algorithms are trained with the same 

training size. The aim is using a low-cost hardware. Due to its 

small memory size, RFA algorithm was chosen as it has the 
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highest accuracy and most feasible on the hardware. The F1-

score which is machine learning evaluation metric that 

measures a model's accuracy was calculated. The accuracy 

metric computes how many times a model made a correct 

prediction across the entire dataset. 

 
TABLE III 

PERFORMANCES OF ALGORITHMS USED IN THE STUDY 

Algorithm Class F1-score Accuracy 

Decision Tree 
0 

1 

0.86 

0.78 
0.83 

kNN 
0 

1 

0.90 

0.85 
0.88 

RFA 
0 

1 

0.93 

0.92 
0.93 

SVM 
0 

1 

0.95 

0.93 
0.94 

 

A. Experiment 1 

According to the prepared the first experiment scenario, 

without model using, the extruder operator set the barrel and die 

temperature values as the first initial set value at 85℃ and the 

frequency inverter controlling the screw speed as 20 Hz at the 

beginning of the workday shift while the system was cold, and 

loaded the raw material into the extruder system at ambient 

temperatures without preheating. The cold raw material input 

to the extruder, whose barrel and mold temperatures reached set 

values, decreased the average of the barrel and mold 

temperature value of the single screw extruder with a screw 

length of 1.5 meters and caused the first 75-meter product to be 

produced incorrectly. Faulty production was detected by the 

profile sensor system.  

B. Experiment 2 

According to the prepared the second experiment scenario, 

the extruder operator set the barrel and die temperature values at 

85°C at the beginning of the shift, the frequency inverter 

controlling the screw speed as 20 Hz, while the system was cold, 

and preheated the raw material by circulating the product. 

Meanwhile, the model is running. The operator only manually 

entered the desired production amount as 42 kg/hour. Nozzle, 

barrel and hopper temperature information is given to the model 

in real time by the microcontroller hardware. 

The model works on the microcontroller. When the ready 

information of the extruder is shown on the touch screen, 10 Hz 

appears to be sufficient according to the “rpm” estimation on the 

same screen, the operator is asked to adjust the extruder speed, 

the temperature values, the raw material, barrel, and hopper 

temperatures 60, 75, and 79℃ as soon as the “Machine Ready” 

information is received. The operator accordingly reduced the 

heater set value from 85℃ to 80℃ and terminated the circulation 

and sent the product to the mold end with the wire for coating. 

Meanwhile, the image processing system checked the error 

status of the coated product and no faulty product production 

was observed. The flow chart of the system is shown on Fig.7. 

 

Fig.7. Flow chart of the system 

IV. EXPERIMENTAL RESULTS AND DISCUSSIONS 

As seen in the results of Experiment 2, it is possible to set the 

equipment temperature set values below 85℃ in order to 

produce faultless products. Again, when the results were 

evaluated, different screw speed rpm values were estimated in 

order to produce the desired 42 kg/min product amount. By 

connecting a wattmeter, the instantaneous power was recorded 

periodically every 5 minutes, and then after 1 hour, the motor 

consumption was calculated by finding how much power was 

with an arithmetic average. Here, setting the temperature value 

as 80℃ and setting the inverter speed value as 10 Hz decreased 

the hourly energy consumption by 25-30% respectively, while 

the electricity total consumption amount per two workday shifts 

was 56 Turkish Liras in the previous setting. In addition, since 

the amount of production counted as faulty waste in the 

Experiment 1 will decrease/can disappear, an improvement will 

be achieved in Overall Equipment Efficiency (OEE) 

calculations in the company's production processes and in 

quality problems with the real-time image processing system 

used. Extrusion quality and product quantity at the extruder 

outlet are directly related to the raw material temperature in the 

machine feed, machine sleeve temperatures and screw speed 

data. Accurate estimation of the extruder optimum operating 

data range increases efficiency in work and energy, and reduces 

waste. 

Although we obtained the result that we achieved an energy 

gain with a low screw speed in the Experiment 2, we saw that 

there are reasons that limit our screw speed. It is not possible to 

reduce to much the speed of the tire winding machine which is 

connected end of the line and working with the extruder’s 

output material. If we reduce the speed of the tire winding 

machine, there will be a time-related loss of production. An 

unpredictable output of this study is that when we set the speed 

of the tire winding machine to 65 m/min instead of between 25 

to 45 m/min at Experiment 2, it is seen in the image processing 

software output that there is not enough coating on the product 
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which faulty. Extruder output speed cannot reach this 

production speed; therefore, the production line speed balance 

is not properly planned, however an optimum balance can be 

found with our proposed model. This is necessary for line 

balancing and stable production planning. 

As can be seen from this study, the model can predict the 

extrusion process parameters with an accuracy of 93%. In 

future studies, the results can be improved by using different 

classification algorithms. Experimental hardware has been 

selected from inexpensive and open-source software available 

in the market, open-source software, and appropriate hardware. 

The possibilities of using the neural network in the extrusion 

process are endless because it is also used for the control of the 

entire system. When the neural network controller is combined 

with an extruder, it is sufficient to select the appropriate control 

input for the plant behavior that can be optimized, the future 

performance of the system will become predictable. The use of 

advanced artificial neural networks can eliminate the loss of 

production due to the individual, the need for learning by trial 

and error, which is a negative outcome of the process, and 

improvement can be achieved with more advanced parameter 

settings by making error classification. 

V. CONCLUSIONS AND FUTURE WORKS 

It can be observed from this study that the use of an classifiers 

with a low-cost hardware can accurately predict the extrusion 

process parameters. This can improve the output quality and 

increase the production rate of tire raw materials. Production 

workers in tire industries can be equipped with the appropriate 

tools which can enable them to produce quality tire material 

while eradicating the need to perform long experiments which 

can lead to waste of materials and increase the cost of 

production. The prospects of utilizing the artificial neural 

network in near future instead of using classifier, will be used 

for the decision support of the entire system. The neural 

network controller integrated with an extruder, which enables it 

to be able to predict future plant behaviors and select 

appropriate control input can optimize future performance. 
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Abstract— With the development of technology and the increase 

of the data sources, the size and variety of data collected from these 

sources has increased considerably. Thus, individuals and 

institutions have become able to store more data. However, it has 

become an important need to make meaning from this large and 

valuable data and transform into information and has become 

more complex. Business intelligence applications ensure that 

different types of data collected from different data sources are 

clustered and separated in a certain order and it provides the 

creation of reports by establishing a semantic relationship between 

these stored data. The aim of this study is identifying the business 

intelligence tools preferred by companies in Turkey. It is also 

aimed to give ideas to institutions and individual users so that they 

can choose the right business intelligence tool. Within the scope of 

the study, first of all, the general definition of business intelligence 

and the business intelligence applications preferred by the 

companies in Turkey in recent years are mentioned. Afterwards, 

the information obtained from the scanned scientific studies are 

analyzed and the findings are presented and then these tools were 

compared with the tables and it was aimed to give an idea to 

individuals and institutions. Scientific studies are very important 

in terms of revealing the current status of these business 

intelligence tools and seeing what kind of studies they can be used 

in the future. 

 

Index Terms— Business Intelligence, Qlik, Power BI, SAP BO, 

Tableau. 

I. INTRODUCTION 

TORING AND recording data and records has been one of 

the  important needs since the past. Data recording has 

become much faster, less costly and safer with the development 

of technology and the increase in disk speed and size.  
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In recent years, it has become possible to store large amounts 

of data in a computer memory, even in virtual machines that can 

be accessed remotely, and to access these stored data quickly.   

In this way, companies can quickly combine this data, which 

may not have mean on its own, and make sense of historical 

data and present it to their managers. For this reason, decision 

support systems have been developed. However, in the future, 

a new system was needed due to the difficulties in the use of 

decision support systems, visual deficiencies and 

incompatibility with applications, and this need was met by 

designing business intelligence systems [1]. 

IBM researcher Hans Peter Luhn first used the term business 

intelligence (BI). It is defined as the ability to make sense of the 

relationships of existing information to achieve a desired goal 

[2]. BI is a versatile process that includes techniques, processes 

and tools that facilitate faster and more effective decision 

making in businesses according to Sabanovic and Soilen [3]. BI 

is defined as a mix of collecting, cleaning and integrating data 

from different sources. It is the process of transforming raw data 

into useful and meaningful information for decision support 

purposes in very short time [4]. 

BI is the process of collecting the exact information in the 

right format at the right time which produces have a positive 

impact on operations and strategies in businesses for decision-

making purposes [5]. It is critical in the sources where business 

data is kept, in order to access the data in a short time, process 

it quickly and make accurate predictions for the future for 

managers [6]. Business intelligence technology provides the 

opportunity to perform multidimensional analysis on data in 

cases where many factors need to be evaluated simultaneously 

[7]. It can turn into meaningful, summary reports that can be 

used in decision processes by enabling the search for qualified 

information, integrating data and obtaining meaningful findings 

with multidimensional analyzes in a data set consisting of 

different source [8-9]. 

II. BUSINESS INTELLIGENCE TOOLS 

The need for business intelligence of companies has become 

important in terms of extracting analyzes from visual reports 

and visualizing their future plans and strategies. With the 

incoming demands, many features such as the number, variety 

and usability of business intelligence tools have increased and 

the decision to choose the BI tool to be used has become 

difficult [10]. Business intelligence applications make sense of 

Analysis and Comparison of Business 

Intelligence Tools Most Preferred by 

Companies in Turkey 

Murat Ozdemir, Eyup Emre Ulku and Kazim Yildiz 
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and analyze the data produced by the software, allowing 

possible risks to be seen and as a result, increase the success of 

the business and people. For this reason, companies should 

thoroughly examine their business intelligence applications and 

make the right choice [11]. 

While developing websites, these structures can be 

developed separately from each other by using models such as 

MVC (Model View Controller), as in the work of Akçay and 

friends. With this design model, opportunities such as code 

optimization, code extension, code reuse and code updating are 

offered [12]. While developing business intelligence projects, 

each layer can be separated and evaluated separately. 

Business Intelligence architecture consists of Data 

Extraction, Data Transformation, Data Loading, Data 

Warehouse Layer, Metadata layer and End User Layers [13]. 

All these layers can be gathered together with the help of 

business intelligence tools. 

185 job postings were listed on the website of kariyer.net 

[14], which is one of the most used job and employment web 

site in Turkey, when business intelligence was typed into the 

search section in Turkish as ‘İş Zekası’ on January 8, 2022 [15]. 

It was seen that the newest of these ads was published on the 

query day and the oldest one 54 days ago. These advertisements 

were published by various companies in various sectors such as 

banking, textile, insurance, alcoholic beverage and food. Two 

of 185 advertisements are the same advertisement. As it was 

observed that 45 advertisements were irrelevant so that they 

were removed from the list. And 49 of the remaining postings 

did not include any business intelligence tool which are not 

mentioned. As it is shown in Table 1 more than one business 

intelligence tool can be named in an advertisement, 47 included 

Power BI, 39 included SAP, 35 included Qlik, 17 included 

Tableau, 11 included SSRS, 9 included Oracle BI, 9 included 

Microstrategy, 3 included Cognos 3 contained IBM Data Stage, 

1 contained looker and 1 contained superset. 

As a result, it was observed that the name of a business 

intelligence tool was mentioned 175 times. When calculated as 

a percentage, we can see that these tags contain Power BI with 

a maximum of 27% is shown in Fig. 1. 

A. Power BI 

1) About Power BI 

Power BI is a cloud-based reporting service developed by 

Microsoft that enables the creation of reports that make sense 

of meaningless data [16]. Power BI is intended for users to 

create their own reports and dashboards without the help of any 

IT staff. This tool offers the ability to create data warehouses, 

organize data, and create visual dashboards from that data. One 

of the best benefits of Power BI is that custom visualizations 

can be uploaded through its Marketplace app. With Power BI, 

data from different data providers can be easily retrieved, 

visualized and shared with other users [17]. 

Power BI can use different data sources. It can make 

connection with databases like PostgreSQL, Microsoft SQL, 

Oracle SQL. Also, it can make connection with cubes like SQL 

Server Analysis Services or with some folders directly like txt, 

csv etc. [18]. 

Power BI consists of three core elements, Power BI Desktop 

(a Windows desktop application), Power BI Service (an online 

software), and Power BI mobile (for mobile devices). It also has 

two another component, Power BI Report Builder which 

enables developing paginated reports that can be shared in the 

Power BI service and Power BI Report Server which is an in-

house report server where you can publish your Power BI 

dashboards created via Power BI Desktop. The process starts 

by connecting to different types of data sources and creating 

reports in Power BI Desktop. This report is then published and 

shared from the Power BI Desktop app to the Power BI service. 

[17]. 

 
TABLE I 

THE NUMBER OF BUSINESS INTELLIGENCE TOOLS IN 

ADVERTISEMENTS 

BI Tool Name Number of Posting 

Power BI 47 

SAP 39 

Qlik 35 

Tableau 17 

SSRS 11 

Oracle BI 9 

Microstrategy 9 

Cognos 3 

IBM Data Stage 3 

Looker 1 

Superset 1 

 

 

 
Fig.1. Percentage of business intelligence tool names in advertisements 

 

With dashboards, multiple data can be visualized in a single 

interface. Tree maps, gauges, combo or funnel charts and fill 

maps can be used to visualize. The cloud-based Power BI 

service provides a secure connection without having to move 

data from Microsoft SQL Server to the cloud. Data can be 

imported and modeled with Power BI Designer. Real-time 

control panel can manage updates. Thus, instant and secure 

connection can be established to data local or in the cloud [10]. 

2) Power BI versions 

In order to share dashboards and reports, license must be 

purchased. There are 3 different license options for Power BI 
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Service which are Power BI Pro, Power BI Premium Per user 

and Power BI Premium Capacity. Power BI Pro provides 

licenses to users to share data across the organization after 

converting or visualizing data into a report. Power BI Premium 

per User allows the use of advanced artificial intelligence 

features in addition to all the features available with Power BI 

Pro. Power BI Premium per Capacity provides data 

management and enterprise access without per-user licenses. 

Publishing content to Power BI Premium capacity requires a 

Power BI Pro license, while viewing content does not require a 

license [19]. Table 2 shows the comparison of these versions 

[19]. 

TABLE II 

COMPARSION of POWER BI VERSIONS 

 Power BI Pro Power BI Premium 

Per user 

Power BI Premium 

Per capacity 

Mobile app access 
   

Paginated (RDL) reports 
   

No license required per user 
   

On-premises reporting with Power BI Report 

Server    

Model size limit 1 GB 100 GB 400 GB 

Refresh rate 8/day 48/day 48/day 

Advanced AI (text analytics, image detection, 

automated machine learning)    

Dataflows (direct query, linked and computed 

entities, enhanced compute engine)    

Maximum storage 

 

10 GB/user 

 

100 TB 100 TB 

 

3) Literature Background of Power BI 

Rajesh et al. proposed a data science approach to minimize 

the time it takes to transfer a player from one team to another 

depending on the skills and costs of the players. He stated that 

this would help a football team increase its popularity and 

profits and create a brand-new club with new players. Using 

Power BI and Python, performed a statistical analysis of player 

performance based on capabilities for a new set of gamers while 

minimizing cost. They suggested that such approaches and 

analytical results could be useful for building a team of selected 

players [20]. 

Ferreira and friends presented research on the design and 

development of a practical predictive monitoring system. The 

three main parts are vibration data acquisition, data analytics, 

and presentation of a report. The data collection is made by 

STM32F446RE microcontroller. They generated a report using 

all available information using Microsoft Power BI. Finally, 

they stored the information using a cloud-based Azure Storage 

Account [16]. 

Hewko and friends wanted to analyze the last 6 years of 

professional basketball data using knowledge discovery tools. 

The aim was to give an idea of how teams won and what 

separates these winning teams from the losing teams. They 

analyzed regular season game data using MSSQL, Microsoft 

BI, R, and Power BI to find previously unknown trends between 

winning and losing teams. They used decision trees, Naive 

Bayesian and association rules. They used defensive and 

offensive rebounds, blocks, steals, turnovers, 2-point field goal 

percentage, and 3-point field goal percentage as input for 

analysis. The results showed that teams with more defensive 

rebounds won more games, while teams that earned average 

offensive rebounds lost more games. They claimed this was 

because teams with more offensive rebounds missed more shots 

[21].  Desai and colleagues aimed to help companies selling 

electronic devices increase productivity and customer 

satisfaction using Microsoft Power BI [22]. 

B. SAP 

1) About SAP Business Objects (SAP BO) 

SAP BO Business Intelligence is a package available for 

creating visual reports using data and sharing these reports with 

other people [23]. SAP BO s is a business intelligence 

application for a business designed for use by companies and 

employees. It consists of several reporting applications that 

allow users to visualize the results of their analysis using data 

from various sources. It provides an easy, personalized and 

dynamic connection to all necessary structured and 

unstructured data of the institution's relational database. It aims 

to simplify reporting and analysis for staff so that users can 

create, publish, share and use as primary access for analysis 

within different products without the need for input from data 

analysts. The data used with it is not integrated at the 

application layer, but at various back-end resources [24]. 

Web Intelligence (Webi) is allows users to analyze, generate 

reports, distribute generated reports on BO or PDF or XLS etc. 

It is a Web browser tool that allows exporting in format. Crystal 

Reports is a reporting and data analysis tool that allows from 

various data sources. Business Objects Dashboards is a data 

visualization tool that allows creating visual tables from reports. 

SAP Lumira is a visualization tool that allows users to analyze 

data and create dynamic visual dashboards and analytics 

applications. SAP BusinessObjects Explorer is a data 

exploration tool that allows searching large-scale data and 

creating visual tables from this data. Query as Web Service 

(QaaWS) is a tool that enables Users to create and publish web 

services for use in SAP's reporting tools. In addition to existing 

products, SAP Business Objects is constantly improving its 
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product line with new integrations, enhancements and new 

products and constantly supports its portfolio with up-to-date 

technology [24]. 

 

2) Lumira Versions 

SAP Lumira Desktop has two editions which are Personal 

and Standard Edition. Personal edition is the version that can be 

used for free. CSV, XLS and XLSX and cloud data in SAP 

HANA One can be connected using this version. Standard 

Edition is paid, with this version you can connect to various 

data sources [25]. The comparison of these two versions is 

shown in Table 3 [26]. 

 

TABLE III 

COMPARISION of SAP LUMIRA VERSIONS 

 Lumira Desktop Personal Edition Lumira Desktop Standart Edition 

Access of xlsx and csv files 
  

Access of other data sources 
  

Data combination and data transformation 
  

Create storyboards 
  

Edit storyboards 
  

 

3) About SAP Analytics Cloud 

SAP Analytics Cloud is a tool which is designed specifically 

for the cloud by SAP to access data and let in analytics straight 

over business processes to quickly comeback immediate 

insights into action. It enables real-time Innervisions and 

exploration of data with self-service data exploration abilities. 

It offers accurate, locally connected, logical data and tools for 

data management. It allows to compare data from different data 

sources, create effective data visualizations and develop instant 

reports. It can be used directly from a web browser without 

installation a new program on your computer [27]. 

 

4) SAP Analytics Cloud Versions 

SAP Analytics Cloud offers three different licensing options 

which are trial, business intelligence and planning. The 

comparison of these two versions is shown in Table 4 [28]. 

5) Literature Studies Using SAP 

Nazarov et al. conducted a study using the SAP Analytic 

Cloud in Russia to propose models that build predictive 

analytical models. They suggested that it could ultimately help 

improve the situation with the development of small and 

medium enterprises in Russia [29]. 

Nararya and friends claimed that conclusions could be drawn 

regarding the application of the predictive analysis model in the 

SAP Analytics Cloud digital service for the functional 

dashboard design in the finance module [30]. 

Nazarov et al. investigated the possibilities of creating data 

mining models with the help of SAP Analytics Cloud using the 

data of legal entities and individual entrepreneurs in the Russian 

Federation, and aimed to determine the effect of state support 

against COVID19 on the commercial activities of small and 

medium-sized enterprises [31]. 

C. QLIK 

1) About Qlik 

Qlik is a software company founded in Sweden in 1993 and 

is a provider of Qlik View and Qlik Sense tools for BI. 

Previously called quick, it later became Qlik [18]. 

Qlik Sense is an interactive self-service visualization and 

exploration tool for analyzing, interpreting and visualizing data 

sources. The drag and drop features of the interface are good 

for quick creation of dashboards, data visualization and reports. 

Desktop, server and cloud versions are available. Qlik Sense 

Desktop is for end users to develop visual dashboards on a their 

computers. It is free for personal usage. Qlik Sense Enterprise 

is for organizations which can have big data sources. Qlik Sense 

Cloud supports is using for data visualization by cloud 

technology. It provides broad assistance through forums, 

education materials, webinars and video tutorials [10].  

Qlik is memory-based tools for this reason all data is loaded 

into Random Access Memory. QlikView can connect many 

different data sources such as ODBC data sources or can 

connect with folders directly like xlsx, txt, csv and its their data 

folders called QVD (QlikView Document) files. QlikView and 

Qlik Sense are free for an individual user. One of the main 

advantages is that existing selections are saved as bookmarks 

for later use and users can easily access the bookmarks. Data 

visualization in QlikView is in the form of charts. Different 

chart types can be used, such as Bar charts, Radar chart, Line 

chart, combo chart, Grid chart, Pie chart, Funnel chart, Scatter 

chart etc. [18]. 

Qlik View can easily analyze very large datasets, combine 

data from various sources, and make data quickly accessible via 

Resource-specific APIs. End users can visualize the data in the 

browser using plug-ins. The first step is to extract data from 

specific sources and integrate it into Qlik. Incorrect data fields 

are cleaned and outliers are identified and preprocessed in the 

second phase. In the third phase, users are simplified with drag 

and drop visualizations for reports. Finally dashboards can be 

shared with other users [18]. Being in-memory tools, reports as 

excel and pdf, large consultant network, powerful mobile 

applications, dashboard technologies, simple development 

cycle and solid integration can be counted as the advantages of 

Qlik. A good system configuration is required to access large 

datasets, the need for trained developers, lack of centralized 

security, difficulty of deploy analytics, and old interface can be 

evaluated as disadvantages of Qlik [18]. 
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TABLE IV 

COMPARISION of SAP ANALYTICS CLOUD VERSIONS 

 

 
SAP Analytics Cloud  

Trial 

SAP Analytics Cloud  Business 

Intelligence 

SAP Analytics Cloud  

Planning 

Data Modelling 

    

Data Visualizations 

    

Data Exploration 

    

Augmented Analytics 

    

Live Data Connectivity 

    

SAP BPC integration 
   

Schedules 
   

Currency Translation 

    

Schedule publications 

    

Integrated planning with SAP 

S/4HANA 
 

   

2) Qlik Versions 

There are two versions of Qlik Sense which are Qlik Sense 

Business and Enterprise. The first one is a cloud solution 

developed for use across groups and teams. Qlik Sense 

Enterprise SaaS is developed for operational usage. The 

comparison of these two versions is shown in Table 5 [32]. 

 

TABLE V 

COMPARSION of QLIK SENSE VERSIONS 

 Qlik Sense Business Qlik Sense Enterprise SaaS 

Qlik AutoML  
 

Unlimited ML experiments and 2 ML models 

included. 

Reporting Service 

  

100 reports / month included. 

Smart visualizations 
  

Visual data preparation 

   

Single Sign-On 

   

Usage monitoring 
  

API integrations 
  

Support  
  

Qlik SAP  Connector  
  

Geocoding  
  

 

3) Literature Background of Qlik 

Kiula and friends conducted a research using the data of an 

insurance company in Kenya between 2014-2018. QlikView is 

recommended as  a simple and shareable business intelligence 

application. It was also suggested that it can be used for data 

analytics and visualization [33]. The healthcare/insurance 

industry analysis was performed on data from three 

healthcare/insurance industry ERPs in Kenya. Based on data 

access and monthly comparison, data were obtained from the 

intersection of the three systems for March and April 2018. The 

comparison and summing are done using functions from 

QlikView and Microsoft Excel. Inconsistencies of significant 

monetary value were observed in the data between the three 

systems. Data analytics using common Microsoft Excel and 

QlikView tools is proposed to identify inconsistencies and 

limitations in healthcare/insurance ERPs [34]. Ilieva and 

friends worked on proposing a method for measuring and 

analyzing services rendered in information technology 
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helpdesk teams. The aim of the study was to monitor and 

optimize these services. QlikView was used to realize this. The 

results show the satisfaction of the customers with the helpdesk 

services were carried out and visualized with QlikView [35]. 

Delgado and friends developed, a web software using SQL 

server database and QlikView business intelligence tool. As a 

result, it has been suggested that a system has been developed 

that can help make the right decisions in order to increase the 

efficiency of the health institution studied and this system can 

be used in similar enterprises [36]. 

D. Tableau 

1) About Tableau 

Tableau was founded in 2003. It is one of the essential tools 

for data analytics and data visualization.  It can be learned easily 

even without any prior programming knowledge. The amount 

of data analyzed in Tableau depends on memory capacity. 

Tableau can connect and access data from different data sources 

prior to data analysis. SQL, TXT, CSV is some of the data 

sources which can be access and also Tableau could be accessed 

from cloud systems such as Azure and Big Data [18]. 

Connecting and visualizing data is one of the key features 0of 

this tool. Sharing of data is facilitated via web and mobile [10]. 

  It has a user-friendly interface, being easily integrated with 

third-party software, providing mobile support for dashboard 

reports, user forums, customer service, and low cost can be 

considered as advantages. Difficulty in initial data preparation 

and the tables do not provide all statistical features can be 

considered as disadvantages [18].  Tableau Desktop has two 

different editions; Professional which supports all data sources 

and connects to Tableau server for web-based analytics and 

Personal supports xls(x), accdb and csv formats of data sources 

and does not have server support. Both editions can be used for 

academic or commercial [10]. Tableau Server is a mobile online 

business intelligence solution. Tableau Online can be used for 

publish reports with Tableau Desktop. Tableau Public is for 

interactive data visualization on the web. By connecting to data, 

it can create dashboards and can be published directly on the 

web. Tableau Reader is a free desktop application that can be 

used to view dashboards developed in Tableau Desktop [10]. 

 

2) Tableau Versions 

In order to publish the work done on the cloud or server, it is 

necessary to have one of three different versions which are 

Tableau Creator, Tableau Explorer, Tableau Viewer. The 

comparison of these three versions is shown in Table 6 [37]. 

 

3) Literature Background of Tableau 

Musunuru et al. made an analyze with using donation data 

from the database of AidData.org. They applied the Hadoop 

data and displayed the results [38]. Mahatma et al. presented a 

data visualization approach using Tableau and stated that it 

allows effective creation of dashboards [39]. Erazo and friends 

determine the degree of indoor air pollution using time series 

for data collection and to perform the relevant analysis of this 

data, its consequences and action to prevent exposure risks to 

pollutants [40]. 

 

TABLE VI 

COMPARSION of TABLEAU VERSIONS 

 Tableau Creator Tableau Explorer Tableau Viewer 

Manage users and permissions  

    

Server administration 
   

Set data quality warnings  
   

Download summary data  
   

Download full data  
   

Create and publish new data sources 
   

Publish and run flows 
   

Schedule flows 
   

Export data (.tde, .hyper or .csv) 
   

Download visualizations as images (.pdf, .png) 
   

 

III. COMPARISON OF BI TOOLS  

Table 7 shows the comparison of  SAP Lumira, SAP Analytic 

Clouds, Power BI, Tableau and Qlik business intelligence tools. 

When Data Source Connections are compared, it is seen that 

although they are not developed by SAP as seen in Table 7, 

connections to SAP ERP and SAP HANA can be made from 

Power BI, Tableau and Qlik applications [41]. 

While it is observed that ODBC connection cannot be made 

through SAP's business intelligence products, it is observed that 

there is no JDBC connection over Power BI and Tableau. There 

are some restrictions on making JDBC connection over Qlik 

application, but there are also restrictions on making direct data 

source connection to social media applications via SAP BI 

applications. As seen in Table 8, although they are not 

applications developed by SAP, direct connections can be made 

from Power BI , Tableau and Qlik applications to SAP BW Bex 
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and SAP BW Info Provider data sources. In addition, it is 

possible to connect to SAP BW Live/Import data sources as 

restrictions. However, in order to use SAP BOBJ universes as 

data sources, it is necessary to use SAP BI applications [41]. 

Table 9 shows the data modeling capabilities of the tools. All 

of them have append, union, join, merge, dimension, measure, 

hierarchical capability and data type conversion features, but 

there are some restrictions to be able to use join, merge and 

hierarchical capability in SAP Analytic Cloud [41].  

Visualization is one of the most important things in BI tools. 

Since the data models built in the background are not visible to 

the end user, they may be unimportant for them. In Table 10, 

visualization options were compared.  It is observed that Circle 

view and Grant visual can only be used in Tableau, Card and 

Multi Card visuals can only be used in Power BI, Gauge visual 

only in Power BI and Qlik, Funnel visual only in Power BI and 

Tableau [41]. 

 
 

TABLE VII 

COMPARSION of BI TOOLS with DATA SOURCE CONNECTIONS 

Data Source Connections SAP Lumira SAP Analytic 

Cloud 

Power BI Tableau Qlik 

Social Media(Twitter,Facebook) 

     

ODBC 
     

JDBC 
     

SAP Cloud Apps 
     

SAP ERP 
     

SAP S4/HANA 
     

 

TABLE VIII 

COMPARSION OF BI TOOLS with SAP DATA SOURCE CONNECTIVITY 

SAP Connectivity SAP Lumira SAP Analytic 

Cloud 

Power BI Tableau Qlik 

SAP BW Bex Queries 
     

SAP BW Info Provider 
     

SAP BW Live/Import 
     

SAP BOBJ Universe Access 
     

 
TABLE IX 

COMPARSION of BI TOOLS with DATA MODELING 

Data Modeling SAP Lumira SAP Analytic 

Cloud 

Power BI Tableau Qlik 

Append/Union 
     

Join / Merge 
     

Dimension and Measures 
     

Hierarchical Capabilities(Date/Geo vs.) 
     

Data Type Conversion 
     

 

 

As can be seen in Table 11, the ability to leave comments on 

the report is available in all tools, but there are limitations in 

SAP Lumira and Qlik. Notification and adding alerts are 

available for SAP Analytics Cloud, Power BI and Tableau 

tools. It is also very important that the reports made in BI tools 

can be downloaded and distributed, and that they can be 

transmitted to other users by mail or other methods without the 

need to connect to BI environments. For this, reports made in 

BI tools can be downloaded and distributed in various formats. 

Reports can be imported as excel, csv and pdf in all the tools 

we compared, while importing in ppt format is possible in 

Power BI and Qlik applications [41]. The data which is very 

important for companies and should not go out from report. It 

is a great responsibility to ensure the security of this data. Table 

12 gives comparisons about security. Companies or individual 

users want to try the tool before purchasing it. Availability of 

trial versions is also presented in Table 13 comparatively [41].  
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TABLE X 

BI TOOLS COMPARSION of BI TOOLS with DATA VISUALIZATION 

Data Visualizations SAP Lumira SAP Analytic 

Cloud 

Power BI Tableau Qlik 

Line 
     

Bar 
     

Stacked Bar 
     

Column 
     

Circle View 
     

Area 
     

Scatter 
     

Histogram 
     

Stacked Column 
     

Stacked Area 
     

Pie 
     

Waterfall 
     

Scatter 
     

Bubble 
     

Gauge 
     

Bullet 
     

Spark Line 

     

Box Plot 
     

Tree Map 
     

Gantt 
     

Funnel 
     

Distribution Plot 
     

Line and Bar (Combo) 
     

Donut 
     

Marimekko 
     

Parallel Coordinates 
     

Text Table / Cross Tab 
     

Time-Series 
     

Word/Tag Cloud 
     

Numeric Point/KPI 
     

Card/Multi Card 
     

Bubble Map 
     

Symbol Maps 
     

Flow Map 
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After the product is purchased, training support and 

assistance in case of any problem are very important in order to 

learn and use this product more accurately. Companies that are 

good at these issues can go one step ahead.  Comparison of 

training and support is given in Table 13 and Table 14 [42-47]. 

There are different languages used in different countries, and 

users may want to use these tools in their native language. 

Language support comparison is as in table 15 [42-47]. 

 

TABLE XI 

COMPARSION of BI TOOLS with EXPORT CAPABILITY 

Exports and alerts SAP Lumira SAP Analytic 

Cloud 

Power BI Tableau Qlik 

Comment/Annotation 

     

Windows Desktop App 
     

Broadcasting 

     

Notification / Alert 
     

Export to Excel or csv 
     

Export to ppt 
     

Export to PDF 
     

 
 

TABLE XII 

COMPARISION of BI TOOLS with SECURITY AND TRIAL 

Security and 

Trial 

SAP Lumira SAP Analytic Cloud Power BI Tableau Qlik 

Security Role based 

security is 

maintained in 

the BI 

Platform. 

Role based security is 

maintained within the 

tool itself 

User is linked to their 

Office 365 

account.SSO and 

gateways need to 

configured for data 

refresh.. 

Each user has a 

username and 

password linked 

to Tableau 

All authentication is managed 

by Qlik Sense Proxy 

Service(OPS).The OPS 

authentication is regardless of 

Qlik Sense client type for all 

users. 

Trial Free for 30 

days 

Free for 30 days Power BI Desktop is 

free.  

Tableau Creator 

is free for 14 

days. 

Tableau public 

and reader are 

free. 

Qlik Sense cloud and Desktop 

are free. Qlik View Personal 

edition is free. 

 

  

TABLE XIII 

COMPARSION of BI TOOLS with SUPPORT 

Support  SAP Lumira SAP Analytic Cloud Power BI Tableau Qlik 

Email/Help Desk 

      

Knowledge Base 
     

Phone Support 
     

24/7 (Live Rep) 
     

Chat 
     

HQ Location  Germany Germany USA USA USA 

Ownership NYSE:SAP NYSE:SAP Microsoft  Tableau Software Qlik 

Discussion SAP Lumira 

Community 

Official SAP 

Analytics Cloud 

Community 

Microsoft Power BI 

Desktop Community 

Tableau Desktop 

Community 

Official Qlik Sense 

Community 
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TABLE XIV 

COMPARSION of BI TOOLS with TRAINING 
 

Training  SAP Lumira SAP Analytic 

Cloud 

Power BI Tableau Qlik 

In Person 
     

Live Online 
     

Webinars 
     

Documentation 
     

Other strengths and weaknesses of the tools are presented in 

tables in Table 16 [41]. Even if companies examine all the 

features and choose the most suitable vehicle for them, if the 

budget is not enough, they can afford to cut down on some 

features. Therefore, price can be one of the most important 

criteria. In Table 17 [19,28,32,37,48], price comparisons of the 

products are given. Access to this price information was made 

on September 3, 2022 with a computer used over Turkey, and 

prices may change in the future and differ from country to 

country. 

 
TABLE XV 

COMPARSION of BI TOOLS with SUPPORTED LANGUAGES 

Supported 

Languages 

SAP Lumira SAP Analytic Cloud Power BI Tableau Qlik 

guages Czech, German, 
English, French, 

Hungarian, 

Japanese, Korean, 
Portuguese, Russian, 

Spanish, Turkish, 

Chinese (Simplified) 

Czech, German, 
English, French, 

Italian, Japanese, 

Korean, Polish, 
Portuguese, Russian, 

Spanish, Chinese 

(Simplified) 

Arabic, Bulgarian, Catalan, Czech, Danish, 
German, Greek, English, Estonian, Basque, 

Finnish, French, Hebrew, Hindi, Croatian, 

Hungarian, Indonesian, Italian, Japanese, Korean, 
Latvian, Lithuanian, Malay, Dutch, Norwegian, 

Polish, Portuguese, Romanian, Russian, Slovak, 

Slovenian, Spanish, Serbian, Swedish, Thai, 
Turkish, Ukrainian, Vietnamese, Chinese 

(Simplified) 

German, 
French, 

Japanese, 

Korean, 
Portuguese, 

Spanish, 

Chinese 
(Simplified) 

German, English, 
French, Italian, 

Japanese, Korean, 

Dutch, Polish, 
Portuguese, Russian, 

Spanish, Swedish, 

Turkish, Chinese 
(Simplified) 

TABLE XVI 

BI TOOLS COMPARSION FOR OTHER FUTURES 

SAP Lumira SAP Analytic Cloud Power BI Tableau Qlik 

Interoperability with SAP 

Lumira Designer 

Cloud based solution for 

BI. 

Free desktop and integration with 

office 365 like Microsoft Teams. 

New tool for extensive data 

prep. 

Extensive scripting 

ability within 
applications 

SDK component for custom 

data Access and visualization 

Intuitive collaboration and 

commenting features 

Good connectivity to Microsoft 

and Azure based data sources 

Ease of use and robust data 

connectivity with support to 
advanced functions 

Powerful in-memory 

engine with data 
indexing 

Live BW connectivity using 

native BICS data services 

Subscription model with 

regular updates from SAP 

Natural language processing with 

Q&A features 

API’s for customizations and 

collaborate features in server 

Extensions in qlik 

nprinting. 

TABLE XVII 

BI TOOLS COMPARSION FOR PRICES 

Product Price 

Power BI Desktop Free 

Power BI Pro $9.99 Per user/month 

Power BI Premium Per user $20 Per user/month 

Power BI Premium per capacity $4,995 Per capacity/month 

SAP Lumira Personal edition free 

SAP Lumira, Standard edition $185 per user 

Qlik Sense Business $30USD/user/month. Billed Annually. 

Qlik Sense Enterprise Edition Contact QlikView Pricing per user on Subscription or Perpetual basis 

SAP Analytics Cloud Trial Free for 30 days 

SAP Analytics Cloud Business Intelligence 30 EUR per User / Month 

SAP Analytics Cloud Planning Price upon request 

Tableau Creator for Cloud 70$ user/month 

Tableau Explorer  for Cloud 42$ user/month 

Tableau Viewer for Cloud 15$ user/month 

Tableau Creator for Server 70$ user/month 

Tableau Explorer  for Server 35$ user/month 

Tableau Viewer for Server 12$ user/month 
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IV. DISCUSSIONS 

As a result, considering the data taken from a job posting site 

in Turkey in the first week of 2022, it has been observed that 

the most used business intelligence tools of companies are 

Power BI, SAP Business Intelligence tools, Qlik Business 

Intelligence tools and Tableau. When these 4 business 

intelligence tools are compared over the tables like chapter III, 

it has been observed that each business intelligence tool has its 

own advantages and disadvantages. However, it has been 

concluded that when choosing the business intelligence tool 

they will use, companies should consider what field they 

operate in, why they need a business intelligence tool, and 

whether mobile access is important. It also emerged that 

companies have to decide whether visuality, speed, variety of 

available data sources, export capacity, security or cost were 

more important and make a choice accordingly. 

V. CONCLUSION 

In this study, the most used business intelligence tools were 

determined with the help of the data obtained from a job posting 

site in Turkey and it was aimed to facilitate the decision making 

of the companies when choosing the business intelligence tool 

to be used by making comparisons on them. In future studies, 

the number of these job posting sites and the date range of the 

postings may be increased.  

The research can be expanded not only on a country basis, 

but also worldwide. By conducting a survey with the companies 

using these business intelligence tools, their satisfaction can be 

researched and the companies that will make a choice can be 

helped more. 
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Abstract— This study focuses on the abnormal peaks observed 

in voltage-dependent capacitance graphs and negative 

capacitance behaviours of the GaAs-based MIS devices for the 

unirradiated sample and after exposing the device to 5 and 10 

kGy ionizing (gamma) radiation doses. Experimental results 

showed that the amplitude of the abnormal peaks, observed at 

about 1.75 V, increases with the irradiation dose. The peak point 

was also shifted toward the positive biases after irradiation. 

Furthermore, the conductance values increased rapidly and 

reached their maximum level, while the capacitance values 

reached their minimum level in the high voltage biases. It is 

known that this situation is directly related to the inductive 

behaviour of the MIS devices. However, it has been determined 

that the MIS device's inductive behaviour is more effective after 

irradiation. These behaviours can be observed because of the 

ionization process, the MIS device's series resistance, surface 

states, and due to some displacement damages caused by ionizing 

radiation. Therefore, the series resistance and the radiation-

induced surface states were obtained to clarify the impact of 

radiation on the device. It was seen that the radiation-induced 

surface states changed around 3x1012 eV-1cm-2 for the maximum 

cumulative dose (10 kGy), and the series resistance values 

changed to less than 2 Ω. As a result, the degradation in the 

GaAs-based MIS device was determined to be insignificant for 10 

kGy doses. Therefore, this MIS device can be safely used as an 

electronic component in radiation environments such as nuclear 

plants and satellite systems. 

 
 

Index Terms— Abnormal/Anomalous peak, GaAs-based 

devices, Ionizing radiation, MIS devices, Negative capacitance.  

 

I. INTRODUCTION 

T IS KNOWN THAT Schottky diodes/structures are 

obtained by contacting metal and semiconductor (M/S) 

materials with or without oxide/insulator or ferroelectric 

interlayers [1]. These structures are also the basis of many 

electronic devices, such as photodiodes, photodetectors, 

transistors, and solar cells [2]. Interfacial layers can be grown 

between the M/S interface by native or some special methods 

[3]–[5]. Many ways are used to deposit an interfacial layer, 

such as the sol-gel method [6], [7], chemical vapour 
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deposition [8], electrospinning [9], [10], molecular beam layer 

deposition [11], and spin coating [12] as well as other 

techniques [13]. In this study, the oxide layer was grown by a 

natural method due to the stable behaviour of the Si and SiO2 

combination [5]. The oxide interlayer also controls 

interdiffusions between the M/S interface and prevents 

possible chemical reactions. Furthermore, the devices can gain 

better capacitive features due to the dielectric effect of the 

oxide interfacial layer [14]. 

 When the interfacial layer obtained using an oxide or an 

insulating material in the devices is thinner than 500 Å, this 

device can be used as a diode [15]. Such devices are referred 

to as Schottky diode/structure due to the critical works in this 

area proposed by W. H. Schottky. If the thickness of the 

oxide/insulator interlayer is greater than 500 Å, such a 

structure is defined as a capacitor rather than a diode. It is 

well-known that these devices cannot provide carrier 

conduction at the M/S interface and, therefore, can store 

electrical charges and energy [15], [16]. In this study, the 

thickness of the natural oxide layer for the Au/n-GaAs/Au-Ge 

type Schottky device was obtained as approximately 23.4 Å 

using Nicollian and Goetzberger calculation method [17]. 

Therefore, it can be defined as a metal-insulator-

semiconductor (MIS) type Schottky diode or MIS device. 

GaAs in the III-V semiconductor group have a wide-direct 

bandgap and high saturation velocity. GaAs-based designs are 

also high-speed and low-power consumption devices because 

of their high mobility, which is approximately six times higher 

than silicon [2], [18]. These properties make it highly suitable 

for fabricating M/S-type Schottky devices and make GaAs 

preferable as a semiconductor for high-power devices used at 

high frequencies [1], [19], [20]. On the other hand, it has been 

reported in some previous studies that GaAs-based devices are 

less affected by radiation damage than other devices [21]. 

Therefore, GaAs-based materials could be critical devices for 

future improvement technology. As a result, this study, which 

aims to understand the radiation impact of GaAs-based 

devices for attractive voltage regions, is crucial because of the 

need to reliably/safely use devices that can operate under 

radiation, such as biomedical devices and satellite systems or 

nuclear plant devices. 

As well as optoelectronic applications [22], there are many 

reports on Schottky devices with various interfacial layers to 

obtain devices with better electrical and dielectric properties 

[23]–[28]. However, it is essential to investigate the ionizing 

radiation effects of such devices, especially GaAs-based 

devices, because of their superior features and interesting 

characteristic behaviours, especially at sufficient high positive 

voltages (accumulation region). When the voltage-dependent 
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capacitance (C-V) characteristics of GaAs-based devices are 

examined at sufficiently forward biases, it becomes possible to 

encounter negative capacitance values in this voltage region. 

Negative capacitance phenome can occur because of the series 

resistance, surface stages, and minority carrier injection [29], 

[30]. The relaxation times of the surface states can also affect 

negative capacitance behaviour depending on frequency [31], 

[32]. On the other hand, some advantages of the negative 

capacitance effect in ferroelectric materials and the advantages 

of this effect have become an important topic in recent years 

[33]. And many studies have been carried out on these 

subjects [29]–[34]. However, the ionizing radiation effects of 

such devices have not been adequately studied, especially in 

sufficient forward biases where negative capacitance values 

are observed. Therefore, it is predictable that this study can 

significantly contribute to the literature to understand the 

device's radiation dependency, which has negative capacitance 

and anomalous/abnormal peak behaviour. 

The type and dose of the ionizing radiation can affect the 

devices' electrical, optoelectronic, and dielectric features [28]. 

Many energetic particles, such as neutrons, alpha, and beta, as 

well as electromagnetic radiations, such as 𝛸 and 𝛾 rays, are in 

the category of ionizing radiation. These high energy sources 

(ionizing radiation sources), which emit energetic photons of 

approximately 1 MeV, can cause events called displacement 

damage in electronic devices [35]. Displacement damage, 

defined as the separation of atoms from the standard lattice 

regions in the target material, can lead to new energy levels 

formation in the semiconductor band gap. Briefly stated, 

displacement damage caused by ionizing radiations leads to 

considerable changes in devices' electrical, optoelectronic, and 

dielectric features, which makes the reliability of devices used 

in radiation environments questionable. Therefore, the 

radiation effects of the electronic devices which possible use 

under ionizing radiation needs to be carefully studied and 

understood. The best way to understand these effects is to 

examine the device's voltage-dependent capacitance-

conductance (C-G/ω-V) characteristics and other voltage-

dependent current (I-V) characteristics. Since this study 

focuses on the negative capacitance behaviour with the 

abnormal peak phenomenon observed in C-V graphs, only the 

C-V and G/ω-V graphs of the GaAs-based MIS device have 

been discussed with some critical device parameters such as 

surface states (Nss) and the series resistance (Rs). 

II. MATERIALS AND METHODS 

The fabrication processes of the GaAs-based with a natural 

oxide layer MIS device can be summarized in several primary 

stages. The first step is the chemical cleaning process applied 

to remove organic and metallic impurities from the surface of 

a (100) oriented n-type GaAs wafer. At this stage, the wafer 

was first degreased for about five minutes in some organic 

solvent mixtures well known in the literature and then etched 

several times in some solutions. At each step, the wafer was 

quenched in deionized water. Upon completion of the 

chemical cleaning process, it was quickly dried in a nitrogen 

gas environment. 

In the second stage, before the formation of the ohmic 

contact, gold (Au) metal was doped with Ge to obtain a high-

quality ohmic contact [36]. Then the Au-Ge mixture (88% Au 

and 12% Ge) was evaporated onto the matte (back) surface of 

the n-type GaAs wafer in a high vacuum system. Afterwards, 

the n-GaAs/Au-Ge wafer was annealed at 450°C for about six-

seven minutes in nitrogen ambient to reduce the ohmic contact 

resistivity, and 200 nm thick ohmic contact was obtained. 

Before proceeding to the Schottky contact process in the third 

stage of the production process, the wafer was kept in a clean 

room for a few days. Thus, the formation of a very thin natural 

oxide layer (≈ 2.3 nm) was allowed. 

In the final stage of the production process, the Au metal 

with 99.999% purity was evaporated to the masked front 

surface of the n-type GaAs/Au-Ge wafer using the thermal 

metal evaporation system. Thus, many Schottky contacts with 

a thickness of 200 nm and an area of 7.85x10-3 cm2 were 

obtained. So, the production process of the Au/(n-type 

GaAs)/Au-Ge with natural oxide layer (GaAs-based MIS 

devices) was completed. The schematic view of the produced 

GaAs-based MIS device can be seen in Fig. (1). 

 

 
Fig.1. The representative view of the GaAs-based MIS device. 

 

The GaAs-based MIS device's voltage-dependent 

capacitance and conductance values were obtained for the 

unirradiated sample (0 kGy) and after 5 and 10 kGy radiation 

doses for a wide voltage range (± 4 V) after the production 

process. The vpf-475 cryostat was used for measurements to 

rule out possible external influences, and Hewlett Packard 

Impedance Analyzer was used to obtain C-G/ω-V data. On the 

other hand, the Ob-Servo Sanguis 60Co irradiation source 

located in Ankara was used to expose the devices to ionizing 

radiation (gamma rays). Detailed information for the 

measuring system can also be available [37]. The C-G/𝜔-V 

data for the unirradiated sample and after the irradiation 

processes were obtained at the high (500 kHz) frequency to 

eliminate fabrication-induced Nss [38]. These measurements 

were carried out in the laboratory located at the Gazi 

University Photonics Application and Research Center. 

III. RESULTS AND DISCUSSION 

Some previous studies have shown that traps/charges can 

significantly change C-G/𝜔 values, especially at low 

frequencies below 500 kHz, because they can easily track the 

ac signal [39]. However, at high frequencies (f ≥ 500 kHz), 

these traps/loads cannot track the ac signal and therefore do 

not cause significant changes in C-G/𝜔 values [31]. Another 

well-known fact is that the C-G/𝜔-V curves of the MIS/MOS 

devices are highly sensitive to ionizing radiation at high 

frequencies due to small capacitance/conductance values, 

mostly in the order of nF/pF. In addition, the disappearance of 

the effects of fabrication-induced surface conditions can be 
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shown as another reason for this situation. Therefore, the C-

G/𝜔-V data obtained at high frequency can give us essential 

information about the radiation effects of the MIS devices. 

The typical behaviour of the capacitance curves of an 

MIS/MOS device is given in the reference [40], and there are 

three regions, known in the literature as depletion, inversion, 

and accumulation regions, in these characteristics. Typical 

capacitance characteristics can also be divided into five areas: 

depletion (voltages around 0 V), weak accumulation-inversion 

(small positive-negative voltages), and strong accumulation-

inversion (high positive-negative voltages) regions. The 

capacitance values in the high positive voltages can be 

considered almost independent of voltage in the ideal case. 

Their values also exhibit a curve behaviour almost 

independent of the frequency in the weak 

accumulation/inversion regions [41]. However, because of the 

surface states and accumulated charges, capacitance values 

can easily change depending on the frequency in the depletion 

region. It is known that the GaAs-based MIS devices' C-V 

characteristics may exhibit negative behaviour or a concave 

curvature in the accumulation region due to the surface/dipole 

polarization, series resistance, and the interlayer growing 

between the M/S interface. 

Voltage- and radiation-dependent C-G/ω-V curves given in 

Fig. (2) show that ionizing irradiation significantly affects the 

capacitance and conductance curves, especially in the 

accumulation and depletion regions. Besides, abnormal peak 

behaviours at about 1.75 V in the capacitance curves are 

striking for unirradiated measurements after each irradiation 

dose. On the other hand, all capacitance curves crossed at 

approximately 3.25 V, and these curves started to take 

negative values. It can also be seen in Fig. (2) that the peak 

point of the capacitance curves is shifted towards the positive 

voltages, and the amplitude of these peaks increases with the 

increase in gamma-ray amounts. These behaviours can be 

observed because of the ionization processes, the MIS device's 

series resistance, and surface states located between the M/S 

interface, as well as due to some effects (displacement 

damages) of ionizing radiation [29], [42]–[44].  

The capacitance and conductance graphs show that while 

capacitance values decrease, conductance values increase with 

increasing biases in the high positive voltages. The 

conductance values also increase with increasing irradiation 

doses. Briefly stated, the conductance values increased rapidly 

and reached their maximum value, while the capacitance 

values reached their minimum value in the strong 

accumulation region. It is possible to say that this situation 

directly shows the inductive behaviour of the MIS devices. 

The behaviour of the negative capacitance values and 

increasing conductance values, depending on the increase in 

the radiation dose, also indicate that the inductive effect of the 

MIS device becomes more pronounced under ionizing 

radiation. Nevertheless, it is necessary to thoroughly examine 

the voltage-dependent resistance curves (Ri-V) and radiation-

induced surface states to understand which parameter(s) cause 

these behaviours. Therefore, this issue should be reconsidered 

when discussing the Ri-V and radiation-dependent Nss-V 

graphs. 

 

 

 
Fig.2a. The behaviour of the GaAs-based MIS device's capacitance curves 

under radiation. 

 

 

 
Fig.2b. The behaviour of the GaAs-based MIS device's conductance curves 

under radiation. 

 

 

 
Fig.2c. The capacitance and conductance curves for the unirradiated sample. 
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Fig.2d. The capacitance and conductance curves for 10 kGy radiation doses. 

 

The Nicollian and Brews method 

( ) can be used in order to obtain 

Ri-V curves from the C-G/ω-V data, and so the actual series 

resistance values (Rs) for MIS devices can be determined from 

the high positive voltages of these curves [45]. Fig. (3), given 

Ri-V curves, shows that Ri values did not show a significant 

change depending on the radiation dose when viewed in terms 

of the curve shape in all regions. Besides, these curves showed 

peaks in the depletion region and remained almost constant in 

the high positive voltages where actual series resistance values 

are obtained. In brief, the Rs values vary as 8.74, 7.88, and 

6.82 Ω for 0, 5, and 10 kGy ionizing (gamma) radiation doses. 

Such a peak behaviour in Ri-V curves, thought to be due to 

the particular distribution of Nss, has occurred in many devices 

[46]–[48]. However, due to the different effects of gamma 

irradiation on the devices, it has been determined that the 

series resistance values and peak amplitude may decrease or 

increase after the radiation process. The reduction in Rs values 

may be due to radiation defects and/or the annealing effect. On 

the other hand, the increasing behaviour is usually the result of 

the device's tendency to degrade under radiation. As a result, 

the reduction in Rs values under ionizing radiation of this MIS 

device is meagre and shows that the device is not prone to 

deterioration. Ionizing radiation changed the carrier mobility 

and free carrier concentration in the MIS device; therefore, a 

decrease in Rs values occurred. These effects have led to an 

increase in the conductance values in the high positive 

voltages. 

In the previous paragraph, attention has been drawn to some 

resistance effects. However, it is necessary to obtain correct 

capacitance-conductance values (CC-GC/ω), which are 

eliminated Rs effects, and radiation-inducted Nss to determine 

all results of the series resistance on the behaviour of the 

device's electrical characteristics. It is known that the CC and 

GC/𝜔 values can be obtained from Eqs. (1-3). Thus, the effects 

of Rs for each voltage region can be revealed. Therefore some 

graphs about the correct capacitance-conductance curves are 

obtained given in Figs. (5a-5d). 

On the other hand, the high-low frequency method, which is 

used to calculate surface states, can also be used to obtain 

radiation-induced Nss (provided in Eq. (4)) for all voltage 

biases [49]. Thus, the graphs of the radiation-induced Nss that 

depend on voltage bias are determined and given in Fig. (4). 

 

 (1) 

 (2) 

 (3) 

 

(4) 

 

Here, Cbefore represents the capacitance value of the 

unirradiated device, while Cafter corresponds to the capacitance 

value of the irradiated sample at different doses. Cox also 

corresponds to oxide layer capacitance. On the other hand, the 

interlayer capacitance (Ci) can be calculated from the C-G/ω-

V data, and other parameters are also well-known in the 

literature ( ). 

 

 

 
Fig.3. The GaAs-based MIS device's Ri-V curves under radiation. 

 

 

 
Fig.4. The behaviour of radiation-induced surface states for GaAs-based MIS 

device. 
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Fig.5a. The Cm-Cc-V graphs of the GaAs-based MIS device for the 

unirradiated sample. 

 

 

 
Fig.5b. The Gm/ω-Gc/ω-V graphs of the GaAs-based MIS device for the 

unirradiated sample. 

 

 

 

 
Fig.5c. The Cm-Cc-V graphs of the GaAs-based MIS device after 10 kGy 

radiation doses. 

 
Fig.5d. The Gm/ω-Gc/ω-V graphs of the GaAs-based MIS device after 10 

kGy radiation doses. 

 

As shown in Figs. (5a-5d), the capacitance and conductance 

values increase significantly when the Rs effect is neglected in 

the positive voltages, and the peak points of the capacitance 

curves shift towards the positive biases. The GC/𝜔-V features 

also give a peak before and after irradiation, although there 

aren’t any peaks in the Gm/𝜔-V curves. These peaks in GC/𝜔-V 

properties caused by interface traps indicate that charge 

transfer can occur via diffusion at the M/S interface 

(mechanical tunnelling mechanism). Briefly, series resistance 

can seriously affect the devices' capacitance and conductance 

characteristics. Furthermore, it can hide the interface trap 

effects, especially in the depletion region. 

When the radiation-induced surface states are examined, it 

can be seen that they increase depending on the radiation dose 

and give a peak of around two volts depending on the voltage 

biases. In conclusion, the shifts in the capacitance curves and 

the peaks in conductance curves indicate the changing trap 

charge density with the gamma-radiation effect. The shifting 

of the CC-GC/ω–V characteristics compared to the measured 

C–G/ω–V curves also indicate charge trapping in the interlayer 

for the irradiated sample. 

The accumulated charges in the interlayer (oxide) result in 

MIS devices' degradation under ionizing radiation. This 

degradation is because of the change in silicon dioxide's 

chemical and physical features as well as the passivation of 

dangling bonds. The generation of trap centres is also possibly 

responsible for feature differences [50]. However, when the 

radiation-induced Nss is examined (at about 3x1012 eV-1cm-2), 

it can be seen that its level is not very high for pinning the 

fermi energy level [50] under the maximum cumulative dose 

of gamma-irradiation. The level of the Rs is also deficient, and 

it changes less than 2 Ω (from 8.74 to 6.82 Ω) for the 

maximum radiation doses (10 kGy). Therefore, it is possible to 

say that the degradation in this MIS device is insignificant, 

and it can be used as an electronic component in ionizing 

(gamma) radiation environments with an irradiation dose of 

around 10 kGy. 
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IV. CONCLUSION 

The C-V graphs of MIS/MOS devices, especially GaAs-

based devices, may exhibit negative behaviour or a concave 

curvature in the high voltage biases. Negative capacitance 

values indicate that the inductive effect of the device is more 

pressure than the capacitive effect. In this study, the GaAs-

based MIS device (Au/n-GaAs/Au-Ge with natural oxide 

layer) was produced, and its capacitance and conductance data 

were obtained for 0 (unirradiated sample), 5 and 10 kGy 

ionizing (gamma) radiation doses. Thus, this study focuses on 

the negative capacitance phenomenon of MIS devices under 

ionizing radiation, and experimental results show that 

abnormal peaks were observed in C-V graphs, and the peak 

point shifted toward the positive biases after the device was 

exposed to gamma irradiation. On the other hand, the 

conductance values increased rapidly and reached their 

maximum value, while the capacitance values reached their 

minimum value in the high voltage biases. This situation is 

directly related to the MIS devices' inductive behaviour, which 

was determined to be more effective after irradiation. Such 

behaviours can be observed because of the ionization process, 

the MIS devices' series resistance, surface states between the 

M/S interface, and some displacement damages caused by 

ionizing radiation. 

The actual series resistance values with Ri-V curves, correct 

capacitance-conductance graphs, and the radiation-induced 

surface states were also obtained to clarify the effects of 

radiation on the device. And results show that the capacitance 

and conductance values increase significantly when the Rs 

effect is neglected (after the correction process), especially in 

the positive voltages. The peak points of the capacitance 

curves shift towards the positive biases. Furthermore, the 

GC/𝜔-V graphs give a peak before and after irradiation, 

although there aren’t any peaks in the Gm/𝜔-V curves. 

Therefore, it can be said that the Rs can seriously affect the 

devices' capacitance and conductance characteristics.  

In conclusion, the radiation-induced surface states changed 

around 3x1012 eV-1cm-2 for the maximum cumulative dose (10 

kGy), and the actual resistance values changed to 8.74, 7.88, 

and 6.82 Ω for 0, 5, and 10 kGy amounts, respectively. 

Shortly, the degradation rate in the device was found to be 

negligible. Therefore, this MIS device can be safely used as an 

electronic component in some radiation environments, such as 

space, where operating satellite systems, and nuclear plants, at 

gamma irradiation doses of around 10 kGy. 
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Abstract— Grid-connected inverters, one of the widely used 

power systems to benefit from renewable energy systems, play an 

important role. According to the TS EN 50160 standard specified 

in our country, the total harmonic distortion value of the grid 

current of the grid-connected inverters must be below 5%. 

Various filter models are used between the inverter and the grid 

to suppress the harmonic distortions of the current generated from 

the inverters and to keep the THD value of the grid current below 

the specified standard. Among these filter models, L and LCL 

filter models are widely used. Among these filters, the LCL filter 

suppresses harmonics more than the L filter. In addition to the 

THD value of the mains current being below the desired standard, 

the dynamics of the system should be regular. Various feedback 

strategies (Control methods) are available to regulate the 

dynamics of grid-connected systems. Linear controllers, non-

linear controllers and predictive controllers play an important role 

in controlling grid-connected inverter systems. In this study, 

different control strategies are investigated to analyze the 

performance of the grid-tied inverter equipped with an LCL filter. 

Then, simulation studies were carried out by applying traditional 

Proportional-İntegral-Derivative (PID) control, Sliding Mode 

Control (SMC) and Model Predictive Control (MPC) method to 

grid-connected LCL filtered inverter. Simulation studies were 

carried out using MATLAB and theoretical concepts were verified 

by simulation studies. 

 

Index Terms—PID control, Sliding mode control, Model 

predictive control, grid-tide inverter 
 

I. INTRODUCTION 

ECENTLY, Renewable energy production system(REPS) 

applications have increased due to the negative effects and 

costs of fossil fuels(health cost and environmental cost) on the 

environment in terms of energy production systems [1]. 
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Three-phase grid-connected inverter topology is depicted in 

Fig. 1. [2], [3]. 

Various filters and control methods are used to suppress the 

harmonics of the inverter's output current connected to the grid. 

Among the filters, the L filter is not preferred to be used due to 

its high cost and slow system dynamic response in high power 

applications. Furthermore, the use of L filter may suffer from 

poor harmonic rejection capability. Thus, the LCL filter is 

usually preferred since third-order attenuation is achieved 

resulting in improved power quality [4], [5]. 

In the literature, several control methods have been reported 

to control the grid-connected system. In traditional control 

routine, a piece-wise modulator combined with linear controller 

such as PID controller is used. The traditional strategy offers a 

reasonable energy conversion operation. However, the dynamic 

response degraded due to the slow dynamics of the modulator 

[6], [7]. The other critical aspect of the traditional method, the 

feedback design is based on the linear relationship between 

input-output variables (basically pole-zero based transfer 

function). The controller parameters are tuned such that a 

decent closed-loop performance is achieved. However, the 

controller parameters (such as proportional or integral 

coefficients) are fixed during the operation, thus a deviation 

from the operating point negatively influences the reference 

tracking performance. Due to this unpleasant characteristics, 

nonlinear control strategies are desirable to improve transient 

performance of the system. Nonlinear control methods 

overcome stated problems since they have capability to adapt 

the new operating conditions [8]. 

This paper presents the performance evaluation of different 

control strategies for grid-connected inverter. Three feedback 

methods are considered as case studies: PID controller, SMC 

and MPC. The performance evaluation is conducted regarding 

various evaluation metrics. Among aforementioned control 

methods, MPC strategy is very promising. MPC provides a 

rapid response to the load perturbations while ensuring the 

closed-loop stability. Mathematical concepts are verified by the 

simulation works, and each control method is tested considering 

real-case test scenarios. 

II. SYSTEM MODEL 

The three-phase voltage source inverter (VSI), see Fig. 1, 

has eight permissible switching combinations. Each discrete 

semiconductor device can have two discrete values (1 or 0). 

There are two switching limitations in VSI operation. The 

Performance Evaluation of Three-Phase Grid 

Connected Inverter with Various Control 

Methods 
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switching devices on the same VSI leg cannot be 

simultaneously conducted due to dc-bus short circuit. Table I 

summarize allowable switching positions for VSI [9]. 
 

VDC

S1

Vag

S2 S3

S4 S5 S6

ifa

ifb

ifc

Vc C

isc

isb

isa
a

b

c

Vbg

Vcg

VSI

L1

LCL Filter

L2 Vs

 
Fig. 1. The grid-connected VSI with LCL-type filter [3] 

 

TABLE  I ALLOWABLE SWITCH POSITIONS OF INVERTER 

LEGS [9] 

aS  bS  cS  

0 0 0 

1 0 0 

1 1 0 

0 1 0 

0 1 1 

0 0 1 

1 0 1 

1 1 1 
 

A. Output Filter Model 

Power converters are used to integrate most renewable 

energy systems with the electrical grid. İn the grid-connected 

systems, an output filter is often used to reduce the harmonics 

of the grid current generated from power converters. These 

filters can take different structures such as L, LC, LCL filters 

[10], [11].   

The L filter has a simple structure since it is a first-order 

filter. However, in order to reduce the harmonics of the mains 

current, a large inductance value L filter must be used. A filter 

of this value has disadvantages such as high cost and negative 

control time response [11], [12]. 

An LC filter has been proposed as an alternative to the L 

filter. Because the LC filter is a second order filter, it reduces 

the filter  volume and increases attenuation for high 

frequencies. However, it has disadvantages such as the  has of 

inrush currents  in the output capacitance , a resonant frequency 

that  amplify the mains current harmonics, and the instability 

caused by  the direct connection of the capacitor in parallel to 

the electrical network [11], [13]. 

Although the LCL filter has a more difficult design due to 

having a third order filter compared to the L and LC filters,  it 

offers better harmonic attenuation performance and  lower cost 

to reduce the mains current harmonics [14].  In this work, LCL 

filter is used, and the design guideline [15] to determine LCL 

filter parameters is given in Fig. 2 [16].  Based on the algorithm 

presented in , the selected filter parameters are tabulated in 

Table 2. 

TABLE  II LCL FILTER PARAMETERS USED IN SIMULATION 

STUDY 

LCL Filter Parameters System Parameters 

İnverter side 
inductor 

24.44iL mH  One Phase 
Effective 

Voltage 

220nE V  

Damping 

Resistor 
1.1772fR    Active 

Power 
2700P W  

Capacitor 

Filter 
8.88fC F  DC link 

Voltage 
750DCV V  

Grid side 

inductor 
0.11gL mH  Grid 

Frequency 
50gf Hz  

Resonance 

angular 

velocity 

32068res rad   Switching 

Frequency 
12.5swf kHz  

Resonance 

Frequency 
5103resf Hz  Attenuation 

Factor 
0.2(%20)ak   
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Fig. 2. Algorithm of LCL-filter [16] 

 

III. CONTROL METHOD 

This section presents feedback strategies to control the grid-

connected VSI with LCL filter. Herein, three control methods 

are discussed by providing the mathematical models and design 

steps. Firstly, linear PID controller is discussed. Then, SMC and 

MPC methods will be explained. 
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A. Classic PID Control  

The control system with feedback classic PID controller is 

given in Fig. 3. Where  r, e, y are respectively reference, error 

and the output of the system that is  controlled variable . Also, 

in the Fig. 3, 𝐺(𝑠) represents the transfer function of the system 

to be controlled and 𝐶(𝑠) represents the PID controller [17]. 
 

PID 

CONTROLLER              

C (s)

TRANSFER FUNCTION 

OF THE PLANT

G (s)

+-

 
Fig. 3. The PID control block diagram of system [17] 

 

The PID controller is used to reduce or eliminate the steady 

state error as well as improve the dynamic response [18]. The 

transfer function of the PID controller is given in the equation 

which is the below [19]: 
 

   I

P D

K
C s K K s

s
    (1) 

 

Where, 𝐾𝑃 ,  𝐾𝐼 , 𝐾𝐷 represents the proportional, integral, and 

derivative gain of the PID controller controlling the system, 

respectively [19]. 

İn this work, The PID control method compares the inductor 

current that is near grid with the desired reference current. Then 

it multiplies this error with the PID coefficients we have 

determined. Finally, it determines the status of the switches of 

the inverter system by comparing the obtained value with the 

carrier signal as shown in Fig. 4. 
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Fig. 4. Classic PID Control scheme for the grid connected VSI 

 

B. Sliding-mode Control Sliding-mode control of grid-

connected VSI 

The sliding mode control (SMC) is a nonlinear feedback 

control strategy. SMC is an encouraging control strategy in 

power electronics applications where the control of multiple 

control objectives is required. The state variables usually are 

defined as trajectory error, and the control of the state variables 

is achieved by rotating the sliding line. Due to the resonance 

problem of the LCL-type filter, the sliding surface function can 

be properly selected [20]. In this work, the sliding surface 

function is formed by the grid-side current, capacitor voltage, 

and time-derivative of the capacitor voltage.  

The dynamic model of the system is given by  

                      

 1
 

f

g c

di
L v v

dt
 (2) 

 2
 s

c s

di
L v v

dt
 (3) 

  c

f s

dv
C i i

dt
 (4) 

              
  In (1)-(3), 𝒗𝒈 = [𝑆1𝑣𝑑𝑐    𝑆2𝑣𝑑𝑐    𝑆3𝑣𝑑𝑐] with 

1
S ,

2
S  

𝑆1, 𝑆2 and 𝑆3𝜖{1,0}and  3
1,0S , 𝒊𝒇 = [𝑖𝑓𝑎  𝑖𝑓𝑏   𝑖𝑓𝑐]. The 

input voltage g
v  depends on the switching positions. The state 

variables are expressed as 
 

 
*

1
 

c c
x v v  (5) 

 

*

2
 c c

dv dv
x

dt dt
 (6) 

 
*

3
 

s s
x i i  (7) 

 

Where 𝒗𝑐 = [𝑣𝑐𝑎  𝑣𝑐𝑏  𝑣𝑐𝑐], 𝒊𝑠 = [𝑖𝑠𝑎  𝑖𝑠𝑏 𝑖𝑠𝑐], 𝒗𝑐
∗ =

[𝑣𝑐𝑎
∗  𝑣𝑐𝑏

∗  𝑣𝑐𝑐
∗ ] and 𝒊𝑠

∗ = [𝑖𝑠𝑎
∗  𝑖𝑠𝑏

∗  𝑖𝑠𝑐
∗ ]. The vector 

*

c
v  denotes the 

capacitor voltage reference and 𝒊𝑠
∗ is the grid current reference. 

From (4) and (5), the time-derivative of 𝒙1 equals 𝒙2  2



x x .       

Conceptually, the SMC aims to control the capacitor voltage 

and the grid current. By using the state variables defined in (4)-

(6), the sliding surface function is defined as 
 

 1 2 3
S x x x     (8)      

 

In (7), λ and σ are the time-invariant parameters that define 

the moving speed of the sliding line. The parameter λ is the 

tuning term of the capacitor voltage control term. 

Fundamentally, it manages the importance of capacitor voltage 

control. The parameter σ is the constant gain of the 

instantaneous grid current error. The grid current control 

performance can be tuned by adjusting σ. Thus, the selection of 

λ and σ are quite important since they have a noticeable 

influence on the closed-loop dynamics. During the sliding 

mode, the sliding function equals zero (𝑆 = 0). In this case, the 

state variable lies on the sliding line, and they move to the origin 

of the phase-plane. To ensure the asymptotical stability, the 

SMC stability condition is considered. 
 

 0S S


  (9) 
 

On the authority of (5), the state variable error converges to 

zero if the condition 𝑆�̇� < 0 is satisfied. The time-derivative of 

(4) results 
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1 2 3

S x x x 
   

    (10) 

 

By managing (1) and (2), the following expressions can be 

obtained. 

 

 
1

1
( )

f

g c

di
v v

dt L
   (11) 

  
2

1s

c s

di
v v

dt L
   (12) 

 

By applying the same procedure, the time-derivative of the 

capacitor voltage is given by 
 

  
2

1c

f s

dv
i i

dt L
   (13) 

  

By substituting (12) into (2), 𝒙𝟐 results as: 
 

  
*

2

1 c

f s

dv
x i i

C dt
    (14) 

 

The time-derivative of 𝒙𝟐 can be determined by taking a 

derivative of (13). Hence, the derivative term of 𝒙𝟐 is expressed 

as 
 

 
2 *

2 2

1 f s c
di di d v

x
C dt dt dt

  
   

 
 (15) 

 

Using (10) and (11), the expression (14) becomes as follows: 
 

 
2 *

2 2

1 1 2 1

1 1 1 1 c

g c s

d v
x v v v

L C L C L C L C dt

  
     

 
 (16) 

 

The time derivative of 𝒙𝟑 is expressed as 
 

 

*

3

s s
di di

x
dt dt



   (17) 

 

To implement the SMC method, a proper control input 

should be defined. The control input 𝒖 is defined as 
 

  u sign S   (18) 

 

The control input has the value of 1 when S >Ψ, and it holds 

the value of -1 when S >-Ψ. As aforementioned before, S refers 

to the sliding surface defined in (7). The control input is 

determined in a hysteresis-based mechanism. In this work, the 

SMC method is implemented in the discrete-time domain. To 

derive the sampled model of the system, numerical 

discretization methods can be applied. In this work, the Forward 

Euler method is used to derive the discrete-time model of the 

system. By using the Forward Euler method and (1)-(3), the 

sampled model of the system can be expressed as 
 

         
1

1 S

f f g c

T
i k i k v k v k

L
     (19) 

         
2

1 S

s S C S

T
i k i k v k v k

L
     (20) 

         1 S

C C f S

T
v k v k i k i k

C
     (21) 

 

The working principle of the SMC method for the grid 

connected VSI is illustrated in Fig. 5. 
 

 
Fig. 5. The SMC scheme for the grid-connected VSI 

C. Model Predictive Control  

The MPC is a nonlinear control strategy. This control method 

has been applied in power electronics applications since 1980. 

Recently, with the improvement of the performance of 

microprocessors, the interest in the MPC algorithm has 

increased even more. The main feature of this algorithm, whose 

working principle is graphically illustrated in Fig. 6, is to 

predict the future behavior of predefined control variables on 

the time horizon with a certain sampling time. It is then to use 

the estimated variables to obtain the optimal switching state by 

minimizing the cost function [21]–[24]. 
 

Predicted behavior

Reference

u(k-2)

u(k-1)

u(k)
u(k+1)

u(k+2)

k-1 k k+1 k+N  
Fig. 6. Working principle of MPC [21] 

For power electronics inverters, the MPC can be designed 

using the following steps [25]:  

1) Measuring currents and voltages of materials required 

for modelling. 

2) Generating all possible switching states and modeling of 

the power inverter which these states are identifying 

relation to the input or output voltages or currents. 

166

http://dergipark.gov.tr/bajece


BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING,     Vol. 11, No. 2, April 2023                                              

  

 

Copyright © BAJECE                                                                ISSN: 2147-284X                                                     http://dergipark.gov.tr/bajece        

3) Defining a cost function that represents the desired 

behavior of the system. 

4) Obtaining discrete-time models that allow one to predict 

the future behavior of the variables to be controlled. 

As a first step in this study, the dynamic model of the system 

in the t domain was obtained by applying the ambient current 

method. The dynamic model of the LCL filter is given as: 
 

 0

1
0

I

in C C

t

d
V L I R V

d
      (22) 

 0

CV

g

t

d
C I I

d
   (23) 

 2
0

g

C C g

t

I
V I R L V

d
      (24) 

Then, discrete time models are obtained that allow to predict 

the behavior of the variables to be controlled for all possible 

switching states. Numerical methods (such as Forward Euler 

method or Tustin strategy) can be used to formulate the 

discrete-time model of the system. The discrete-time model of 

the dynamical model of the system given above is given as 

follows: 
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 (27) 

The cost function is calculated for each estimate. Calculated 

cost functions are compared between them. Finally, the 

switching state that minimizes this function is chosen among 

them. The cost function of the system is given as: 

 
2

ref pre
g I I   (28) 

The working principle of the MPC method for the grid 

connected VSI is illustrated in Fig. 7. 

 

IV. SIMULATION RESULTS  

This section presents the simulation and comparison results. 

Performance evaluation is performed regarding steady-state 

performance, transient characteristics and harmonic 

suppression capability. 
 

A. Steady-Performance 

The steady states and the total harmonic distortion of the grid 

side current and voltage with respectively PID,SMC and SMC 

control methods applied are given in Fig. 8, Fig. 9 and Fig. 10. 

When using the respectively PID controller, SMC and MPC, 

FFT analysis on the grid current yields a THD value  of 6.15%, 

6.22% and 1.70% as shown in Fig. 8 (b), Fig. 9 (b) and Fig. 10 

(b). As a result, it has been observed that if the MPC method is 

applied to the system, the system  suppresses the harmonics of 

the mains current better and the mains current has a more stable  

structure compared to other control methods. 

VDC

S1 S2 S3

S4 S5 S6

C

a

b

c

L1 L2

gbVgcV gaV

PLL

Icref

PREDICTION MODEL

Cost Function Minimization

Predictive Model Grid Current Control

I0aI0bI0c

Iga

Igb

Igc

Vca Vcb Vcc

Ibref

Iaref

Igb Igc

Igc-pre, Icref

Igb-pre, Ibref

Iga-pre, Iaref

 
Fig. 7. The MPC scheme for the grid-connected VSI 

 

 

 
Fig. 8. For PID control method (a)steady-state results of grid currents 

and voltages and (b)FFT analysis of the grid current 

 

 
Fig. 9. For SMC control method (a)steady-state results of grid 

currents and voltages and (b)FFT analysis of the grid current 

 

(a) 

(a) 

(b) 

(b) 
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Fig. 10. For MPC control method (a)steady-state results of grid 

currents and voltages and (b)FFT analysis of the grid current 

 

The steady states of the inverter side current and capacitor 

voltage with the application of  the specified control methods to 

the system are given in Fig. 11 and Fig. 12. In addition, THD 

results for mains and inverter side current and capacitor voltage 

as a result of applying the specified control methods to the 

system are given in TABLE  III in tabular form. 
 

 

 
 

 
Fig. 11. For (a)PID, (b)SMC and (c) MPC methods steady-state 

results of capacitor voltages 

 

 

 

 
Fig. 12. For (a)PID, (b)SMC and (c) MPC methods steady-state 

results of inverter currents 

 
TABLE  III THD RESULTS FOR GRID SIDE, INVERTER SIDE 

CURRENT AND CAPACİTOR VOLTAGE 

Control 

Methods 

THD of Grid 

Side Current 

THD of Capacitor 

Voltage 

THD of İnverter 

Side Current 

PID 6,15 % 0,52 % 5,29 % 

SMC 6,22 % 2,04 % 16,06 % 

MPC 1,70 % 0,21 % 2,06 % 

 

As seen in Fig. 8, Fig. 9, Fig. 10, Fig. 11,Fig. 12 and  TABLE  

III, when the MPC method is applied to the system,  it has been 

observed  that it gives less THD than other methods. Moreover, 

it has been the inverter and grid current and capacitor  voltage 

have a more  stable structure. 
 

B. Transient-Performance 

During normal conditions, a step change is applied by 

switching the current mains current reference from 10A to 20A 

in 0.4 seconds using the PID, SMC and MPC control methods, 

respectively. Then, the transient performance of the grid current 

and voltage, capacitor voltage, and current on the inverter side 

is investigated. 

Figure 11 (a), (b) and (c) show the simulation results of the 

transient response of measured grid current and voltage as a 

result of the change in reference current using the respective 

control methods, respectively. If these three methods are 

applied to the system, it has been observed that the MPC 

method reaches the desired  reference current value in a shorter 

time compared to the SMC method and the SMC method 

compared to the PID control method. In other words, 

temporarily, it has been observed that the MPC method 

(a) 

(a) 

(b) 

(c) 

(a) 

(b) 

(c) 

(b) 
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responds faster to reach the desired reference value compared 

to other methods. 
 

 

 

 
Fig. 13. For (a)PID, (b)SMC and (c) MPC methods transient results 

of grid currents and voltages 

 

Figure 12 (a), (b) and (c) show the simulation results of the 

transient response of capacitor voltage as a result of the change 

in reference current using the respective control methods, 

respectively. İn the case of MPC method is applied, it has been 

observed that the capacitor voltage is closer to the mains voltage 

compared to other control methods. 

 

 

 

 
Fig. 14. For (a)PID, (b)SMC and (c) MPC methods transient results 

of capacitor voltages 

 

Figure 13 (a), (b) and (c) show the simulation results of the 

transient response of inverter side current as a result of the 

change in reference current using the respective control 

methods, respectively. It has been observed that if the MPC 

method is applied to the system, it responds faster to reach the 

desired reference value of the current on the inverter side 

compared to other control methods. 
 

 

 

 
Fig. 15. For (a)PID, (b)SMC and (c) MPC methods transient results 

of inverter currents 

V. CONCLUSION 

In this study, a three-phase grid-connected inverter system is 

designed. LCL filter is designed so that the mains current of the 

designed inverter system to be below 5% of THD value. In 

order for the grid current of the three-phase grid-connected 

inverter system to reach the desired reference current and the 

dynamic performance of the system to be good the control of 

the inverter system with different control methods has been 

carried out with a  simulation study. First of these control 

methods, the PID control method, which is a linear control 

method, was applied to the inverter system. The PID 

coefficients of the PID control method are selected randomly. 

Secondly, the SMC method, which is a nonlinear control 

method, was applied to the system. For SMC control, the sliding 

surface function must be close to zero. Finally, the MPC control 

method, which is a predictive control method, has been applied 

to the inverter system. With this control method, the control of 

the system is achieved by estimating the future value of the 

measured current. 

PID, SMC and MPC methods were applied to the designed 

LCL filtered grid-tied inverter system, respectively, and a 

simulation study was carried out. In the simulation study, 

firstly, steady state analysis was made, and it was seen that the 

system was stable in the case of applying the specified control 

(a) 

(b) 

(c) 

(a) 

(b) 

(c) 

(a) 

(b) 

(c) 
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methods to the system. Secondly, FFT analysis of the inverter 

side, grid side current and capacitor voltage was performed, and 

it was observed that the MPC method was better than the other 

control methods in terms of THD value. Finally, transient 

analysis was performed, and it was observed that the measured 

current reached from 10A to 20A in a shorter time if the MPC 

method was applied compared to other control methods. 

As a result, it has been seen that the MPC method gives better 

results than other control methods when applied to the inverter 

system. In future studies, the MPC method will be examined 

because it is easy to operate and control functions can be easily 

added to the cost function. 
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Abstract— DALI (Digital Addressable Lighting Interface) is 

one of the communication types commonly used in smart LED 

systems. Energy savings and user comfort can be achieved by 

making scenario definitions for LED drivers. In this study, the 

design of the LED driver controller, which is controlled via Wi-Fi 

communication with the user interface supporting the DALI 

protocol, will be mentioned.  Communication of the developed 

controller with the user interface will be carried out wirelessly. 

Wi-Fi has been preferred. The hardware part of this developed 

system consists of a processor-supported control circuit, a 

communication unit circuit and DALI hardware circuit parts. 

The designed smart LED driver controller can fulfill the 

standard requirements of the DALI protocol. It converts the 

command information received over Wi-Fi to the DALI protocol 

and provides control of the LED driver. The control device will 

be controlled and monitored via smartphone, computer, tablet, 

and web. In conclusion, with the commands given from the user 

interface, the LED driver turns on/off the light, 

increases/decreases the light intensity and similar commands 

available in DALI standards are controlled. 

 
 

Index Terms— DALI Protocol, LED Driver, Smart Lighting, 

Energy Saving, Wi-Fi Communication.  

 

I. INTRODUCTION 

NERGY SAVING is using less energy by changing 

behaviors or habits. Energy efficiency using new 

technologies without reducing quality and performance, better 

it is the provision of living conditions. Energy efficiency 

should be increased to use limited energy with better quality 

and to provide a more economical structure to enterprises. So, 

it is necessary to analyze the energy in every aspect. LED 

lamps consume 90% less energy and are produce lighter, 
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compared to light bulbs. In this way, they help to achieve 

energy savings [1].  

Many automation and smart technology solutions are used in 

the field of energy efficiency and saving. The most effective 

solution for the development of smart lighting systems is the 

use of universal protocols. One of these protocols is DALI. 

DALI is a concept that stands for a smart lighting 

management system that provides increased energy savings, 

easier installation and maintenance, and maximum control and 

retrofit flexibility in a completely open standard. DALI is not 

a single product. It is an industry-standard protocol that allows 

the seamless mixing and matching of DALI-compatible 

components from different manufacturers (ballasts, control 

systems, sensors, controllers, switches, etc.) into complete 

systems [2]. Wireless technology has been identified as a 

promising wiring and communication alternative for building 

systems. Low cost and less complexity, as well as increased 

flexibility in wiring, are the main advantages of wireless-

enabled systems over wired counterparts [2]. 

To control the LED drivers that support the DALI protocol, 

a master controller is needed, which is the requirement of each 

communication protocol [3]. Controllers serve to transfer the 

situations desired by the user to slave devices. Commands to 

controllers are usually sent via a user interface. Human 

interaction is also provided by the application tier via 

graphical user interfaces (GUI) [4]. For commands to be sent 

to the controllers via the user interface, communication is 

needed between the computer and the controller. This 

communication is divided into 2 groups, wired or wireless. In 

the study, the communication between the user interface and 

the controller is carried out wirelessly using Wi-Fi 

communication. 

In this study, the product to be presented to the customer 

who provides remote control of the DALI communication 

protocol is aimed. The working output is the product, and it is 

planned to remotely control the LED drivers that support the 

DALI communication protocol. A DALI protocol controller 

with Wi-Fi support has been made. Thanks to this device, 64 

DALI-supported LED drivers on the line were connected to 

the DALI controller, which is the output of this study, and the 

control was made. With these controls, it is possible to 

remotely control the device by connecting to any Wi-Fi line 

by making a DALI line connection in the environment where 

DALI-supported LED drivers are located.  

The final output of the study is a product designed with 

hardware and software. The WEB page has been designed for 

DALI Compatible Smart LED Driver 

Controller with Wi-Fi Communication 
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testing this product. It is possible to access this WEB page 

from any platform with an internet and internet browser, such 

as a computer, tablet mobile phone and it is possible to control 

the LED lighting from anywhere desired.  

II. RELATED STUDIES IN THE LITERATURE 

20% of the consumed electrical energy is spent in industrial 

enterprises, 30% in stores, and approximately 40% in offices 

for lighting purposes. The share of lighting in energy 

consumption and energy expenditure is the largest item after 

heating and cooling systems. Considering that the electrical 

energy spent on lighting in buildings created with a modern 

understanding is about 60%, the importance of energy saving 

in lighting is better understood. The next step is to check the 

lighting. Lighting control, which will be carried out using 

appropriate control techniques and systems, should create 

lighting that can be suitable for each element working in terms 

of the amount and quality of light. By automatically 

controlling the lighting, it is also possible to manage 

consumption and expenditure more effectively by actively 

saving energy.  

Bellido-Outeirino F. J., Arc. [5] his work focuses on the 

integration of DALI devices into wireless sensor networks to 

use energy effectively. Since different manufacturers are 

usually interested in one aspect of building automation, the 

building automation system offered to the end user has an 

integrated building management system and different sub-

communication systems. Their main purpose is to provide the 

end consumer with an economical, fully centralised system in 

which automation systems are managed by IEEE 802.15.4 

based wireless sensor network [5]. 

In the study conducted by the Moeck M [6] et al., they 

focused on the development of a prototype in a WSN network 

(Wireless Sensor Network) that also integrates the DALI 

protocol. Since DALI is a communication protocol standard 

that has been used for many years and is highly preferred by 

manufacturers, it is quite easy to find DALI compatible 

devices. This is one of the biggest reasons why they prefer [6]. 

In Bellido-Outeirino, F. J Arc’s [7] work, he uses IEEE 

802.15.4 networks with WSN to control DALI devices. 

ZigBee for working directly on the PHY (Physical Layer) and 

MAC (Media Access Control) layer of IEEE 802.15.4 [7] 

instead of using it, they decided to implement a WSN based 

on IEEE 802.15.4. Due to the lack of an interoperable protocol 

between different manufacturers, they did not prefer to use 

ZigBee. 

In the study of Man-Lin Wu [8] et al., they focused on 

software development of the DALI master and DALI slave 

equipment manufacturer, while general lighting manufacturers 

focused on purchasing commercially available options to 

reduce individual costs and business development time. 

In a study conducted by Delvaeye et al. [9, 10] in Belgium, 

they stated that the electrical energy savings in the lighting 

system of a DALI-controlled open-loop system are 46%, 

based on a one-year measurement. 

In the study conducted by George K. Man [11], they have 

made a low-cost, low-power, efficient DALI LED driver 

controller based on Raspberry, which is open source. The Pi3 

microcontroller was developed as a prototyping platform, 

control software and Linux kernel. 

In the study by Jingyu Liu et al., [12] they used the DALI 

protocol to communicate the controller with LED luminaires. 

The simulation results show that an uncontrolled lighting 

system can provide sufficient illumination. The lighting 

system has determined wider controllability in order to ensure 

that the lighting environment operates in the most energy-

saving way. The experimental results show that significant 

lighting energy is obtained by using the designed controller. 

In the study conducted by Niko Gentile et al., [13] lighting 

systems were also used in places where daylight was 

insufficient, thanks to the increased control capabilities with 

LED technology. The use of daylight in integrative lighting is 

currently very limited.  

In the study by Zhong Chen et al., [14] they worked on the 

DALI protocol by adjusting the LED light in busy places.  

In the study by Mary Ann George et al., [2] they designed a 

lighting system with two dependent microcontrollers using a 

temperature sensor and a motion sensor by creating a photo-

sensor interface with wireless technology. 

In the work done by Oscar Osvaldo et al., [15] a bridge is 

created between the DALI bus, providing the necessary timing 

for the hardware and MCU selection of the DALI protocol, 

bus bits, Manchester coding and frame formatting. 

It was implemented by Francisco Bellido-Outeiriño et al. 

[16] by integrating the DALI protocol with the advanced 

control system on the lighting system. Although designed for 

lighting control, DALI has also been adapted to other 

applications, such as the following.  HVAC, motor, or fan 

controllers etc., the automation system that allows monitoring 

and control, which is part of the system, has been used in 

applications for the end user and energy efficiency. 

In the work by Gil-de-Castro A et al., [17] the term smart 

grid refers to a fully modernized electrical distribution system 

that monitors, protects and optimizes the operation of its 

interconnected elements end-to-end. Smart Grid is expected to 

affect all areas of electric power systems, productions, 

distributions, end consumers, citizens, electric vehicles, street 

lightings and other home devices. There is a great potential to 

renew existing old street lighting and save energy 

consumption. 

In the study by Domingo-Perez F et al., [18] a new remote 

management system for street lighting is presented. The 

management system was implemented using a wireless 

communication system and a lighting control protocol. It 

focuses on developing a street lighting management system 

using wireless sensor networks and DALI ballasts, and 

experimental results obtained from various tests are presented. 

To test the network and obtain the results, they implemented a 

JAVA-based SCADA (Supervisory Control and Data 

Acquisition) interface. The user can send a command to the 

PAN coordinator using this interface; the coordinator sends 

the selected command to the selected node. 

Nowadays, some smart lighting applications can be made on 

mobile phones. Samuel Tang et al., [19] developed an 

algorithm by using the smart lighting system application, the 

daylight on the smartphone, and enabled the lighting system to 

be controlled wirelessly. 
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The system designed by Tullio de Rubeis et al.  [20]  is 

based on a mountable smart control unit and lighting control 

devices. The installation is non-invasive and does not require 

any modifications.  Communication Provides communication 

between each lamp and the control system via 2.4GHz 

wireless protocol. 

T.W. Kruisselbrink et al., [21] on the other hand, tested 

using two alternative brightness-based lighting control 

algorithms. In algorithm 1, the goal is to maintain desktop 

lighting.  If it is algorithm 2, the goal is to maintain the 

predefined stage lighting. 

The study by Ivan Chew et al. [22] focuses on energy-

efficient, commercial and advanced smart lighting systems in 

smart lighting technology. In addition, the review of smart 

lighting connection options and their potential are discussed.  

Kim D. In the study by H et al., [23] the modern lighting 

control system heralds a radical change since the development 

of LED lighting and the universalization of the Internet. An 

advanced lighting system starts to be controlled anywhere at 

any time without time and space restrictions via the Internet, 

and the ambient light can be controlled automatically 

depending on the environment. In addition, lighting controls 

began to illuminate the room as a single unit, and wireless 

communication began to be used instead of the wired 

communication technologies described for individual lighting 

control. In the study, lighting control system using wireless 

technology and lighting elements that should be considered by 

applying ad hoc mode or infrastructure mode of wireless 

communication technology are summarized. In this study, 

performance factors for wireless lighting control networks are 

studied. Some factors, such as latency, packet loss and the 

number of nodes are also as important as the traditional 

wireless communication network. But it is not as important as 

others, such as power saving and mobility. Problems such as 

improving communication broadcasting remain a challenge 

that needs to be solved. 

In the study by Han Zon et al., [24] a study was conducted 

with the aim of reducing energy consumption while 

maintaining the lighting comfort of the building occupants.  

Using WinLight by existing Wi-Fi infrastructure, a suitable 

dimming command is calculated for each lamp of a lighting 

system. For this, a control algorithm has been created. A 

centralized lighting control system assigns these commands to 

a regional gateway, and occupancy-oriented lighting control is 

achieved by locally activating the brightness adjustment. 

In the study carried out by Qiu C and his colleagues, he 

presents a wireless control system for visible light 

communication (VLC). It is equipped with BLE (Bluetooth 

Low Energy) SoC (Security Operations Center) to support 

iBeacon. VLC data/frequency can be easily configured by 

smartphone. This combined beacon/lighting/VLC function 

helps to reduce the cost of beacon placement and improve 

indoor localization accuracy [25]. The underlying 

communication technology of iBeacon is Bluetooth Low 

Energy. It transmits a signal with only small bits of data, 

typically a unique identifier. This allows mobile apps 

(Applications) to Decouple between beacons and act when 

necessary. 

In the work of Zheng Z. et al., [26] visible light 

communication (VLC) technology uses light-emitting diodes 

(LED) as a medium to enable high-speed communication. The 

information is transmitted in the form of binary data by 

modulating the intensity of the LED light. As a new type of 

highly effective location-based technology, it is currently 

receiving great attention. In these two studies, it was 

integrated into a single system based on Bluetooth SoC. This 

compact system provides accurate location inside spaces and 

provides a flexible configuration in system parameters. 

In the study of George M. et al., [2] a photo sensor, 

temperature sensor and occupancy sensor interface were 

installed on the Master CC2531 USB Dongle. By sending 

control signals to two dependent microcontrollers (CC2531 

USB Dongles) using these sensor inputs, it has been enabled 

to control the ballast in two different regions using ZigBee 

Communication. 

Michael Kent et al., [27] for energy efficiency, processed 

real-time lighting data with sensors that transfer to a light 

control controller, and controlled whether daylight provides 

more illumination than required or desired. 

A smart LED luminaire was designed by Ivan Chew et al. 

[28]  in this fixture; the LED driver consists of LEDs, ZigBee 

module, microcontroller and sensors. By creating an interface 

with the wireless communication module, the ambient light 

level was controlled. 

In the study by Michael Papinutto et al., [29] as a result of 

current research they mainly focused on energy saving and 

automation mostly does not allow customization. In this case, 

users have developed strategies themselves to bypass 

automation. 

In the study by Nima Hafezparast Moadab et al., [30]   

advanced and integrated lighting technology control, including 

an internet-based network, can be made for data 

communication used by lighting systems. Different scenarios 

have been developed by conducting this light simulation study 

in Sweden. The result of the study shows that the appropriate 

use of smart lighting solutions, including optimized sensor 

applications, has the potential to generate savings. Electric 

lighting energy consumption compared to non-smart systems, 

energy savings of more than 50% have been achieved. 

L.T. In the study by Doulos et al., [31] the energy efficiency 

of LED luminaires is much better than others. Although the 

power factor values of luminaires with T5 fluorescent lamps 

are lower, they are pale. 

When the differences between the other studies in the 

literature and this study are examined, the studies in the 

literature are generally suitable for automation systems.  It has 

been seen that multiple sensors are remotely managed systems 

with wireless communication protocols for large businesses.  

These large systems are quite costly.  In this study, the main 

purpose is to make DALI communication protocol supported 

master device.  With this study, an interface was developed, 

and master device control was provided. The simple structure 

of the interface provides ease of use and low cost for 

customers.
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III. MATERIAL AND METHOD 

The modern lighting system is not thought out independently 

of the controls. It allows for ensuring the regulatory 

parameters of the light environment with minimal energy 

costs. Various solutions can be used to control the light 

current. The protocols used in these systems are analogue 0-

10V control, DMX512 (Digital Multiplex) protocol, RDM 

protocol (Remote Device Management), KNX (Konnex) 

protocol, Modbus and one of the most common ones is the 

DALI protocol [32]. 

A. The DALI Protocol 

DALI is a communication protocol developed for lighting 

systems in accordance with the IEC 62386 technical standard. 

Devices working with the DALI protocol send messages to 

each other over the DALI line in a wired way [33]. The DALI 

protocol is used for communication between the master device 

and the slave. DALI is compatible with LED drivers provides 

energy saving in lighting systems with high efficiency.  The 

DALI communication system consists of at least one controls, 

one DALI-supported LED driver and one power supply to 

supply the DALI line. The master can send commands and 

control all the lighting hardware in the DALI line individually 

or in groups [34]. 

In this study, commands will be sent to the controller via a 

user interface. However, in DALI systems, the controls do not 

have to be a user interface. The intensity of the light falling on 

the sensor is measured according to the illumination level of 

the environment. The sensor connected to the DALI line sends 

commands directly, and the sensor can control a lighting 

device or a group in a slave state [35]. 

The address information of the DALI LED driver devices 

and grouping information are made with the commands that 

will be sent to the LED drivers via the DALI line. In the DALI 

communication system, each lighting device has an address 

between 0 and 63. In other words, a DALI control device can 

control up to 64 drive devices [36]. In the case of using more 

LED drivers, controls should be used once for every 64 groups 

and their controls should be performed separately. 

If we look at the general automation system structure in 

Figure 1, communication is used between the DALI controller 

and the lighting hardware, while Wi-Fi communication is 

selected between the control device and the user interface 

software. Depending on the control device, a different method 

can also be selected instead of Wi-Fi [8].  

 

.  
Fig.1. General Automation System Architecture. 

 

Electrical characteristics of the DALI controller There is a 

double-wired connection between the DALI drives. A bridge 

diode is used at the input of the DALI circuit for protection 

purposes. The purpose of this is a precaution taken even 

though the team making the installation in the field 

environment makes the connections in reverse. There are no 

polarization restrictions due to this bridge diode.  There is no 

positive or negative direction status for the cable that provides 

data communication [37].  A signal mark above 9.5 V is a sign 

of a high level. A signal less than 6.5 V is a low-level signal. 

The main control unit communicates with the DALI-supported 

LED drivers by setting the level to high or low according to 

the DALI protocol [34]. 

 

 
Fig.2. DALI Connection Diagram. 

 

Logic 1 and logic 0 values are used when making DALI 

communication. For DALI communication to be successful, at 

least one control, at least one DALI-supported LED driver and 

power supply are needed on the connection line, as shown in 

Figure 2. Since the DALI devices do not supply the 

communication line, the DALI line must be short-circuited to 

set the voltage level on the line to logic 0. But since a short 

circuit during switching for communication will damage the 

DALI hardware, according to DALI standards, the power 

supply must allow a maximum current of 250 mA. In the 

DALI communication system, all lighting hardware 

communicates via the same communication line. The length of 

the cable line used should be a maximum of 300 meters.  

According to DALI standards, each of the DALI devices in 

the communication system should be designed to consume a 

maximum current of 2mA. The cable used for the line must be 

600V isolated. Communication is provided by the binary 

number system (0-1), the logic value graph used in DALI is 

given in Figure 3 [8]. 

 

 
Fig.3. DALI Electrical Characteristics [8, 9]. 

 

B. Wireless Communication Protocols and Wi-Fi 

Although it does not realize smart lighting systems, the most 

effective solution is to use universal protocols. Wireless 

communication protocols are one of the most important issues 
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for IoT (Internet of Things). Communication protocols allow 

the devices in the system to communicate with each other.  

These communication protocols are LoRa, Wi-Fi, Wi-SUN 

(Wireless Smart Utility Network), 4G/LTE (Long Term 

Evolution), LTE-M, Zigbee and Bluetooth [38]. Wi-Fi is the 

most recognized wireless network technology in the world.  It 

is used to connect phones, computers, and tablets to the 

Internet. This study will also be used for controls and user 

interface communication on the computer using Wi-Fi 

communication [39]. It is compatible with IEEE 802.11 based 

standard. It communicates on 2.4GHz and 5GHz frequencies. 

It provides a usage environment for end users due to its 

advantages of fast and easy accessibility, sensitive security 

approach, high service quality and convenient usability [40]. 

In order for us to use Wi-Fi communication, it is necessary to 

add a Wi-Fi module to the card on which our DALI software 

is located. The hardware and software block connection 

diagram that should belong to the Wi-Fi connection area is 

given in Figure 4. 

 

 
Fig.4. Wi-Fi Hardware and Software Block Diagram. 

 

 

 
Fig.5. Connection of ESP8266 with Microcontrollers. 

 

The ESP8266 module was also used in our project to work, 

so that we could only connect to the Internet and get the user's 

settings via the web-based interface.  The ESP8266 is a WiFi 

chip with microcontroller capability and full TCP/IP (Internet 

Protocol-Internet Protocol) protocol stack that allows any 

microcontroller to access the WiFi network [41]. The 

ESP8266 module can host an application in itself or be 

controlled by another application processor [42]. Data 

exchange is provided via the main processor UART 

communication protocol with the ESP8266 module. An 

example illustration of the connection diagram is shown in 

Figure 5. 

IV. HARDWARE AND SOFTWARE OPERATION 

A. Hardware 

The general hardware stages of our study have a main control 

unit, ESP8266 wireless communication module connected to 

the main control unit, DALI hardware circuit that will allow 

communication with DALI compatible LED drivers. The block 

diagram of the hardware made within the scope of the study is 

shown in Figure 6. 

 
Fig.6. Hardware Block Diagram. 

 

In the main control unit section, the data received via Wi-Fi 

communication is transferred to the LED drivers via the DALI 

hardware circuit with the DALI messaging software. The 

DALI control circuit is connected to our processor in the main 

control section via 2 GPIO pins. One of the pins is set as 

signal input (IN) and the other is set as signal output (OUT) 

pin. The reason we need the DALI hardware circuit is that the 

processor pins work with 3.3 V. But for the DALI protocol 

logic 1 signal, we need values between 9.5V and 22.5V, and 

for the logic 0 signal, between -6.5V and 6.5V. The remaining 

sections between 6.5V and 9.5V are Decoded as meaningless 

and are not processed. 

 
Fig.7. DALI Compatible Smart LED Driver Controller with Wİ-Fİ Communication. 

  

There is a bridge diode at the place where the DALI 

hardware circuit is connected to the DALI line. Although DC 

is a voltage, the bridge diode must be present here for the 

requirement of the DALI protocol. Many devices can be 

connected to the DALI line at the same time. There are cable 
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tangles in large automation systems. Polarization is eliminated 

in the DALI line thanks to the bridge diode. It is ensured that 

the cables in the DALI line are connected in 2 directions. 

In this study, a device that transmits the data received from 

the web interface to the DALI control device via Wi-Fi and 

controls a DALI-compatible LED driver over the DALI line 

has been designed.  

Figure 7 shows a visual of the control device. 

As can be seen in Figure 7, the part indicated with 1 is the 

DALI hardware circuit.  It transmits signals to the processor in 

isolation. The high-level signal between 9.5V and 22.5 V on 

the DALI line decelerates the signal level of the processor to 

3.3 V. The low-level signal between -6.5V and 6.5V decays to 

the 0V level. In the same way, the signals sent from the 

processor reach the level of DALI standards. The part 

indicated with 2 is the hardware unit belonging to the 

processor and peripherals. The preparation of DALI messages 

with the analysis of data from Wi-Fi is carried out in this unit. 

the part indicated with 3 is the ESP8266 Wi-Fi module. The 

user interface data is received thanks to this module and 

transferred to the processor via UART. the part indicated with 

4 has warning LEDs. One of these LEDs, the power LED, 

lights up if there is energy in the device, and the other is the 

LED that turns off if the connection LED is in communication 

with the user interface.  The part specified with 5 is the power 

terminal. The part specified with 6 is the terminal used for 

DALI communication. 

B. Software Structure 

When the device made within the scope of the study is 

energized, the systemically necessary initial adjustments are 

made first. These are setting the processor frequency, setting 

the input-output pins used, the communication settings, and 

starting the timers. After these adjustments are made, the 

initial settings of the wireless communication unit are made 

first on our processor. Later Communication settings for the 

DALI protocol are made and the device is made ready. After 

the initial adjustments are completed, Wi-Fi messages are 

checked every second. The values taken from the interface 

are compared with the old values. In the beginning, the 

received message is checked. If there are no changes in the 

received parameters, the control is performed from the 

beginning. The DALI message is not created. If there are 

changes in the received values, the message content is 

assigned to the relevant variables in a meaningful way and 

the DALI message starts to be created. In Figure 8, the 

general software code flow structure is shared. 

DALI uses Manchester encoding to send the start bit and 

information bits. The information rate is 1200 bps with a gap 

of ±10%. The duration of one bit is 833.33 µs, as shown in 

figure 9. The largest valence bit (MSB) is sent first. As shown 

in Figure 9, the 833.33us bit duration can be between 749.99 

µs and 916.66 µs with a 10% margin of error. Likewise, 

416.66 µs with a half-bit duration can be between 374.99 µs 

and 458.33 µs with a 10% margin of error. 

 

 
Fig.8. General Code Flow Chart. 

 

 
Fig.9. DALI Communication [8, 9]. 

 

In the forward direction, the message is the packet sent to 

the LED driver by the controller. The message in the reverse 

direction is the response packet sent back to the controller by 

the LED driver. It consists of a start bit, eight data bits and 

two stop bits.  

The timing requirements for messages sent consecutively, 

as shown in Figure 10, are given below [43]; 

 The time Deciphered between two consecutive message 

data sent must be at least 9.17ms. 

 The transition time between the message data received in 

the reverse direction and the message data sent in the 
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forward direction should be in the range of 2.97ms to 

9.17ms. 

 The control unit sends the message data in the forward 

direction and waits for 9.17ms. If the message data has 

not been sent in the reverse direction after 9.17ms has 

passed, the LED driver interprets this status as “no 

response has been received”. 

 There should be at least 9.17ms time gap between the two-

message data in the backward and forward directions. 

 

 
Fig.10. Message Data Sent Back to Back Duration Display [34] [39] 

 

Manchester coding, in most cases, plays a critical role in 

binary data transmission, especially in analogue, radio 

frequency, optical, high-speed digital communication or long-

distance digital communication. The package sent between the 

controller and the LED driver is a two-phase manchester 

package. Manchester coding is performed before the package 

is sent from the controller. Then the package is received by the 

LED driver, decoded, and the address and messages are 

processed accordingly. 

The sample encoding in which a message is sent to the 

DALI line is shared in Figure 11. As can be understood from 

the visual, some commands are sent to the LED driver located 

at address 1 according to the Set_DALI_Level level. If the 

level to be sent is 0, the OFF signal, if the minimum level is 

equal to 1, the minimum level message, if the maximum level 

is equal to 100, the maximum level message has been sent. If 

there is an intermediate value LED brightness level other than 

these levels, that level is printed directly on the line with SET_ 

Decal_level. 

 

 
Fig.11. Sending a DALI Message Flow. 

 

The DALI message to be sent in the DALI_Send_Cmd 

function is being prepared. As shown in Figure 12, the 

required address information for the message to be sent is set 

first. After that, our existing data is encoded in manchester, 

and the buffer encoded in manchester as dali_array_cmd is 

created. After that, the Timer_Start function is called and the 

manchester encoded data is sent to the processor pins here and 

DALI messaging starts.  

 

 
Fig.12. DALI Message Sending Function Software. 

 

 
Fig.13. Manchester Coding of the Data. 

 

The prepared hardware and software have been tested.  The 

image taken at the DALI line exit is given in Figure 14. When 

the oscilloscope images were examined, the accuracy of the 

results obtained was seen in both communication signals. 
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Fig.14. DALI Hardware Circuit Output Even the DALI Message Sent. 

 

Tests were carried out with a Tridonic brand LED driver that 

has passed DALI standards tests and has a DALI certificate. 

Brightness reduction, brightness increase, minimum and 

maximum levels have been adjusted via the web interface. It 

was observed that the study fulfilled the required standards of 

DALI with the tests performed. 

 

 
Fig.15. Experimental Setup. 

 

Figure 15 shows the image of the experiments with the 

Tridonic brand LED driver. In the tests carried out, Tridonic 

brand power supply was used to supply the DALI line. As a 

result of the tests, it has been understood that the designed 

control device will be used safely in practical work due to the 

low cost of the materials used, easy to supply and the stability 

of the system. 

It has been observed that the data entered via the user 

interface is transferred from the module to the processor via 

the UART protocol. The data were observed with the 

oscilloscope, and it was seen that the communication speed 

was within the tolerance gap determined. Live data tracking 

was performed via debug (debugging) via the processor. The 

data were examined, and the accuracy was observed. 

With the Data assignment, it is known which command the 

user sent. The DALI command message is created. It was seen 

by debugging that the DALI message was created and sent 

after manchester encoding was performed. The DALI signals 

sent were examined with the help of an oscilloscope. The 

communication speed of the studied DALI signals is stated in 

the DALI technical document [5]. It was observed that it was 

in the specified gap. Peak signals at the highest and lowest 

levels also have electrical properties [9] it was seen that he 

was in it. After the accuracy of the tests was observed, it was 

observed that it communicated with the Tridonic brand LED 

driver. The desired LED brightness level has been checked. 

As shown in Figure 16, there is a DALI signal at the output 

of our processor, the current high level of which is 3.24V, the 

low level of which is measured as 200mV. This signal is 

measured directly from the processor output. In the 

continuation of the circuit, this signal is transferred to the 

DALI hardware circuit. The signal level of the signal coming 

out of the processor will be printed on the DALI line so that 

the high level, which is the DALI standard, is between 9.5V 

and 22.5V, and the low level is between -6.5V and 6.5V. 

In Figure 16, the same DALI signal at the processor output 

is zoomed in and the time of ½ bit of the signal is measured. 

This value, which is seen as the BX-AX (Cursor B, Axis X - 

Cursor A, Axis X) difference in the oscilloscope image, is 

seen as 420us. As mentioned earlier, there is a margin of error 

of 10%. Under normal conditions, this level should be 416us 

with a ±10 difference between 374.99us and 458.33us, which 

is sufficient for communication. 

 

 
 

Fig.16. Measurement of Processor Output DALI Data Bit Time. 

 

The 0V-3.3V signal at the processor output is sent to the line 

by passing through the DALI hardware circuit while pressing 

the DALI line. The reason for this is that we can print a signal 

even at the DALI signal level. If this circuit is not used, our 

high signal, which is 3.3V, will remain between -6.5 V and 6.5 

V at the low level according to DALI standards. Therefore, it 

will be a meaningless message for other devices on the DALI 

line. 

Figure 17 and figure 18 show the signal passing through the 

DALI hardware circuit. The maximum point of the signal AY 

(Cursor A, Axis Y) was measured at 17.40V. The high signal 

level, which is a requirement of the DALI standard, is between 

9.5V and 22.5V. In the same way, the low signal level 
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measured BY (Cursor B, Axis Y) 1.3V is between -6.5V and 

6.5V, which is a requirement of the DALI standard. 

 

 
 

Fig.17. Observing Peaks at a High Level of the DALI Signal. 

 

 
 

Fig.18. Observing Peaks at a Low Level of the DALI Signal. 

 

Figure 17 shows the peak points in the transitions from 0 to 

1 signal level due to the nature of communication signals at a 

high signal level. It is observed that the maximum point of this 

level is 21.90V, which is indicated by the AY. Since it is 

below 22.5V and is an instant value, it does not have a 

negative impact on our messaging. The same situation is 

shown in figure 18 for the low level. Here, the peak points in 

the transitions from 1 to 0 signal level are seen. The lowest 

signal level was measured as 0V shown in the BY. This 

situation is not a negative situation for our messaging. 

 

 
Fig.19. Making UART Settings 

 

The ESP8266 module is connected via UART with the 

processor. It is necessary to make software settings for the 

processor to recognize the ESP8266 module. The ESP8266 

module is connected to the processor via GPIO pins PA9 (TX) 

and PA10 (RX). It is software-configured that the UART 

connections of the PA9 and PA10 pins will be used. After the 

pin settings are made, the UART settings of the ESP8266 

module are set via the processor as shown in Figure 19. After 

these adjustments are completed, the module is ready for 

communication. 

After the necessary adjustments have been made to 

recognize the ESP8266 module by the processor, some 

commands are available to communicate with the module. 

These commands are referred to as AT commands. For the 

adjustment of the ESP8266 module given in Figure 20, the 

settings written in the technical document are encoded and 

transferred to the module via UART communication. After 

each message is sent, a check is made to see if the “OK” 

response has been received. If “OK” has been received, it is 

understood that the message has successfully reached the 

module and the settings we have sent have been applied. 

 

 
Fig.20.  Setting Up the ESP8266 Module 

 

With the help of the user interface page, users can control 

the brightness of Decelerated lighting system. The ESP8266 

module checks the web service API, where the user interface 

stores data at intervals to check for changes. If there is a 

change in the received brightness value, the message content 

is assigned to the relevant variables and the DALI message 

starts to be created. 

As can be seen in the image in Figure 21, with the 

AT+CIPSTART command, we first go to our site. We are 

establishing a TCP connection. If we get the answer “OK“, the 

site connection is provided, if the answer ”ALREADY" 

comes, it means that we are already connected to the site. In 

both cases, the next step is taken. We send length information 

before our query message with AT+CIPSEND command “>” 

when the answer comes, we query our brightness data to the 

site with “GET”. 

 

180

http://dergipark.gov.tr/bajece


BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING,     Vol. 11, No. 2, April 2023                                              

 

Copyright © BAJECE ISSN: 2147-284X                                                     http://dergipark.gov.tr/bajece        

 
Fig.21. Providing a Connection to the Site by Establishing a TCP Connection with 

ESP8266. 

 

After the query message is sent, a long message with 

brightness data is received via the site. For 50% brightness on 

the interface web service, the brightness data is kept as Wi-

Fidata:050, which will be on the Wİ-Fİ at the beginning. As 

shown in Figure 22, the Wi-Fi data address is taken for the 

incoming message using the strstr function. Since the 

incoming data is ASCII (American Standard Code for 

Information Interchange), it is necessary to perform the 

decimal conversion. The conversion is performed with the 

Convert_ASCII_Buf_to_Dec function. Since Wi-Fi data's 

address was taken during the conversion, 8 is added to the 

address of Wi-Fi data to reach our main data, it reaches the 

address of the main data and transactions are made through it. 

The reason for adding 8 is that Wi-Fi data takes up 8 bytes of 

space in ASCII. 

 

 
Fig.22. Getting the Brightness Data Starting the DALI Query. 

 

254, seen in Figure 22. Whether the value read in the line is 

different or the same from the previous value is checked. If the 

value is different, a DALI message is generated according to 

the incoming value. If the incoming brightness level is 0, an 

OFF message is sent to our LED driver. If the brightness level 

is 1, the minimum level, and if the brightness level is 100, the 

maximum level message is sent. If a different value other than 

these values is received, the brightness data is sent directly to 

the LED driver. 

The Web page developed within the scope of the project is 

shown in Figure 23. With the help of this interface, users are 

able to control the brightness of the selected lighting system 

[44]. The brightness can be increased or decreased at the 

desired level with the buttons on the page. 

 

 
Fig.23. DALI Control Unit User Interface 

 

The web application is formed with Asp.NET MVC (Model 

View Controller). HTML, CSS and Javascript languages were 

used on the front. On the server side, the C# programming 

language is used. When clicking on the buttons from the front, 

HTTP POST (Power on Self Testing) data is sent to the 

Controller class using the method. Then these data are 

recorded in the database. In the MVC project prepared in 

layered architecture, EntityFramework library was used for 

database operations. MSSQL as a database (Microsoft SQL 

Server) The server has been selected. The created tables and 

columns are shown in Figure 24. 

 
Fig.24. Database Table 

 

Within the scope of the project, the current brightness of the 

DALI system of the embedded system, except for the website 

the Web service has been written so that it can read the data. 

For the service designed with REST architecture Asp.NET 

API is used. Thanks to this service, devices are prevented 

from connecting to the database and it is ensured that they can 

receive only the necessary data via the HTTP protocol.  

The data is sent in string type for easy reading by the 

embedded system. The C# method, which retrieves the current 

brightness value from the database and works with HTTP 

GET, is given in Figure 25. 
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Fig.25. Reading the Brightness Data 

V. CONCLUSION 

In this study, the construction of a smart LED driver control 

is presented. In the details of the study, the hardware features 

of the circuit made, the working principles were mentioned, 

the flow chart of the software and needs to work in the 

hardware for the system to work, the software details were 

mentioned. The DALI protocol, which is one of the most 

preferred communication protocols in lighting systems, has 

been preferred. In the communication via the interface, the 

most preferred Wi-Fi communication is used wirelessly. 

ESP8266 was preferred because it can be found quickly in the 

market for Wi-Fi communication and is inexpensive in cost. 

When other studies in the literature are examined, it has been 

seen that more than one sensor for automation systems are 

generally large systems that require cost and are managed 

remotely with wireless communication protocols. In this 

study, the end product to be presented to the customer, which 

provides remote control of the DALI communication protocol, 

has been revealed. It provides a significant advantage to 

customers compared to other products in terms of cost. A 

DALI protocol controller with Wi-Fi support has been made. 

With this controller, it is possible to remotely control the 

device by connecting to any Wi-Fi line by making a 

communication line connection in the environment where 

DALI supported LED drivers are located. For control, use any 

device with an Internet connection (computer, tablet, mobile 

phone, etc.). The interface is accessible and LED lighting can 

be controlled from anywhere desired. 

After the theoretical studies of the circuit were carried out, 

experimental studies were carried out, the oscilloscope images 

of the communication data of the results were examined and 

described in detail in the previous sections. The thesis study 

was verified by conducting tests with a Tridonic brand LED 

driver that has a DALI certificate.  
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Abstract—Integration of self-learning mechanisms with 

control systems is frequently encountered in the literature due to 

the development of autonomous systems. This paper proposes a 

tuning method of PI controllers using a deep reinforcement 

learning algorithm, which is known as self-learning structure. 

The coefficients of the PI controller, which is used to control a 

DC motors, are determined. The proposed method aims to adjust 

the voltage value applied to the input of the DC motor to reach 

the desired speed with the tuned PI controller using the twin-

delayed deep deterministic policy gradient (TD3) reinforcement 

learning algorithm. The Kp and Ki coefficients of the PI 

controller are taken as the absolute values of the neural network 

weights, which are driven by Gradient descent optimization to 

positive values with a fully connected layer. The proposed tuning 

method has been shown to provide a higher gain margin and a 

more optimal solution. 

 
Index Terms— Deep reinforcement learning, DC motor, PI 

controller, Twin-delayed deep deterministic policy gradient 

 

I. INTRODUCTION 

N RECENT YEARS, the interest in artificial intelligence 

and machine learning issues has increased with remarkable 

developments. Many thanks to the modern control techniques, 

which is one of the application areas of these studies, the 

system has revealed what is expected from it without any 

external influence [1, 2]. 

Reinforcement learning uses an agent that perceives its 

environment and acquires information as a result of its 

 
SEVILAY TUFENKCI, is with Department of Computer Technology 
Department, Malatya Turgut Ozal University, Malatya, Turkey (e-mail: 

sevilay.tufenkci@gmail.com ) 

https://orcid.org/0000-0001-9815-7724 
 

GURKAN KAVURAN, is with Department of Electrical-Electronics 

Engineering, Malatya Turgut Ozal University, Malatya, Turkey (e-mail: 
gurkan.kavuran@ozal.edu.tr). 

https://orcid.org/ 0000-0003-2651-5005 
CELALEDDIN YEROGLU, is with Department of Computer Engineering, 

Inonu University, Malatya, Turkey (e-mail: c.yeroglu@inonu.edu.tr). 

https://orcid.org/0000-0002-6106-2374 
 

Manuscript received May 10, 2022; accepted Aug 3, 2022.  

DOI: 10.17694/bajece.1114868 
 

interaction with its environment and can act in line with this 

information. This agent helps the system choose the most 

appropriate action to achieve its purpose. [2] It is a method 

that enables learning using a series of reward and punishment 

systems in its background. The aim of the agent is to realize 

learning by trying to increase the reward value. 

Reinforcement learning, a method derived from the science 

of psychology, is based on the famous psychologist Skinner's 

(1938) saying, "behaviors are affected by consequences". 

Reinforcement learning is a method used to match actions 

and situations [3]. There are many studies in the literature 

using reinforcement learning. Some of them are used in many 

different areas, such as motor control [4, 5, 6], mobile robots 

[7, 8], and video games [9]. 

The Q-Learning method is a special type of reinforcement 

learning approach and is the most well-known among others 

[10, 11]. This method was first named in 1989 by using the 

letter Q for the Watkins value function. This method is based 

on the Markov theory of decision processes. The environment 

in which the agent is located is modelled as a probabilistic 

process with the Markov feature and while the present state is 

in the present state, future situations are evaluated 

independently from past situations. With the Q-learning 

algorithm, the agent can find the action that can get the 

greatest reward for the defined situations in the environment 

with the q-table. 

The reinforcement learning method may find it difficult to 

find solutions in continuous action areas, high dimensional 

inputs, or complex actions [12, 13, 14]. Deep Q-Network 

algorithms have emerged to overcome this problem [15]. 

However, in these algorithms, the action that maximizes the 

action value is due to an outcome and is not sufficient in 

continuous domains. 

Deterministic Policy Gradient (DPG) algorithms have 

emerged to solve the problem that arises with high 

dimensional and continuous domains [16]. This method, 

which uses a non-political actor-critic structure and performs 

deterministic learning, has performed well. Then, Deep 

Deterministic Policy Gradient (DDPG), which gives better 

results in large size and continuous actions, was developed 

based on the DPG algorithm [17]. With the advances made in 

this area, a new algorithm called Twin Delay Deep 
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Deterministic Policy Gradient (TD3) has been produced in a 

recent period [18]. It has been the best among the previously 

developed models with its performance in high dimension and 

continuous areas using a non-policy learning method. 

DC motors are ubiquitous in terms of their simplicity and 

ease of use. They are encountered in various industrial 

applications as well as small household appliances. However, 

it needs a control structure to operate as desired. The purpose 

of this control structure is to keep the output of the system, i.e. 

its speed, at a predetermined reference value for the system. 

There have been many studies on DC motor applications for 

decades [19, 20]. 

The motivation and novelty of the paper can be explained as 

follows; 

 The training of the RL-based controller tuning approach 

benefits greatly from experience-based learning in a 

realistically structured simulation environment. 

 The simulation environment may be used to train controller 

tuning algorithms in order to get the optimum practical 

performance against uncertainty, noise, and external 

disturbances. 

 According to simulation environment results, RL approaches 

are intrinsically ideal for experience-based learning and 

performance improvement, which was a major motivator for 

the authors of the current work. 

 We concentrated on creating an appropriate simulation 

environment for successful RL-based controller tuning. 

 The Kp and Ki coefficients are the absolute values of the 

neural network weights, which are pushed to positive values 

using Gradient Descent Optimization with a fully connected 

layer. 

Within the scope of this study, the TD3 method was used to 

achieve the desired operating speed for a DC motor and to 

maintain it at this speed. In order for the system to be at the 

desired speed, it is aimed to perform the desired behavior 

within the reward and penalty structure, and in line with this 

purpose, the voltage input value of the system that will 

provide this speed is adjusted as a result of learning. 

II. MATERIALS AND METHODS 

A. Reinforcement Learning   

Reinforced learning is a learning method that enables an 

agent who can perceive the environment and act in his 

environment to choose the most appropriate actions to achieve 

his goal [2]. When the agent performs an action in the 

environment, the reward or punishment structure is used to 

show the suitability of this action for the system. With this 

structure, the agent performs the best action among the 

situations while trying to reach the highest reward value [21, 

22]. 

This method, which is developed on the basis of behavioral 

psychology, interacts with its environment in this problem 

environment to provide a solution to a problem. It tries to find 

the most appropriate solution by trying different ways in the 

environment to reach a solution. Unlike consultancy and non-

consultancy learning methods, it realizes learning without 

using any data set. The learning process is entirely dependent 

on the interaction with the environment.   

Environment

Agent

Reward 

(Rt)

State (St)

Action 

(at)

 
Fig.1. Block Diagram of Reinforced Learning System 

Figure 1 presents the structure of the reinforcement learning 

system. Its essential components are action (
tA ), agent, 

environment, reward (
tR ), principle, and state function (

tS ). 

Within this structure, the agent is the decision maker that 

performs the learning process. On the other hand, an agent 

takes actions in the environment and constantly interacts. The 

principle refers to the possibility of choosing each action that 

can be selected in its environment. The total reward to be 

obtained from the situation of the agent and other conditions 

that will occur accordingly is expressed as a state function [3]. 

B.  Markov Decision Process 

In the reinforcement learning method, the environment is 

modeled as a probabilistic process, and the future situations 

occur independently from the past situations. 

In Figure 1, 
tS  and 

tR  represent the results after an action 

is performed and they are random variables. The general form 

of the probability density function including 
tS  and 

tR . 

1 1( ', , ) ', ,t t t tp s r s a S s R r S s A a        
         (1) 

where , ' ,s s S r R   and a A . 

 Equation (1) expresses the basis of the working structure of 

the Markov process. When this equation is examined, it is 

revealed that the state and the form of the reward at time 𝑡 
depend only on the situation and action found a step earlier. 

Transition possibilities depend on these; 

1 1( ' , ) ' , ( ', , )t t t r R
p s s a S s S s A a p s r s a  

           (2) 

1 1 '
( , ) , ( ', , )t t t r R s S

r s a R S s A a r p s r s a   
            (3)                           

Equation (3) uses the marginal distribution of tR  to obtain 

the expected reward. 

C.   Twin Delayed Deep Deterministic Policy Gradient 

Algorithm (TD3) 

TD3 algorithm was built on the basis of the Deep 

Determinative Policy Gradient algorithm that emerged in 2015 

[17]. This method, aims to increase the stability and 
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performance of the system by taking into account the approach 

error in the DDPG algorithm [18]. For this, it is based on the 

method applied to reduce over prediction in the Double-DQN 

algorithm [18] and is essentially a combination of three deep 

reinforcement learning techniques named Actor-Critic [23], 

Policy Gradient [16], and Double Deep Q-Learning [24]. 

The first technique applied in the TD3 algorithm is clipped 

double-Q learning. This technique consists of two Bellman 

equations, two-actor networks, and two critical network 

structures. Another applied technique is that it performs policy 

updates less frequently, unlike learning Q. It makes the 

process of updating the policy depending on the update of the 

value function of the model. This leads to a value estimation 

with a lower variance while providing a good policy that 

ensures the system's stability and reduces errors. 

It realizes learning by adding noise to the policy with its 

Target Policy Smoothing. In order to obtain a satisfactory 

study result, it learns to evaluate all kinds of situations that 

may occur in terms of the system and its actions in a wide 

variety of environments. TD3 adds random noise to the target 

action and averaging over mini-batches. 

( ', ( ') )wy r Q s s                          (4) 

( (0, ), , )clip N c c                               (5) 

where r  is the reward value and   is a discount factor 

expressing the effect of the reward value on reinforcement 

learning agents in the future, and this factor takes a value 

between 0 and 1 [25]. Since TD3 has two critical models that 

determine the loss function, it is expressed as 

     1 2, ' , , ' ,t tMSELoss Q s a Q MSELoss Q s a Q .  

The critical loss is posted back, and the values are adjusted to 

determine the parameter values. As a result of these, the 

parameter of the actor model can be defined as; 

  
2

1

1

min ,
i i

N

i

i

N y Q s a  



                (6) 

1

1

( )( ) ( , ) ( )a a sJ N Q s a s
     

          (7) 

where N is from the repeat buffer  1, , ,t t t ts a r s 
.  We are 

updating 
i , where 

i  and   are the parameter actor and 

critic weights, respectively.  

' (1 ) 'i i i                                   (8) 

 ' (1 ) 'i i                                   (9) 

Finally, we update the target networks as in Equations (8) and 

(9). 

D.   Brushed DC motor  

Nowadays, the design and control of DC motors, which 

have a place in robotic applications, the military, and many 

other industrial areas, are among the subjects of interest. 

Among the many types of DC motors, brushed DC motors are 

widely used. The speed of brushed DC motors can be changed 

by varying the input voltage or the magnetic field. Depending 

on the field's connections to the power source, the speed and 

torque characteristics of a brushed motor can be varied to 

provide constant speed. The electrical circuit of the armature 

part has been shown with rotor structure in Figure 2. 

RotorArmature Electrical Circuit

L

R

V

+

-

emf

i

T


b

 

Fig.2. Equivalent Circuit for DC Motor 

For the given model, it is assumed that the input of the 

system is the voltage source applied to the motor's armature 

and the rotation speed of the shaft   at its output. Among the 

parameters presented in the model, J is the moment of inertia 

of the rotor, R is the electrical resistance, L is the electrical 

inductance, b is the motor viscous friction constant, 
eK is the 

electromotive force constant, and 
tK  is the motor torque 

constant [26]. The general form of the motor torque equation 

for an armature controlled motor; 

tT K i                                          (10) 

The back emf, e , is proportional to the angular velocity of 

the shaft multiplied by a constant factor
eK . 

ee K                                        (11) 

Rate of change integrals are taken for the rotational 

acceleration and the armature current. Then, by applying 

Newton's law and Kirchoff's law to the system, the equations 

are obtained.  

2 2

2 2

1
t

d d d d
J T b K i b

dt dt dt J dt

    
     

 
       (12)     

1
e

di di d
L Ri V e Ri V K

dt dt L dt

 
         

 
  (13) 

The transfer function is used to express the relationship 

between the input and output of the system. The Laplace 

transform is applied to obtain the transfer function of the 

system and the system is expressed in the s domain. 

      sKIsbJss                                 (14) 

       Ls R I s V s Ks s                   (15) 

  The open-loop transfer function of the system obtained via 

Equation (16) by using the above two equations; 

186

http://dergipark.gov.tr/bajece


BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING,     Vol. 11, No. 2, April 2023                                              

  

 

Copyright © BAJECE                                                                ISSN: 2147-284X                                                     http://dergipark.gov.tr/bajece        

 
 

     2

/ secs K rad
P s

V s Js b Ls R K V


 

  
 (16) 

III.  DESIGN OF TD3 BASED PI CONTROLLER  

In this study, TD3 algorithm, which is one of the 

reinforcement learning methods, is used in the provision of 

speed control of a DC motor system. With this algorithm, a 

controller is used to perform the speed control of the DC 

motor, and the controller coefficients are adjusted. The open-

loop transfer function form of the DC motor system to be 

controlled here; 

2

1.25 / sec
( )

(0.5 0.01)(0.05 0.4) 1.25

rad
P s

s s V


  
   (17) 

The general form of the transfer function of the PI control 

system used in the study; 

( ) i
p

k
C s k

s
                       (18)   

An agent is used in the reinforcement learning environment 

to adjust the PI coefficients required for speed control. The 

environment required for the agent to provide control is 

designed using Matlab Simulink. To simulate the controller in 

this model, the simulation time is set as Tf =40 and the 

controller sampling time Ts = 1 seconds. 

In the model, a reference signal consists of the observation 

vector for observing the results that will arise due to this 

signal, and the reward structure that forms the reward and 

punishment structure of the system in line with the action 

taken and the output signal. The observation vector used for 

this learning environment; 

T

edt e 
                        (19) 

e r s                                      (20) 

where s refers to the speed of the DC motor, and r represents a 

randomly determined reference speed between 0 and 155 as 

the input. Negative defined reward function that maximizes 

the reward that will guide the reinforcement learning agent to 

achieve the goal; 

 2 2Reward ( ) ( ) 0.01 ( )ref s t u t              (21) 

In order to decide which, action the TD3 agent will perform 

as an actor in line with the observations, a deep neural 

network structure is used as shown in Figure 3, which consists 

of an input and output based on observations. 
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Fig.3. The critic network configuration 

Figure 3 above, it refers to the fully connected layer with fc. 

The weights in the fully connected layer can take a negative 

value, and in this study, the ( )*abs weights X  change in 

this layer ensures that the weights are only positive. Thus, the 

PI controller used within the scope of the study is expressed as 

a single layer fully connected neural network model consisting 

of error and integral of the error. 

*
T

i pu edt e K K                       (22) 

The output of the neural network u expressed here, the 

controller coefficients pK  and iK  represent the absolute 

value of the neural network weights. 

 

Fig.4. Simulink diagram of the proposed structure. 

IV.   SIMULATION RESULTS  

This study carried out training to provide speed control of a 

DC motor system using the Twin Delay DDPG algorithm. The 

training-dependent learning process and learning process 

results are presented in Figure 5 and Table 1, respectively. 
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Fig.5. The representation of the learning process performance. 

TABLE I 
VARIABLES OF TRAINING PROCESS 

Maximum Number of Episodes 150 

Maximum Steps per Episodes 40 

Score Averaging Window Length 100 

Training Stopped at Value -355 

Actor Learn Rate 1.00E-03 

 

The reference input was chosen as a set of random values in 

the range of 0-150 rad/sec to train the system robustly and 

keep track of the desired reference input in a wide range of 

structurally acceptable. The following values for the controller 

coefficients were obtained for the system to perform the 

desired behavior at the end of 150 iterations. 

 0.4508
( ) 0.1839C s

s
                         (23)   

We obtained the system response when the variable speed 

value is given as the desired input according to time is shown 

in Figure 6. As can be seen in this figure, it is seen that the 

system has reached the desired output value for any value 

entered in a specific range.  Figure 6. shows that the system 

follows the variable step input with high performance. 

 

Fig.6. The step response of the DC motor system obtained with the TD3 

algorithm 

V. CONCLUSIONS 

The speed control of DC motors, used in many areas, is 

carried out using the TD3 algorithm, one of the reinforcement 

learning algorithms. The learning process is carried out 

according to a randomly generated reference input in this 

predetermined value for the system to work in the desired 

range. As a result of the learning, it has been shown with the 

simulation results that the system reaches the desired output 

value. In this study, unlike other learning methods, the 

effectiveness of the reinforcement learning method, which 

does not require any prior data, is presented in the speed 

control of the DC motor. 
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Abstract—The rising penetration of the deployed renewable
energy resources (DERs) in the electrical grid introduces new
challenges in terms of grid’s reliable operation. DERs are bonded
to the backbone system at a Point of Common Coupling (PCC)
at the distribution level, possibly via a micro grid. Micro grids
generally operates in grid-tied and islanded modes. In islanded
mode, the reactive and active power ought to reach balance with
the load demand., while in the grid-tied mode, the active and
active powers must be desired criteria defined by the distribution
system operator. Therefore, in both cases, proper control is vital
to the microgrid’s operation and its DERs. In this article, a
fault tolerant control (FTC) method bottomed on H∞ observer
is advised for a DER supplying a grid-tied microgrid to make
it resilient against sensor and actuator faults and guarantee its
reliable operation.

Index Terms—Distributed energy resources, fault tolerant con-
trol, microgrid, sensor and actuator faults.
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to the desired level. It has been determined that this resolution
is effective.

Conventional power generation in electrical grids relies on
the fossil fuels emitting CO2. Also, electrical grids have to
deal with the considerable power loss, voltage fluctuation, and
feeder blockage because of rising load requisition. Combining
DERs with high-performance power electronic converters is
a realistic solution. [1]- [2] through the microgrid in the
distribution grid. DERs are primarily based on renewable
energie sources (such as fuel cell , solar, wind) and are
installed near electricity consumers.Deploying a DER also
improve load dependable in case of the power interruption,
the load demand can be met by operating of DERs in islanded
mode. However, uncertainty of power output and inherent
intermittency of renewable energy sources are often seen as
DERs’ most significant drawbacks. [3]. The problem can be
fixed by using DER power electrical interface controllers,
which are resilient in the face of malfunctioning sensors and
actuators that regulate the DER’s power output.

Although the researchers have been studied the microgrid
and distribution network fault detection and protection, studies
on the sensor or actuator fault tolerant control(FTC) of micro-
grid is restricted. There are seveeral approaches to detection
sensor fault in power systems [4]–[11]: in [4], two observer-
basis sensor failure perception approaches are proposed bea-
cuse of control loops of power system load frequency ; in
[5], [6], an obscure input observer-established sensor failure
determined method purpose of load frequency control loop of
interdependent power system is discussed; Kalman filter and
chi-squared test used in [7] to define failures or cyber offensive
on the phasors-measurement unit (PMU); in [8], an observer-
based FTC approcah for the grid-tied microgrid is investigated;
a virtual actuator based FTC approach for the power systems
is proposed in [9]; in [12], For a wind energy system with a
doubly fed induction generator (DFIG) coupled to a microgrid,
a new FTC approach is proposed to enable ride through in
any voltage sag scenarios, even deep sags. In spite of the
researches done so far, there is a lack of sufficient studies on
fault tolerant control of the voltage source converter (VSC)
coupled DERs in microgrid. Moreover, there is no studies to
address the simultaneous sensor and actuator FTC. In addition,
researchers and scientists from a wide range of disciplines are
interested in studying FTC strategies for sensor and actuator
faults [10], [11], [13]–[15].

In this research, an observed-based FTC for the VSC-
coupled DER with sensor or/and actuator failures is suggested.
The motivation for this paper comes from the aforementioned
issues for the reliable operation of microgrids, as well as the
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raditional power generation in electrical grids is dependent
on fossil fuels, which are known to release carbon diox-
ide. Because of the increasing demand for power, electrical
networks must contend with a substantial amount of power
loss, voltage fluctuation, and feeder blockage. Integration of
effective power electronic converters with distributed energy
sources (DERs) [1]- [2] through the use of microgrids in the
distribution grid is a potential approach that may be taken
to solve the problem. DERs are distributed energy resources
that are typically based on renewable energy sources (such
as fuel cells, solar, or wind) and are put in close proximity
to areas where customers obtain their electricity. When a
DER is deployed, load dependability is improved, and in the
event that there is an interruption in power supply, the load
demand can be satisfied by operating DERs in an isolated
mode. However, the main drawbacks of distributed energy
resources (DERs) include the unpredictability of their power
output as well as the inherent intermittent nature of renewable
energy sources [3]. The solution is controllers for the power
electronic interfaces of DERs that are resistant to the failure
of sensors and actuators and can regulate DER output power
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paucity of studies on FTC for sensor and actuator faults. In
contrast to the study that came before it, the observer that is
being offered in this paper is intended to give simultaneous
estimation of the system state, flaws in the sensor or actu-
ator, and it consists of the two processes that are outlined
below. The accuracy of the observations is improved by first
implementing a virtual observer, and then, because the virtual
observer takes into account quantities that cannot be measured
directly, a real observer is constructed with the assistance of
the virtual observer. An observer-based FTC is designed to
be implemented in the second step of the process in order
to remove the impact that failures and discomforts have on
the performance of the DER that is linked to the grid-tied
microgrid.

This article is structured as : The Section II, presents the
state-space model of microgrid ; The Section III, displays an
observer for evaluating controller feedback amplification as
well as system states and faluts; the proposed FTC is applied
to the mesh microgrid in the Section IV, and its performance
is evaluated using several simulataed events; and finally, the
article end is in the Section VI.

II. GRID-TIED MICROGRID MODEL

We consider the microgrid as a linear time invariant (LTI)
system which is modeled as follows:

Σ :

{
ẋ(t) = Ax(t) +Bu(t) +Dϵ(t)

y(t) = Cx(t),
(1)

where x(t) = (x1, x2, x3, ..., xn)
T ∈ Rn is the state vector of

the system, u(t) = (u1, u2, x3, ..., um)
T ∈ Rm is the control

vector, y(t) = (y1, y2, y3, ..., yq)
T ∈ Rq is the output vector of

the system, and ϵ(t) = (ϵ1, ϵ2, ϵ3, ..., ϵp)
T ∈ Rp is the external

disturbance. Also, A ∈ Rn×n, B ∈ Rn×m, C ∈ Rq×n, and
D ∈ Rn×p are the known system matrices. The following set
of equations is used to obtain the state space model of a DER
in a grid-tied microgrid.

i̇1d = −R1

L1
i1d + ωi1q −

vcfd
L1

+
vdc
2L1

md

i̇1q = −ωi1d −
R1

L1
i1q −

vcfq
L1

+
vdc
2L1

mq

i̇2d =
1

L2
(vcfd − vsd) + ωi2q

i̇2q =
1

L2
(vcfq − vsq)− ωi2d

v̇cfd =
1

Cf
(i1d − i2d) + ωvcfq

v̇cfq =
1

Cf
(i1q − i2q)− ωvcfd,

(2)

v means the voltage and i means current, d , q denote the
dq components, t and f show the DER’s terminal and filter
parameters, R1 is the DER-side resistance, and Cf is the
capacitor and L1 is the inductance of DER-side of the LCL
filter. The angular frequency is ω = 2πf , the grid frequency
is f . md and mq shows, modulation indexes and they regulate
the DER’s output voltage as follows:

vtd = md
vdc
2
, vtq = mq

vdc
2
. (3)

According to (2) and (3), the state, input, and disturbance
vectors in (1) are obtained as follows: the state vector is x =
[i1q i1q i2d i2q vcfd vcfq]

T ∈ Rn=6; the input vector
is u = [md mq]

T ∈ Rm=2; and ϵ = [vsd vsq]
T ∈ Rm=2 is

known as disturbance vector. The matrices of the DER state
space model (1) are as follow:

A =



− R
L1

ω 0 0 − 1
L1

0

−ω − R
L1

0 0 0 − 1
L1

0 0 − R
L2

ω − 1
L2

0

0 0 −ω − R
L2

0 − 1
L2

1
Cf

0 − 1
Cf

0 0 ω

0 1
Cf

0 − 1
Cf

−ω 0



B =
Vdc
2



1
L1

0

0 1
L1

0 0
0 0
0 0
0 0
0 0


, D =



0 0
0 0

− 1
L2

0

0 − 1
L2

0 0
0 0
0 0


C =

[
0 0 1 0 0 0
0 0 0 1 0 0

]
.

The active and reactive powers delivered to the grid by DER
at the point of common coupling (PCC) are obtained by:

Ps =
3

2
(vsdi2d + vsqi2q)

Qs =
3

2
(−vsdi2q + vsqi2d).

(4)

As the phase locked loop (PLL) provides that vsd = |Vs| and
vsq = 0, where |Vs| is the voltage magnitude, we can write:

Ps =
3

2
|Vs|i2d

Qs = −3

2
|Vs|i2q.

(5)

The objective of the DER’s controller is to generate the PWM
signals so that i2d and i2q track their corresponding reference
values obtained by the desired active (Psref ) and reactive
powers (Qsref ) as the following [16].

Psref =
3

2
|Vs|i2dref

Qsref = −3

2
|Vs|i2qref .

(6)

III. FAULT-TOLERANT CONTROL DESIGN

In the content of this article, we contemplate sensors and
actuators failures. whenever sensors failure happens, the actual
reading of the system output described as

yF (t) = Cx(t) + fs(t), (7)

where fs ∈ Rq is the sensor failure. Additionally, whenever
an actuators failure happen, the control input described as

u(t) = uF (t) + fa(t), (8)
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where fa ∈ Rm is the actuator failure, and uF (t) is the control
signal.

To derive the observer and control law, the following
assumptions and definition must be considered.

Assumption 1: A and B matrices are controllable, A and C
are observable.

Assumption 2: fa is the element of L2 [0,∞)
Definition 1: A stable system with H∞ performance must

satisfy the following conditions:
1) The system must be stable with zero disturbance.
2) For an arbitrary positive constant γ with zero initial

condition, the following condition must be hold:∫ ∞

0

xT (t)x(t)dt < γ2
∫ ∞

0

ϵT (t)ϵ(t)dt.

Three failure scenarios are considered, sensor failure, actu-
ator failure , and simultaneous actuators and sensors failures.
All scenarios proceed as follows. Initial, an observer is offered
to evaluate system states (1) and the faults. Later, an observer-
based controller was developed.

A. Sensor Fault

We contrived the below observer for the system (1) with
sensor failure (7):{

ψ̇(t) = Aψ(t) + Bu(t) + LyF (t)
rF (t) = ψ(t) + CyF (t),

(9)

where ψ(t) is an ancillary variant, matrixes A, B, C, and L
are parameters of observer , rF (t) is the prediction for x(t)
and fs(t).

To contrive the observer for both system, x(t), sensor
failure, fs(t), system (1) with sensor failure (7) reobtained
as ; {

F1ṙ(t) = A0r(t) +Bu(t) +D(t)

yF (t) = F2r(t),
(10)

where r(t) =
[ x(t)
fs(t)

]
, A0 = [A 0n×q], F1 = [In 0n×q],

F2 = [C Iq]. It is clear that rank
([

F1

F2

])
= n + q, which

means it is full rank and its inverse exists.
Let E1 =

[
In
−C

]
and E2 =

[ 0n×q

Iq

]
, following calculate can

be done easily: 
[
F1

F2

]
[E1 E2] = In+q

[E1 E2]

[
F1

F2

]
= In+q,

(11)

which means
[
F1

F2

]−1
= [E1 E2]. Multiplying E1 by the

both sides of (10) yields:

E1F1ṙ(t) = E1A0r(t) + E1Bu(t) + E1Dϵ(t), (12)

and using (11), i.e., E1F1 + E2F2 = In+q , we have:

ṙ(t) = E1A0r(t) +E1Bu(t) +E1Dϵ(t) +E2F2ṙF (t). (13)

Now, think of the below conjectural observer:

ṙF (t) =E1A0rF (t) + E1Bu(t) + E1Dϵ(t) + E2F2ṙF (t)

+ L(yF (t)− F2rF (t)),
(14)

An observer gain matrix denoted by L. Error dynamics are
achieved by defining the estimating error as η(t) = r(t) −
rF (t).

η̇(t) = (E1A0 − LF2)η(t) + E1Dϵ(t). (15)

For an arbitrary positive stable δ, fault (15) will be asymp-
totically constant with the inconvenience emaciation level δ,
if a positive matrix P ∈ R(n+q)×(n+q) exists , any matrix
H ∈ R(n+q)×q satisfies the below linear matrix inequality
(LMI):

Π =

[
∆ PE1D
∗ −δ2I

]
< 0, (16)

where ∆ = PE1A0 + AT
0 E

T
1 P − HF2 − FT

2 H
T + I . The

parameters of observer (9) are obtained as follows.

A = E1A0 − LF2, B = E1B, C = E2

L = L− (E1A0 − LF2)E2, L = P−1H.
(17)

Contrived an H∞ observer for system (1), acquired rF (t) as
the conjectural value for x(t) and fs(t). Acquired the observer
controller is ready. u(t) = KF1rF (t), The observer-based
control input is of the form, where K is the control gain.
This results in a rewrite of the system (1) as:

ẋ(t) =Ax(t) +BKF1rF (t) +Dϵ(t)

=(A+BK)x(t)−BKF1η(t) +Dϵ(t)

=(A+BK)x(t)−Bd(t) +Dϵ(t),

(18)

where d(t) = KF1η(t).

For an arbitrary positive stable α , designed observer (9)
with parameters (17) with sensor fault (7) will be asymptoti-
cally constant with the inconvenience emaciation level γ, if a
positive matrix S ∈ Rn×n and any matrix G ∈ Rm×n fulfil
the below LMI:

∆ S −B D
∗ −I 0 0
∗ ∗ − αI 0
∗ ∗ ∗ δ2I

 < 0, (19)

where ∆ = AS + SAT + BG + GTBT . The control gain
K and disturbance attenuation level γ can be calculated as
follow:
K = GS−1

γ =
√

(αλmax(KTK) + 1)δ2.

B. Actuator Fault

To get an idea of the state of the system (1), x(t), actuator
fault, fa(t), Planned below observer:{

˙̄ψ(t) = Āψ̄(t) + B̄uF (t) + L̄y(t)
r̄F (t) = ψ̄(t) + C̄y(t),

(20)

where ψ̄(t) is an ancillary variant, matrixes Ā, B̄, C̄, and L̄
are the observer parameters, r̄F (t) is the prediction of x(t),
fa(t).
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Whenever an actuator failure happen, system (1) reformu-
lated : {

Ē1 ˙̄r(t) = A1r(t) +BuF (t) +Dϵ(t)

y(t) = Ē3r(t),
(21)

where r̄(t) =
[ x(t)
fa(t)

]
, A1 = [A B], Ē1 = [In 0n×m],

Ē3 = [C 0q×m]. Defining Ē2 = [B1C Im] where B1 ∈
Rm×q is a full column rank (if m > q) or row rank (if m < q)

matrix, it is clear that rank
([

Ē1

Ē2

])
= n +m that means it

is full rank, therefore its reverse consists.
Let F̄1 =

[
In

−B1C

]
and F̄2 =

[ 0n×m

Im

]
, following calculate

can be done easily:
[
Ē1

Ē2

] [
F̄1 F̄2

]
= In+m[

F̄1 F̄2

] [Ē1

Ē2

]
= In+m,

(22)

which means
[
Ē1

Ē2

]−1
=

[
F̄1 F̄2

]
. Multiplying F̄1 by the

both sides of (21) and using (22) yields:

˙̄r(t) = F̄1A1r̄(t) + F̄1BuF (t) + F̄1Dϵ(t) + F̄2Ē2 ˙̄r(t). (23)

Now, consider the following virtual observer:

˙̄rF (t) =F̄1A1r̄F (t) + F̄1BuF (t) + E1Dϵ(t) + F̄2Ē2 ˙̄r(t)

+ L̄
(
yF (t)− Ē3r̄F (t)

)
,

(24)

An observer gain matrix denoted by L. Error dynamics are
achieved by defining the estimating error as η(t) = r(t) −
rF (t).

˙̄η(t) =
(
F̄1A1 − L̄Ē3

)
η̄(t) + F̄DDϵ(t), (25)

where ϵ̄(t) =
[ ϵ(t)
fa(t)

]
, F̄D =

[
F̄1D F̄2

]
.

For an optional positive stable δ, fault (25) will be asymp-
totically constant with inconvenience emaciation level δ, if
a positive matrix P ∈ R(n+q)×(n+q) exists and any matrix
H ∈ R(n+q)xq below LMI:

Π =

[
$ PFD

∗ −δ2I

]
< 0, (26)

where $ = PF 1A1 + AT
1 F

T

1 P − HE3 − H
T

3H
T
+ I . The

parameters of observer (20) are as follows.

A = F 1A1 − LE2, B = F 1B, C = B1F 2

L = L− (F 1A1 − LE3)F 2B1, L = P
−1
H.

(27)

Now, we can reproduce the observer-based controller uti-
lization by rF (t), which is acquired from the created H∞
observer (20) with parameters (27) convincing LMI (26) and
inconvenience emaciation level δ.

The following form is the input for the observer-based
controller.

uF (t) = (KE1 − E4)rF (t), (28)

where E4 = [0m×n Im], and K means the control gain.
Then we can obtain system (1) with actuator fault (8) as below.

ẋ(t) =Ax(t) +B((KE1 − E4)rF (t) + fa(t)) +Dϵ(t)

=(A+BK)x(t)−B(KE1 + E4)η(t) +Dϵ(t)

=(A+BK)x(t)−Bd1(t) +Bd2(t) +Dϵ(t),
(29)

where D = [D 0], d1(t) = KE1η(t), and d2(t) = E4η(t).

For an arbitrary positive stable α and β created observer
(19) with parameters (27) compensate LMI (26). The system
(1) with actuator fault (8) will be asymptotically constant with
inconvenience emaciation level γ, if a positive matrix S ∈
Rn×n and any matrix G ∈ Rm×n compensates the below
LMI: 

$ S −B B D
∗ −I 0 0 0
∗ ∗ −αI 0 0

∗ ∗ ∗ −βI 0

∗ ∗ ∗ ∗ −δ2

 < 0, (30)

where $ = AS+SAT +BG+G
T
BT . The control gain K and

disturbance attenuation level γ can be calculated as follows:
K = GS

−1

γ =

√
(αλmax(K

T
K) + 1)δ

2
.

C. Sensor and Actuator Faults

Content of this subsection ; sensors and actuators failures
are contemplated. For that purpose initial contemplate the
below observer by us :{

˙̂
ψ(t) = Âψ̂(t) + B̂uF (t) + L̂yF (t)
r̂F (t) = ψ̂(t) + ĈyF (t),

(31)

where ψ̂(t) is an ancillary variant, matrixes Â, B̂, Ĉ, and L̂ are
the observer parameters, and r̂F (t) is the estimation of x(t),
fs(t) , fa(t).

Considering the similar prosess of the preceding subsec-
tions, system (1) with sensors failure (7) and actuators failure
(8) presented as follow:

˙̂r(t) =F̂1A2r̂(t) + F̂1BuF (t) + F̂1Dϵ(t)

+ (F̂2Ê2 + F̂3Ê3) ˙̂r(t)

yF (t) =Ê2r̂(t),

(32)

where r̂ =
[
xT (t) fTs (t) fTa (t)

]T
, A2 = [A 0n×q B] ,

and

Ê =

 Ê1

Ê2

Ê3

 =

 In 0n×q 0m×q

C Iq 0q×m

B1C B1 Im



F̂ =
[
F̂1 F̂2 F̂3

]
=

 In 0n×q 0n×m

−C Iq 0q×m

0m×n −B1 Im
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where Ê is a full rank matrix with an reverse matrix is Ê−1 =
F̂ . Then, virtual observer design as follow:

˙̂rF (t) =F̂1A2r̂F (t) + F̂1BuF (t)+(
F̂2Dϵ(t) + F̂3B11

)
Ê2

˙̂r(t) + L̂
(
yF (t)− Ê2r̂F (t)

)
,

(33)

An observer gain matrix denoted by L. Error dynamics are
achieved by defining the estimating error as η(t) = r(t) −
rF (t).

˙̂η(t) = (F̂1A2 − L̂Ê2)η̂(t) + D̂ϵ̂(t), (34)

where ϵ̂(t) =
[ ϵ(t)
fa(t)

]
, and D̂ =

[
D 0

−CD I

]
.

For an arbitrary positive constant δ̂, error (34) will be
asymptotically constant with inconvenience emaciation level
δ̂, if a positive matrix P̂ ∈ R(n+m+q)×(n+m+q) exists, any
matrix Ĥ ∈ R(n+m+q)×q satisfies below LMI:

Π̂ =

[
Ξ P̂ D̂

∗ −δ̂2I

]
< 0, (35)

where Ξ = P̂ F̂1A2 + AT
2 F̂

T
1 P̂ − ĤÊ2 − ÊT

2 Ĥ
T + I . The

parameters of observer (31) are as follows.

Â = F̂1A2 − L̂Ê2 B̂ = F̂1B Ĉ = F̂4 L̂ = P̂−1Ĥ

L̂ = L̂− (F̂1A2 − L̂Ê2)F̂4B1 F̂4 =

 0n×q

Iq
0m×q

 . (36)

The observer-based control input ;

uF (t) = (K̂Ê1 − Ê4)rF (t), (37)

where Ê4 = [0m×n 0m×q Im], and K̂ is the control gain.
System (1) with both sensor failure (7) and actuator failure
(8) happen

ẋ(t) =Ax(t) +B((K̂Ê1 − Ê4)r̂F (t) + fa(t)) +Dϵ(t)

=(A+BK̂)x(t)−B(K̂Ê1 + Ê4)η̂(t) +Dϵ(t)

=(A+BK̂)x(t)−Bd̂1(t) +Bd̂2(t) +Dϵ(t),
(38)

Where d̂1(t) = K̂Ê1η̂(t), d̂2(t) = Ê4η̂(t), D is defined (33).
For an arbitrary positive stable α̂ and β̂ designed observer

(31) with parameters (36)satisfy LMI (35). The system (1)with
sensor failure (7) , with actuator failure (8) is asymptotically
constant with inconvenience emaciation level γ̂, if a positive
matrix Ŝ ∈ Rn×n , any matrix Ĝ ∈ Rm×n satisfies following
LMI: 

Ξ̂ Ŝ −B B D
∗ −I 0 0 0
∗ ∗ −α̂I 0 0

∗ ∗ ∗ −β̂I 0

∗ ∗ ∗ ∗ −δ̂2

 < 0, (39)

where Ξ̂ = AŜ+ŜAT+BĜ+ĜTBT . The control gain K and
disturbance attenuation level γ̂ can be calculated as follow:
K̂ = ĜŜ−1

γ̂ =

√
(α̂λmax(K̂T K̂) + 1)δ̂2.

IV. NUMERICAL SIMULATION

As discussed, the main objective of the FTC method is
to make the grid-tied microgrid resilient against the impact
of failures and inconveniences. The cases considered for the
simulation are sensor failure, actuator failure and simultaneous
sensor and actuator failuress. The simulated microgrid, which
is related to the distribution grid, in Fig. 1. The DER connected
to the microgrid is controlled by the designed observer-based
FTC which its diagram is shown in Fig. 2

VSC-Coupled-DER

Inverter-based-DG

Utility grid

Power 

source Vdc

Three phase

VSC

L1 L2R

Cf

Ps

Qs

A A A

     abc

dq

V

PLL

Vsabc
Observer-based 

FTC-Controller
I2dq

Reference valuesPref

Qref

I2
q

re
f

I2
d

re
f

LOAD IM DG

Gate Pulses

Microgrid

Fig. 1. The simulated grid-tied microgrid.

The simulated distribution grid symbolizes a part of the
Canadian reference dispersion system [17]. The microgird
consists of an inverter-based DER, a diesel-based synchronous
dispersion generator (DG), an induction motor load, and an
RLC load. A diesel engine regulator and an IEEE ST1A
excitation system are combined to construct the synchronous
DG unit. The inverter-based DER, which is related to the
distribution grid at PCC through an LCL filter, consists of
a three-phase VSC based on IGBT controlled by space-vector
PWM. The data of the excitation system, the synchronous DG
unit, the diesel engine regulator and the parameters of the
induction motor are taken from [17]. The parameters of the

Physical System

Inverter-bAsed DG

Observer-based-FTC 

Control

Actuator

PWM pulse generator

Sensors

C.T. , P.T. C and V 

meters

yc(t)u(t)

Actuator 

Fault

Sensor 

Fault

Fig. 2. FTC diagram of the VSC-coupled DER.

simulated microgrid are as follows: L= 100 H; R= 0.75 Ω;
the line to line rms voltage 480 V; the AC system frequency
ω = 377 rad/s.

To assess the efficiency of the intended FTC, the following
events are executed in the microgrid: at t = 0.2 s, Psref =
0 and Qsref = 0 where Psref and Qsref are the reference
reactive and active powers; at t = 0.25 s, Psref is subjected to
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a step change from 0.0 MW to 3.0 MW; at t = 0.40 s, Psref

has a step change from 2.3 MW to −3.3 MW; and finally,
at t= 0.4 s, Qsref has a step change from 0.0 MVAr to 1.5
MVAr.

The sensor and fault estimation is investigated by LMI
which is achieved through two step. The first stage involves
using a virtual observer to increase the precision of the
observations. As the virtual observer does not include any
quantifiable values, the real observer design is also included at
this stage. In the second step, based on the real observer, FTC
is constructed. The obtained results are based on the current
on the q-frame. Fig.3, Fig. 4 and Fig. 5 show actuator, sensor
and simultaneous fault cases, respectively.
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Fig. 3. FTC response for actuator fault on q-frame current.
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Fig. 4. FTC response for sensor faults on q-frame current.
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Fig. 5. FTC response for Sensor and actuator faults on q-frame current.

V. EXPERIMENTAL VERIFICATION

The fault-tolerant control algorithm proposed in this study
has been experimentally validated for a grid-connected DER.
The experimental setup is shown in Figure 6. The dSpace
1103 card was used as the control card in the experiment.
Other components used in the experimental setup are shown in
Figure 6 with their connections. The DER unit is represented
as a DC source as shown in figure 6 and is connected to the
mains via a transformer through an LC filter.

Figure 7 and figure 8 show actuator fault without FTC and
actuator fault with FTC, respectively. As shown in Figure 8,
the proposed fault tolerance algorithm accurately detects and
tolerates actuator faults and sets it to the reference value.

On the other hand, sensor faults without FTC and sensor
faults with FTC are shown in Figure 9 and Figure 10, respec-
tively. As shown in Figure 10, the proposed fault tolerance

Grid Transformer Grid
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S
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Fig. 6. Experimental Setup.

0               0.25           0.5                0.75              1.0               1.25 

0               0.25           0.5                0.75              1.0               1.25 

1.2
1

0.6
0

0.6

1.2

0.6

0

P(
p
.u

)
Q

(p
.u

)

P
Pref

Q
Qref

time(s) 

Fig. 7. Actuator faults without FTC.

algorithm accurately detects and tolerates sensor faults and
sets it to the reference value.

VI. CONCLUSION

An observer-based FTC was created for a VSC-coupled
DER in this article. The VSC-coupled DER is connected to
the distribution grid through a microgrid. The proposed FTC
design was accomplished through the following two steps:
first, a H∞ observer was designed to estimate the system
state and sensor/actuator fault; second, the estimated fault
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Fig. 8. Actuator faults with FTC.
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Fig. 9. Sensor faults without FTC.
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Fig. 10. Sensor faults with FTC.

obtained by the observer was used to calculate the feedback
control gain in a manner that satisfies the defined LMI and
the disturbance attenuation level; and third, the proposed FTC
design was implemented. Both theoretical modeling and actual
experimentation have been used to validate the functionality of
the proposed FTC. The suggested FTC was able to manage the
DER in such a way that its output powers followed the values
that were required by carrying out many step adjustments in
the reference active and reactive powers when there was a
failure in either the sensor or the actuator.
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Abstract— The interest in electric vehicle (EVs) components 

such as battery, battery chargers, and battery management 

systems is increasing in parallel with the spread of electric vehicles. 

One of the most critical of these components is battery chargers. 

Battery chargers are equipped with DC-DC converters with high 

efficiency, low cost, and wide output voltage range. In order to 

provide reliable operation of the battery charger, it is of great 

importance that the DC-DC converters are operated with a robust 

and stable controller as well as designed optimally. In this paper, 

a design method for a CLLC resonant converter-based 

bidirectional dc-dc converter (BiDC) is presented for a battery 

charger. The resonant converter, whose design details are 

presented, suggests a resonant system to be used in battery 

chargers with fewer components than the CLLLC converter, and 

similar voltage gain characteristics for bidirectional power flow 

operations compared to the LLC converter. The design procedure 

highlights performing the soft switching operation and 

determining the resonant tank parameters. In addition, the 

forward mode and reverse mode gain equations required for the 

system to operate in the desired output voltage range have been 

presented. The design procedures have been validated with a 

CLLC BiDC model with ratings of 1 kW, 400 V input / 300-450 V 

output in the PSIM environment. The performance results reveal 

that the zero voltage switching (ZVS) has been performed for 

primary-side MOSFETs under a wide load range. 

 

Index Terms— Battery chargers, CLLC resonant converter, 

high efficiency, DC-DC converter 

 

I. INTRODUCTION 

ITH INCREASING electrical power demands, battery 

systems in electric vehicles, which are becoming  
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increasingly common, can also be used as energy storage and 

auxiliary services. Grid-integrated electric vehicles are 

promising technologies for smart grids and reducing the 

environmental impact of vehicles. This technology is named as 

vehicle-to-grid concept (V2G) [1-3]. With the V2G concept, 

which emerged with the spread of distributed generation, EV 

batteries can transfer power to home loads or to the grid. 

Considering that EVs are parked for an average of 8 hours a 

day, in the event of a grid outage and high electricity prices, 

EVs can be used as a resource, reducing outages and the cost of 

electricity usage. Thus, bidirectional battery chargers (BCs) are 

frequently used instead of unidirectional BCs in such 

applications. The general structure of BC is shown in Fig. 1. 

BiDCs are used to provide transmission between high voltage 

buses and low voltage buses. Unlike resonant [4]–[6] or PWM 

[7]–[9] model unidirectional converters, BiDCs are designed by 

replacing output rectifiers with MOSFET switches. There are 

several studies on BiDCs that have soft-switching capability 

(SSC) with a focus on eliminating the switching loss. The 

related studies emphasize that BiDCs can be operated at high 

frequency-high power density without sacrificing efficiency 

[10-15]. BiDC topologies are divided into isolated and non-

isolated, and isolated topologies stand out due to their safety 

[16] and flexible voltage range. Isolated topologies are divided 

into two as phase shift method and frequency control methods 

in resonant structure. The phase shift control method can be 

used for isolated BiDCs but the gain of the system for this 

method is limited. In addition, SSC is a problem when the 

system is operating with a wide load range [17]. The resonant 

tank, which is frequently used in isolated BiDCs, achieves high 

gain values as well as performing soft switching in a wide load 

range. LLC resonant converter is an isolated dc-dc converter 

that has SSC for a wide load range at the secondary side [18-

22]. However, the drawback of the LLC resonant converter is 

that the voltage gain characteristics it provides in the forward 

direction cannot be provided in the reverse direction. While the 

LLC resonant converter’s normalized gain is 1 in forward 

power flow, the converter's normalized gain is lower than 1 in 

reverse power flow. This drawback has been able to eliminate 

by using a symmetric resonant tank structure such as CLLLC 

[23-26]. The restriction of the CLLLC resonant converter is that 

there are too many components which is a problem in 

designing/analyzing the converter and it is also not cost-

effective. In order to have a symmetric tank structure and fewer 

components than CLLLC, CLLC resonant converter is 

proposed in the literature [17, 27]. One of the advantages of 
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CLLC topology is that the resonant inductor on the secondary 

side of the CLLLC converter is removed and that makes the 

circuit easier to design. Another advantage is that similar 

voltage gain characteristics are observed in both directions in 

CLLC topology which is not seen in LLC resonant converter. 

The different types of resonant converter topologies used in 

literature are illustrated in Fig. 2.  

In this paper, the high-efficiency resonant converter is 

presented for BCAs. The contribution of the paper is that the 

design procedure is improved by considering the reverse side 

initially so the complexity of designing the system is reduced in 

comparison with the literature. In addition, CC-CV charging 

control algorithms are implemented to verify the performance 

of the battery charger with bidirectional power flow capability 

which is significant for V2G concept, and these control 

methods are expressed mathematically. This paper is divided 

into five sections. In the first section, literature studies on 

resonant converter topologies are presented. In the second 

section, resonant converter topology is explained. In the third 

section, the design procedure and control algorithm is 

presented. In section 4, simulation results are given for both 

modes. The last section presents the concluding remarks of the 

paper.  

 
Fig.1. General Structure of BC  

 

 
Fig.2. Resonant Converter Topologies a) LLC resonant converter b) CLLC 

resonant converter c) CLLLC resonant converter  

II. CLLC RESONANT CONVERTER 

In this study, a full-bridge resonant CLLC converter 

topology, which is illustrated in Fig. 3, is used for BiDC due 

to high power ratings, similar voltage gain characteristics, and 

less volume. Vin stands for the input voltage of the proposed 

system. M1 – M4 are the primary MOSFETs. Lr, Cr1 and Lm, 

that are the resonant inductor, primary side resonant capacitor, 

and the magnetizing inductor, respectively, are the crucial 

resonant tank elements of the primary side. Additionally, Cr2 

stands, that is the secondary side resonant capacitor, is the 

fundamental resonant tank element of the secondary side. 

Turn ratio of the transformer is denoted as n. Ro1 and Ro2 are 

the load resistors of forward and reverse modes, respectively. 

M5-M8 are secondary side MOSFETs. C1 and C2 are the 

capacitors of input and output parts. First of all, first harmonic 

approximation method is applied to investigate the working 

principle of the converter, and determine the transfer function 

of the resonant tank gain by using the AC equivalent circuit of 

the system. The AC equivalent circuits of the forward and 

reverse modes are depicted in Fig. 4. Rac_f is the equivalent of 

the reflected load resistance represented in Eq-1 for forward 

mode. Addition to that, Rac_r (the equivalent of the reflected 

load resistance) is also determined by virtue of reverse mode 

and outlined in Eq.2. To better understand, all aforementioned 

circuit parameters are tabulated in Table-1.  

 
Fig.3. Bidirectional CLLC resonant converter topology 

 

𝑅𝑎𝑐_𝑓 =
8𝑛2𝑅𝑜1

𝜋2                                       (1) 

 

                 𝑅𝑎𝑐_𝑟 =
8𝑅𝑜2

𝜋2                                           (2) 

 
TABLE I  

THE DEFINITIONS OF CIRCUIT PARAMETERS 

Parameter Expression Meaning 

Q1 √𝐿𝑟/𝐶𝑟1

𝑅𝑎𝑐_𝑓  

Quality factor of 

the forward mode 

Q2 √𝐿𝑟/𝐶𝑟2𝑛

𝑅𝑎𝑐_𝑟  

Quality factor of 

the reverse mode 

CX 𝐶𝑟2𝑛

𝐶𝑟1  

Ratio of resonant 
capacitors 

LX 𝐿𝑚

𝐿𝑟  

Ratio of resonant 

inductors 

Cr2n 𝐶𝑟2

𝑛2   
Normalized 

Capacitor of Cr2 

Fx 1

2𝜋√𝐿𝑟𝐶𝑟1
 

Basic Frequency 

Fn 𝐹𝑠

𝐹𝑥 

Normalized 

Frequency 

 

 

 
Fig.4. Equivalent Resonant Circuits a) Forward Mode b) Reverse Mode   

 

Based on first harmonic approximation method transfer 

function of the resonant tank gain for both directions are 

shown below [17]. 
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|𝐺𝑓| = |
𝑛𝑉2

𝑉1
|=

1

√(
𝐿𝑥𝑓2−1+𝑓2

𝐿𝑥𝑓2 )2 +(
𝑄1[𝐶𝑥𝐿𝑥𝑓4−(𝐶𝑥𝐿𝑥+𝐿𝑥+1)𝑓2+1]

𝐶𝑥𝐿𝑥𝑓3 )2

  (3) 

 

 

|𝐺𝑟| = |
𝑉1

𝑛𝑉2
|=

1

√(
𝐶𝑥𝐿𝑥𝑓2−1

𝐶𝑥𝐿𝑥𝑓2 )2 +(
𝑄2[𝐶𝑥𝐿𝑥𝑓4−(𝐶𝑥𝐿𝑥+𝐿𝑥+1)𝑓2+1]

𝐿𝑥𝑓3√𝐶𝑥
)2

  (4) 

 

As it is seen from above equations, dc gain of the BiDC 

depends on Q1, Q2, Cn, Ln and f. In section 3, design procedure 

of these parameters are clarified in detail. The crucial 

parameters namely SSC plays a vital role to improve the 

efficiency of the any desired systems. Due to the challenging 

design of SSCs, several restriction criteria should be considered 

during the analysis and design procedure. In the rest of this 

section, zero voltage switching (ZVS) boundaries, which take 

part in primary-side MOSFETs, are explained to minimize the 

energy losses. ZVS occurs when parasitic capacitors (PrCrs) are 

fully charged/discharged within desired duration namely dead-

time.  

 

The fundamental abbreviations of ZVS condition is outlined 

in Table 2. Determining the initial primary side current is 

required for SSC. According to the first harmonic 

approximation method for forward mode, the current is 

depicted in equation 5.   

 

Idead_f =
1

2
∫ 𝑛

𝑡1

𝑂

𝑣2−𝑢𝑐𝑟2

𝐿𝑚
𝑑𝑡, 𝑢𝑐𝑟2 = 𝑈𝑐𝑟2cos (2𝜋𝑓𝑠𝑡 + 𝜃)  (5) 

 

For the secondary side, initial current is zero (see eq. 6). 

icr2 = Cr2
𝑑𝑢𝐶𝑟2

𝑑𝑡
, icr2(0) = 0                                           (6) 

 

From these two equations, current within dead-time in 

forward mode can be expressed as follows [17, 28-32].  

 

Idead_f =
𝑛𝑉2𝑡1

2𝐿𝑚
≈

𝑛𝑉2

4𝑓𝑠𝐿𝑚
                                               (7) 

To satisfy the ZVS condition for forward mode, Equation 8 

is presented [17, 28-32]. 

 

         
Idead_ftdead

𝐶𝑒𝑞_𝑓
> ∆𝑢𝐴𝐵 = 2𝑉1   (8) 

 

Similar analysis can be done for the opposite direction. 

According to the first harmonic approximation method for 

reverse mode, Idead_r is shown in equation 9. 

Idead_r =
1

2
∫

𝑣1−𝑢𝑐𝑟1−𝑢𝐿𝑟

𝐿𝑚
𝑑𝑡

𝑡1

𝑂
, 𝑢𝑐𝑟1 = 𝑈𝑐𝑟1cos (2𝜋𝑓𝑠𝑡 + 𝜃)

                       (9) 

  

Similar to the forward mode, initial secondary side current is 

zero (see eq. 10).  

iLr = Cr1

𝑑𝑢𝐶𝑟1

𝑑𝑡
, uLr = Lr  

𝑑iLr

𝑑𝑡
 ,

iLr(0) = 0 
       (10) 

 From these two equations, current within dead-time in 

reverse mode can be expressed as follows [17, 28-32].  

 

            Idead_r =
𝑉1𝑡1

2𝐿𝑚
≈

𝑉1

4𝑓𝑠𝐿𝑚
                             (11)                            

To satisfy the ZVS condition for reverse mode, Equation 12 

is presented [17, 28-32]. 

 
Idead_rtdead

𝐶𝑒𝑞_𝑟

> ∆𝑢𝐶𝐷 = 2𝑛𝑉2 (12) 

 

TABLE II 

THE ABBREVIATIONS OF CIRCUIT PARAMETERS FOR ZVS 
CONDITION 

Parameter Expression Meaning 

C1, C2, C3, 

C4 

Coss1 Parasitic capacitance of 

primary 
side MOSFETs 

C5, C6, C7, 

C8 

Coss2 Parasitic capacitance of 

secondary side MOSFETs 

Ceq_f 
𝐶oss1 +

𝐶oss2

𝑛2
 

Equivalent capacitance of 
primary side in forward 

mode 

Ceq_r 
𝐶oss1 +

𝐶oss2

𝑛2
 

Equivalent capacitance of 
secondary side in reverse 

mode 

Idead_f 𝑛𝑉2

4𝑓𝑠𝐿𝑚
  Constant current for 

primary side 
in dead-time (forward 

mode) 

Idead_r 

 

𝑉1

4𝑓𝑠𝐿𝑚
  Constant current for 

secondary 

side in dead-time(reverse 

mode) 

ucr2 𝑈𝑐𝑟2cos (2𝜋𝑓𝑠𝑡 + 𝜃) Peak voltage on Cr2 

 

III. DESIGN PROCEDURE, OPERATING 

PRINCIPLES AND CONTROL SCHEME  

A. Design Procedure  

In this paper, the novel design method is presented for BCAs. 

The design parameters based on the battery charger rating are 

outlined in Table 3. The proposed design procedure is 

expressed by a flowchart given in Fig. 5. The rating parameters 

of the CLLC circuit are initially determined before analyzing 

the proposed method.  

 

TABLE III 

DESIGN SPECIFICATIONS  

Power 
Flow 

Direction 

Max. 

Power 

Primary 
side 

V1(V) 

Secondary 
Side 

V2(V) 

Switching 
Frequency 

Range 

Forward 1kW 400  300-450  180-310 kHz 

Reverse 1kW 300-450  400  170-260 kHz 
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Fig.5. Flowchart of the design procedure 

The design procedure initiates with the selecting Ln and Cn 

values. Following that, the fundamental performance 

parameters, which are maximum (Gmax)/minimum (Gmin) DC 

voltage gain, forward/reverse mode gain range of the system, 

are determined according to the battery charger ratings. Since 

the design accuracy performed by considering the reverse mode 

is higher than the forward mode, the forward mode design is 

performed following the reverse mode design and the proposed 

method is started by checking if the minimum reverse mode 

gain is greater than Gmin or not. Maximum normalized 

frequency, and the minimum quality factor are selected based 

on the Gmin in reverse mode. When Q2 reaches its designed 

minimum Q2min and f=fmax, Gmin is obtained. After determining 

fmax, fmin is obtained from DC gain range of the system. If fmin 

and fmax satisfy the desired DC gain range, normalized 

frequency is set based on the desired frequency range which is 

150-350 kHz. Determining the Q1max is important because of 

satisfying the condition for forward mode (Gfmax < Gmax). After 

verifying all the conditions, the resonant tank parameters are 

able to be computed based on the ZVS equations which are 

shown in Eq. 8 and Eq. 12. Finally, the DC gain range for both 

modes and frequency range for both modes are checked before 

validating the resonant tank parameters. If any problem occurs 

during the design procedure, the parameters Ln and Cn are 

changed to meet the design requirements of the system, and the 

design procedure is restarted from the beginning. Fig. 6 shows 

the forward and reverse DC gain curve of the system with the 

initial guess of Ln=3 and Cn=1.3.  

 

Fig.6. DC gain curves with different Quality Factors a) Forward mode   b) 

Reverse mode 

B. Operating Principles  

The operating stages of the circuit is shown in Fig. 7. As 

illustrated in the figure, the converter has six operating stages 

during one switching cycle. While stages 1, 2, and 3 are 

performed in the first half cycle, stages 4, 5, and 6 are 

performed in the second half cycle. The converter operates 

within dead-time periods at stage 1 and 4. Stage 2 and 5 

corresponds to resonant stages named power transfer stages. 

The converter operates out of resonance at stages 3 and 6. When 

the power transfer occurs, primary switches are triggered in 

inverting mode and the secondary side switches are disabled. 

Definitions of the converter stages are summarized in Table 4.  

 

 
Fig.7. Operating Stages of the Resonant Converter a) Stage 1, b) Stage 2, 

c) Stage 3, d) Stage 4, e) Stage 5, and f) Stage 6. 

 

TABLE IV 
THE OPERATING PRINCIPLES OF THE CONVERTER 

Stages Explanation 

Stage 1  Dead-time duration 

Stage 2 Power is transferred to the secondary side 

Stage 3 Out of resonance, power transfer is stopped 

Stage 4 Dead-time duration 

Stage 5 Power is transferred to the secondary side  

Stage 6 Out of resonance, power transfer is stopped 

 

C. Control Scheme  

The cascade loop control scheme, designed for CC-CV 

charging algorithms for battery chargers, consists of the inner 
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current control loop and the outer voltage control loop as 

represented in Fig. 8. Pulse frequency modulation is used for 

controlling the system. 

 

Fig.8. Block diagram of the CLLC resonant converter control system  

 

Mathematical expressions are also shown in Fig. 8. As seen 

from Fig. 8, a power transfer process is defined by T. 

Bidirectional power flow capability B= F x S formed by 

forward mode and reverse mode. The measured SOC value is 

denoted as Z. As expressed in the figure, state 1 indicates that 

the CLLC converter operates in forward mode and the SOC 

level of the battery pack is more than 90 so CV control loop is 

selected by the control unit. Similarly, if the CLLC converter 

operates in forward mode but the SOC level of the battery pack 

is less than 90, the CC control loop is selected (state 2).  SOC 

level in the battery pack that is more than 90 in state 3. The 

difference between state 1 and state 3 is that the converter 

operates in reverse mode at state 3, a CV control loop. Similar 

to state 3, the converter operates in reverse mode at state 4. 

However, the SOC level of the battery pack is less than 90 at 

state 4 so the CC control loop is selected by the control unit. CC 

charging is activated when the SOC is smaller than 90 percent. 

Similarly, CV charging is activated when the SOC is greater 

than 90 percent. For calculating the SOC value, SOC estimation 

methods can be used for real BCAs. However, in the simulation 

model, SOC value is directly measured from batteries so the 

SOC estimation method is not used in this paper. SOC value is 

taken and the control unit of the system decides whether CC or 

CV charge is required. Thus, the necessary signal is transmitted 

to the switch block. The reference voltage and reference current 

are denoted as Vref and Iref, respectively. In CC charging 

process, the difference between Iref and the Io generates a signal 

and enters the PI_2 controller for generating a duty cycle D 

when the Switch is OFF. The signal from the PI_2 controller is 

extracted from the calculated constant value and enters the 

limiter block that has upper/lower limits to generate the 

required switching frequency. The switching signals of 

MOSFEETs are produced by a gate signal generator 

considering the computed switching frequency. In the CV 

charging process (the switch is ON), the difference between Vref 

and output voltage generates a signal and enters the PI_1 

controller to be used in the inner loop. The remaining process 

is the same as in CC. 

To summarize the control part, if the SOC value in the battery 

is below 90 percent while power is transferred from one side to 

another, the CC charging algorithm is used. CC control loop 

produces a frequency signal by comparing the measured battery 

charging current and reference current values and applying the 

error value to the PI controller. However, if the SOC value in 

the battery is above 90 percent, the CV charging algorithm is 

used. The CV control loop produces a reference signal by 

comparing the measured battery voltage with the reference 

voltage values and applying the error value to the PI controller. 

Similarly, this reference signal is compared with the battery 

current and the error value is applied to another PI controller to 

output a frequency signal. While CC and CV charging 

algorithms are used in the resonant converter, frequency control 

is performed and PI controllers, frequency ratio block and 

limiters are used to obtain necessary frequencies. The obtained 

frequency values are converted into switching signals by gate 

signal generator block. 

IV. SIMULATION RESULTS   

This section presents the performance review of the proposed 

system. A 1 kW battery charger model was developed using the 

PSIM simulation program. To examine the performance of the 

system, analyzes were carried out in all power flow directions 

and the functionality and applicability of the proposed battery 

charger were verified. Resonant tank design component values 

are shown in Table 5.  

 
TABLE V 

THE PARAMETERS OF SIMULATION MODEL 

Parameter Symbol Value 

Primary side Resonant Capacitor  Cr1 25 nF 

Resonant Inductor Lr 37.84 µH 

Magnetic Inductor Lm 57 µH 

Secondary side Resonant Capacitor Cr2 40 nF 

Transformer Turn Ratio n 8/10 

 

All the design parameters are calculated based on the 

proposed design methodology discussed in sections 2 and 3. 

Simulation results show that the switching frequency range is 

between 180 kHz and 310 kHz which is the desired value for 

this system in forward mode (see Fig. 9). Similarly, the 

switching frequency range is between 170 kHz and 260 kHz in 

the reverse mode (see Fig. 10).  

In forward mode, ZVS waveforms for maximum and 

minimum switching frequency are shown in Fig. 8. As seen 

from the zoom-in view in the figure, the drain-to-source voltage 

of MOSFET is zero before the gate signal is equal to 1. 

Therefore, when the switch is turned on, the switching loss is 

zero. Similar to the Fig. 9, ZVS waveforms for maximum and 

minimum switching frequency are shown in Fig. 10 for reverse 

mode and ZVS is also seen from the zoom-in view in Fig. 10.  

Since zero voltage switching occurs, the switching losses are 

reduced, and the system's efficiency has increased compared to 

the traditional converters. The operating ranges of the system in 

both modes are highlighted in Fig. 9 and 10 by measuring the 

one period of the cycle.  
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Fig. 9. ZVS waveforms for forward mode a) Maximum switching frequency 

b) Minimum switching frequency 

 

 

Fig.10. ZVS waveforms for reverse mode a) Maximum switching frequency 

b) Minimum switching frequency 

As can be seen in Fig. 11, during the forward mode operation, 

the recommended frequency control is performed at 400 V 

input voltage, and an output voltage range of 300-450 V is 

obtained. While the output voltage is 450 V at the minimum 

operating frequency of 180 kHz, it reaches 300 V at the 

maximum operating frequency of 310 kHz. Similarly, when the 

system is operating in reverse mode (see Fig. 12), the desired 

300-450 V output voltage range can be obtained by the PFM 

control method (for 400 V input). While the desired output 

voltage is obtained in reverse mode, the frequency range used 

in forward mode can be used. For instance, when the switching 

frequency is 260 kHz, output voltage is 450 V. On the other 

hand, when the switching frequency is 170 kHz, output voltage 

is 300 V. 

In addition, switching losses and conduction losses of primary 

side MOSFETs are shown in Fig. 13 and Fig. 14, respectively. 

As seen in Fig. 13 and Fig. 14, the conduction losses are 

negligible. The main problem in this system comes from the 

switching losses as seen in Fig. 13 and Fig. 14. To overcome 

this problem (decrease switching loss), soft switching 

conditions are mentioned in the design procedure and 

simulation results confirm that the system has the soft-

switching capability to reduce the switching losses (see Fig. 9 

and Fig. 10). 

 
Fig.11. Input and output waveforms for forward mode a) System with 

maximum frequency b) System with minimum frequency 

 
Fig.12. Input and output waveforms for reverse mode a) System with 

maximum frequency b) System with minimum frequency 

 
Fig.13. Switching and conduction losses for forward mode a) System with 

maximum frequency b) System with minimum frequency 

 
Fig.14. Switching and conduction losses for reverse mode a) System with 

maximum frequency b) System with minimum frequency 
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Results of the simulation model is shown in table 6. For a 

BCA, wide output load range is needed, and simulation results 

verified that the system has wide output load range for both 

modes (300 V-450 V) for a constant input voltage (400 V). 

Similar switching frequency range can used for the system with 

output power of 1 kW. Similar switching frequency range is 

used for both directions and the system has 1kW output power. 

Switching losses and conduction losses are acceptable for a 

1kW system. When the resonant converter operates at 180 kHz 

and 310 kHz in forward mode, efficiency of the converter is 

98.35 and 97.58, respectively. Similarly, the converter 

efficiency is 98.02/97.45 for 170 kHz/260 kHz in reverse mode.  
 

TABLE VI 

RESULTS OF SIMULATION MODEL 

Parameter Value 

Input Voltage for two Modes 400 V 

Output Voltage range for two Modes 300-450 V 

Switching Loss for Forward Mode 15 W 

Conduction Loss for Forward Mode 0.04 W 

Switching Loss for Reverse Mode 35 W 

Conduction Loss for Reverse Mode 0.04 W 

Operating Frequency for Forward Mode 180 kHz – 310 kHz 

Operating Frequency for Reverse Mode 170 kHz – 260 kHz 

Output Power 1 kW 

V. CONCLUSION   

In this paper, a design method for CLLC resonant converter 

that is used in BCs is presented. To increase the efficiency of 

the system, soft switching conditions are given in design 

procedure. The simulation model of the resonant converter 

system which consists of two resonant capacitors, one resonant 

inductor, and one magnetizing inductor is performed using 

PSIM environment. Simulation model operates under wide 

output voltage range for a constant input voltage with rated 

power of 1 kW and also the model can transfer the power flow 

for both directions. CV and CC charging algorithms have been 

tested for the model with cascaded loop control and to control 

the output voltage to the desired value, PFM method is used. 

The presented system excels with the advantages of fewer 

components, less complexity, bidirectional power flow 

capability, and similar voltage gain characteristics for both 

directions in comparison with existing systems. In addition, 

another advantage of the presented system is that the converter 

satisfies a wide voltage range without sacrificing efficiency 

which is significant for BCAs. The main advantages of the 

presented topology are as follows: 

- high efficiency,  

- high energy density,  

- electrical isolation,  

- low electromagnetic interference and harmonic pollution,  

- magnetic integration,  

- wide output ranges,  

- low voltage stress, and  

- high operation frequency.    
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