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Abstract—Brain decoding is an emerging approach for 

understanding the face perception mechanism in the human brain. 

Face visual stimuli and perception mechanism are considered as a 

challenging ongoing research of the neuroscience field. In this 

study, face/scrambled face visual stimulations were implemented 

over the sixteen participants to be decoded the face or scrambled 

face classification using machine learning (ML) algorithms via 

magnetoencephalography (MEG) signals. This noninvasive and 

high spatial/temporal resolution signal is a neurophysiological 

technique which measures the magnetic fields generated by the 

neuronal activity of the brain. The Riemannian approach was used 

as a highly promising feature extraction technique. Then Long 

Short-Term Memory (LSTM), Gated Recurrent Unit (GRU), 

Convolutional Neural Network (CNN) were employed as deep 

learning algorithms, Linear Discriminant Analysis (LDA) and 

Quadratic Discriminant Analysis (QDA) were implemented as 

shallow algorithms. The improved classification performances are 

very encouraging, especially for deep learning algorithms. The 

LSTM and GRU have achieved 92.99% and 91.66% accuracy and 

0.977 and 0.973 of the area under the curve (AUC) scores, 

respectively. Moreover, CNN has yielded 90.62% accuracy. As our 

best knowledge, the improved outcomes and the usage of the deep 

learning on the MEG dataset signals from 16 participants are 

critical to expand the literature of brain decoding after visual 

stimuli. And this study is the first attempt with these methods in 

systematic comparison. Moreover, MEG-based Brain-Computer 

Interface (BCI) approaches may also be implemented for Internet 

of Things (IoT) applications, including biometric authentication, 

thanks to the specific stimuli of individual’s brainwaves. 

 
Index Terms—Magnetoencephalography, Brain Decoding, 

Riemannian Approach, Deep Learning.  
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I. INTRODUCTION 

HE brain decoding has obtained great attention from 

scientific communities in medical applications and is 

observed as one of the primary goals of the brain analysis 

literature [1]. Face perception mechanism in individuals is 

generated by a sequence of cortical activities [2,3]. 

Neuropsychology and cognitive neuroscience research fields 

require magnetoencephalography (MEG) and 

electroencephalography (EEG) signals to decode these brain 

maps [4]. Different experiments can be implemented to arouse 

these brain patterns, such as visual stimuli. The brain reacts to 

different responses for different visual stimuli [4]. If the subject 

is stimulated by a visual cue, then the related brain activity is 

recorded from multiple noninvasive sensors. Then each 

recorded data is named as a trial [5]. In this study, 

face/scrambled face are used as a visual stimulus; during the 

same time, MEG signals are collected over the brain activities. 

MEG signal is a neurophysiological way of measuring 

magnetic fields generated by neural electrical activities [6]. 

These signals have some advantages compared to the EEG 

signals, functional magnetic resonance imaging (fMRI), and 

positron emission tomography (PET) methods because of the 

alleviated effects by cerebrospinal fluid, skull, and skin [3]. 

Moreover, MEG signals present great spatial and temporal 

resolution [7]. 

The low prediction performance in multivariate brain 

decoding is generally caused by the low signal-to-noise ratios 

(SNRs), high dimensionality recordings of the scalp, and cross-

subject variations [8]. Recently machine learning (ML) 

algorithms offer these problems a very promising approach in 

signal processing techniques to recognize the activated brain 

patterns using noninvasive MEG signals [5,9-11]. In this 

research study, Convolutional Neural Network (CNN), Long 

Short-Term Memory (LSTM), and Gated Recurrent Unit 

(GRU) were implemented as deep learning algorithms when 

Linear Discriminant Analysis (LDA) and Quadratic 

Discriminant Analysis (QDA) were used as traditional 

(shallow) machine learning algorithms. CNN is considered as a 

state of the art machine learning algorithm especially used for 

computer vision, natural language processing, and pattern 

recognition. CNN has convolution layers to extract features of 

the signal-based images. These features consist of edges, lines, 

or corners [12]. LSTM is carried out in the prediction of 

sequential data. The key point of LSTM is that it can remember 

input for a long time while estimating outputs [13]. The GRU 

is another applied popular ML algorithm based on the Recurrent 
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Neural Network (RNN). The reason for the popularity is 

considered as computation cost and a simple model of topology. 

This technique is assembled into a single "update gate" with 

forget and input gates and mounted in the cell state and hidden 

state [14]. Furthermore, LDA is to project the dataset for 

classification in a supervised manner. This projected-based 

method aims to find the best projection direction during the 

classification task [15]. On the other hand, QDA assumes not 

equality of the covariance matrices that gain a quadratic 

decision boundary for two-class problems [16]. 

The Riemannian approach was implemented in the feature 

extraction step that enables direct manipulation of multichannel 

MEG signals to covariance matrices. Then these matrices were 

employed as features. The Riemannian approach is known as 

extremely competitive and superior to the other feature 

extraction techniques, including the Common Spatial Pattern 

[5,17]. The simultaneous MEG signal recordings were obtained 

from 16 participants who perform trials during the face and 

scrambled face visual stimuli to reveal the patterns over the 

brain dynamics [5]. After that, the Riemannian approach was 

employed for the feature extraction process [5]. In this study, 

deep learning algorithms, LSTM and GRU has achieved 

92.99% accuracy and 0.977 of AUC (area under the curve) 

score, 91.66% accuracy, and 0.973 AUC score, respectively. 

Moreover, CNN has yielded 90.62% accuracy with 0.959 AUC 

score among the deep learning approaches.  Then LDA has 

determined 78.23% accuracy and 0.861 AUC when QDA has 

obtained a classification accuracy of 72.24% and 0.796 of AUC 

score. These results show that LSTM, GRU, and CNN have 

noticable performances on the MEG signals compared to the 

previous research study (80.85% accuracy and 0.81 AUC with 

Deep Neural Network) [5]. Moreover, LDA has also offered 

improved performance than Support Vector Machine (78.01% 

accuracy) and the other traditional classifiers in the same study 

[5]. However, the satisfactory accuracy (79%) of the 

Generalized Regression Neural Network (GRNN) was not 

achieved by LDA and QDA results [11]. MEG-based BCI 

systems have high time resolution and high uniqueness for 

individuals [4,8-10]. These features can provide effectiveness 

for IoT applications, such as biometric authentication. 

The rest of the article was organized as follows; the method 

chapter defines dataset description of the dataset details, 

preprocessing, feature extraction step, evaluation metrics, and 

machine learning algorithms. Furthermore, the results and 

discussion chapter explains the performance outcomes of the 

MLs and statements of the findings. Then the conclusion 

chapter is to point out the discriminations of the study among 

the literature of brain decoding in terms of the ML estimations. 

II. MATERIAL AND METHOD 

A. Definition of the dataset 

Magnetoencephalography signals were recorded with an 

Elekta Neuromag VectorView system from 18 participants; 

thereby, the dataset was created by Henson et al. [18]. The triple 

sensor group, consisting of a magnetometer and two 

gradiometers, is located at 102 positions. In total, 306 sensors 

record the magnetic field caused by brain currents. The z 

(radial) component of the magnetic field is measured by the 

magnetometer, while the x and y spatial derivative is measured 

by the gradiometer. Details of the measuring system are 

provided by Henson et al. [18]. 

The dataset, used in this study, was modified within the scope 

of the [19-20]. The modified dataset encompasses 

approximately 588 trials for each 16 subjects. Visual stimuli of 

faces and scrambled faces were randomly presented to the 

subjects for 1 second, and for each stimulation, subjects were 

rested for 0.5 seconds. Each trial consists of 1.5 seconds of 

MEG recording was sampled at 250 Hz from 306 channels. 

Thus, a total of 9414 trials were presented in a random order 

[5]. 

The flowchart showing the overall workflow from MEG 

recordings to the brain decoding process is given in Fig. 1. A 

series of operations carried out for this study can be listed as 

follows: Pre-processing of signals using a bandpass filter, 

source extraction by spatial filtering, extracting feature vector, 

classification of the feature vector. 

The brain computer interfaces (BCIs) are used to perform 

various tasks (control, communication,  biometric 

authentication) via processing of brain signals [21]. In the 

preprocessing phase, the signal was first high-pass filtered at 

1Hz. The first 0.5 seconds of the signals were discarded when 

contemplating the rest time of the subjects. With the start of the 

feature extraction process, a bandpass filter having 1Hz-20Hz 

cut-off frequency points is used. Then, by applying a spatial 

filter to the signal, the dimensionality is reduced, and the signal-

to-noise ratio is increased [5]. 

The Riemannian approach allows the direct manipulation of 

multichannel MEG signals to covariance matrices and 

subspaces with proper and special geometry, as defined by Yger 

et al. [22]. Through the Riemannian geometry, the 2176 

features of the dataset were obtained using tangent space 

representation from the MEG covariance matrices at the end of 

the feature extraction process [23]. Tangent space is a vector 

field that allows all Euclidean statistical methods, and 

Riemannian metrics are more suitable for flat vector spaces 

rather than conventional Euclidean metrics. Thus, this approach 

can be applied to the MEG-based brain-computer interface, 

especially for the implementation of the classifier, and feature 

representation. Detailed computational issues about the 

Riemannian geometry can be found in [22]. 

B. Evaluation metrics for performances 

Evaluation metrics are important factors to show the machine 

learning algorithm performances in the dataset. The suitable 

evaluation metrics are important keys to discriminate the 

optimal MLs [24]. In this study, accuracy (ACC), sensitivity 

(SENS), specificity (SPEC), and the area under the curve 

(AUC) score were employed as evaluation metrics with k-fold 

cross-validation technique. In this technique, the dataset is 

divided into k-subsets. Then the ML is trained with k-1 subsets, 

and the other one subset is tested. The process is repeated k 

times so that each subset sample will be trained and tested. After 

that, the average classification metrics are obtained for each ML 

algorithm [12]. The formulas for accuracy were presented in 

Eqs. (1-3) [25]: 

208

http://dergipark.gov.tr/bajece


BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING,     Vol. 11, No. 3, July 2023                                              

  

 

Copyright © BAJECE                                                                ISSN: 2147-284X                                                     http://dergipark.gov.tr/bajece        

 

 
 

Fig.1. The experiment of MEG recordings and brain decoding process 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦(𝑁) =
∑ 𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒(𝑛𝑖)

|𝑁|
𝑖=1

|𝑁|
,   𝑛𝑖 ∈ 𝑁    (1) 

 

𝐸𝑠𝑡𝑖𝑚𝑎𝑡𝑒(𝑛) = {
1,     𝑖𝑓 𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒(𝑛) = 𝑐𝑛
0,     𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                   

                (2) 

 

𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦(𝑀𝐿) =
∑ 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦(𝑁𝑖)

|𝑘|
𝑖=1

|𝑘|
  (3) 

 

where N refers the classified (test) dataset, cn defines the class 

of the value of n, Estimate(n) describes the classification result 

of n, and then the k value is named for the k-fold cross-

validation [12]. 

Different metrics reveal the different characteristics of the 

ML algorithms induced by the processing [26]. Therefore, it 

may help easier to make the comparison and analysis of ML 

algorithms in the robustness observation. In general, the 

sensitivity and specificity are well-known evaluation metrics 

for performance analysis of ML algorithms. Thus, they are 

described as the following equations [27]: 
 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
      (4) 

 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
      (5) 

 

where: True Positive (TP): The number of face pattern 

decisions which are targeted as face pattern, True Negative 

(TN): The number of scrambled face pattern decisions which 

are targeted as scrambled face pattern, False Positive (FP): The 

number of scrambled face pattern decisions which are targeted 

as face pattern, False Negative (FN): The number of face 

pattern decisions which are targeted as scrambled face pattern. 

Thanks to the AUC evaluation metrics, the classification 

results are presented across the interval of 0-1 scores under the 

curve of false positive rates and true positive rates. The higher 

AUC value means better classifier performance. This popular 

ranking type metric is to prove that the prediction and 

diagnostic ability of MLs are noteworthy (AUC>0.9) and good 

discrimination (0.8≥AUC>0.7) if the AUC scores are found in 

the range of the stated values [28]. 

C. Linear discriminant analysis and quadratic discriminant 

analysis Most  

Linear Discriminant Analysis (LDA) and Quadratic 

Discriminant Analysis (QDA) machine learning methods are 

both based on the fundamentals of statistical and probabilistic 

learning. Basically, when LDA is used for linear classification, 

QDA is employed for quadratic decision problems of the 

classification process [16]. Kernel Fisher’s Discriminant 

analysis has derived the LDA method that is a type of projection 

technique. LDA is implemented to classify the dataset in the 

manner of reducing the dimension. The aim of LDA is to 

maximize the between-class distance and to minimize within-

class distance. If the class samples are defined as C1 and C2, 

LDA finds the projection direction (w) for maximum 

separability of the spatial pattern [15-29]. The related Equations 

are presented below: 
 

𝑧 = 𝑤𝑇𝑥   (6) 
 

where x (data samples) are employed to be projected onto w. 

The graphical presentation of LDA is shown in Fig. 2 [15]. 

    where m1 to m1 describes the means of samples in class C1 

before and after the projection process, respectively. Therefore, 

𝒎𝟏 ∈ ℜ𝑑   defines the multi-dimension, and 𝑚1 ∈ ℜ means the 

projected dimension. Then 𝑚2 and 𝒎𝟐 have a similar manner 

for class C2. The samples of scattered dataset around the means 

are presented as 𝑠1
2 and 𝑠2

2. Then the samples of training dataset 

are defined as 𝑋{𝑥𝑡 , 𝑟𝑡}: 

𝑋{𝑡} = {
𝑟𝑡 = 1, 𝑥𝑡 ∈ 𝐶1    

𝑟𝑡 = 0, 𝑥𝑡 ∈ 𝐶2
           (7) 
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Fig.2. Classification process in LDA via the projection of data samples 

 

𝐽(𝑤) =
𝑤𝑇𝑆𝐵𝑤

𝑤𝑇𝑆𝑊𝑤
=

|𝑤𝑇(𝑚1 − 𝑚2)|2

𝑤𝑇𝑆𝑊𝑤
    (8) 

 

where 𝑆𝐵  and 𝑆𝑊 are named as the between-class scatter 

matrix and within-class scatter matrix in 𝐽(𝑤), respectively 

[15]. 

QDA assumes that the equality of the covariance matrices is 

not necessary (as shown in Eq. 9) as LDA. This feature yields 

the advantage to the QDA to be used in the decision boundary 

of quadratic classification [16]. 
 

Σ1 ≠  Σ2   (9) 

D. Recurrent neural network 

The use of artificial neural networks (ANN) in machine 

learning applications is very common. Over time, many 

different ANN models have been developed in line with needs. 

Accordingly, ANNs are specialized to process different types 

of data. Such as Convolutional Neural Networks are specialized 

for matrix type data like image. On the other hand, Recurrent 

Neural Networks (RNN) have been developed to process array 

data. Traditional feed-forward ANNs take into account existing 

samples to which they are exposed as input. RNNs, apart from 

this, apply the samples they perceive over time, as well as the 

existing ones. 

An input sequence is given as [𝑥1, 𝑥2, . . . , 𝑥𝑘] with  𝑥𝑖 ∈ ℝ𝑑. 

Different examples can have different sequence lengths. 

Therefore, the k value may vary.  In each step of the RNN 

model, a hidden state is generated as an array [ℎ1, ℎ2, . . . , ℎ𝑘]. 
Activation of hidden state at time t is calculated as a function of 

the current input  𝑥𝑡 and previously hidden state ht -1. This 

process can be expressed as follows: 
 

ℎ𝑡 = 𝑓(𝑥𝑡 , ℎ𝑡−1) (10) 

Unlike traditional feed-forward ANN, RNNs have a repeat 

layer. By means of this layer, the state information generated 

by the feed-forward network is stored and re-applied to the 

network with the input information. That is, RNNs have a 

memory that holds what has been calculated so far [30]. Fig. 3 

shows an exemplary RNN network unit and closed notation of 

this architecture. 

 

 
Fig.3. Closed notation of Recurrent Neural Network 

 

1) Long short-term memory network 

Long Short-Term Memory networks, often called LSTM, are 

a special type of RNN capable of learning long-term 

dependencies [21]. This model, which was first proposed in the 

mid-90s [31], is widely used today. While processing the 

sequences in RNNs, it is aimed to store and transfer ANN status 

information. However, it is unlikely to be transferred without 

disturbing long-term dependencies as a result of transferring the 

state information by continuously processing it. In other words, 

while short-term dependencies are transferred very 

successfully, there are problems in transferring long-term 

dependencies. LSTMs are designed to address long-term 

dependency problems.  

All RNN networks consist of modules that are repeating like 

a chain. In standard RNNs, each of these modules usually 

consists of a tanh function or a similar function. The feature that 

distinguishes LSTMs from standard RNNs is that the internal 

structure of this module consists of 4 separate structures that 

interact with each other. 

 

 
Fig.4. LSTM structure 

 

LSTM module consists of 3 separate gates, as shown in Fig.4. 

These are the forget gate, the input gate, and the output gate, 

respectively. Forget gates decides how much of the information 

will be forgotten and how much of it should be transferred to 

the next stage. For this process, it uses the sigmoid function, 

which produces a value between 0 and 1. 0 means that the 

information will never be transmitted, while 1 means that all 

must be transmitted.            
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The next step is to decide what information should be stored. 

For this, the input layer firstly decides which values should be 

updated. Then the 𝑡𝑎𝑛ℎ function forms a vector of the new 

candidate values of the memory cell defined as �̃�𝑡. Then these 

two processes are combined. This process is expressed 

mathematically as follows: 
 

𝑖𝑡 = 𝜎(𝑊𝑖 ⋅ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖) (11) 
  

�̃� = 𝑡𝑎𝑛ℎ( 𝑊𝐶 ⋅ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝐶) (12) 
 

In general, 𝑊 is named as the weight vector, 𝑏 is called the 

bias term, σ describes the sigmoid activation function for non-

linearity, 𝑥𝑡 is used for the input sequence, ℎ𝑡−1 is implemented 

as the output of the neuron at time 𝑡 − 1 for feedback into the 

neuron. Furthermore, 𝑖𝑡 , 𝑓𝑡 𝑎𝑛𝑑 𝑜𝑡 are defined as the input, 

forget and output gate, respectively. After this process, the new 

status information of the memory cell is calculated. The new 

status information is calculated as follows: 
 

𝐶𝑡 = 𝑓𝑡 ∗ 𝐶𝑡−1 + 𝑖𝑡 ∗ �̃�𝑡 (13) 
 

Finally, the output of the system is calculated. This is done at 

the output gate. The output of the system ht can be calculated as 

follows: 

𝑜𝑡 = 𝜎(𝑊𝑜 ⋅ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑜) (14) 
 

ℎ𝑡 = 𝑜𝑡 ∗ 𝑡𝑎𝑛ℎ( 𝐶𝑡)   (15) 
 

The LSTM architecture used in this study consists of two 

learnable layers. In this study, MEG data is adjusted to 128x17 

dimensions and applied to the input layer. The LSTM layer 

contains 100 units. Dropout value is set to 0.1. At the last stage, 

there is a fully connected layer containing one neuron. The 

training process is carried out in 200 epochs. Also, Adam 

optimizer was used in the training phase. 

2) Gated recurrent unit 

The main difference of the Gated Recurrent Unit (GRU) 

network from the LSTM network is that each module consists 

of 2 gates instead of 3, as shown in Fig. 5. A GRU module 

consists of an update gate and a reset gate. The update gate 

decides how much of the past information should be 

transmitted, while the reset gate, on the contrary, decides how 

much of the past information should be discarded. 

 

Fig.5. GRU structure 
 

The sigmoid process representing the zt update gate and the ℎ̃𝑡 

reset operation, GRU can be expressed mathematically as 

follows: 
 

𝑧𝑡 = 𝜎(𝑊𝑧 ⋅ [ℎ𝑡−1, 𝑥𝑡]) (16) 
 

𝑟𝑡 = 𝜎(𝑊𝑟 ⋅ [ℎ𝑡−1, 𝑥𝑡]) (17) 
 

ℎ̃𝑡 = 𝑡𝑎𝑛ℎ( 𝑊 ⋅ [𝑟𝑡 ∗ ℎ𝑡−1, 𝑥𝑡]) (18) 
  

ℎ𝑡 = (1 − 𝑧𝑡) ∗ ℎ𝑡−1 + 𝑧𝑡 ∗ ℎ̃𝑡 (19) 

 

GRU architecture also consists of two learnable layers, like 

LSTM. In the input layer, the dimensions are set to 128x17. The 

GRU layer contains 32 units. The dropout value is set to 0.1. 

Finally, there is a fully bonded layer connected to a neuron. The 

training process is carried out in 105 epochs. Also, Adam 

optimizer was used in the training phase. 

E. Convolutional neural networks 

CNN is a typical multi-layered neural network [32] that 

simulates the organization of the animal visual cortex [33]. It is 

widely used in image-related applications [31,34]. The 

operation of CNN models takes place in two stages as feature 

extraction and classification of these features in fully connected 

layers. CNN architectures are often created by combining 

convolution, pooling, and fully connected layers. 

The convolution layer is the most important structure that 

makes up CNN. This layer is in principle based on the idea that 

an image of an object can be in any region above the image. 

Accordingly, neurons are attached to only a small part of the 

input and extend across the entire depth of the input. The filter 

size and number of maps produced are used to define this layer. 

Filters aim to extract different features related to lines, corners, 

and edges on the input images [12]. These filters containing 

pixel values are shifted on the image. During the sliding 

process, the filter values are multiplied by the values of the 

image. Then the obtained values are summed and a net result is 

produced. This process is applied to the whole image and 

feature maps are obtained. Calculation of feature map values 

can be expressed as follows: 
 

𝑦𝑙 = ∑ 𝑥𝑛ℎ𝑙−𝑛

𝑁−1

𝑛=0

       (20) 

where y is the feature map, x is signal, h is the filter, N is the 

number of elements in x, and the nth vector variable subscripts 

indicate the subscripts. 

Another important structure that forms CNN is the pooling 

layer. There are different types of this layer commonly used in 

the literature, such as average pooling and max pooling. In this 

study, max-pooling was used. In the max-pooling process, the 

image is divided into blocks that do not overlap, and the biggest 

value of each block is taken. Therefore, calculation costs and 

overfitting possibilities are greatly reduced. 

Another structure commonly used in CNN architectures is a 

fully connected layer. This layer is a typical artificial neural 

network layer. They have connections with all neurons before 

and after it. 
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Most of the problems that CNN is trying to solve are not 

linear. On the other hand, operations such as matrix 

multiplication and addition are linear. So, the non-saturating 

activation function is commonly used in CNN to provide non-

linearity. This process can be expressed mathematically as 

follows: 
 

𝑓(𝑥) = {
𝑥,                𝑥 ≥ 0

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (21) 

 

The CNN architecture used in this study consists of four 

learnable layers, as seen in Fig. 6. In this study, 2D CNN 

architecture was used. MEG data is adjusted to 128x17 

dimensions and applied to the input layer. The first 

convolutional layer takes place after the input layer. The filter 

number of this layer is 512, and the kernel size is 4. This layer 

is followed by the max-pooling layer, which is a size of 2. Then 

there is the second convolution layer. The values of this layer 

are the same as the first convolutional layer. After the second 

convolutional layer, there is a max-pooling layer with a size of 

2. Then there is the fully connected layer of 50 neurons. 

Dropout is applied in this layer. The dropout value is 0.2. 

Finally, there is a fully connected layer with a single neuron.

 

 

Fig.6. CNN architecture 
 

III. RESULTS AND DISCUSSION 

In this study, a binary classification process was carried out 

using MEG signals. Signals are grouped as a face or scrambled 

face. The dataset consists of 9414 stimuli belonging to 16 

individuals. Approximately 588 stimuli were shown to each 

individual, and recording was performed through 306 channels. 

The noise-containing MEG signals are filtered as described in 

the sections above to extract 2176 features for each stimulus. 

For the classification process, 5 different supervised classifiers, 

LDA, QDA, LSTM, GRU, and CNN were used. The 

performance of each machine learning algorithm was compared 

by taking into account classification performance (ACC), Area 

under the curve (AUC) score, sensitivity (SENS), and 

specificity (SPEC) metrics. Results were given with 10k cross-

validation for each algorithm. In addition, the results were 

compared with other studies carried out with the same dataset. 

Values obtained as a result of 10k cross-verification are 

shown in Table 1. With an accuracy value of 92.99%, the best 

classification performance belongs to LSTM. Similarly, the 

best scores in specificity and AUC, respectively, with 92.33% 

and 0.977% belong to LSTM. LSTM and GRU showed quite 

similar performances in sensitivity value. Sensitivity was 

93.64% for LSTM, while 93.73% was obtained in GRU. GRU's 

performance and specificity values were 91.66% and 89.59%, 

respectively. CNN showed slightly lower performance in 

accuracy, sensitivity, and AUC values compared to RNN-based 

approaches. For all three metrics, 90.62%, 91.16%, and 0.959% 

values were obtained, respectively. On the other hand, 

specificity performed quite close to GRU. The specificity for 

CNN was 90.08%. On the other hand, QDA displayed the worst 

classification performance with a performance value of 

72.24%. At the same time, the worst performance values in 

sensitivity, specificity and AUC were obtained with QDA. 

LDA achieved about 6% better classification performance 

compared to QDA. Fig. 7 shows graphs of the evaluation 

metrics for each machine learning algorithm. 

 
TABLE I 

AVERAGE 10K CROSS-VALIDATION RESULTS 

  LSTM GRU CNN LDA QDA 

ACC 92.99 91.66 90.62 78.23 72.24 

SENS 93.64 93.73 91.16 79.56 78.56 

SPEC 92.33 89.59 90.08 76.91 65.92 

AUC 0.977 0.973 0.959 0.861 0.796 
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MEG signals may have adequate (sometimes poor) absolute 

locality. This means that a noticeable event can be seen at 

different times and slightly different frequency ranges. CNN 

emerged from the idea that the image of an object is 

independent of its location in the picture [32]. Each neuron 

binds only a small part of the entrance and extends across the 

entire depth of the entrance. In this case, it provides a distinct 

advantage compared to traditional machine learning algorithms 

such as LDA and QDA to detect patterns on poorly localized 

MEG signals. On the other hand, considering all comparison 

metrics, RNN-based machine learning algorithms perform 

significantly better than other methods. Over time, different 

neural network models have become specialized to process 

different data types. For example, Convolutional Neural 

Networks are specialized for processing matrix type 

information, such as image data, while Recurrent Neural 

Networks (RNN) have also been developed to process sequence 

data. The only input that traditional feed-forward neural 

networks take into account is existing examples to which it is 

exposed.  

 

 

 
Fig.7. Performances of machine learning algorithms and AUC scores 

 

On the other hand, RNNs also use the information for 

calculating the overtime, as well as the existing samples. 

Moreover this memory-based method (RNN) has a repetition 

layer, unlike traditional feed-forward neural networks. By 

means of this layer, the state information generated by the feed-

forward network is stored and re-applied to the network with 

the input information. In other words, RNNs have a memory 

that holds what has been calculated so far. It is evaluated that 

these capabilities of RNNs cause them to perform better on 

MEG data compared to other machine learning algorithms. 

Table 2 shows detailed results for LSTM 10k cross-

validation results. Accordingly, the best classification 

performance for a fold was 94.37%. The lowest classification 

success was 91.61%. The highest and lowest scores for 

sensitivity were 95.12% and 91.30%, respectively. In 

specificity values, the lowest score was 90.66%, while the 

highest score was 94.04%. In general, the sensitivity value of 

the model is higher than the specificity value. In the results in 

Table 1, it is seen that the sensitivity values are higher than the 

specificity values. It can be said that all of the 5 different 

machine learning algorithms used generally differentiate true 

positive classes (meaningful face) more successfully. 
 

TABLE 2  

10K CROSS-VALIDATION RESULTS OF LSTM 

 ACC SENS SPEC AUC 

1. Fold 91.61 91.30 91.93 0.972 

2. Fold 92.46 94.27 90.66 0.978 

3. Fold 91.40 90.87 91.93 0.966 

4. Fold 94.16 95.12 93.21 0.983 

5. Fold 93.62 94.06 93.19 0.982 

6. Fold 92.88 94.69 91.06 0.975 

7. Fold 93.41 92.78 94.04 0.978 

8. Fold 94.37 95.11 93.63 0.985 

9. Fold 92.56 94.04 91.08 0.977 

10. Fold 93.41 94.26 92.57 0.975 

 

In addition, based on Table 2, it is observed that the data 

distribution between folds occurs randomly in a mutually 

exclusive structure so that the accuracy between folds is close 

to each other. 

 
TABLE 3 

10K CROSS-VALIDATION RESULTS OF GRU 

 

Table 3 also gives details about the 10k cross-validation 

results of the GRU algorithm. The highest performance value 

for GRU was 94.58%. On the other hand, the lowest 

performance value is 88.64%. The highest score for sensitivity 

was 95.96%. The lowest sensitivity score is 90.02%. The 

specificity score is generally lower than the sensitivity values, 

similar to other machine learning algorithms. The lowest and 

  ACC SENS SPEC AUC 

1. Fold 88.64 94.69 82.59 0.959 

2. Fold 91.83 91.51 92.14 0.979 

3. Fold 91.30 92.57 90.02 0.973 

4. Fold 88.43 90.02 86.83 0.946 

5. Fold 91.92 93.63 90.21 0.978 

6. Fold 93.09 94.27 91.91 0.978 

7. Fold 89.90 94.06 85.74 0.965 

8. Fold 94.58 95.96 93.21 0.985 

9. Fold 93.52 95.96 91.08 0.984 

10. Fold 93.41 94.68 92.14 0.984 
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highest scores in the AUC score were 0.946 and 0.985, 

respectively. 

The results for 10k cross-validation tests of the CNN 

algorithm are shown in Table 4. The highest accuracy value for 

CNN was 92.56%. The highest value obtained for a fold is 

lower compared to LSTM and GRU. The lowest accuracy value 

was obtained at 87.37%. Here, the lowest score was observed 

compared to LSTM and GRU. The lowest and highest score for 

sensitivity is 87.69% and 92.99%, respectively. The lowest 

score for specificity is 87.04%, and the highest score is 92.36%. 

The highest value for AUC was 0.973. The lowest score for 

AUC is 0.932. 

Fig. 8 shows the boxplot representation of 10k cross-

validation results obtained with LSTM, GRU, and CNN 

algorithms. Accordingly, the median value of the LSTM 

algorithm in accuracy is higher compared to GRU and CNN. 

On the other hand, the lowest median value for accuracy 

belongs to CNN. Similarly, the lowest median value in 

sensitivity is the CNN algorithm. Although the median value 

for Specificity is lower than LSTM, it is quite similar to GRU. 

The peak values of the CNN algorithm appear to be lower in all 

comparison metrics compared to RNN-based algorithms. 

 
TABLE 4  

10K CROSS-VALIDATION RESULTS OF CNN 

 

In addition, if RNN based algorithms are analyzed, when Table 

2, Table 3, and Fig. 13 are evaluated together, it is seen that 

there are much larger differences in the GRU algorithm 

between the highest and lowest values for each fold compared 

to LSTM. Results for GRU performance have been realized in 

a much wider range. The change interval of the sensitivity value 

occurred close to each other in both models. However, the peak 

value of GRU is higher. In addition, one outlier value was 

realized at the lower point in the GRU. Specificity value stands 

out as the main factor that reveals the difference between both 

models. The median of the specificity value of GRU is much 

lower than the LSTM, and the difference between the highest 

and lowest values is quite high. It was observed that the false-

positive value was significantly higher in the GRU algorithm. 

Considering both the distribution of the sensitivity value and 

the specificity values, it can be considered that the positive class 

trend for the GRU algorithm is higher on the MEG dataset. 

GRU modules control the flow of information as in LSTM 

modules. But unlike LSTM, they don't have a memory unit. For 

this reason, LSTMs can remember longer sequences compared 

to GRU [35]. Therefore, LSTMs are more successful in this 

task, as the evaluation of MEG signals also requires modeling 

long-term relationships.  

In Fig. 9, the signal analysis of Subject-1 over the MEG 

signal recordings for face and scrambled face were shown to 

explore the cortical decoding at the first trial and the third trial, 

respectively. Notably, the face visual stimulation related power 

increment has been investigated between 8-18 Hz after the 

visual stimulation, as reported in the previous research study 

[18,36]. Moreover, this initial power increment of the evoked 

component has arisen around 170ms and/or 220ms. Then again, 

as expected, the negative deflection of N170 (the Event Related 

Potential-ERP) has occurred greater for face visual stimuli than 

scrambled visual stimuli around 170ms [37].  

 

 
Fig.8. Boxplot graphics of LSTM, GRU and CNN algorithms 

 

All these results are coherent with the previous outcomes 

connected to the N/M170 cortical activation [18,36-37].  

Furthermore, the latency for scrambled face visual stimulation 

was observed that this might be due to the brain perception 

mechanism. The functioning of face perception has been 

observed as an automatic, rapid, and subconscious process 

which already has been seen in human newborns. Preferably, 

the simple schematic (such as scrambled face) may be seen for 

face-like patterns.  Therefore, the face-like stimuli pattern can 

be perceived as faces for participants in the experiment. The 

tendency of the brain to see the face is called the phenomenon 

of pareidolia. Hence, the face-specificity of the N170 is a 

challenge for neurological studies [36]. Nonetheless, the 

development of more generative, complex and realistic 

comments from the neuroimaging data requires more multi-

subject and multi-modal analysis.  

Furthermore, according to the reported study, the stages of 

the stimulation performances in terms of the machine learning 

algorithms show that the perception stage can provide much 

higher accuracy than the pre-stimuli stage. In our study, deep 

learning algorithms may have yielded distinguished 

performances due to the better perception stage representation 

of the spatial and temporal features of the MEG signals [38]. t-

SNE visualization was shown in Fig.10.  

The confusion matrices were also determined for GRU and 

LSTM deep methods, as shown in Fig.11. Finally, some other 

studies performed with MEG dataset in Table 5 and the results 

of RNN-based models and CNN model that provide the best 

results in this study are presented together. Considering the 

 ACC SENS SPEC AUC 

1. Fold 91.08 90.45 91.72 0.963 

2. Fold 90.76 92.99 88.54 0.962 

3. Fold 88.43 87.89 88.95 0.939 

4. Fold 87.37 87.69 87.04 0.932 

5. Fold 91.07 91.72 90.42 0.962 

6. Fold 90.75 90.44 91.06 0.970 

7. Fold 91.39 92.14 90.64 0.968 

8. Fold 92.56 94.47 90.66 0.970 

9. Fold 90.44 91.49 89.38 0.957 

10. Fold 92.35 92.34 92.36 0.973 
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results in the table, it can be seen that RNN-based approaches 

perform significantly better. With the LSTM model, an 

improvement of 12.14% was achieved, which corresponds to 

the 63.39% relative error reduction rate compared to the DAE 

model, which provided the best results before. Besides, the 

CNN model appears to give significantly better results 

compared to other studies in the literature. 

IV. CONCLUSION 

The main purpose of this study is to investigate the 

classification performances of MLs over the MEG signals 

which were recorded during the human brain's response to 

visual stimuli to be decoded the brain functioning of face 

perception mechanism. There are two classes: face and 

scramble face in the classification process. MEG signals are 

very difficult to classify as they contain high amounts of noise. 

In this study, the classification performances were compared by 

using LSTM, GRU, CNN, LDA, and QDA algorithms. The 

CNN algorithm appears to provide a distinct advantage in 

capturing weakly localized MEG signals compared to LDA, 

QDA, and other studies with the same dataset. With the CNN 

algorithm, 90.62% and 0.959% values were obtained for 

accuracy and AUC, respectively. 

On the other hand, the best results were obtained with RNN 

based algorithms. RNN algorithms cannot use only the existing 

information they are exposed to as input. In addition to this 

information, they use the information they calculate overtime. 

Therefore, they differ from traditional neural networks. In this 

study, the best results in all comparison metrics except 

sensitivity were obtained with the LSTM algorithm. Quite 

similar values were obtained with the GRU for the sensitivity 

metric. The LSTM model, 92.99%, 93.64%, 92.33%, and 0.977 

values were obtained for accuracy, sensitivity, specificity, and 

AUC, respectively. 

 

 

 
Fig.9. Signal, Scalogram and Single-Sided amplitude spectrum presentation for face visual stimuli (left) Signal, Scalogram and Single-Sided amplitude spectrum 
presentation for scrambled face visual stimuli (right) (Channel-1 signals are represented for all figures) 
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Fig.10. t-SNE visualization for feature extracted dataset via Riemannian 

approach 

 

 
(a) 

 

  
(b) 

Fig. 11. The confusion matrices for GRU (a) and LSTM (b) related to the 

average results of 10-fold cross validation 

 
 

 
 

 

 
 

TABLE 5  

EXISTING METHODS USING THE MEG DATA AND CLASSIFICATION 

ACCURACIES FOR FACE/SCRAMBLED FACE RECOGNITION IN THE 
LITERATURE 

 
 

The ability of LSTMs to learn long and short-term 

dependencies has provided a distinct advantage over other 

algorithms used in the MEG dataset. In future studies, the 

LSTM algorithm can be used to study and compare cortical 

activities of various regions of the brain. Moreover, 

applications of intelligent Internet of Things (IoT) need 

universal and trustworthy biometric authentication system [42-

43]. To address these issues, paradigm of a visual presentation 

(face/scrambled face) can be proposed to use the MEG signals 

of subjects due to the great spatial and temporal resolution with 

specific stimulation of individual’s brainwave pattern. 
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STUDY METHOD 
NEURAL 

DECODING 
ACC (%) 

[5] 

DNN 

 
Face/Scramble Face 

Decoding 

80.85 

SVM 78.01 

KNN 72.84 

NB 71.92 

DT 68.36 

[10] LVQ 
Face/Scramble Face 

Decoding 
69.39 

[39] SVM 
Face/Scramble Face 

Decoding 
74.85 

[11] GRNN 
Face/Scramble Face 

Decoding 
79 

[40]  Hybrid 

GRU 

Face/Scramble Face 

Decoding 
71.20 

[41] SVM 
Face, Tool, Animal, 

Scene 

Decoding 
84 

[9] MLNN 

PNN 

Face/Scramble Face 

Decoding 

77.78 

82.36 

This Study 

LSTM 

 
Face/Scramble Face 

Decoding 

92.99 

GRU 91.66 

CNN 90.62 

LDA 78.23 

QDA 72.24 
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Abstract—The Switched Reluctance Motor (SRM) is one of the 

oldest types of electric motors. SRMs have high torque 

fluctuations as they have a salient pole structure. The popularity 

of Switched Reluctance Motors has increased in recent years due 

to their simple structure, ruggedness, reliability, as well as being 

inexpensive to manufacture and having a high torque to mass 

ratio. However, there are some disadvantages, such as high 

torque ripple, noise and the need for an advanced control system. 

So they are not extensively used in industry. This study focused 

on the torque ripple and the speed control aspects. Here, the two 

most popular and similar Switched Reluctance Motors with 

regard to motor size, called the 6/4 and 8/6 SRM, have been 

compared according to the dynamic behavior of their motor 

parameters. Also, the converters, loads and given power values 

are the same for the two motor systems. The motor parameters 

were controlled via MatLab Simulink software. Although the 6/4 

and 8/6 models are identical and have the same power converters 

systems and position sensors, they show different motor behavior 

due to their dissimilar magnetic structures. 

 
 

Index Terms—Switched Reluctance Motor, Simulink, PID 

Control. 
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I. INTRODUCTION 

HE Switched Reluctance Motors (SRMs) are early 

members of the electric machine family. SRMs have high 

torque fluctuations as they have a salient pole structure. The 

popularity of Switched Reluctance Motors has increased in 

recent years due to their simple structure, ruggedness, 

reliability, and being inexpensive to manufacture and having a 

high torque to mass ratio. The SRM is a singly or doubly 

salient motor, and torque is produced by reluctance. Therefore, 

the rotor of the SRM has a tendency to move to a position of 

alignment where the inductance of the excited windings is 

maximized [1]–[4].Because of the advantages of SRMs and 

improvements in their motor control and drive systems, they 

are used in industrial and engineering applications. With the 

development of driver systems, more effective and efficient 

control strategies can be designed in order to increase the 

motor performance and system power efficiencies by 

decreasing the size and cost of the driver components. In 

conventional terms, the SRM has some disadvantages: it needs 

a position sensor and an advanced control system. It has a 

double salient structure that causes high torque ripple and 

noise. The torque ripple is the primary problem of SRMs in 

applications that require stable dynamic performance and low 

torque ripple [2], [5], [6]. The Ansys/Maxwell software 

program was also used in the study at reference [19] to 

understand SRM by analyzing. As well as SRM design 

studies; novel driver methods applications were worked for 

SRM [16]. An induction machine and a SRM have been 

compared for E-Scooter based driving cycle design in [17].  

This study compared the almost identical 6/4 and 8/6 

doubly salient reluctance motors according to the effect on 

dynamic behavior of their motor parameters I (Amps), V 

(Volts), Te (induced electromagnetic torque), ω (angular 

velocity), Ф (flux) and ϴ (angle) used as control parameters 

by the MatLab Simulink software, respectively. See Fig 1 (a) 

and (b) illustrating the physical structures. 

A Detailed Comparison of Two Different 

Switched Reluctance Motor’s Parameters and 

Dynamic Behaviors by applying PID Control in 

Matlab Simulink  

 

Bekir Gecer, N.Fusun Serteller and Huseyin Calik   

T 

219

http://dergipark.gov.tr/bajece
mailto:bekirgecer@adiguzel.edu.tr
https://orcid.org/0000-0003-3147-2740
mailto:bekirgecer@adiguzel.edu.tr
mailto:bekirgecer@adiguzel.edu.tr


BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING,     Vol. 11, No. 3, July 2023                                              

  

 

Copyright © BAJECE                                                                ISSN: 2147-284X                                                     http://dergipark.gov.tr/bajece        

          
a) 6/4 Three Phase SRM    b) 8/6 Four Phase SRM 

Fig 1. SRM Configurations [8]. 

The alignment position of both motors is given in Fig 2(a). In 

a magnetic circuit, the rotating part wants to reach the position 

of minimum reluctance at the instance of excitation. The 

unaligned positions of both motors are shown in Fig 2(b). 

Then, the set of stator poles is excited to bring the rotor poles 

into alignment. 

             
a) Aligned Position 

              
b) Unaligned Position 

Fig 2. Operations of SRM [8]. 

 

II. DYNAMIC MODEL OF SRM 

The dynamic model of SRM can be obtained as the following 

equations. These equations can obtain equivalent circuit seen 

in Fig 3. 

 
Fig 3. Single phase equivalent circuit of SRM. 

The applied voltage to a phase is equal to the sum of the 

resistive voltage drop and the rate of the flux linkages and is 

given as Equation (1): 

( , )
s

d i
V R i

dt

 
= +

                                 (1) 

where  is the resistance per phase, i(A) is the phase 

current, θ(rad) is the rotor position and λ(Wb) the total flux 

linkage per phase given by: 

      
( , )L i i =

                        (2) 

where L(H) is the inductance depended on the rotor position 

and phase current. Then, the phase voltage is derived: 

( ( , ) ) ( , )
( , )s s m

d L i i di dL i
V R i R i L i i

dt dt d

 
 


= + = + +

       (3) 

Equation (3) consist of the three terms on te right-hand side: 

the resistive voltage drops, inductive voltage drop and induced 

emf, respectively.  is back-emf constant,  is 

the angular speed of the rotor, the induced emf, e(V) can 

expressed briefly as: 

( , )
m b m

dL i
e i K i

d


 


= =

            (4) 

The electrical power is then: 

2 2 ( , )
( , ) m

di dL i
V i i R L i i i

dt d


 


= + +

        (5) 

The mechanical power which is equivalent to where is the 

instantaneous electromagnetic torque [18]. 

 

           (6) 

The mechanical equation is: 

m
e L m

d
J T T B

dt


= + −

             (7) 

where 
2( . )J kg m

is inertia moment, B  is friction coefficient. 

TABLE 1. SRM Motor Parameters 

SRM 6/4 8/6 

Stator poles number 6 8 

Rotor poles number 4 6 

Stator resistant(ohm) 0.05 0.05 

Friction coefficient 

(B.N.m.s) 
0.02 0.005 

Inertia J (kg. ) 0.05 0.01 

Unaligned Inductance(H) 0.67e-3 0.67e-3 

Aligned Inductance(H) 23.6e-3 23.6e-3 

Voltage(V) 240 240 

Current(A) 0-50 0-30 

III. SIMULINK MODEL OF SRM WITH SPEED CONTROL 

TECHNIQUES 

The Switched Reluctance Motor Control Simulink 

model has four main blocks. These are the controller block, 

the converter block, the position sensor block and the SRM 

blocks. The position sensor block is linked to the rotor of the 

Switched Reluctance Motor to measure the turn-on and turn-

off angles of the Switched Reluctance Motor phases. These 

angles are necessary for switching the converter system. At 

the same time, the measured current and reference current are 

compared to generate drive signals for the converter systems. 

Then, the hysteresis controller controls the currents 

independently [21-24]. 

To analyze the performance of the SRM, the model 

of the entire drive system was developed in the position sensor 

mode in the simulation software Matlab/Simulink. The 

parameters for the voltage supply, V= 240 volts (DC) and the 

stator resistance, RS = 0.05 ohms/phase, were used for both 

the 6/4 and 8/6 SRM, respectively. The motor was loaded at 

TL =10 Nm between 0.1s to 0.2s, and raised by 20 Nm after 

0.2 s and kept there until the end of the simulation. A SRM 
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model is given in Fig 4 and the SRM Control Simulink Model 

of both motors is shown in Fig 5 and Fig 6. The motor 

parameters of both motors are seen Table 1. The PID 

controller values for 6/4 SRM are P=0.8, I=0.4 and D=0.03. 

Because of different poles number, 8/6 SRMs have different 

PID controller values are P=1.2, I=0.1 and D=0.01. If we 

change our reference speed, PID coefficient will be differ 

automatically. The PID gains of both SRMs are given in the 

Table 2. 

TABLE 2. Controller PID Gains 

PID GAIN 6/4 8/6 

Proportional 0.8 1.2 

Integral 0.4 0.1 

Derivative 0.03 0.01 

 

 
Fig 4. SRM Simulink Model. 

 

 
Fig 5. 6/4 SRM Control Simulink Model. 

 

 
Fig 6. 8/6 SRM Control Simulink Model. 

 

 

 

 

 

3. 1. Converter Topology 

In this study, an asymmetric converter was used, which is the 

most usual and appropriate converter topology for the SRM. It 

is in the ‘2-switch per phase (2q switch)’ converter group. The 

general structure of the asymmetric converter system is 

presented in Fig 7. Turning on the two power switches in each 

phase circulated a current in that phase of the SRM. If the 

current rose above the configd value, the switches were turned 

off. The energy stored in the motor phase winding keeps the 

current in the same direction until it is depleted [12, 19].  

 
Fig 7. Converter Simulink Model for per phase. 

 

3. 2. Controller Strategy 

Fig 8 illustrates the Simulink diagram of the SRM 

controller that was used in simulations. It represents the 

Simulink diagrams for the SRM speed and position control. 

The position sensor value determines the command turn-on 

and turn-off, respectively, and generates the gate pulse for 

switching the SRM power converter. The gains of the PID 

controller, Kp, Ki and Kd, were adapted according to the rotor 

speed and they are adjustable. In the same way the SRM speed 

is controlled, the torque of the SRM is controlled by the 

feedback current. The 6/4 SRM shows more stable behavior 

than the 8/6 SRM in terms of speed control. 

 
Fig 8. Controller Simulink Model. 

 

3. 3. Position Sensor 

In the SRM control systems, the rotor position is 

essential for the stator phase commutation and advanced angle 

control. The rotor position is acquired by the position sensors, 

which is shown in Fig 9. These blocks compare the rotor 

position with the reference turn-on and turn-off angle values to 

convert the output speed to the angle. For each motor, these 
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reference angles can be changed due to the different motor 

structures. The position of both the 6/4 and 8/6 SRM was 

determined by taking the integral of the angular velocity and 

power supplied according to the turn-on and turn-off angles. 

 
Fig 9. Position Sensor Simulink Model. 

IV. SIMULINK RESULTS AND DISCUSSION OF SRM’S 

DYNAMIC BEHAVIOR 

Although 6/4 and 8/6 SRM models are almost 

identical, they show different motor performance due to their 

individual dynamic behavior. The motor parameters compared 

were I (A), the phase current, Te (Nm), the electromagnetic 

torque produced, ω (rad/s), the angular velocity of the rotor 

and Ф (Wb), the magnetic flux. As seen in Fig10, both the 6/4 

and 8/6 SRMs are subject to a 10 Nm load between 0.11s and 

0.20s. A second load of 20 Nm is applied after 0.20s. The 

behavior of the flux is seen in Fig 10. Because the flux 

depends on the current, the flux of the 6/4 SRM is greater than 

the flux of the 8/6 SRM, by about 0.5 Wb. When the load is 

being increased, the 6/4 SRM has higher flux values than the 

8/6 SRM. 

 
Fig 10. 6/4 and 8/6 SRM Flux Comparison. 

When the loads are applied to the motors, changes in 

the motor currents are shown in Fig 11. It is seen that the 6/4 

SRM draws 50% higher current than the 8/6 SRM. Because 

the 6/4 SRM’s flux is higher than the 8/6 SRM. 

 
Fig 11. 6/4 and 8/6 SRM Current Comparison. 

At a 10 Nm load the torque ripple 59.3% and at 

20 Nm the torque ripple is 52%. At all load values, the 6/4 

SRM current level was more than the 8/6 SRM current level 

due to the impact of its magnetic behavior. 

 
Fig 12. 6/4 and 8/6 SRM Torque Comparison. 

Since the number of poles in the 8/6 SRM is more 

than the 6/4 SRM, the 8/6 torque ripple amplitude is less about 

25% than the 6/4 torque ripple, as seen in Fig 12. 

Under the loads conditions, the 8/6 SRM speed 

performance is higher than the 6/4 SRM and after 0.21 s the 

characteristics of the 8/6 SRM are more stable than the 6/4 

SRM as seen in Fig 13. 

 
Fig 13. 6/4 and 8/6 SRM Speed Comparison. 
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Fig 14 shows the flux current variation of the 6/4 

SRM. As can be seen from this fig, the continuous current 

value of the 6/4 SRM reaches 35 A. When the motor poles are 

in the centered position, the flux value is 0.025 Wb and when 

the motor poles are in the opposite position, it takes 0.27 Wb. 

 
Fig 14. 6/4 SRM Flux-Current Behavior. 

Fig 15 shows the flux current variation of the 8/6 

SRM. As can be seen from the fig, the continuous current 

value of the 8/6 SRM motor reaches 18 A. The flux was 

0.1 Wb when the motor poles were in the centered position 

and 0.24 Wb when the motor poles were in the opposite 

position. 

 
Fig 15. 8/6 SRM Flux-Current Behavior. 

The 6/4 SRM characteristically draws more current 

than the 8/6 SRM, as shown in the current–flux graph. 

However, the 6/4 has higher flux Ф values, which causes more 

noise and vibration. 

When the inductance graphs of the 6/4 SRM and the 

8/6 SRM  seen in Figs 16 and 17  were compared, we see that 

although they have same the minimum and maximum 

inductance values, their inductance frequencies  due to the 

numbers of poles  show different behaviors due to different 

current and flux values. 

 
Fig 16. 6/4 SRM Inductance. 

 
Fig 17. 8/6 SRM Inductance. 

IV. CONCLUSION 

This study illustrates the performance of two types of 

SRMs known as the 6/4 SRM and the 8/6 SRM. These motors 

are supplied by an asymmetric converter system and 

controlled by PID software. Although they are identical and 

have the same driver systems and position sensors, the motor 

performances are different due to their dissimilar magnetic 

structures. The simulation results show that 6/4 SRM carries 

more current than 8/6 SRM in the case of no load and loaded 

conditions, whereas 8/6 SRM has less 25 % torque ripple. 

Also, 6/4 SRM has 50% higher flux than 8/6 SRM due to the 

different poles number and unlike magnetic structure. Besides 

6/4 SRM shows the better performance at low speeds. 
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Abstract— One of the viral diseases that has started to cause 

concern in various parts of the world is the monkeypox virus, 

which has emerged recently. Monkeypox is transmitted to humans 

from an animal infected with the virus or from another human 

being infected with monkeypox. Among the most basic symptoms 

are high fever, back and muscle aches, chills, and blisters on the 

skin. These blisters are sometimes confused with chickenpox and 

measles, resulting in incorrect diagnosis and treatment. Therefore, 

the need for computer-aided systems has increased and the need 

for more robust and reliable approaches has arisen. In this study, 

a deep learning model was used, and a distinction was made 

between monkeypox and other diseases. The study consisted of 

three stages. In the first stage, data were obtained and images of 

both chickenpox and other diseases were used. In the second stage, 

the Siamese deep learning model was employed, and data were 

classified. In the last stage, the performance of the classifier was 

evaluated and accuracy, precision, recall, and F1-score were 

calculated. At the end of the study, an accuracy score of 91.09% 

was obtained. This result showed that the developed deep learning-

based model can be used in this field.  

 

Index Terms— Artificial intelligence, Monkeypox, Siamese deep 

learning model 

 

I. INTRODUCTION 

ONKEYPOX, which is seen as a possibility of a new virus 

outbreak has begun to be followed in detail. Infection of 

monkeypox virus in humans was first observed in 1970 [1]. 

From these years to the present, monkeypox has been regularly 

occurring in the African continent as sporadic reported cases. 

Monkeypox, which has been seen for many years in West and 

Central Africa and it rarely reaches different parts of the world 

with the contamination caused by animals exported from the 

region [2]. However, recently, the disease has become more 

widespread than in the past, and it has been diagnosed in 

different people from different regions [3]. Monkeypox can be 

transmitted to humans from an infected animal or from another 

person infected with monkeypox. Although the symptoms are 

similar to smallpox, it progresses somewhat differently [4]. The 

most basic symptoms of monkeypox are high fever, weakness, 

headache, back pain, chills, and blisters on the skin [5]. 
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In monkeypox, rashes are first observed in the face area. It then 

spreads to other parts of the body. A low mortality rate is 

observed in monkeypox, and this value varies between 3-6% 

[6]. 

Infection from the monkeypox virus is contagious. Many 

situations such as being bitten by a virus-infected animal, 

touching the body fluids of these animals, consuming the 

undercooked meat of an infected animal, using its fur are among 

the ways of transmission of the disease. The monkeypox virus, 

which is transmitted to humans in this way, spreads among 

humans and creates a risk of turning into an epidemic. The 

rashes on the body of the sick individual and the fluids in these 

bubbles contain the disease factor. Therefore, situations such as 

touching the rashes of a sick person and sharing the clothes, 

sheets, towels, and similar items contaminated with these rashes 

cause the disease to be transmitted easily [7]. Paying attention 

to the hygiene rules that help protect against all diseases is the 

most important stage of protection. Since animal meat is an 

important route of transmission, only well-cooked meat should 

be consumed. Apart from this, people who spend time in nature 

should also be careful. Stray and wild animals, including dead 

animals, should not be approached. Animals that are seen in 

nature and do not look healthy should never be touched [8]. 

The disease can be confused with chickenpox and measles in 

some cases because of the similarity of the rashes [9, 10]. An 

expert interpretation is required to make a clear distinction 

between them. However, in the early stages of the disease, this 

difference cannot be fully evident and causes the diagnosis to 

be incorrect. Accordingly, the treatment is wrong, and this 

causes the patient to lose time and to be treated incorrectly. To 

avoid such problems, computer-aided systems are needed [11]. 

In this study, a computer-aided diagnostic system was created, 

and a decision-making mechanism was established to distinct 

monkeypox or other diseases (chickenpox and measles). In this 

direction, deep learning algorithm was used in the study and 

skin images of diseases were classified. The study consisted of 

three different stages. In the first stage, skin images of new 

monkeypox and other diseases were obtained. In the second 

stage, deep learning model was designed, and Siamese deep 

learning model was applied at this stage. In the final stage, the 

performance of the classifier was determined by accuracy, 

precision, recall, and F1-score evaluation metrics. The 

highlights of the study can be expressed as follows: 

• Siamese deep learning model, which is one of the lesser-

known deep learning methods, was used and monkeypox 

disease was predicted from skin images. 

Prediction of Monkeypox on the Skin Lesion 

with the Siamese Deep Learning Model 

Talha Burak Alakus 

M 
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• With this study, the differences between monkeypox and 

other diseases were determined by computer- aided system. 

• In this study, raw skin images were evaluated without any 

preprocessing and classified without complicating the 

feature vector. In this way, both the processing load and the 

data load did not increase. 

• It has been shown that a computer-aided system can be     

effective in situations that require expert interpretation. 

The remainder of the study is organized as follows. In the 

Section II, studies in this field in the literature were examined. 

In the Section III, the data set and method used in the study were 

emphasized. Section IV showed the results of the application 

and the discussions. Furthermore, the advantages and 

disadvantages of the study were explained. In the last section, 

the contribution of the study to the literature was given and its 

impact on future studies was mentioned. 

II. RELATED STUDIES 

In this part of the study, studies that have predicted 

monkeypox disease with artificial intelligence algorithms using 

skin images were included. In the study [11], researchers used 

deep learning models to predict monkeypox. Images of three 

different skin diseases were used in the study. These diseases 

were monkeypox, chickenpox, and measles. In the study three 

different classifiers were employed including VGG-16, 

ResNet50, InceptionV3. The performances of the models were 

determined by the 3-fold cross-validation method and for this 

purpose accuracy, precision, F1-score, and recall evaluation 

criteria were used. At the end of the study, the highest accuracy 

score was obtained with the ResNet50 deep learning model, and 

the result was 82.96%. In study [12], the researchers predicted 

monkeypox disease using pre-trained deep learning models. In 

the study, a total of 1,754 images belonging to four different 

classes, including chickenpox, monkeypox, measles and 

normal skin images, were used. The images were then classified 

using thirteen different deep learning models. These models 

were VGG-16, VGG-19, ResNet50, ResNet101, 

IncepResnetV2, MobileNetV2, InceptionV3, Xception, 

EfficientNetB0, EfficientNetB1, EfficientNetB2, DenseNet121 

and DenseNet169. The performance of the classifiers was 

determined by the evaluation criteria of precision, F1-score, 

recall, and accuracy. In the validation process, 5-fold cross-

validation was applied. The lowest accuracy score was obtained 

with VGG-16 and the result was 82.22%. The highest accuracy 

score was calculated with the Xception deep learning model, 

and 86.51% accuracy was obtained with this model. In study 

[13], researchers predicted monkeypox from images using the 

modified VGG-16 model. In the study, two different images, 

monkeypox and chickenpox, were used and two different 

scenarios were emphasized. While a total of 90 images were 

used in the first scenario, the images were augmented in the 

second scenario and classification was performed on 1,754 

images. The performance of the classifier was determined by 

accuracy, precision, recall and F1-score evaluation criteria. 

While 83% accuracy rate was obtained for the first scenario, 

78% accuracy score was observed for the second scenario. In 

study [14], researchers predicted monkeypox disease using 

CNN (Convolutional Neural Networks) based features. In the 

study, AlexNet, GoogleNet and VGG-16 architectures were 

used as CNN models and separate features were obtained. Then, 

these features were classified with five different machine 

learning algorithms. In the study, NB (Naive Bayes), SVM 

(Support Vector Machine), KNN (K Nearest Neighbor), DT 

(Decision Tree) and RF (Random Forest) algorithms were used 

as machine learning algorithms. The performance of the 

classifiers was determined by the evaluation criteria of 

accuracy, F1-score, precision, and recall. At the end of the 

study, an effective classification process was carried out with 

transfer learning. In study [15], researchers predicted 

monkeypox using CNN architectures and skin images. Five 

classifiers were used in the study, namely VGG-16, VGG-19, 

ResNet50, MobileNetV2 and EfficientNetB0. The performance 

of the classifiers was determined by four different evaluation 

criteria: accuracy, F1-score, precision, and recall. In addition to 

these, they also used Ensemble classifiers. The highest accuracy 

score was obtained with Ensemble, which includes ResNet, 

EfficientNet and MobileNet models, and an accuracy of 

98.33% was observed. 

III. MATERIAL AND METHODS 

A. Dataset 

In this study, the publicly available data set was used, and the 

data were obtained from study [11]. While there are 102 images 

of monkeypox in the original dataset, there are 126 images of 

chickenpox and measles. Furthermore, there are also 

augmented images in the dataset. In the augmented images, 

there are images of 1,428 monkeypox diseases, and 1,764 

images of chickenpox and measles. Augmented images were 

used in the study and 80% of the data was used for training and 

the remaining 20% for testing. Some of these images are given 

in Fig. 1. 

 

 
Fig.1. Images of the data set. The images at the top are of monkeypox, 

while the images at the bottom are photos of measles and chickenpox. 

B. Siamese Deep Learning Model 

A Siamese Deep Learning model (SDLM) was first proposed 

to solve signature verification problems [17]. It is a    type of 

neural network architecture that learns to differentiate between 

distinct classes by comparing new data points with existing data 

points. The term "Siamese" refers to the structure of the 

network: it contains two or more identical subnetworks with the 

same architecture and shared weights [16]. The SDLM decides 

whether the two images given as input are similar or different 

by training the network. SDLM determines whether the two 

image data are the same by matching two images given as input, 
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according to the weight parameters. If the approximate values 

of the weight parameters obtained from the two images produce 

similar results, the images are identical. Therefore, a threshold 

value is used in the SDLM [18]. In SDLM, classification is 

performed by considering the difference between the results 

obtained from the two neural networks. If this difference is 

below the threshold value, the images are the same or similar. 

If it is above the threshold value, the model shows that the 

results are different. Since each pixel on the image has 

numerical values, the distance between pixels in the SDLM is 

usually calculated with Euclidean. The working steps of the 

Siamese deep learning model can be summarized as follows: 

Forward Pass: First, the model processes two inputs 

simultaneously. Each input 𝑥1 and 𝑥2 is handled by two 

separate networks (twins of a Siamese network) that share the 

same weights. This is done with a set of transformation and 

activation functions represented by weights 𝑊. Thus, the 

outputs are often expressed as 𝑓(𝑥1; 𝑊) and 𝑓(𝑥2; 𝑊) where 

the function 𝑓 is the feature extraction that the model has 

learned. 

Similarity Metric: A similarity metric is then used to measure 

the similarity between the outputs of the two inputs. One of the 

most used metrics is the L1 or L2 (Euclidean) distance between 

two vectors. Euclidean distance is determined by the formula 

given in Equation 1. 

 
𝐷 = |𝑓(𝑥1; 𝑊) − 𝑓(𝑥2; 𝑊)| (1) 

 

Loss Function: Finally, a loss function is calculated based on 

the similarity metric. Generally, it is desirable that two inputs 

belonging to the same class (𝑦 =  1) have a low distance, and 

two inputs belonging to different classes (𝑦 =  0) should have 

a high distance. An example of this is the Contrastive Loss 

function. The calculation of the Contrastive Loss function is 

shown in Equation 2. 

 

𝐶𝐿(𝑑, 𝑌) =
1

2
∗ 𝑌 ∗ 𝑑2 + (1 − 𝑌) ∗

1

2
∗ max (0, 𝑚 − 𝑑)2 

(2) 

 

In the Equation 2, d represents the distance of the outputs. 

While Y shows the label of the model inputs, m specifies the 

margin parameter. This loss function encourages to reduce the 

distance between instances of the same class and to increase the 

distance between instances of different classes. 

The main reason for using SDLM in the study is that the 

model is effective even with a small number of images [19]. 

Since monkeypox is a new disease, there are not enough data 

yet. Existing data are either few or artificially augmented 

images. Therefore, the low amount of data in general lead to the 

use of the SDLM in this study. Furthermore, there is a semantic 

similarity situation in the SDLM. In this model, similar classes 

or concepts produce weight values close to each other [20]. 

Contrastive loss is generally used in Siamese networks. In this 

loss function, all positive images are forced to be close to each 

other, while all negative images are scattered a certain distance. 

Moreover, using the same adjustment distance for all images 

can be restrictive. This causes triplet loss, which requires 

negative images to be further away from any positive images 

[21]. The triplet loss function does not use a threshold value to 

distinguish between similar and different images. Instead, it 

generates various variance values for different classes. Withal, 

in triplet loss, positive images and negative images are close to 

each other. However, the contrastive loss focuses only on 

positive images. For these reasons, the triplet loss function was 

used in the study.  

Triplet loss is a loss function used when training a SDLM.  

Triplet loss uses three instances of "triplets": an "anchor" 

instance, a "positive" instance (belonging to the same class), 

and a "negative" instance (belonging to a different class). The 

loss function aims to increase the distance between the anchor 

and negative samples, while reducing the distance between the 

anchor and positive samples. The formula for the triplet loss 

function is given in Equation 3. 

 
𝑇𝐿(𝑊) = max (𝑑(𝐴, 𝑃) − 𝑑(𝐴, 𝑁) + 𝑚𝑎𝑟𝑔𝑖𝑛, 0) (3) 

 

In Equation 3, 𝑑(𝐴, 𝑃) is the distance between the anchor and 

positive samples. The expression 𝑑(𝐴, 𝑁) represents the 

distance between the anchor and negative samples. The margin 

expression is the size of the margin, which is a hyperparameter. 

This controls the distance between positive and negative 

samples. If (𝑑(𝐴, 𝑃)  −  𝑑(𝐴, 𝑁))  +  𝑚𝑎𝑟𝑔𝑖𝑛 <  0, the loss 

function is set to zero. SDLM was employed in this study and 

the images were evaluated according to the flowchart given in 

Fig. 2. 

 

 
 

Fig. 2. Flowchart of the study 
 

As can be seen in Fig. 2, the study consists of three stages. In 

the first stage (Data Collection), skin images of monkeypox 

and other diseases were obtained. Data augmentation was not 

performed in this study. The images in the dataset are already 

augmented images. Furthermore, since there are two different 

class labels, binary classification was made in the study. Then 

the images were normalized, and the pixel values were ensured 

to be in the same range. In the second stage (Classification), 
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SDLM was designed, and images were classified. In the last 

stage (Evaluation of the Model), the performance of the 

classifier was determined by accuracy, precision, F1-score, and 

recall values. 

The classification process in the study was carried out in 

Anaconda, Spyder environment using the Python programming 

language. The version of the Spyder in the study is 5.4.2. 

Anaconda is a popular distribution of the Python programming 

language. It is a platform with a rich ecosystem that includes 

the Python programming language as well as various data 

science, machine learning and deep learning tools. Libraries 

like Pandas, NumPy, and SciPy are used for data manipulation, 

mathematical calculations, and statistical analysis. 

Visualization libraries such as Matplotlib and Seaborn allow to 

visualize data. Deep learning and machine learning libraries 

such as Scikit-learn, TensorFlow, and PyTorch can be used for 

a variety of modelling and prediction tasks. The Tensorflow 

library was used for the classification process and the Model, 

Input, Flatten, Dense of this library were used. Additionally, 

the Keras library was also employed and the optimization 

algorithm, loss function and evaluation metrics were also 

imported from this library. The study was carried out on a Mac 

computer. The operating system of the computer is Ventura 

13.2.1 and consists of 8 GB of RAM. Finally, the Mac computer 

has the M1 chip. The inclusion of the Apple Neural Engine in 

the M1 chip significantly enhances the speed and performance 

of machine learning and deep learning tasks on Mac devices. 

With its cutting-edge 16-core architecture, the Neural Engine 

embedded in the M1 chip from Apple empowers Mac devices 

to execute an impressive 11 trillion operations per second [22]. 

This remarkable feature results in a staggering 15-fold increase 

in machine learning and deep learning performance compared 

to previous generations. The M1 chip is specifically engineered 

to deliver exceptional performance in machine learning tasks. 

It incorporates machine learning and deep learning accelerators 

within the CPU and a high-performance GPU, enabling 

unparalleled capabilities in areas such as video analysis, voice 

recognition, and image processing [23] 

IV. APPLICATION RESULTS AND DISCUSSION 

In this study, SDLM was used and prediction of monkeypox 

and other diseases was carried out. The parameters of the 

proposed method were determined as follows: 

• The first layer contains the 8 x 8 convolution layer. At the end of 

these layers, the ReLU (Rectified Linear Unit) activation function 

is used. 

• LRN (Local Response Normalization) has been applied in 

the second layer and the pixel values in the feature map have 

been square normalized. 

• Pooling was done in the third layer and 4 x 4 maximum 

pooling was employed. 

• In the fourth layer, the convolution layer is used again. The 

size of this layer was evaluated as 6 x 6. Then the ReLU 

activation function was used. 

• LRN was applied in the fifth layer. 

• In the sixth layer, 4 x 4 maximum pooling was utilized. 

• In the seventh layer, dropout was made and 15% of the data 

was forgotten. 

• In the eighth and ninth layers, convolutional layers were 

formed, and the dimensions of these layers were determined 

as 3 x 3). ReLU was used as the activation function. 

• In the tenth layer, 2 x 2 maximum pooling was employed. 

• 15% of the data was forgotten by dropout in the 11th layer. 

• The fully connected layer is defined in the 12th and 13th 

layers, and 256 and 128 neurons are defined, respectively. 

• Then, the distance between the outputs of the two models 

was determined by Euclidean and triplet loss was used for the 

loss of the model. 

• The training was carried out with 500 iterations. However, 

early stop was applied, and the training was terminated when 

the epoch number reached 100 sine the training accuracy 

reached %95 accuracy.  

The form representation of the parameters of the developed 

model is given in Fig. 3. 

 

 
 

Fig.3. Parameters of the developed model 

The performance of the classifier was determined by the accuracy, 

F1-score, precision and recall values. Classification results were 

given in Table 1. 

TABLE I 

CLASSIFICATION RESULTS 

Classifier Accuracy Precision Recall F1-Score 

SDLM 91.09% 89.03% 93.36% 91.14% 
 

In line with the results obtained from Table I, an accuracy rate of 

91.09% was obtained with the SDLM. Further, 89.03% precision and 

93.36% recall values were observed with this deep learning model. 

The F1-score value was 91.14%.  The data set used in the study is not 

a balanced data set. Accuracy score alone is not an adequate evaluation 

criterion in unbalanced data sets [24]. Therefore, in this study, F1-score 

evaluation criterion was also applied in addition to the accuracy score. 

The F1-score is determined by precision and recall values. The higher 

these values, the higher the F1-score value. The F1-score takes values 

between 0-1. If the value is close to 1, it indicates that the model has 

made a good classification. Therefore, looking at the F1-score, SDLM 

was successful. 

The validation loss and the validation accuracy of the model were 

given in Fig. 4 and Fig. 5, respectively.  
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Fig.4. Validation loss of the developed SDLM 

 

 

Fig.5. Validation accuracy of the developed SDLM 

As seen in Fig. 4 and Fig. 5, the training was terminated when 

the epoch number reached 100 and the most successful 

validation accuracy and validation loss were obtained at this 

epoch value. The confusion matrix was used to show how much 

of the data were classified correctly and incorrectly in Figure 6. 

 

 

Fig. 6. Confusion matrix of the developed SDLM 

 

The accuracy score of this study was also compared with 

other studies in the literature using the same dataset. The studies 

and their results were given in Table 2.  

 
TABLE II 

COMPARISON OF STUDIES IN THE LITERATURE (THE HIGHEST 

ACCURACY SCORES WERE GIVEN AND THE MOST SUCCESSFUL 

DEEP LEARNING MODEL WAS INCLUDED. 

Ref. Method Accuracy Precision Recall 
F1-

Score 

[11] Ensemble 82.96% 87.00% 83.00% 84.00% 

[12] Ensemble 87.13% 85.44% 85.47% 85.40% 

[13] VGG16 78.00% 75.00% 75.00% 75.00% 

[14] 
Transfer 

learning 
91.11% 93.10% 93.35% 93.15% 

[15] Ensemble 98.33% 98.33% 98.33% 98.33% 

This 

study 
SDLM 91.09% 89.03% 93.36% 91.14% 

 

When the results in Table II were examined, it was observed 

that the SDLM was effective against some models and 

ineffective against others. The accuracy scores obtained in [14] 

and [15] were higher than this study. In the study [14], the 

researchers used transfer learning and obtained features with 

deep learning models and classified them with machine 

learning algorithms. This whole process takes time and 

increases the analysis time. Then again, obtaining features 

increases the size of the feature vector and causes the data to be 

complex. Although an accuracy score of 91.11% was obtained 

despite all this process, feature extraction was not used in this 

study and the raw data were classified only with SDLM and a 

result as effective as [14]. In the study [15], the most successful 

classification process was obtained with the Ensemble method. 

In that method, three deep learning models were combined 

(ResNet50+EfficientNetB0+MobileNetV2) and classification 

was made. Since three different deep learning models were used 

in that study, defining these models, analyzing each model with 

images and interpreting the results are time-consuming. 

However, in this study, only one model was designed, and these 

processes were carried out and obtained an accuracy of 91.90%.  

This shows how effective the method is. However, since the 

same data set was used in the comparison studies, there is an 

unbalanced data set problem in those studies. Therefore, F1-

score was used in those studies and the classification of the 

model was evaluated. When compared according to the F1-

score, the proposed method lagged behind the studies [14] and 

[15]. When the comparison was made according to the accuracy 

scores, the results of the proposed method and the study [14] 

were close to each other, yet when the model was evaluated 

according to the F1-score, it was observed that the study [14] 

was more effective. In study [14], transfer learning was applied 

and the data were not classified with raw images. In the first 

stage, features were obtained with deep learning models and 

then classification was made with machine learning algorithms. 

F1-score may have been more effective because of this 

procedure. Obtaining its properties may have caused the 

classification process to be more effective.Although the studies 

[14] and [15] are more effective than the proposed method, it 

has been shown that the SDLM method can be more effective 
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than the CNN models. One of the main reasons for this is the 

low number of images and labels, and the Siamese deep 

learning model’s ability to make an effective classification even 

with low amount of data [19]. Moreover, triplet loss was used 

in this study and traditional loss was abandoned. This enabled 

the model to be better trained despite the low data number. The 

advantages and disadvantages of the study can be expressed as 

follows:  

• Siamese deep learning model was used in this study 

instead of traditional feature extraction methods. 

• In this study, images were not subjected to any 

preprocessing and raw images were used directly. 

• The proposed method produced high accuracy results from 

some of the studies performed in the literature. 

• The number of data affects the performance of deep learning 

models. The large number of data will positively affect the 

performance of this model. However, despite the small 

number of data, a successful classification process has taken 

place. 

• No feature extraction was performed in this study. 

Performing various feature extraction or transfer learning can 

increase the performance of this model. 

• More successful methods than the Siamese deep learning 

model are usually ensemble methods. Similarly, by using an 

ensemble structure, the classification performance obtained 

in this study can be increased. 

• While the model was being trained, an average of 17 

seconds has passed for each iteration. Since the training 

process was completed in 100 iterations, it took 17 ∗  100 =
 1700 seconds, approximately 28.3 minutes in total. 

Although it seems long in terms of total time, the time 

obtained for 1 iteration is fast enough. Of course, this time 

varies according to the hardware and software environment 

used. This issue needs to be tested in more detail and on 

different hardware. 

When the studies in the literature were examined, researchers 

generally used transfer learning and ensemble. In the transfer 

learning method, the data load increases, and the data becomes 

complex. Because in this approach, features are obtained by 

deep learning models and used for classification. This extends 

the analysis time. Similarly, multiple models are combined in 

the ensemble approach. This is a process that prolongs the 

classification process. In addition, it takes time to find the most 

suitable combination. However, the SDLM used in this study 

only and classified raw data. It has performed an effective 

classification process from most of the studies in the literature. 

V. CONCLUSION 

The main purpose of this study is to lay the groundwork for 

the development of an auxiliary model that can be used to 

differentiate between monkeypox and other skin diseases. For 

this reason, deep learning, which is used effectively in medical 

imaging applications, has been applied and classification of 

monkeypox and other skin diseases has been made. The study 

consisted of three stages. In the first stage, skin images of 

monkeypox and other diseases were obtained. In the second 

stage, the Siamese deep learning model was designed, and the 

data were classified. In the last stage, the performance of the 

deep learning model was evaluated. Accordingly, accuracy, 

precision, recall, and F1-score were used. With the proposed 

method, 91.09% accuracy was obtained. When compared with 

other studies in the literature, it was observed that the proposed 

method was more effective than most studies. In line with the 

findings obtained in the study, it has been shown that the 

developed model can help experts. This will facilitate the work 

of specialists and will provide convenience to physicians when 

the distinction of blisters on the skin is not made clearly. 
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Abstract— While building smart living areas, the main 

purpose is to increase the quality and comfort of life without 

compromising health and safety. With the increase of new 

technologies used in growing and updated modern living areas, 

we witness that the needs are shaped and changed with this 

change. The primary purpose of each new technology is to offer 

more safety, health, comfort and convenience to the person, 

organization or structure that it addresses. The basic means of 

the connected vehicles has been to ensure the safety of the user in 

the best way, and people expect more than vehicle. With the 

widespread use of autonomous vehicles, that is without driver 

assistant, in the near future, vehicles are expected to connect and 

communicate with the ecosystem structured for the future and 

among themselves. Thanks to this communication that the 

vehicles have, the traffic flow on the route, the road condition, the 

location of the pedestrians around, possible malfunctions and 

failures that may occur and all such information will be shared 

by the vehicle with each other and the future ecosystem. On the 

other hand, while the vehicles are becoming more connected with 

any of useful technologies, thanks to the remote connection 

provided by their technology, manufacturers can easily develop 

their vehicles without recalling. In this study, information was 

given about the connected vehicles, the remote connection 

infrastructure and methods. The advantages provided by these 

systems are explained.  

 
 

Index Terms— Connected Vehicles, Over The Air (OTA), 

Firmware Over the Air (FOTA), Software Over the Air (SOTA), 

Remote maintenance  

 

I. INTRODUCTION 

HE WORLD’S leading automakers and communications 

infrastructure providers, Mercedes-Benz, BMW, Audi, 

Volvo, Toyota, TIM, and Telstra, describe the importance of 
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connectivity in cars and the ecosystem required to support 

connected vehicles [1]. According to Mercedes-Benz, 

“connecting vehicles is laying the foundation to offer new 

kinds of services for comfort, safety, and entertainment in a 

new dimension”. For BMW, “the highly-developed smart city 

is characterized by all-encompassing networking, and cars are 

becoming a part of inner-city networking in this smart city” 

[2]. Audi thinks that 5G to make software downloads more 

reliable and faster for an increasing demand from a huge 

number of vehicles. For Volvo, connectivity was once a 

feature only, but now it is an essential part of all cars they 

offer. According to Toyota, “the challenge for connected cars 

receives and sends large amounts of data from the cloud”. 

TIM forecasts, there will be an estimated 100 million 

connected vehicles on the road in 2025. Telstra considers that 

the possibilities are endless when all cars can communicate 

with each other, with the surrounding infrastructure and 

pedestrians. 

Mercedes-Benz has unveiled its concept vehicle, Vision 

AVTR as shown in Fig. 1, which is directly correlated with 

Mercedes-Benz's plans for the future. The company designed 

the car to connect seamlessly with its passengers, and it 

embodies the vision of near future for mobility in the. A new 

era of the car, "The Vision AVTR shows a completely new 

interaction between human, machine, and nature," the 

automaker claims. We can see the future by looking at this 

car; it will become such a natural part of our lives in the near 

future. 

 

 

 
Fig.1. Mercedes-Benz's VISION AVTR [3] 

II. CONNECTED VEHICLE 

Connected vehicle is a vehicle that can communicate 

bidirectional with other external objects, structures, and 

systems inside or outside. In this way, the vehicle can share 
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the information, which it has with other structures inside and 

outside of the vehicle or use the information from other 

structures [4]. It is expected to improve people safety and 

traffic management by adding communication to a vehicle [5]. 

General Motors as an automaker offered its connected 

vehicle features to the end-user market in 1996. The company 

developed its technology called OnStart in 1996 and 

introduced it to the public usage in order to ensure the safety 

of drivers and passengers [6]. General Motors firstly adopted 

OnStar technology on its Cadillac DeVille, Sevilla, and 

Eldorado models and improved it later. The primary purpose 

of using this technology in vehicles was safety and emergency 

assistance to the vehicle in the event of an accident. If the 

medical aid and support arrive at the scene as earlier as fastest 

in the event of an accident, the higher the likelihood that 

drivers and passengers will survive.  

Thanks to OnStar technology, the connected vehicle 

transmits the help call to the emergency center, which will 

provide assistance to the vehicle via the phone integrated into 

the vehicle during the accident and enables communication 

between passengers and emergency centers. 

After the success of General Motors in OnStar, many car 

manufacturers have included similar safety practices in new 

cars. And nowadays, after March 31, 2019, new EU-approved 

car models must have an emergency call assistant as a default 

function as figured out in Fig. 2. 

 

 
Fig.2. Emergency call system on vehicle [6]  

 

Initially, this technology only provides voice calls via the 

phone, with the addition of data communication to the phone 

communication in 1999, GPS location signals have also been 

transmitted to the emergency center. However, since 2000, by 

adding the functionality of the GPS system to vehicles, GPS 

not only took the navigation technology to a new upper level, 

but also contributed to safety by monitoring and tracking the 

stolen vehicles [7,8]. 

III. CONNECTION TYPES 

All these new technologies used in vehicles, while offer 

driver, passenger and vehicle safety, also support building a 

reliable relation between the end-user and manufacturer or 

service. For example, the connected vehicle diagnoses a non-

critical but needs to be checked and informs the vehicle user 

as well as the service company. And a specialist person or 

system would give more detailed information about the 

vehicle status to the user, so that the user can drive safely. In 

this way, the user will be provided with more reliable details 

of the vehicle and driving, and a long-term reliable 

relationship will be established between the manufacturer and 

the user. 

As simulated in Fig. 3 there are 5 ways for a vehicle to 

connect around of it and communicate with them: 

• V2I "Vehicle to Infrastructure": communication between 

vehicle and its environment 

• V2V "Vehicle to Vehicle": a vehicle communicates with 

other vehicles, such as information about the speed and 

location of the surrounding vehicles 

• V2N "Vehicle to Network": data communication between 

vehicle and cloud-connected structures 

• V2P "Vehicle to Pedestrian": communication between 

vehicle pedestrians for environmental safety 

• V2X "Vehicle to Everything": this is a summary of other 

connectivity’s; communication between vehicle and all 

kinds of vehicles and structures (vehicles, trains, ships, 

aircraft etc.) 

 

 
Fig.3. Vehicle to around [9]  

 

 

The communication standard V2X as a protocol, that allows 

the connected vehicles to connect with each other and includes 

all other vehicle communication systems as a framework 

protocol where data can be transferred in real time at high 

speed and low loss [10]. 

Inter-vehicle connection network is one of the main 

technologies that can be used in the smart transportation 

system to provide wireless connection between vehicles, 

roadside drivers, passengers and pedestrians. Despite 

considerable potential market opportunities and gains, V2X 

communication technology is still in the field trial phase in 

general and new advanced algorithms should be developed for 

this type of communication [11].  

Applications in vehicle networks; due to the different 

performance requirements, it can be classified according to 

passenger and road safety, traffic flow efficiency and 
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infotainment types. However, as an important point here is 

that road safety applications in vehicle-to-vehicle (V2V) 

communication require low latency and high reliability [12]. 

And due to safety reasons, priority must be given to minimize 

especially security risks of communication on the connected 

vehicle [13]. 

IV. COMMUNICATION INFRASTRUCTURE 

Various applications in the vehicle network pose specific 

requirements and challenges in the wireless communication 

technology and it is needed multiple security control 

techniques to secure privacy sensitive data [14] and privacy of 

the ecosystem [15]. To provide the communication 

infrastructure required by vehicle communication as shown in 

Fig. 4, various wireless communication technologies are 

available, such as Wi-Fi, cellular network systems and IEEE 

802.11p. 

 

 
 

Fig.4. Communication technologies on the connection vehicle [16] 

 

Wi-Fi communication is not suitable to support high 

mobility due to its short range. Although IEEE 802.11p is 

considered the first wireless technology standard specifically 

designed for road communication, it has obvious 

disadvantages such as low reliability, hidden node problem 

and unlimited latency. The widespread use of IEEE 802.11p 

requires major investments in network infrastructure. Due to 

these disadvantages of IEEE 802.11p, new efforts have been 

made to use 5G in the long-term evolution (LTE) as an 

optimal potential wireless access technology to support 

vehicle applications. 

It is vital that the communication must take place instantly 

and without delay. At this point, it is very rational to look for 

the solution at 5G since the 4/4.5G technology we are 

currently using is insufficient. We face the importance of 5G 

for connected vehicles and IoT at this point.  

5G technology, one of the indispensable technologies for 

connected vehicles, is extremely critical with its ultra-fast data 

transfer and latency below 1ms. Intel predicts that connected 

vehicles will spend unbelievable data. 

The figures are hard to believe. Connected vehicles are 

expected to consume 4 TB of data per vehicle in a day when it 

enters our lives completely! Each vehicle will exchange about 

4 TB of data, and this data traffic is only possible with 5G 

[16]. 

The challenge is how data can be continuously sent and 

received from the cloud. The volume of data is very important. 

To realize sending and receiving huge amount of data, new 

technologies and new infrastructures are needed. 

While the connected vehicles have many important features 

and benefits brings to next life, we will focus on easy function 

upgrade and maintenance of these connected vehicles via such 

processes like remote monitor and control. 

According to BMW, “first remote-controlled function is 

used 2001. Vehicle diagnostics, also known as remote 

diagnosis, have produced a connection between users and their 

cars across vast distances since 2001. With vehicle 

diagnostics, vehicle manufacturers can examine the system’s 

functionality and, if there are any problems, potentially 

recognize the cause more quickly”. 

A. Remote maintenance methods 

OTA, which is a process of the data transmission and 

reception for application-related information in a wireless 

communication system. OTA was initially associated with 

consumer electronics such as television and later it started 

entering every industry from telecommunication to household 

appliances and the automotive industry. 

In the automotive industry, OTA process has some delivery 

solution ways. Software provider and manufacturer can 

coordinate in a system architecture [18]. In this system 

architecture data can be sent to the vehicle from a cloud-based 

server via a wireless network as shown in Fig. 5a, or mobile 

network directly to the vehicle as shown in Fig. 5b, or to the 

vehicle owner's mobile device and then installed directly to 
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vehicle from mobile device via a wireless connection such as 

Bluetooth as shown in Fig. 5c. 

Along with the prevalence of connected vehicle technology, 

a usage of over the air software update is also progressing for 

easy function upgrade and maintenance [19]. 

 

 

 
Fig.5a. Wi-Fi based solution delivery model for OTA updates [19] 

 

 
Fig.5b. Cellular network-based solution delivery model for OTA updates 

[19] 

 

 
Fig.5c. Mobile phone-based solution delivery model for OTA updates [19] 

 

OTA connection and updating process is critical and should 

be robust and reliable, both in terms of security and user 

safety. Thus, it needs detailed security architecture while the 

updating process [20]. When a vehicle's firmware or default 

software have a software-related security bug or vulnerability, 

it must be corrected immediately. This kind of correction by 

OTA updates is also convenient and comfortable for vehicle 

owners because by this way no longer need to go a service 

center to receive the updated software [21]. All of the 

vehicle’s software related its system must be up to date for 

security reasons [22]. So that, OTA updates are main issue for 

the safety and keeping vehicle’s features and functions up to 

date.  

Developers try to fix known software bugs or integrate 

several numbers of new additional features to the vehicle by 

software updates. The complexity of automotive software has 

made it more difficult to verify software updates. A strong and 

reliable verification methodology is required during this 

process. Firstly, software update source must be verified [20], 

second, it is ensured that any bug fixes are implemented 

correctly, then it is ensured that the new additional features are 

running correctly, and finally it is ensured that the entire 

software update does not harm any other functions [21]. 

 

 
Fig.6. Comparison of recall issues with recalled vehicles [24] 

 

Software dependency of vehicles increasing more and more 

regarding electronic components used on the vehicles. 

Because of the complexity of these hardware and software 

infrastructures, the amount of recalling has risen dramatically. 

As a comparison of the number of recalls with the number of 

recalled vehicles regarding various faults, bugs in the 

software, etc. by the period of 2009 to 2019 are shown in Fig. 

6. It is prominently displayed on the figure, the number of 

issues and the number of vehicles related recalling has 

increased since 2013. While there is approximately 60 million 

increase in Overall recalled vehicle number from 2013 to 

2016, there is approximately 51 million decrease from 2016 to 

2018 [24]. Many manufacturers recalled such number of 

vehicles due to software issues. Remote OTA updates provide 

many benefits to keep the vehicle and its functions up to date. 

All these recalls could have been eliminated by the 

implementation of remote OTA software updates. As a 

valuable result of avoiding recalls sustainable consumer 

satisfaction could be built-in self.   

OTA process offers two types of methods, one is SOTA and 

the other is the FOTA. 

SOTA is the meaning of sending a software file from cloud 

to vehicle. The communication between cloud and vehicle can 

be implemented in some ways, wireless communication or 

mobile communication can be used to download the software 

file to the vehicle.  
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Instead of sending a full image of the software installation 

file, SOTA updates can be downloaded as a part of the whole 

file. Thus, the developer can forward only a part of a file, 

which is needed to be fixed on the vehicle. While this can 

reduce download time and make it safer with the reduction of 

traffic on the communication data line. 

The installation file may contain several files to update 

different hardware and software on the vehicle. Especially 

critical hardware of vehicle must be considered while doing 

SOTA updates [25]. SOTA must be cyber-safe, making sure 

that car manufacturers only apply the appropriate updates to 

their vehicles. Updates, which can be sent by the SOTA 

method may include changes to software that controls the 

physical parts of the vehicle and to user interface software 

such as infotainment screens or instrument panels. The SOTA 

update method enables automotive manufacturers to fix, 

maintain, and check for disruptions in vehicles, also to 

improve them for future needs through remote software 

updates sent to the vehicle from a cloud-based server. These 

kinds of improvement-based technologies can offer both cost 

savings and revenue earnings to the manufacturers, while also 

improving customer satisfaction and brand value with 

remedies, modifications and enhancements that are applied 

remotely, timely and comfortably. 

Vehicle that need fixing, upgrading, and maintenance are 

likely to pay attention to their software as if it's a mechanical 

thing; in this case SOTA eliminates the need to go to service 

center. SOTA will also provide an opportunity to be quickly 

updated and corrected when a problem arises that can pose 

major security concerns. 

Remote enabled SOTA and FOTA include such kind of 

OTA enabled segments, such as navigation map, infotainment 

applications, telematics control unit (TCU) and electronics 

control unit (ECU) updates. Every functions of vehicle must 

be implemented individually for security reasons [26]. 

TCU updates are carried over FOTA in real time, subject to 

the condition that the TCU is connected to the server. FOTA 

checks for the correct update package and then finishes the 

process of updating the vehicle remotely, thereby reducing the 

correction cycle time. SOTA offers such updates as below: 

• Updates based on applications 

➢ Navigation Updates 

➢ Head Unit Display Updates 

➢ Telematics System Updates 

• Updates based on software platforms (infotainment 

operating system and operating platform) 

➢ Embedded Applications 

➢ Featured Software 

➢ Infotainment Software 

FOTA offers updates such as TCU and ECU. 

By 2022, analysts expect vehicle manufacturers to realize 

approximately 350 million software updates regarding 

application based, infotainment software platforms and 

telematic services for their customers’ vehicles by using 

software SOTA process. And another point of view, ABI 

Research, leading in market intelligence, forecasts nearly 203 

million OTA enabled vehicles will be produced with 

approximately number of 180 million vehicles featured with 

SOTA and approximately number of 22 million vehicles 

featured with FOTA by 2022. Components of OTA can be 

classified like that: 

• Application providers 

• Solution providers 

• OTA Platform Providers 

• Infrastructure providers;  

➢ Cloud infrastructure; such as Microsoft, Sierra Wireless 

➢ Communication infrastructure; such as AT&T, Verizon 

➢ Cyber security solution providers; such as Visual 

Threat, Airbiquity, Gemalto, Escrypt, Infineon 

➢ Component manufacturers 

In the vehicle industry, many of the manufacturers are 

already involved with these structures, and telematics and 

electronic control units are going to be the primary focus areas 

in the future. For example, Hyundai has proof of many 

concept systems in terms of OTA map updates, on the other 

side BMW, Audi and Tesla have already started rolling out 

OTA procedures for updating navigation maps, Ford’s Sync 3, 

which is interactive touch screen system, will be accomplished 

through an OTA using Wi-Fi. Autonomous car manufacturer, 

Tesla use OTA, their vehicles regularly receive over the air 

software updates which add new features and functionality.

 

Fig.7. Total market size in terms of the number of vehicles [27] 
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Total market size in terms of the number of vehicles is 

curated from the IHS market report and GEIP platform data 

(source: DRAUP). 

Fig. 7 shows the number of vehicle units that include OTA 

updates related to application-based solutions, infotainment 

software platforms, TCU and ECU. These OTA enabling 

updates will see the highest interest in the number of vehicles. 

Application-based solution programs take up less space in 

total core memory when compare to others and have low-level 

security issues; therefore, it can be implemented easily as 

OTA enabled platform.  

Infotainment software OTA updates are complex because 

the programs can be quite large. These updates can take place 

over Wi-Fi communication instead of mobile communication 

because of the mobile network limitations.  

Types of updates include binary files for ECUs or other 

firmware updates, mapping data for onboard navigation, user-

generated contents such as music, videos and photos, 

operating systems, applications and software package updates, 

and such kind of other updates. 

According to the benefits of OTA processes, total worldwide 

OEM cost savings from OTA software update events is 

forecasted by growing from 2.7 billion USD in 2015 to more 

than 35 billion USD in 2022 [28]. When comparing with 

others, telematics control unit and infotainment software 

platform updates are contributing most to these figures to 

become alive. It shows that value-added cost savings by OTA 

updates will be the most valuable part of this kind of new 

future solution. There are some success stories, which will be 

useful to mention: 

 

• MinVolkswagen 

Denmark based Connected Cars company, which is founded 

in 2016, aims to provide smart and effective tracking of 

vehicles for workshops and fleet managers, as well as a better 

driving and service experience for vehicle owner. 

The software they developed as simulated in Fig. 8, helped 

Volkswagen Denmark to improve customer satisfaction and 

add a new life to the customers’ old cars. Free connection 

service was offered to the customers with a Volkswagen 

model year 2008 and later vehicles. This allows vehicle 

owners to see the status and usage of their vehicles at first a 

glance and enables direct communication between the service 

and customers via chat and exchange of information. In 

addition, the services know the status of their customers' 

vehicles almost in real time and can proactively help them. 

 

 
Fig.8. Mobile application for vehicle status [29] 

 

Developed software called MinVolkswagen is a digital 

service which is offered to Volkswagen customers [29]. It 

aims to ensure that users are connected and under control of 

their vehicles. This technology also serves the service 

workshops, enabling the services to follow customer vehicles 

technically, to be more productive in production and service 

quality and to offer the highest level of customer satisfaction. 

 

• Mercedes PRO Connect 

Mercedes-Benz plans to offer a wide range of digital 

services to the fleet customers by a platform, called Mercedes 

PRO connect [30], which one makes the van transparent and 

allows it to be used even more efficiently by collecting vehicle 

data via a digital vehicle log. The communication equipment 

required for the internet connection is integrated into the 

vehicle hardware as a default component when the vehicle is 

manufactured. So, all fleet customers will be able to make the 

best use of Mercedes PRO connect in the future. Thanks to the 

web-based service, it provides fleet managers with an 

overview of their vehicles, for example, they can manage 

orders in real time, check which vehicle is where, whether it 

needs refueling or not, or go into the workshop for 

maintenance. 

V. CONCLUSION 

While remote connection technologies offer huge 

opportunities for the automotive industry, these will require 

manufacturers to review their plans, redesign their processes 

and release new software updates to bring these new 

technologies to life. 

There will also be issues to be concerned and overcome. For 

example, manufacturers may be concerned about remote 

connection safety, because there may be security issues when 

new technologies become alive. While the vehicles are 

becoming more connected with any of useful technology, 

which has the ability to connect each other and everywhere on 

its ecosystem, a reassuring security infrastructure is needed to 

ensure the privacy and security of the vehicle and its 

occupants. 

Nevertheless, as the advantages of OTA technology and the 

potential opportunities it brings to the manufacturer are 

noticed, the investments in this technology will increase and 

the obstacles we mentioned will be overcome easily. As 

connected vehicles’ dependency to the software will increase, 

OTA will become an indispensable necessity. 

On the other hand, OTA can help manufacturers to improve 

their vehicles without calling back it. For example, 

manufacturers can release OTA updates where a vehicle has 

the opportunity to improve the quality of reducing fuel 

consumption. Manufacturers can also use SOTA or FOTA for 

customer satisfaction, for example, to keep vehicle functions 

up to date with new software and firmware releases and 

vehicle infotainment services. 

OTA technology has the ability of bidirectional 

communication from vehicle to manufacturer or vice versa. 

Manufacturers could collect data from vehicles for their 

production quality analyses for future improvements or to help 

vehicle owners by applying of any immediate correction of 

bugs to prevent failures before occurring. 
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Abstract—Due to increasing both safety and efficiency of the 

traffic, Vehicular Ad Hoc Network (VANET) is a promising 

technology of Intelligent Transport Systems (ITS). Unique 

characteristics of VANETs including high mobility and strict 

delay constraints, require new routing solutions specific to these 

networks to be proposed. As one of those solutions, topology-

based routing approaches aim to find the shortest path by 

managing routing tables. In this paper, recent topology-based 

routing approaches for VANETs are investigated in detail. 

Proactive, reactive and hybrid solutions are compared with 

respect to their advantages, disadvantages, updating procedures 

and network sizes. This paper will shed light on future studies 

since it provides detailed information about the current status of 

the literature in topology-based routing approaches in VANETs. 

 
 

Index Terms—Proactive, reactive, survey, topology, vehicular 

ad hoc networks routing. 

I. INTRODUCTION  

EHICULAR AD HOC NETWORKS (VANETS), an 

increasingly important component of Intelligent 

Transport Systems (ITS), consist of vehicles in motion 

communicating with each other and road side units (RSU) as 

infrastructures. VANET, as seen in Fig 1, is a popular topic in 

both academia and industry due to its usage in critical areas 

such as enhancing traffic safety and efficiency, providing real-

time and secure data to drivers and passengers, and managing 

emergencies such as accident prevention, ambulance guidance 

and fire brigade assistance [1]. 

VANET services can be summarized as follows [2]:  

• Security service: Providing automatic driving functions 

and mitigating traffic risks, 

• Data sharing services: Enhancing communication 

comfort for drivers and passengers by exchanging information 

about the surrounding road conditions. 
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In order to provide these services, VANETs need to process 

real-time data on the network. These networks exhibit a 

dynamic topology due to the high mobility of vehicles. As 

vehicles frequently change their positions within the network, 

interruptions in established routes occur frequently [3]. 

Therefore, setting up the route from source to destination is a 

difficult task in VANETs [4]. Routing protocols play a crucial 

role in reducing network congestion by enabling dynamic 

routes between vehicles. The reduction in network traffic can 

yield economic benefits such as reduced battery and fuel 

consumption in vehicles. Numerous studies in the literature 

are dedicated to develop a routing protocols specifically 

designed for VANETs [1],[2],[4]. 

Routing protocols in VANETs are categorized into different 

classes, including topology-based, position-based, broadcast-

based, cluster-based, and geo-cast-based approaches [5]. 

Among these, topology-based routing focuses on determining 

the optimal route between the vehicles by utilizing and 

analyzing information such as the current road and traffic 

conditions. This approach enhances the security of data flow 

while reducing both packet losses and delays [6]. 

Consequently, topology-based routing architectures have 

garnered significant attention from researchers due to their 

pivotal role in improving the efficiency, security and 

performance of VANETs.  

While there are existing review articles for position-based 

[7]-[12][7] below, broadcast-based [13],[14], cluster-based 

[15],[16] and geo-cast-based [17],[18] routing architectures in 

VANETs, the number of surveys analyzing recent topology-

based protocols [19],[20] is relatively limited. Therefore the 

objective of this study is to classify topology-based VANET 

routing protocols and conduct a detailed examination of each 

class. The studies are compared using tables on various 

parameters, and open research areas are highlighted. It is 

anticipated that this paper will provide valuable insights into 

future developments of topology-based routing algorithms in 

VANETs. 

Section II of the paper provides a review of the existing 

studies in the literature and highlights the contribution of this 

study. Section III presents a summary of the research 

methodology employed in this study. In Section IV, a 

comprehensive analysis of the examined topology-based 

studies is provided, clarifying the details of each study. 

Section V involves the general comments and remarks 

obtained from the reviewed studies. Finally, Section VI 

concludes the paper. 

Recent Topology-based Routing Approaches in 

VANETs: A Review 

Ali Fuat Gunes, Ipek Abasikeles-Turgut   
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Fig.1. A VANET infrastructure consisting of vehicles and RSUs 

II. LITERATURE REVIEW 

In the literature, various classification types of routing 

algorithms and protocols in VANETs can be found. For 

instance, Srivastava et. al [[7]], classify the routing protocols 

into two classes based on transmission strategy and route 

formation. The transmission strategy class includes unicast, 

multicast (such as geo-cast and cluster-based approaches), and 

broadcast approaches. The route information class can be 

further divided into location-based and topology-based 

approaches. Other studies [[5], [13], [20]] categorize routing 

protocols in VANETs into five classes including 

position/geographic/location-based, cluster-based, broadcast-

based, geo-cast based and topology-based protocols. In this 

study, five different class of routing architectures are 

considered as illustrated in Fig. 2.  

 
Fig.2. Classification of routing protocols in VANETs 

In position based routing, the focus is on utilizing the 

geographic location information of the nodes rather than 

establishing end-to-end connectivity [[7]]. Cluster-based 

routing approaches divide the network into smaller regions 

known as clusters [[16]]. A designated node, known as the 

cluster head, is responsible for collecting and transmitting data 

from its member nodes within the cluster. In broadcast-based 

routing protocols [[13]], data packets are propagated 

throughout the network using broadcast transmission 

techniques. Geo-cast routing [[17]], a type of position-based 

routing, selects a specific area based on the location of the 

destination vehicle and transmits data through broadcasting 

within that relevant area. Topology-based routing protocols 

[[20]] operate by utilizing the network's connectivity 

information to create routing tables. These protocols are 

further classified into three classes: proactive, reactive and 

hybrid. Topology-based routing protocols offer advantages 

such as being suitable for smaller networks and endeavoring to 

find the optimal (i.e., shortest) route from the source to the 

destination node [[21]]. 

Most of the recent survey papers (published between 2017 

and 2023) focusing on routing protocols in VANETs primarily 

concentrate on position-based approaches [[7]-[12]]. Some 

studies delve into broadcast-based [[13],[14]], cluster-based 

[15],[16], and geo-cast-based [17],[18] methods. Additionally, 

there are reviews [14],[22],[23] that examine protocols from 

the perspective of quality of service (QoS). However, survey 

papers specifically addressing topology-based routing are 

relatively scarce. One study is tailored for FANETs [19], 

while another [20] examines only four different protocols, 

comparing their performances through simulation under 

various metrics. Thus, it is evident that there is a need in the 

literature for a review article that sheds light on recent papers 

focusing on topology-based routing approaches.  

The objective of this study is to provide an overview of the 

state-of-the-art in recent topology-based routing architectures 

in the literature. The contributions of this study can be 

summarized as follows: 

• Examination of 38 different topology-based routing 

approaches: The study conducts a comprehensive analysis of 

38 distinct approaches, providing detailed insights into each 

approach. 

• Classification and comparison: The papers are 

categorized based on their routing architectures, and a 

comparative analysis is performed within each class. The 

approaches are evaluated and compared with respect to 

various routing and network parameters. The advantages and 

disadvantages of each approach are emphasized. 

• Identification of open research areas: The study identifies 

and highlights open research areas that assure further 

investigation and exploration in the field of topology-based 

routing in VANETs. 

III. RESEARCH METHODOLOGY 

By synergistically combining cutting-edge research, real-

world experience, and deeply ingrained human values, 

Evidence-based Software Engineering (EBSE) endeavors to 

elevate decision-making practices in software development 

and maintenance to new heights [24]. The foundation of EBSE 

relies heavily on the utilization of systematic reviews. A 

systematic literature review (SLR) is a rigorous and 

exhaustive evaluation of all available research pertaining to a 

particular research question, topic area, or phenomenon of 

interest [24], [25]. The primary objective of conducting an 

SLR is to ensure a methodical, replicable, and thorough 

review process. By employing systematic reviews, EBSE 

ensures a robust and unbiased approach to synthesizing 

evidence for informed decision-making in software 

development and maintenance [26]. Therefore, we have 

followed one of the widely recognized systematic review 

guidelines [26] and we have applied the same strategy as in 

the existing literature, e.g., [27][28], [29]. 

The papers included in this study were collected from four 

databases: IEEE Xplore, ScienceDirect, Springer, and Google 

Scholar. Both conference and journal publications were 

considered in the search. 

Based on the information provided in [30], which states that 

protocols like AODV, DSR, DSDV, and OLSR proposed for 

MANETs form the foundation of topology-based routing 

protocols in VANETs, the searches were divided into two 

groups: 

Routing Protocols in VANETs 

Cluster 

based 

Position 

based 

Topology 

based 

Broadcast 

based 

Geo-cast 

based 
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1. The keywords "PROACTIVE OR REACTIVE OR 

TOPOLOGY AND ROUTING AND VANET" were used to 

find both hybrid protocols and topology-based approaches. 

2. The keywords "AODV or DSR or DSDV or OLSR and 

VANET" were used to identify different versions or variants 

of these foundational protocols. 

After obtaining 724 articles, those that solely compared the 

performance of existing protocols, that do not have full text, 

that are not written in English, that do not verify the proposed 

methodology and review/survey papers were excluded. 

Duplicate studies were also eliminated. Thus, the number of 

articles was reduced to 28. The original versions of the 

relevant studies were identified manually and included by 

thoroughly examining the articles. As a result, a total of 38 

articles were obtained. 

By conducting this search strategy, the study aims to gather 

a comprehensive collection of relevant articles on topology-

based routing protocols in VANETs, ensuring the inclusion of 

original research and minimizing redundancy. 

IV. OVERVIEW OF TOPOLOGY-BASED ROUTING 

Topology-based routing protocols in VANETs employ 

routing tables on nodes to handle data transmission and update 

these tables as the network topology changes. Message 

transmission can be performed using three methods: unicast, 

multicast and broadcast. These protocols are classified into 

three classes: proactive, reactive and hybrid as depicted in Fig 

3 [30] 

Proactive routing protocols, also known as table-driven 

routing, manage and store routing information about all nodes 

in the network in tables located at every node. Nodes ensure 

that the routing information is kept up-to-date by exchanging 

tables with other nodes to accommodate changes in the 

network topology [19], [24].  

In reactive routing protocols, also known as on-demand 

routing, the route to the destination node is discovered when a 

node wants to forward a data packet to another node. 

However, unlike proactive routing protocols, the routing table 

is not continuously updated. Instead, only active routes are 

logged and maintained  [19], [24]. 

In this paper, proactive, reactive, and hybrid approaches are 

individually investigated and analyzed. Each approach is 

briefly summarized, highlighting its key characteristics. To 

provide a comprehensive understanding and facilitate 

comparison, tables are created to compare the updating 

strategies employed by these approaches. These tables allow 

for a systematic evaluation of the pros and cons of each 

approach, shedding light on their respective strengths and 

weaknesses. By presenting this comparative analysis, the 

paper aims to provide valuable insights into the different 

updating strategies and their implications in VANET routing 

protocols. 

A. Proactive Solutions 

Proactive routing protocols in VANETs can be classified 

into two main classes: Distance Vector Algorithm [31] and 

Link State Algorithm [32], based on their routing approaches. 

Distance Vector-based protocols utilize the Bellman-Ford 

Algorithm [33] for routing decision-making. On the other 

hand, Link State-based protocols employ the Dijkstra 

Algorithm [34] for route computation. 

Distance vector based proactive routing protocols are 

summarized as below and the comparison of these protocols 

with their advantages and disadvantages are shown in Table I. 

In Distance Vector Routing Protocol (DVRP), each node 

maintains a routing table that stores information about its 

distance to other nodes in the network and the optimal route to 

reach those nodes. The routing table is periodically exchanged 

with neighboring nodes or in the event of a network 

disconnection. This process continues iteratively until each 

node in the network has updated its routing table with the most 

optimal paths to all destinations [35]. 

In Destination-Sequenced Distance Vector Routing (DSDV), 

each node in the network determines the optimal path to 

destinations based on the distance vectors provided by its 

neighboring nodes. However, DSDV introduces the use of 

sequence numbers to prevent routing loops and ensure 

consistent routing table formation. Another key feature of 

DSDV is the partial update of routing tables. Instead of 

updating the entire routing table, DSDV only updates entries 

for the destination networks that have experienced changes. 

This approach reduces the overhead on network traffic, as 

nodes transmit and process only the necessary updates, rather 

than exchanging complete routing tables [36]. 

 
Fig.3. Topology-based routing protocols in VANETs 

In Randomized-DSDV (R-DSDV), routing tables are 

updated at random time intervals to distribute network traffic 

and facilitate the rapid dissemination of updated routing 

information [37]. 

In Multi-Agent-DSDV (MA-DSDV), individual agents 

maintain their own routing tables and exchange routing 

information with neighboring agents to ensure up-to-date table 

information. This approach enables effective and efficient 

routing in complex network environments [38]. 

Dual-Interface Multiple Channels (DSDV-M) is a routing 

protocol designed for networks with devices having multiple 

wireless interfaces. It allows nodes to maintain updated 
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routing tables, enabling effective communication across 

multiple wireless channels simultaneously. This enhances 

network capacity and flexibility [39]. 

Improved-DSDV aims to enhance the stability of routing 

information in the network by responding more quickly to 

topology changes compared to the classical DSDV protocol. It 

achieves this by minimizing routing information changes 

between nodes, thereby reducing energy consumption. 

Timestamps are used in shared routing tables to mitigate 

routing errors and ensure reliable sharing of routing 

information. The protocol focuses on improving the overall 

reliability and efficiency of routing in the network [40]. 

Divide Cluster-DSDV divides the network into smaller 

subnets, managed by dedicated routing nodes. Subnets share 

local routing information, reducing network traffic and 

enabling faster routing decisions. Bridge nodes facilitate 

communication between subnets when needed, improving 

overall network efficiency and scalability [41]. 

Fisheye Zone Routing Protocol (FZRP) is a routing protocol 

designed to control network traffic by limiting updating of 

routing tables between nodes. Each node in the network 

updates the routing information of its neighbors and maintains 

up-to-date routing tables based on this information. However, 

the frequency of updating the routing tables of neighboring 

nodes is dependent on their distance. Nodes in a specific 

region have more frequent updates in their routing tables, 

while nodes farther away have less frequent updates [42]. 

BABEL is a versatile routing protocol that enables the use of 

multiple paths with different metrics. It dynamically updates 

routing tables to optimize path selection based on factors such 

as link quality, available bandwidth, and delay. This enhances 

network reliability and adaptability [43]-[45]. 

Link state-based proactive routing protocols are summarized 

as below and the comparison of these protocols with their 

advantages and disadvantages are shown in Table II. 

OLSR is used for determining the shortest path and routing 

network traffic by establishing the connection states between 

the nodes. This protocol follows the neighborhood relations 

and link states of the nodes; shares them among the nodes and 

creates the routing table accordingly [46]-[48]. 

Street Centric QoS-OLSR is an extension to the OLSR 

protocol, which provides QoS support. This protocol 

optimizes communication in the network by considering 

physical routes such as streets and avenues and performs 

routing accordingly. By leveraging street-centric information, 

Street Centric QoS-OLSR selects routes that take into account 

the specific characteristics and constraints of the physical 

environment [49]. 

Cluster Based QoS-OLSR is also an extended version of the 

OLSR protocol that incorporates QoS support. This protocol 

introduces a logical division of the network into clusters, 
where each cluster is assigned a cluster head. By centralizing 

the routing decisions within each cluster, the protocol enables 

better management of QoS requirements in the network [50]. 

An QoS Aware Link Defined-OLSR (LD-OLSR) is an 

extension of the OLSR protocol that incorporates QoS 

support. This protocol is designed to route traffic with 

different levels of service qualities in the network, ensuring 

that priority traffic, such as voice or video data, is given lower 

latency and reduced packet loss rates. By reducing the 

disparity between different levels of QoS, LD-OLSR aims to 

provide a more consistent and reliable service in the network 

[51]. 

Disaster Scenario Optimized-OLSR (DS-OLSR) is also an 

extended version of OLSR protocol specifically designed to 

address the challenges of communication network 

configuration in disaster scenarios. Since this protocol can 

replace disconnected nodes with other nodes after a natural 

disaster, it ensures the essential communication functionality 

required for emergency activities [52]. 

FSR performs the routing process by focusing on a specific 

zone within the network nodes. The protocol maintains two 

distinct routing tables, including global and local, to route the 

communication between the nodes. The global routing table 

contains general information about all nodes in the network 

including their connections. On the other hand, the local 

routing table includes detailed information about the 

connections between the nodes and their neighbors [53]. 

Better Approach to Mobile Ad-Hoc V (B.A.T.M.A.N V) 

constantly monitors the link quality between nodes in the 

network and makes the routing decisions by selecting the most 

reliable links. This approach aims to improve network 

efficiency and reliability [54]-[55]. 

B. Reactive Solutions 

Reactive protocols allow the nodes in the network to 

communicate directly with each other. Basically, these 

protocols are divided into two classes according to routing 

logic, including node-to-node hop (Hop by Hop[56]) and 

source routing (Source Routing[57])[62]. In hop by hop 

routing, the data transmitted from one node to another is 

received and directed by each node. This way, data is routed 

by each node until it reaches the destination node. This 

technique is used to choose the shortest path [56]. On the other 

hand, data is directly routed to the destination node by the 

sending node in source routing. In this method, the sending 

node determines relay nodes through which the data must pass 

to reach the destination node, and relay information is sent 

along with the data. This routing technique can provide the 

best route selection when there are obstacles or constraints in 

the network [57]. 

Hop by Hop reactive routing protocols are summarized as 

below and the comparison of these protocols with their 

advantages and disadvantages are shown in Table III. 

Ad-hoc On-demand Distance Vector (AODV) calls for only 

the necessary nodes to establish a direct route when a data 

packet needs to be routed from a source node to a destination 

node. Therefore, it effectively utilizes the resources of the 

nodes in the network and increases network efficiency [56]. 

Enhanced AODV (ENAODV) is an enhanced version of the 

AODV protocol, designed to achieve high performance, low 

latency and high efficiency. To achieve these objectives, 

ENAODV considers the distance between nodes and 

constructs the shortest path [58]. 

Medium Access Control-AODV (MAC-AODV) is a 

combination of protocols designed for both the MAC layer 
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and the routing layer. It is used to control data transmission 

and routing between the nodes in the network. MAC-AODV 

aims for low latency and high efficiency, making it 

particularly popular in low power consumption devices such 

as smart devices and smart sensors [59]. 

Compatibility Based Vehicular Ad-Hoc Networks-AODV 

(CV-AODV) is particularly used in autonomous vehicles, 

intelligent transportation systems and traffic routing 

applications. It is known for providing high efficiency, rapid 

data transmission and secure data communication [60]. 

Fitness Based AODV (FBAODV) is a protocol that 

constructs routes based on the physical states of the nodes in 

the network. It is designed to select the most suitable routing 

paths by considering the location, speed, energy level and 

physical state of the nodes [61]. 

Source routing reactive routing protocols are summarized as 

below and the comparison of these protocols with their 

advantages and disadvantages are shown in Table IV. 

 

 
TABLE I 

THE COMPARISON OF DISTANCE VECTOR BASED PROACTIVE ROUTING PROTOCOLS  

Protocol Network Size Routing Table Updating Strategy and/or Frequency Advantages Disadvantages 

DVRP[35] Medium-

Large 
• updating when an event occurs (when a new node is discovered or 

lost) 

• updating with periodic time intervals 

• high reliability 

• low latency 

• high update traffic 

• high memory usage 

DSDV[36] Small-

Medium 
• updating when an event occurs (when a new node is discovered or 

lost) 

• updating with periodic time intervals 

• low complexity 

• simple structure  

• high update traffic 

• low mobility 

support 

Randomized 

DSDV[37] 

Small-

Medium 
• updating with random time intervals • low update 

traffic 

• low complexity 

• random update 

interval 

• low mobility 

support 

Multi-Agent 

DSDV[38] 

Medium-

Large 
• using multiple agents 

• updating when there is a change in the routing tables of the nodes 

• updating with periodic time intervals 

• high scalability 

• local update 

• agent coordination 

requirement 

• complex structure 

DSDV- Dual 

Interface Multiple 

Channels[39] 

Small-

Medium 
• using dual interface and multi-channel  

• updating when there is a change in the routing tables of the nodes 

• using active and passive routing tables 

• channel variety 

• low latency 

• high hardware 

requirement 

• complex structure 

Improved-

DSDV[40] 

Medium-

Large 
• updating a limiting number of nodes 

• updating when there is a change in the routing tables of the nodes 

• updating with periodic time intervals 

• low update 

traffic 

• low complexity 

• additional 

communication cost 

Divide Cluster 

DSDV[41] 

Medium-

Large 
• dividing network into clusters 

• updating with periodic time intervals for the leader nodes  

• updating when there is a change in the routing tables of the other 

nodes 

• scalability 

• local update 

• management 

problems and 

difficulties in 

subnets 

Fisheye Zone 

Routing 

Protocol[42] 

Medium-

Large 
• updating remote zones using the “Fisheye” routing table  

• updating when there is a change in the routing tables of the nodes in 

the relevant domain 

• updating with periodic time intervals for all nodes 

• low update 

traffic  

• rapid update of 

topology 

information 

• high memory usage 

• routing complexity  

• high latency 

BABEL[43][44][45] Medium-

Large 
• updating based on the link states of the nodes 

• updating when there is a change in the routing tables of the 

neighbouring nodes 

• updating with periodic time intervals for all nodes 

• updating all affected nodes when a node in the network is 

disconnected from its neighbour 

• high scalability 

• low memory 

usage 

• complex routing 

policies 

• high update traffic 

 

TABLE II 

THE COMPARISON OF LINK STATE BASED PROACTIVE ROUTING PROTOCOLS  

Protocol Network Size Routing Table Updating Strategy and/or Frequency Advantages Disadvantages 

OLSR[46][47][48] Small-

Medium 
• periodic topology control messages  

• allowing nodes to recognize each other and notify topology changes 

 

• high efficiency 

• low latency 

• complex structure 

Street Centric 

QoS-OLSR[49]  

Small-

Medium 
• periodic topology control messages  

• considering QoS requirements 

• street centric 

QoS Support  

• complex structure 

Cluster Based 

QoS-OLSR[50] 

Medium-

Large 
• periodic topology control messages  

• considering QoS requirements 

• primarily updating by choosing the nodes within cluster 

• high scalability 

• low network 

traffic 

• complex structure 

LD-OLSR[51]  Small-

Medium 
• periodic topology control messages  

• considering QoS requirements 

• using high-speed connection if available 

• routing with 

QoS information  

• complex structure 

DS-OLSR [52] Small-

Medium-

Large 

• periodic topology control messages  

• using emergency signal in case of disaster 

• considering the integrity of the network, energy efficiency and 

communication quality 

• high durability 

• high scalability 

• low efficiency 

• high latency 
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FSR[53] Small-

Medium 
• dynamic update when the link states change 

• Frequent updating for closer nodes, infrequent updating for distant 

nodes 

• low routing 

table size 

• low network 

traffic 

• high latency 

• low routing table 

update frequency  

B.A.T.M.A.N V 

[54][55] 

Small-

Medium 
• dynamic update when needing to find a new route 

• monitoring the link state of neighbours 

 

• low 

configuration 

requirement 

• low latency 

• high routing table 

size 

 

TABLE III 

THE COMPARISON OF HOP BY HOP REACTIVE ROUTING PROTOCOLS  

Protocol Network Size Routing Table Updating Strategy and/or Frequency Advantages Disadvantages 

AODV[56] Large • updating depends on the distance between the nodes and the 

energy level of the nodes 

• on-demand approach 

• fast forwarding 

• efficient updating 

• performance can be 

poor at high node 

density 

ENAODV[58] Large • updating depends on the distance between the nodes  

• on-demand approach 

• efficient updating 

• high network performance 

• complex structure 

• requires much 

computation  

MAC-

AODV[59] 

Small • minimizing routing table 

• on-demand approach. 

• time-basis updating 

• low energy consumption 

• low delay 

• low scalability 

• low flexibility 

CV-

AODV[60] 

Large • updating depends on the availability between the nodes  

• on-demand approach 

• effective routing 

• high network performance 

• low scalability 

• low flexibility 

FBAODV[61] Small • using genetic algorithm and simulated annealing for updating 

• on-demand approach 

• low energy consumption  

• low delay 

• low scalability 

• low flexibility 

 

Reliable DSR (R-DSR) is a derivative of DSR protocol that 

aims to mitigate packet loss in wireless ad hoc networks. R-

DSR operates similarly to DSR by utilizing routing packets 

containing route information. However, unlike DSR, the 

RDSR protocol incorporates a reliability mechanism that 

allows for retransmission the lost packet in event of packet 

losses [63]. 

Zone Based DSR (Z-DSR) updates the routing table by 

utilizing the concept of "zones" that are created based on the 

geographical locations of nodes in the network. The ZDSR 

protocol considers distances and geographic locations between 

nodes to gain  a better understanding of the network topology. 

This approach reduces the number of required routing packets 

between nodes, resulting in reduced network traffic. 

Consequently, the performance of the network increases as 

congestion decreases [64]. 

Segment Based DSR (S-DSR) proposes a similar approach 

to the DSR protocol. However, S-DSR enhances data integrity 

by dividing data into segments rather instead of packaging it 

as a whole. This approach reduces the risk of data loss within 

the network and ensures higher data reliability [64].  

C. Hybrid Solutions 

Hybrid protocols are designed to minimize control overhead in 

proactive solutions and reduce the delay in searching for an 

initial path in reactive approaches [65]. The objective of 

hybrid routing protocols is to efficiently manage data traffic 

by combining several proactive and reactive routing 

algorithms and leveraging the strengths of both approaches 

[66]. Table V provides a comparison of these protocols, 

including their advantages and disadvantages.  

Zone Routing Protocol (ZRP) divides the network into 

zones, where each node within a zone is informed about its 

neighbors using proactive routing. However, when it comes to 

routing data to remote nodes, zones employ reactive routing. 

ZRP utilizes the redundant path feature, allowing for the 

utilization of multiple paths in the network. However, these 

redundant paths can lead to increased network traffic, resulting 

in high latency [67]. 

Temporally-Ordered Routing Algorithm (TORA) creates a 

hierarchical routing tree from the nodes in the network using 

proactive routing. Reactive routing is employed for delivering 

the data to destination node. TORA is known for its 

effectiveness in reducing latency and improving network 

performance. However, as the number of nodes increases, 

updating the tables in TORA requires high bandwidth usage 

[68]. 

Hybrid Ad Hoc Routing Protocol (HARP) aims to enhance 

the performance of the network by combining proactive and 

reactive routing approaches. HARP maintains a proactive 

routing table where information about the overall topology of 

the network is stored. Reactive routing is employed for data 

transmission to destination node. While HARP boasts low 

energy consumption, the routing tables of all nodes need to be 

updated as the network topology changes [69]. 

TAD-Hoc/TROPHY is a routing protocol that leverages the 

location information of the nodes to determine the optimal 

routing path. By considering the battery states of the nodes, 

TROPHY aims to achieve energy efficiency and low power 

consumption The protocol utilizes reactive routing features to 

update the routing tables, with updates occurring only when 

the destination node is first accessed [70]. 

An Optimized Ad-Hoc On-Demand Multipath Distance 

Vector (AOMDV) is a hybrid protocol that combines the 

features of AODV and DSDV protocols. AOMDV uses an on-

demand routing strategy along with the capability to establish 

multiple paths. This enables faster and more reliable 

transmission of data packets to destination nodes. AOMDV 

has been used as a foundation in various studies within the 

literature [71]. 

Secure and Efficient-AOMDV (SE-AOMDV) is a protocol 

specifically designed to enhance both the security and 

efficiency of the AOMDV protocol. It retains the hybrid 

structure of AOMDV while introducing additional features to 
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ensure secure data transmission. These features include secure 

route selection, data packet encryption, authentication, and 

message integrity mechanisms. While these enhancements 

improve the security of the protocol, they also come with the 

drawback of increased processing and storage costs due to the 

additional computational and storage requirements associated 

with the security mechanisms [72]. 

AOMDV- Fitness Function (FFn) introduces a fitness 

function to AOMDV protocol. The fitness function is designed 

to ensure communication security, to reduce energy 

consumption and to prevent packet losses by using node 

specific characteristics, including battery level and hop count. 

AOMDV-FFn employs a selective interfacing method to 

improve communication quality. However, AOMDV-FFn 

requires high processor power and memory usage [73].  

AOMDV- Genetic Algorithm (GA) incorporates a genetic 

algorithm to elect the best route. The goal of this protocol is to 

minimize energy consumption, prevent packet losses and 

increase data transmission speed. However, utilization of a 

genetic algorithm comes at the cost of high processing power 

and memory usage [73]. 

 

TABLE IV 

THE COMPARISON OF SOURCE REACTIVE ROUTING PROTOCOLS  

Protocol Network Size Routing Table Updating Strategy and/or Frequency Advantages Disadvantages 

DSR[57] Small-Medium • dynamic update for every packet • low packet delay 

• high routing performance 

• high network traffic 

• high network delay  

R-DSR[63] Medium • dynamic update for every packet  

• using both regular and quick updating 

• high reliability 

• low packet loss 

• high network traffic 

• low flexibility 

Z-DSR[64] Large • periodic update 

• using geographic regions and zone tables 

• using active and passive routing 

• high forwarding 

performance 

• low network traffic 

• complex structure 

• difficulty in determining 

node boundaries  

S-DSR[64] Large • dynamic update for every packet  

• using segment table 

• using active and passive routing 

• high routing performance 

• low network traffic 

• complex structure 

• high computing power 

 
TABLE V  

THE COMPARISON OF HYBRID ROUTING PROTOCOLS  

Protocol Network Size Routing Table Updating Strategy and/or Frequency Advantages Disadvantages 

ZRP[67] Medium-

Large 
• regular updating 

• using both proactive and reactive routing 

approaches  

• several path usage • high network traffic 

• high network delay 

TORA[68] Small-

Medium 
• regular updating 

• using proactive approach 

• high network 

performance 

• low delay 

• high bandwidth usage 

• high computation cost  

HARP[69] Medium-

Large 
• regular updating 

• using both proactive and reactive routing 

approaches 

• low energy consumption  

 

• reforming when topology 

changes 

TROPHY(TAD-

Hoc)[70] 

Medium-

Large 
• updating when first access 

• using reactive approach 

• Low bandwidth usage 

• low delay 

• low scalability 

• low flexibility 

AOMDV[71]  Medium-

Large 
• regular updating 

• using both proactive and reactive routing 

approaches 

• low energy consumption 

• low delay 

• high reliability 

• reforming when topology 

changes 

SE-

AOMDV[72] 

Medium-

Large 
• updating when first access 

• using reactive approach 

• high communication 

quality 

• high processing power 

• high memory usage 

AOMDV-

FFn[73] 

Medium-

Large 
• regular updating 

• using both proactive and reactive routing 

approaches 

• high network 

performance 

• high processing power 

• high memory usage 

AOMDV-

GA[73] 

Medium-

Large 
• updating when first access 

• using reactive approach 

• low energy consumption 

• low delay 

• low packet loss 

• high processing power 

• high memory usage 

V. DISCUSSION 

In the previous section, we conducted a detailed evaluation 

of individual protocols within each group. In this section, we 

will provide general evaluations for each group of protocols. 

Then we will emphasize open research areas. 

When evaluating distance vector based proactive routing 

protocols, it is evident that these protocols can effectively 

scaled to network of various sizes, ranging from small to 

large. The update strategy of the routing tables in these 

protocols is typically based on event-driven updates (such as 

the discovery or loss of a node) or periodic updates that occur 

independently of any specific event. While these protocols 

ensure that the routing tables remain up-to-date, they do have 

certain drawbacks, including high memory usage and 

increased traffic for updating the tables. 

The link state approach is commonly used in smaller and 

medium-sized networks, although the DS-OLSR protocol can 

be scaled to networks of any size. Protocols such as OLSR and 

modified OSLR update their routing tables periodically, while 

protocols like FSR and B.A.T.M.A.N-V dynamically update 

their tables whenever there are changes in link status or route 

discovery. One advantage of link state proactive routing 

protocols is that scalability and QoS support can be added as 

additional features. However, these protocols also have some 

drawbacks, including complex configuration difficulties, high 
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latency, and large routing tables. As a result, they are 

generally not preferred for large-scale networks. 

Hop-by-hop based reactive protocols are suitable for 

networks of any size. In this group, routing tables are updated 

as needed, resulting in efficient routing table updates and low 

energy consumption. As a result, these protocols can be 

preferred in large-scale networks. However, configuring the 

network and addressing scalability issues, especially in 

modified versions like increasing reliability in the ADOV 

protocol, can pose challenges that need to be addressed. 

Source-based reactive protocols can be utilized in networks 

of any size, although they particularly suitable for large 

networks. Update tables are dynamically performed each time 

a packet is transmitted. The limitations of these protocols are 

that they can cause high processing power and high network 

traffic. 

Hybrid protocols offer the flexibility to create application-

specific solutions for networks of any size since they utilize 

both proactive and reactive approaches. Some protocols 

update their routing tables periodically, while others update 

them only upon the first transmission of a data packet. 

Additionally, there are approaches that employ both regular 

and on-demand updating. While the combination of proactive 

and reactive routing approaches brings about several 

advantages, it is crucial to address the issues of high 

processing power and memory usage associated with these 

protocols. 

The evaluations have indicated that the following areas 

present opportunities for further research. 

1. QoS support: Irrespective of the protocol type, it is 

essential to provide QoS support that caters to the specific 

requirements of the application, as well as ensuring 

independent QoS provision. 

2. Scalability: The scalability of protocols poses challenges 

in large networks, as those designed for efficient operation in 

small networks often encounter issues such as memory 

shortage and increased network load. To address this, it is 

crucial to focus on resolving reliability and efficiency issues to 

prevent system degradation and ensure optimal performance in 

larger network environments. 

3. Data losses: Efforts should be made to tackle the issue of 

routing table loss in nodes caused by frequent disconnections 

due to high mobility, especially in scenarios where long-term 

data storage is not available. Finding solutions to mitigate this 

problem is crucial to maintain efficient and reliable routing in 

such dynamic environments. 

In order to mitigate the potential threat to the validity of our 

study, we have implemented proactive measures in relation to 

the selection of digital libraries and search terms. To 

overcome this concern, we utilized four esteemed digital 

libraries in the field of computer science. These libraries 

offered a wealth of resources and diverse search query 

structures, enabling us to establish precise search terms. By 

incorporating these robust digital libraries, our intention was 

to enhance the accuracy and comprehensiveness of our 

research while minimizing biases associated with the selection 

of libraries or formulation of search terms. 

VI. CONCLUSION 

VANET, a network designed for wireless communication 

between vehicles, is utilized for various purposes such as 

enhancing traffic safety, managing emergencies and increasing 

passenger comfort through communication between vehicles 

and vehicle-roadside units. 

In this study, we have conducted a comparative analysis of 

topology-based routing protocols in VANETs. These protocols 

utilize the vehicle locations to automatically determine the 

network topology and ensure efficient data transmission 

through the shortest path. As a result, topology-based protocols 

play a crucial role in achieving reliable and efficient routing in 

VANETs. 

We classified the topology-based routing protocols in 

VANETs and arranged them in chronological order from basic 

to the most up-to-date, considering their acceptance by 

academic communities. Comparative feature tables were 

created to showcase their usage characteristics. Detailed 

analyses and comments were conducted for both individual 

protocols and the overall class. 

The following results can be obtained from a general 

perspective for topology-based routing approaches: 

• Distance vector based proactive routing approaches 

provides up-to-date routing tables but suffer from high memory 

usage and high data traffic for updating the tables.  

• Link-state based proactive approaches can support QoS. 

However, they have drawbacks of complex network 

configuration difficulties, high latency, and large size of 

routing tables. 

• Although hop by hop reactive protocols, offer efficient 

routing table updating and low energy consumption, they have 

difficulty in configuring the network and scalability issues.  

• Source routing based reactive approaches have the ability 

to address any network size. However, they can cause high 

processing power and high network traffic.  

• Although hybrid approaches combine the beneficial 

aspects of proactive and reactive protocols, they may require 

additional processing power and memory usage to handle the 

integration of both approaches effectively. 
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Wearable Thimble-like Device for the Objective
Follow-up and Therapy of Multiple Sclerosis

Abstract—Multiple sclerosis (MS) is an autoimmune disease
that affects more than 1 million people worldwide. Since there
is no definitive treatment for the disease, the treatment plan for
each patient should be updated regularly according to the current
level of the disease. There are standard clinical tests, each with its
own scoring scale, used to monitor the deterioration of upper and
lower extremity functions of MS patients under the supervision
of a neurologist and physiotherapist. However, non-objective
scoring based on the opinion of the physiotherapist is open to
erroneous assessments and may vary from person to person.
In addition, clinical tests do not provide detailed information
about the functional impairment of the patient. Unfortunately, an
objective evaluation system has not yet been implemented all over
the world, and the treatment plan is still determined according
to the disease in neurological-based disabilities, such as MS,
which is of vital importance. personal assessment. To address the
aforementioned problem, the design and experimental evaluation
of a wearable thimble-like device that can be substituted for the
standard clinical tests to assess the follow-up of MS are presented.
The device provides the measurement of high sensitivity and
opportunity for objective assessment and allows patients of all
ages to use it in any desired place during their treatment phase.

Index Terms—Multiple sclerosis, wearable device, sensor fu-
sion, objective assessment, rehabilitation.

I. INTRODUCTION

MULTIPLE Sclerosis (MS) is a complex, progressive,
immune-mediated disease and is the third most com-

mon disease-causing neurological disability, occurring in ap-
proximately 400,000 people in the United States and approxi-
mately 2.3 million worldwide [1]. MS disease, which is mostly
diagnosed between the ages of 20-50, brings with it emotional
and economic problems as well as physical limitations [2]. It
is among the basic needs of MS patients to develop effective
solutions for this disease, which is frequently encountered in
the world and includes financial and moral difficulties, and to
be able to follow the patient with high sensitivity.

As well as the treatment process of MS disease, the
follow-up of the disease is of great importance in terms of
observing the effect of the methods applied for treatment
and the instantaneous condition of the physical functions of
the patient. With the help of various clinical tests, (the 9-
hole peg test [3], the expanded disability status scale [4],
The Jebsen-Taylor hand function test (JTHFT) [5]) performed
under the supervision of physiotherapists, the regression or

Elif Hocaoglu is with the Department of Electrical and Electronics
Engineering, School of Engineering and Natural Sciences, Istanbul Medipol
University, and Research Institute for Health Sciences and Technologies
(SABITA), Istanbul Medipol University, Istanbul, 34810 TURKIYE e-mail:
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improvement in the physical functions (hand functions) of
MS patients can be observed. The general approach in the
evaluation of sensory-motor control is that physiotherapists,
using the measurement values of the specified standard clinical
tests, evaluate and score the patient’s movements according
to the defined tasks. Besides, the expanded disability status
scale (EDSS) is still actively used for various reasons such
as determining the medical treatment method and deciding
on the rehabilitation process and the tools to be used in
this process. The disadvantage of this measurement method
is that it only evaluates the patient’s gait disturbance and
ignores the problems in the upper extremity [6]. Because
these methods also depend on the personal perspective of the
physiotherapist, assessments are inaccurate and cannot provide
sufficient detail about the patient’s disability level. However,
objective, accurate and precise assessments provide valuable
information in the evaluation of the sensory-motor abilities of
the patient and allow for accurate treatment planning.

Considering the need for objective and instantaneous assess-
ment of MS patients, accurate diagnostic techniques based on
sensor data have been recommended by some research groups
instead of individual evaluations [7]. An isometric force/torque
measurement, in which subjects interact with a sensing system
that measures the force/torque was proposed as an objective
method applied in the static condition of the patients. In
such studies, The expectation from the individual during the
experiment is applying force to the experimental setup fixed
to the planar surface by using their hands, and the normal and
tangential force coordination of the individual was investigated
based on the force sensor placed on the device [8]–[10].
In particular, the isometric strength of the patients was also
evaluated utilizing a simple isometric setup considering the
six different directions of exerted force/torque [11]. However,
studies so far have been limited in terms of the analysis of the
force exerted by the patient only, the grabbed object endowed
with load cells fixed on a plane. In addition, the weight of the
employed object during the experiment is always constant and
the task assigned to the individual throughout the experiment
is the same [8]–[10], [12], [13].

Recent studies show that various functional attributes of
hand function can be evaluated through kinetic analysis. In
particular, the manipulation of stationary and moving objects
requires a proper contribution of two particular force com-
ponents, grip force and load force which are perpendicular
and parallel to the surface of the grabbed object, respec-
tively. The findings in the literature validate the importance
of the coordination between grip and load force applied to
the object without any time delay between them. Moreover,
the high coordination between these particular forces takes
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place based on the anticipatory neural control mechanism of
humans [14], [15]. In other words, disharmony between such
forces results in the slippage of the object. However, although
the detection of incipient slippage time of an object is an
important indication of the moment when the exerted improper
force, these studies did not consider the force level that causes
the slippage. In the study of Krishnan’s group, static and
dynamic tasks were defined for the individual by using two
plates fixed on the table where the force sensor was placed,
and the ratio of normal and tangential forces applied to the
plate by the individual compared to a healthy individual was
compared [16], [17]. They argued that the tasks in dynamic
conditions contribute to alleviating the problems of patients
with MS by reconstructing the nerve connection corrupted
by the degenerated nerve. Different from the study above, a
cylindrical assessment device endowed with an accelerometer
and load cell was proposed to compare the amount of force
applied by the patients to move the object from one point to
another [12]. The device provides an advantage in terms of
testing the coordination of force components applied by the
patient under dynamic conditions. On the other hand, there
are a number of restrictions on performing tests of different
difficulties. For example, holding an object with different
weights, and needing more manipulation skills to successfully
grasp different thicknesses of objects were not involved in the
study. In other words, the study was limited by the single
configuration of the fingers/ hand to hold a single object with
the same load and geometry. Given the sensorimotor ability
of the patients was evaluated based on the isometric strength
in literature, the assessment of the patients was not properly
performed as the assigned tasks and the used devices do not
allow to reveal the important features of their movement. Thus,
the clinical evaluation of the aforementioned studies does not
allow the individual to fully express his/her daily life functions
usually carried out under dynamic conditions. Furthermore, the
determined metrics are insufficient to evaluate the success of
the individual in performing such activities.

In this study, the proposed wearable robotic device ad-
dresses all the limitations mentioned earlier and facilitates
patients to perform assigned tasks similar to daily activities. In
such a way, these tasks require MS patients to use their upper
extremities under both dynamic and static conditions. Further-
more, this device allows for objective assessments of patients
through various performance metrics, such as comparing the
force applied to an object against the required force (such
as the force component ratios of a healthy individual) based
on the ability to hold or release an object without slipping.
This device endeavours not only to monitor and track the
progress of patients but also to augment their performance
through the utilization of tactile stimulations facilitated by the
device. The proposed system for rehabilitation and clinical
evaluation presents an electromechanical design that enables
objective assessments, detached from subjective viewpoints.
The efficacy of the proposed device was assessed through the
involvement of two distinct cohorts of healthy participants.
The control group, characterized by its normative status, ac-
tively engaged in the experimental procedures, while the other
group experienced a significant symptom of MS by means of

a specialized glove. Accordingly, the aforementioned perfor-
mance metrics indicate two separate performance character-
istics of each group. Thus, the aforementioned performance
metrics delineate distinct performance attributes exhibited by
each group.

mds
July 25, 2023

A. Materials and Methods

This section presents the design objectives for the thimble-
like sensor fusion system, data gathering from the device and
implementation of the proposed objectives.

1) Design Objectives: The proposed methodology in this
study enables the wearable device to provide individuals with
the autonomy to manoeuvre their hands in 3-D coordinate
space and actively participate in dynamic activities that closely
resemble those encountered in their daily routines. The per-
formance of the device is evaluated based on the introduced
terminology in the literature [18]. Accordingly, the imperative
design requirement of the wearable sensor fusion system is
the system’s capability to perform realistic daily activities by
hand.

Manipulating different thicknesses and weights of objects
is an optimal design requirement in terms of the activities
requiring various difficulty levels of manipulation skills. The
findings in the literature also support the importance of
objective assessment therapy evaluating the progression or
regression of patients’ hand response after completing a task
of placing a cylindrical object from one place to another [12].
Such a therapy provides advantages in terms of testing the
force coordination applied under dynamic load. However,
the aforementioned therapy does not allow to change in the
difficulty level of the tasks as the employed object has a
single geometric shape and a constant load. Enhancing such
tasks applied in dynamic conditions with various difficulty
levels provides more efficacy to patients during their therapy.
Accordingly, the optimal design requirement of the thimble-
like wearable device allows the grabbing of objects with
different thicknesses requiring more manipulation difficulties
based on the real-time performance assessment of the patients.

The primary design requirement is the ability to detect the
applied force, the incipient slippage time, the duration to hold
the object stable, and also to observe the force coordination
applied by the fingers of the patient to the object at such
critical moments. That being said, although an object can be
held without slippage, MS patients may apply more force than
required, or sometimes cause it to slip due to the lack of
exerted force. Such possibilities are frequently encountered
in daily activities and can only be observed in experiments
where realistic conditions are mimicked with a special device
containing the above-mentioned features.

The secondary requirement of the device is that the wearable
device is lightweight and adaptable to any size of the user. Ac-
cordingly, the lightweight design allows the patients to concen-
trate their focus only on manipulation. Besides, the wearable
structure can be adjustable considering the ergonomics of the
user. By following these criteria, the biomechatronic design is
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1

2
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4
5

6

7

8

9
10

Components

1. Top Part of the Wearable Device
2. Vibration Motor
3. Finger Protector (Isolator)
4. Pressure Booster
5. Force Sensing Resistor
6. Spacer Peace for the Wearable Device

8. M3x4 Insert
9. Bottom Part of the Wearable Device

10. Magnetic Rotary Encoder

7. Magnetic Segmented Cylindrical Structure

Fig. 1. Exploded view of the solid model of the thimble-like device

determined to be a solution to all the aforementioned needs. In
light of the required design criteria, a wearable fingertip tactile
sensor design capable of detecting the incipient slippage time
and force variation while manipulating the objects is proposed.

The tertiary design requirement for the device is the ca-
pability of giving biofeedback to the user when the tasks are
carried out with low performance. With the integration of such
property into the device, the thimble-like device warns the
patients via tactile feedback and forces them to regulate their
motor control and accordingly improve the success rate of the
task.

2) Electromechanical Design: The sensor fusion design is
aimed to be wearable by fingertip and allows freedom to
perform some of the activities of daily living as a means
of pinch grasp. The device is basically composed of three
segments, and the exploded view of the device’s solid model
is presented in Figure 1. The distal phalanx of the finger
is placed into the allotted nest, enumerated by 1 and fixed
by an adjustable tie. Thus, the finger is only responsible
for carrying the rather light design it wears. Moreover, the
wireless communication of the thimble-like device enables
the patient to manipulate the fingers. Since the device is
not fixed to a stationary place via wires, the use of the
device does not compel the patient to stay nearby the device
during the therapy. In both thin and lightweight thimble design
and wireless communication, patients can perform realistic
activities realized by pinch grasping anywhere they live, as
targeted by the imperative design criterion.

With the objective of meeting the optimal design criterion,
the dimensions of the sensor housings are determined con-
sidering the maximum size of a person’s distal phalanx, as
illustrated in Figure 2. Accordingly, minimizing the base of
the device provides the patient with the ability to grasp objects
of varying thicknesses and allows for spatial manipulation
tailored to the specific requirements of different tasks.

Designing a highly responsive device to detect incipient
slippage in both vertical and horizontal directions is one of the
primary design criteria of the device. This crucial design aspect
is accomplished by incorporating a high-resolution magnetic
encoder, which empowers the device with exceptional accu-
racy and sensitivity in detecting even the slightest signs of
slippage. In order to bring this feature to the system, two
magnetic rotary encoders integrated into the system detect

(b)

1

2

3
4

Design Details

1. Hemispherical textured upper surfaces
    that provides balanced rotation
2. Vertical sliding detectors
3. Horizontal sliding detectors
4. Hemispherical textured lower surfaces
    that provides balanced rotation

Fig. 2. Housing of the sensors detecting incipient slippage

the angular movement occurring in the mechanical system
and provide the necessary data about the slip moment. As
detailed in Figure 3(a), the magnetic encoder enumerated by
(1) detects the vertical sliding by sensing the rotation of the
vertical cylinder embedded with a tiny magnet (2). Similarly,
the horizontal sliding is sensed by the other pair of the
magnetic encoder (4). The employed 12-bit non-contact mag-
netic encoders (RLS®Miniature Rotary Magnetic Encoder)
are sensitive enough to detect nearly stationary motion (1
count equals 0.09◦ revolutions)). The nests of the cylindrical
elements and the sensors are placed on part (3). The other
half of the nests are also represented in Figure 3(b). The small
hemispheres covered the nests to decrease the contact friction
between the cylinders and their nests as much as possible.
Accordingly, once the shear force is exerted by the object
on the cylindrical elements, thanks to the negligibly small
contact friction, the required slip moment as an indication of
the slippage of the object is easily generated.

As for the measurement of the force exerted by the patient
on the thimble-like device, a force-sensing resistor is placed
on the protruding surface to be able to collect the force acting
on this area efficiently. The system performs the necessary
measurement during the follow-up of the patients based on
the cooperation of the two sensors. The force sensing resistor
(FSR), which is used to measure the force applied by the
finger, has been selected in such a way that it can accurately
detect the maximum force value [19] that men and women
can apply in the pinch grasp category. The FSR is placed
in its slot in the mechanical design of the wearable device,
enumerated by 5 in Figure 1, to sense the force in the stressed
direction. The FSR sensors (Tekscan®), which can detect a
maximum force of 44N, can also measure the upper limit of
the force of 12N exerted by a fingertip. The sensing diameter
of the selected FSR is 3.8mm and thus does not exceed the
dimensions of the device worn by the fingertip. That being
said, the evaluation of data gathered from both types of sensors
allows us to detect the amount of force exerted by the patient
to grip the object while it tends to slip. Accordingly, the
primary design criterion is satisfied by the collaborative work
of slippage and FSR sensors by determining the moment/force
to initiate the sliding of the object.

The lightweight and ergonomic design criteria are met
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Fig. 3. Fabrication of the lower part (a), spacer (b) and the finger nest (c) of
the thimble-like device (a) The lower part of the wearable device also consists
of two parts. The lower part houses the rotary encoder and the cylindrical parts
in which the magnetic part is embedded. (b) The spacer of the wearable device
incorporates the necessary spaces for mounting rotary encoders and force
sensors. (c) The lateral sides of the top part are designed to accommodate the
finger, which is designed according to the finger anthropomorphic model.

by avoiding more than the required size for the fingertips
(18x27x11mm), choosing a flexible resin material with a
density of 1.1 g/cm3, and designing the overall platform as
durable yet thin enough. The criterion is satisfied as a means
of UV LCD 3d printer manufacturing technique, which allows
adjusting the size of the wearable device for any finger. From
the ergonomic point of view, keeping the volume of the
device as small as possible enables a wider workspace for
the manipulation of the fingertips.

Lastly, the tertiary design criterion is addressed by adding
a shaftless mini-vibration motor at the tip of the device (in
Figure 1, enumerated by 2) whose vibration is sensed by
the finger directly. For example, when the patient slides the
object that is wanted to be held, the patient is expected to
successfully perform the holding task by giving a vibration at
the first moment of the incipient slippage. It is hypothesized
that such simulations based on the performance of the patient
help alleviate the patient’s complaints as a means of recovery
of the damaged nerve area in the long term.

II. RESULTS

The aim of the experimental procedure is to reveal the
efficacy of the thimble-like wearable device for MS symp-
tomatic patients when performing dynamic tasks that simulate
activities of daily living (ADL). While our future endeavours
include conducting experiments specifically with MS patients,
it is of great importance that the experiments with healthy
individuals can provide a preliminary assessment of the hand
functions of MS patients in terms of shedding light on our
future studies. Consequently, having a comprehensive under-
standing of the symptoms associated with MS is instrumen-
tal in shaping the experimental procedures. Additionally, to
simulate the diminished sensory perception encountered by
MS patients, the research group employs a strategy wherein a
powder-free nitrile glove is worn by volunteers prior to using
the robotic device. This approach intentionally restricts the
sensory feedback experienced by the volunteers, aiming to
replicate the limitations reported by individuals with MS.

A. Experimental Procedure

Somatosensory complaints are encountered in %70 of MS
patients. These include symptoms such as decreased sensation,

numbness, and tingling. In this study, two groups of healthy
volunteers contributed to the study. The first group who wears
the latex glove represents the conditions in which MS patients
live; whereas the second group is the control group responsible
for unveiling the performance of the device considering the
different grasping capacities of people. As indicated in Fig-
ure 6, the first group of volunteers represents healthy people
and they wear the device directly on their bare fingers. Thus,
the volunteer’s perception of feeling the environment becomes
clear to a large extent. This experimental group was named the
control group.

The performance evaluation of the volunteers during the
experiments is carried out based on their upper extremity
(hand-arm) coordination and accordingly grasping ability. The
performance evaluation is mainly concentrated on task-based
force control and reaction time [20] against slippage. The
experiments are performed based on conducting two different
tasks. In the first task, as presented in Figure 7, it is expected
for the subjects to grasp the object whose weight is gradually
increased without slippage. In the second task as shown in
Figure 8, the subjects need to achieve the grasping of the
object while orienting their arm/ hand in the 3D space.

The salient aspects pertaining to the performance exhibited
by the participants encompass the following key attributes:

• The time until successful grasp of the object whose
weight is predicted.

• The dynamic nature of the applied force exerted in order
to accomplish successful object grasping, considering the
predicted weight of the object.

• The duration until the prevention of object slippage is
achieved in response to the applied force exerted on the
object.

• The duration necessary to avert slipping when adminis-
tering vibrational stimulation to the subject in instances
where their grip is deemed insufficient (also referred to
as the reaction time)

B. Experimental Evaluations

Four healthy volunteers aged between 26 and 39 participated
in the experiments performed in the study. The volunteers read
and approved the informed consent form, which was approved
by the Istanbul Medipol University Ethics Committee.

In the first experiment, volunteers are required to carry out
the task of lifting objects with increasing weight until the last
object does not touch the surface. The main concerns of the
experiment are both the maximum displacement to shift the
object and the dynamic behaviour of the force exerted on the
grasped object. When the maximum sliding distance of the
object was assessed based on the first performance metric in
the initial experiment, it was observed that healthy volunteers
demonstrated a more proficient performance by sliding the
object at a lower rate compared to MS symptomatic volunteers,
as depicted in Figure 9.

Upon conducting a t-test statistical analysis to evaluate
the accuracy of performance assessment based on the sliding
distance in the first experiment, we obtained p-values of 0.014,
0.0027, 0.0107, and 0.0137, respectively, all of which were
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(a) (b) (c) (f)(d) (e)

Fig. 4. Prototype of the thimble-like device (a) The protruding surface of the force-sensing sensor, which makes it possible to detect the exerted force more
clearly (b) The magnetic encoder and rotary elements placed perpendicular to each other, viewed from the bottom of the device (c) The suitability of the
wearable device for finger anthropomorphism (d) The ready-to-use device worn by the finger (e) A velcro tie fixes the device to the finger (e) A daily activity
in the dynamic condition is performed using the device

(c)
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Inverted Amplifier
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Connectors of 
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Vibration Motors

(b)Thimble-like Sensor Fusion System

Fig. 5. Electronic unit of the thimble-like sensor fusion system

 

 

Classification of the Subjects Based on the Hand Sensation

The hand with reduced sensation 
-wearing the device with

 powder-free nitrile gloves-

Mimicking the insensitivity 
symptom of MS patients

Healthy interaction 
with the environment

The hand with full sensation 
-wearing the device with

 bare hand-

Fig. 6. Classification of the subjects based on their hand sensation capability

less than 0.05. This confirmed that the mean performances of
each volunteer differed in the condition where they reduced
hand sensitivity by using either bare hands or wearing nitrile
gloves.

In the second experiment, volunteers are asked to place the
object in slots opened in various orientations. The task of
taking it from one slot and placing it in the other slot was
repeated ten times. Two groups of volunteers carry out the
task with bare hands and with wearing nitrile gloves. The
performance metrics of this experiment are the sliding time
and reaction time. The sliding time is the time spent inhibiting
an object from sliding in response to the force exerted on the
object; while the reaction time is the time elapsed to retain
the object from slipping from the moment the subject is given
vibratory stimuli.

The second experiment carried out while performing Task-

(b) (c)

Li-Po
Battery

Wearable
 Device

Circuit

Wi-Fi 
Module

Object-1

Object-2

Object-3

Task1: 
Grasping and 
lifting up the objects
of increasing weight

(a)

Fig. 7. The first task is evaluating the performance of the subjects while
they are grasping and lifting the gradually increasing weight of the objects
(a) equally separated three connected objects via wires (b-c) simultaneously
grasping and lifting up the objects

2 involves measuring the duration for which the object is
displaced during the course of executing the second task by the
participants, using the performance metric known as ”sliding
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(c)

Task2: 
Orientation of the
object in 3D space

     Angular
 Configuration

     Vertical
 Configuration

 Horizontal
 Configuration (a)

(b)

Fig. 8. The second task is evaluating the performance of the subjects while
they are orienting their upper limbs in the 3D space (a) various options for
different configurations of objects (b) orienting the object horizontally (c)
orienting the object vertically

time”. The performance of each volunteer is presented in
Figure 10.

Based on the findings depicted in Figure 10 (a) and (b),
the experiment involving the placement of an object from
one nest to another nest with a different orientation resulted
in significantly lower total displacement time for healthy
individuals, as opposed to MS symptomatic volunteers. This
difference was confirmed by a t-test, with the p-values obtained
for each volunteer being 0.0186, 0.0113, 0.0333, and 0.0356,
respectively, which are all lower than 5%.

The second experiment also sheds light on the effectiveness
of vibrotactile stimulation, a form of biological feedback, in
improving the performance of the volunteers during the execu-
tion of Task-2. During the object manipulation task in the final
stage of the experiment, which involved picking up and placing
the object from nests with varying configurations, both groups
of volunteers received vibrational feedback in the event of
slippage while holding the object. Accordingly, the volunteer
reacts by perceiving the slipping of the object as a means
of tactile stimulation and taking action to hold onto it. The
time elapsed between the warning and the object stabilizing
is defined as the reaction time. The reaction times of both the
healthy and MS symptomatic groups are shown in Figures 11
(a) and (b), respectively. To verify this result, a t-test was
conducted, which yielded p-values that are significantly greater
than 0.05 for both groups (0.9374, 0.8489, 0.6653, 0.2152).
This finding confirms that the data from the two groups are
very similar to each other.

III. CONCLUSION

This study encompasses the design of a wearable robotic
device intended to serve as a substitute for conventional
clinical assessments in monitoring the progression of Multiple
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Fig. 9. The initial task involves assessing the participants’ performance as they
grasp and elevate the object with a gradual increase in weight a) The sliding
rate of the healthy participants b) The sliding rate of the MS symptomatic
participants

Sclerosis. The device offers high-sensitivity measurements,
enabling objective evaluations, and allows patients of various
age groups to utilize it conveniently in any desired place. Fur-
thermore, the inclusion of an integrated vibrotactile stimulator
enables patients to receive therapy concurrently in parallel
with their performance evaluations. Within the scope of this
study, the device undergoes experimental evaluation involving
two distinct groups: healthy volunteers and individuals ex-
hibiting artificially MS-related symptoms (MS symptomatic
volunteers). While the primary focus of this study lies in
substantiating the design criteria of the proposed wearable
device, the current number of participants is deemed adequate.

Preliminary findings from the initial set of experiments
corroborate the observation that individuals with multiple
sclerosis tend to exert excessive force during object grasp-
ing, owing to diminished sensory perception. In contrast,
healthy individuals demonstrate superior control modulation
during activities of daily living (ADL) compared to MS-
symptomatic people. Consequently, while the healthy cohort
promptly rectifies any slipping occurrences by firmly gripping
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Fig. 10. In the assessment of the performance of each group of participants
in the second task, the sliding rate, which denotes the time duration of the
object’s sliding, is the performance metric that is commonly employed. a)
The sliding time of the healthy participants b) The sliding time of the MS
symptomatic participants

the object, MS-symptomatic individuals experience prolonged
and frequent instances of slippage.

The subsequent experiment expands the assessment scope
beyond a unidirectional upward movement, as observed in the
first experiment, to enclose activities involving orientation and
rotational motions. Notably, the MS symptomatic group exhib-
ited a protracted duration of shifting during the task compared
to the control group. However, the final experiment yielded
a surprising outcome. With the influence of the stimulant,
the MS symptomatic group demonstrated enhanced reaction
speed and lessened reaction time. Intriguingly, the reaction
times of both groups converged, reinforcing the hypothesis that
a tactile stimulus system could potentially ameliorate neural
dysfunctions.

Among the future aims of this study, there also lies the
inclusion of conducting the aforementioned experiments with
a larger cohort, thus substantiating the veracity of the experi-
mental outcomes. Moreover, the future objective of this study
also entails the integration of the proposed wearable robotic
device with an immersive virtual reality environment to pro-
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Fig. 11. In the assessment of the performance of each group of participants
in the second task, the reaction time, which measures the time it takes
for a participant to respond to the tactile stimulation, is used as the third
performance metric. a) The reaction time of the healthy participants b) The
reaction time of the MS symptomatic participants

vide patients with diverse tasks. The aim is to investigate the
therapeutic potential of the device in facilitating the recovery
process when used consistently by patients. By combining the
device with a motivating virtual reality setting, the study aims
to assess the impact of this combined approach on the patient’s
rehabilitation progress. The evaluation will focus on the extent
to which the device enhances patient outcomes after regular
use and contributes to their overall recovery journey. The
envisioned system for rehabilitation and clinical evaluation
embodies an intricate electromechanical design that facilitates
unbiased and objective assessments, transcending subjective
perspectives.
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Abstract— This paper presents a comprehensive exploration of 

automatic machine learning (AutoML) tools in the context of 

classification and regression tasks. The focus lies on understanding 

and illustrating the potential of these tools to accelerate and 

optimize the process of machine learning, thereby making it more 

accessible to non-experts. Specifically, we delve into multiple 

popular open-source AutoML tools and provide illustrative 

examples of their application. We first discuss the fundamental 

principles of AutoML, including its key features such as 

automated data preprocessing, feature engineering, model 

selection, hyperparameter tuning, and model validation. We 

subsequently venture into the hands-on application of these tools, 

demonstrating the implementation of classification and regression 

tasks using multiple open-source AutoML tools. We provide open-

source code samples for two data scenarios for classification and 

regression, designed to assist readers in quickly adapting AutoML 

tools for their own projects and in comparing the performance of 

different tools. We believe that this contribution will aid both 

practitioners and researchers in harnessing the power of AutoML 

for efficient and effective machine learning model development. 

 
Index Terms— AutoML, Machine Learning, Artificial 

Intelligence, Code, Adaptation, Sample, Classification, Regression 

I. INTRODUCTION 

ACHINE LEARNING (ML) has experienced substantial 
advancements in recent years, becoming an 

indispensable tool in an expanding array of academic and 

industrial disciplines [1-3]. The efficacy and accuracy of 

machine learning models are contingent on a multitude of 

factors, each of which necessitates significant expertise and 

labor. 
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Such factors include the preliminary task of data preprocessing 

and cleansing, the selection and creation of pertinent features, 
the determination of an optimal model family, the tuning of 

model hyperparameters, and, in the case of deep learning 

applications, the design of neural networks. Furthermore, a 

critical evaluation of the results derived from these models 

forms an integral component of the process [4, 5]. 

With the primary objective of democratizing the application 

of machine learning models, research has been undertaken to 

automate these tasks, thus eliminating the need for extensive 

knowledge and skill in machine learning principles. The 

culmination of these endeavors has resulted in the development 

of Automated Machine Learning (AutoML) tools [1,6]. These 
tools are designed to enable individuals without specialized 

machine learning expertise to successfully implement and gain 

valuable insights from machine learning models. 

Automated Machine Learning (AutoML) refers to the 

process of automating the end-to-end process of applying 

machine learning to real-world problems. Traditionally, 

building a machine learning model involves a lot of manual 

work such as feature selection, model selection, hyperparameter 

tuning, etc., which require considerable expertise and time [7]. 

AutoML aims to automate these manual, time-consuming 

aspects of machine learning, making the technology more 
accessible and efficient. It's designed to make machine learning 

more user-friendly by enabling individuals without specific 

knowledge in the field to build models, improve model 

efficiency, and speed up the process. 

Some of the steps AutoML can automate include [8-11]: 

 Data preprocessing: It helps in cleaning the data and 

selecting the right features to feed into the model. This 

might include imputing missing values, handling 

categorical variables, scaling and normalizing data, and 

more. 

 Feature engineering: It is the process of creating new 

features from existing ones to improve the performance of 

the model. AutoML can create and choose the most 

effective features to use. 

 Model selection: There are many types of machine learning 

models (e.g., decision trees, linear models, neural 

networks, ensemble models), and each has its strengths and 

weaknesses depending on the problem at hand. AutoML 
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can automatically test different models on your data to find 

the one that works best. 

 Hyperparameter tuning: This involves finding the optimal 

configuration for a given model to maximize its 

performance. AutoML can systematically try many 

combinations of hyperparameters to find the best ones. 

 Model validation and selection: After training multiple 

models, AutoML can evaluate their performance and select 

the best one. 

 Prediction and interpretation: Finally, AutoML can 

generate predictions using the best model and provide the 

functionality to understand the insights into the model's 

decisions. 

AutoML systems can be especially useful for businesses and 

researchers with large datasets but without the time or resources 

to manually build and tune machine learning models. However, 

it's worth noting that while AutoML can help automate many 
tasks, understanding the fundamentals of machine learning is 

still important to interpret results and ensure ethical and 

responsible use of the technology. 

Many AutoML tools have been developed to achieve various 

tasks at different levels of performance. With all AutoML tools, 

users should consider their specific needs, the nature of their 

data, and the problem they're trying to solve when deciding 

which AutoML tool to use. To compare the AutoML tools for 

the task at hand, researchers or practitioners should learn each 

tool’s capabilities and develop the code to test the task with the 

AutoML tool.  

II. SELECTED AUTOML TOOLS 

We have six most frequently used, well-known AutoML tools 

to study in this paper.   

A. AutoGluon 

AutoGluon is an open-source Automated Machine Learning 

(AutoML) library developed by Amazon. It aims to enable 

easy-to-use and easy-to-extend AutoML with robust machine 

learning techniques and advanced features. 

AutoGluon automates various steps of the machine learning 

pipeline such as data preprocessing, feature engineering, model 

selection, model training, and hyperparameter tuning. It also 

supports automatic ensembling and stacking of models, a 

powerful technique for achieving higher predictive 

performance. 

AutoGluon is particularly known for its efficiency and 

flexibility. It provides users the option to have full control over 

the machine learning process while also allowing them to 

leverage automation capabilities when needed. 

AutoGluon is designed to work with different types of data 

including tabular data, image data, and text data. AutoGluon's 

functionality has demonstrated competitive performance in 

several machine learning competitions and has been utilized in 

real-world applications, making it a strong contender in the 

AutoML field [12]. 

 

B. AutoKeras 

AutoKeras is an open-source Automated Machine Learning 

(AutoML) library developed by DATA Lab at Texas A&M 

University. It's built on top of the popular deep learning library 

Keras, and it aims to make machine learning accessible to non-

experts and improve the efficiency of experts in model 

development [13]. 

The primary focus of AutoKeras is to automate the process 

of model selection and hyperparameter tuning, thereby 

reducing the manual, often time-consuming, trial-and-error 

involved in designing optimal neural network architectures. 

The main features of AutoKeras include automated model 

architecture search, preprocessing (ex. handle missing data, 

categorical data), and hyperparameter tuning.  

AutoKeras supports multiple types of data and tasks, 

including image classification, text classification, and 

regression problems, and continues to evolve and expand its 

capabilities to encompass a broader range of applications [14-

16]. 

C. Auto-Sklearn 

Auto-Sklearn is an open-source library in Python for 

performing Automated Machine Learning (AutoML). It is an 

extension of the popular Scikit-learn machine learning library 

and is built to automate the process of selecting the right 

machine learning model and tuning its hyperparameters [17]. 

The main features of Auto-sklearn include automated model 

selection, automated hyperparameter tuning, automated pre-

processing. Auto-Sklearn uses ensemble methods to combine 

the predictions of multiple models, which can often lead to 

better predictive performance. Auto-sklearn is designed to be 

used with a minimal amount of code and has been engineered 

to fit into the Scikit-learn ecosystem, making it easy for those 

who are already familiar with Scikit-learn to start using Auto-

sklearn [18, 19, 20]. 

D. H2O  

H2O's AutoML is an automated machine learning tool 

developed by H2O.ai, which is well-known for its scalable and 

fast machine learning platform. The H2O AutoML library 

provides automated model selection, hyperparameter tuning, 

and ensemble learning capabilities, thus simplifying the process 

of building machine learning models [21]. 

The key features of H2O's AutoML include automated model 

selection, automated hyperparameter tuning, and automated 

ensemble learning: H2O's AutoML automatically trains two 

kinds of ensemble models at the end of its run - one is a simple 

ensemble using uniform weights, and the other uses stacking, a 

technique that uses a meta-learning algorithm [22-24] to learn 

how to best combine the predictions from multiple models. 

H2O's platform is designed for scalability and can handle large 

datasets and complex computations efficiently. 

E. PyCaret 

PyCaret is an open-source, low-code machine learning 

library in Python [24-25] that allows you to go from preparing 

your data to deploying your model within seconds. It is 

designed to expedite the process of building machine learning 
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pipelines for both binary and multiclass classification problems, 

regression problems, and clustering, among others [24-28]. 

The key features of PyCaret's AutoML include 

preprocessing, model selection, hyperparameter tuning, model 

analysis, and ensembling. It also provides a method for stacking 

models where a meta-model is trained on the predictions of base 

models. 

F. TPOT 

TPOT (Tree-based Pipeline Optimization Tool) is an open-

source Automated Machine Learning (AutoML) tool developed 

in Python. The main goal of TPOT is to automate the process 

of building optimal machine learning pipelines, making it easier 

for researchers and data scientists to build efficient machine 

learning models [29]. 

One of the key features of TPOT includes automated pipeline 

optimization using genetic programming. TPOT also has the 

functionality of automated feature preprocessing, feature 

selection, model selection, and hyperparameter tuning. 

TPOT is built on top of Scikit-learn, a popular machine 

learning library in Python. This makes it compatible with 

Scikit-learn's extensive range of functions and features. 

Although TPOT automates the machine learning process, it 

also allows users to customize the search space and other 

parameters for the genetic programming algorithm, providing a 

balance between automation and control. After TPOT finds the 

optimal pipeline, it can export the corresponding Python code. 

This enables users to understand the pipeline's structure and 

make further customizations if necessary. 

TPOT is computationally intensive and may require a lot of 

time and computational resources to find the optimal pipeline, 

particularly for large and complex datasets [29-32]. 

III. CODE SAMPLES 

In this study, we also provide open-source code samples for 

regression and classification tasks for several well-known 

AutoML tools. The availability of code samples for AutoML 

tool will help compare and adapt the tools. The code samples 

provide practical examples of how to use the tool. This is 

especially useful for beginners or those transitioning from other 

tools, as it helps them understand how to apply the tool to real-

world scenarios. Moreover, the code will help the researcher 

save time by letting them utilize the code rather than writing 

code from scratch. The samples also showcase different 

features of the tool, illustrating how to use and combine these 

features to achieve the desired results. A working example of 

the code is again beneficial when users encounter problems or 

errors while using the tool, they can refer to the code samples 

to check how certain functions or features should be used 

correctly. We hope the sample code will encourage adaptation 

by reducing the barrier to entry for using the tool. 

Jupyter Notebook pages including sample code for AutoML 

tools AutoGluon, AutoKeras, Auto-Sklearn, H2O, PyCaret and 

TPOT can be downloaded from the GitHub page [33]. The code 

has been tested on Google Colab and includes samples for both 

regression and classification. The dataset used for regression 

includes features to predict used car values [34]. The dataset 

used for classification includes the data from the well-known 

Kaggle’s Titanic competition [35]. 

IV. DISCUSSION 

Adopting Automated Machine Learning (AutoML) tools into 

the machine learning process comes with several challenges: 

 Interpretability and transparency: While AutoML tools 

can make machine learning more accessible, they can also 

act as "black boxes" where it's hard to understand why a 

particular decision or prediction has been made. This can 

make it difficult for users to trust the system and can be a 

barrier to adoption, especially in domains where 

explainability is critical, like healthcare or finance. 

 Lack of customization: AutoML tools are designed to 

automate and simplify many steps in the machine learning 

process, but this can also limit their flexibility. Advanced 

users or those with specific needs may find that they don't 

have as much control or ability to customize the model as 

they would with traditional machine learning approaches. 

 Resource consumption: AutoML methods often involve 

exploring a large number of different models and 

hyperparameters, which can be computationally intensive 

and time-consuming, especially for larger datasets or more 

complex models. 

 Data privacy and security: Like all machine learning 

approaches, AutoML needs access to potentially sensitive 

data to train models. Ensuring that this data is used and 

stored securely is a critical challenge. 

 Quality of input data: The quality of the results produced 

by AutoML is heavily dependent on the quality of the input 

data. AutoML can automate many parts of the machine 

learning process, but it may still struggle with poorly-

formatted, inconsistent, or biased data. Users of AutoML 

tools may not always have the expertise to recognize and 

address these issues. 

 Evaluation of results: While AutoML tools can automate 

the process of evaluating and comparing different models, 

interpreting these results can still be challenging, especially 

for non-experts. Users may need a solid understanding of 

machine learning concepts to make sense of the results and 

choose the best model for their needs. 

In spite of these challenges, the field of AutoML is rapidly 

evolving, and many ongoing research efforts are aimed at 

addressing these issues. The ultimate goal is to create systems 

that can automate as much of the machine learning process as 

possible, while still being transparent, customizable, and easy 

to use. 

V. CONCLUSION 

In this research paper, we have embarked on a deep 

investigation into the realm of Automated Machine Learning 

(AutoML) tools, specifically focusing on their application in 
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classification and regression tasks. Our exploration aimed to 

reveal the immense potential of AutoML tools in streamlining 

and optimizing the process of machine learning, essentially 
democratizing the field by making it more approachable to non-

experts. 

Our discourse covered the fundamental principles of 

AutoML, elucidating key features such as automated data 

preprocessing, feature engineering, model selection, 

hyperparameter tuning, and model validation. We extended this 

theoretical understanding into practical application, 

demonstrating the implementation of AutoML tools in real-
world classification and regression tasks. 

In doing so, we illustrated the significant capabilities of these 

tools, highlighting their ability to quickly adapt to varied data 

scenarios and problem statements. Our findings confirmed the 

proficiency of AutoML tools in efficiently and effectively 

developing machine learning models. 

To further aid in the comprehension and utilization of 

AutoML, we have made available a broad set of open-source 
code. This repository is designed to provide immediate 

assistance to readers, enabling them to swiftly adapt AutoML 

tools for their projects and perform comparative analysis 

between different tools. 

In conclusion, our study underpins the value and impact of 

AutoML tools in the modern data-driven era. We posit that 

these tools will play a crucial role in the future of machine 

learning, enabling professionals and researchers alike to 
harness their power for efficient and effective model 

development. We hope that our contributions in this study will 

empower more individuals to embrace and exploit AutoML, 

leading to novel insights and breakthroughs in various fields. 
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Ayhan Akbas and Selim Buyrukoglu

Abstract—Wireless sensor networks (WSNs) are widely used
in various fields, and their deployment is critical to ensure area
coverage and full network connectivity to achieve the maximum
network lifetime. In this study, we present a mixed-integer
programming (MIP) model that deeply investigates deployment
parameters to optimize lifetime and analyze network connectivity.
We further analyze the obtained results using Deep Belief
Network (DBN) and Deep Neural Network (DNN) algorithms
to achieve higher accuracy rates. Our evaluation shows that the
DBN outperforms the DNN with an accuracy rate of 81.2%,
precision of 81.2%, recall of 99.1%, and an F1-Score of 0.78. We
also utilize two different datasets to justify the efficiency of the
DBN in this research. The findings of this study emphasize the
validity of our DBN algorithm and encourage further research
into lifetime optimization and connectivity analysis in WSNs.

Index Terms—Deep Belief Network, Wireless Sensor Network,
Connectivity

I. INTRODUCTION

W IRELESS sensor networks (WSNs) are networks of
dedicated sensors distributed in space that monitor

physical conditions in a given environment, and collect and
transmit the data they gather to a central base station. With
the increasing use of WSNs, research into the deployment
of sensor nodes has become more intense in recent years.
The main goals of sensor node deployment are to achieve
the best possible network lifetime and the widest possible
coverage area at the lowest cost possible. For that reason.
in the planning phase of a WSN deployment, the aim is to
maximize network lifetime while achieving planned coverage
within the designated budget.

Wireless sensor networks (WSNs) rely on a sparse place-
ment of sensor nodes on a large scale to monitor physical
conditions and transmit data to a central base station. Ensuring
connectivity among these nodes is crucial for accurate data
collection. To address this issue, several studies have been
conducted in recent years. Sheikh-Hosseini and Hashemi,

AYHAN AKBAS is with the Department of Computer Engineering,
Engineering Faculty, Abdullah Gul University, Kayseri, Turkey e-mail: (ay-
han.akbas@agu.edu.tr)
ID https://orcid.org/0000-0002-6425-104X
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for instance, studied node connectivity and different cover-
age types in WSN deployments [1]. They proposed a new
model that optimizes node placement to cover all targets
with the required number of nodes while maximizing lifetime
and coverage using genetic algorithms. Another study by
Senouci and Mellouk [2] investigated optimal plan strategies
for WSN topologies to achieve optimal network connectivity,
sensing coverage quality, reliability, and lifetime with minimal
cost. They developed a probabilistic-based communication
cost model and demonstrated that their deployment approach
can meet the needs of real-world fusion-based WSNs with
predictable performance. Aitsaadi et al. [3] also addressed the
deployment problem of WSNs with the objective of achieving
the best network topology with minimal deployment cost
while ensuring network connectivity and optimal network
lifetime. They proposed a Tabu search metaheuristic and multi-
objective deployment algorithm for their solution. Sengupta
et al. [4] investigated the optimal trade-offs among coverage,
lifetime, energy consumption, and connectivity using a multi-
objective evolutionary algorithm-based model that outperforms
single-objective node deployment schemes. Sevgi and Kocyigit
[5] proposed a novel framework for the optimal deployment
of WSNs from the connectivity perspective, particularly for
random deployments. Overall, these studies contribute to the
understanding and optimization of WSN deployments for con-
nectivity, coverage, reliability, and lifetime, opening avenues
for further research in the field [6], [7].

Although several studies have investigated connectivity is-
sues in wireless sensor networks (WSNs), these studies have
mostly utilized multilayer perceptron (MLP) and backpropa-
gation (BP) [8] to address the problem. Notably, there is a
lack of research that has employed Deep Belief Networks to
address WSN connectivity issues. Given the need for enhanced
performance and robust classification in WSNs, exploring the
potential of DBN becomes imperative. DBN’s superiority lies
in its efficient utilization of hidden layers, yielding substantial
performance gains when compared to Multilayer perceptron
models. Furthermore, DBN exhibits specific robustness in
classification tasks, effortlessly handling variations in topol-
ogy, internode distances, transmission power levels and other
crucial channel parameters. Therefore, incorporating DBN into
the realm of WSN research can significantly contribute to over-
coming connectivity challenges and advancing the capabilities
of wireless sensor networks.
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Base Node Sensor Node

Fig. 1: Distributions of nodes in WSN grid topology

II. WSN SYSTEM MODEL

In this model, WSN network topology is constructed as a
data flow graph and mathematically modelled using Mixed
Integer Programming (MIP) in GAMS [9].

A. Wsn Model Overview

The WSN is modelled as a square topology (Fig.1) network
consisting of a sink node in the center and sensor nodes around
it. Sensor nodes in the network either transfer the data they
collect directly to the sink node (single-hop) or relay it over
other nodes (multi-hop). The 60-second round time is shared
by all nodes in equal time slots, and each node transmits data
in its own time slot. In each round, each node transmits its gen-
erated packet data in its own time slot. Internode transmission
is performed by handshake, and every packet sent is confirmed
with an ACK message, confirming that the transmission was
successful. In the optimization, the maximum network lifetime
is set as the objective in the linear programming. In the design
of the model, it is assumed that the nodes are stationary, and all
have clock synchronization with the sink node. Furthermore,
we assume that the sink node’s energy resources are limitless.
All topology and route information is provided at the sink
node. Furthermore, we assume that the data packets cannot be
fragmented or aggregated.

B. Link Layer Model

In this study, the log-normal shadowing model [10] is as-
sumed and a two-way handshaking link layer data transmission
model is used, which is the extended version of the study
by Akbas et. al.[11]. The MIP Model has been coded in
GAMS [9] and MATLAB [12], and verified with real-world
data.

C. Linear Programming Model

Each data transfer between nodes can be considered as an
energy expenditure. Each bit of data sent is an energy cost
that reduces the lifetime of the node. Therefore, calculating
the maximum network time for the WSN can be considered
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Training

Set

 
Test SetData Set  

1, 2 & 3

Deep Neural

Network (DNN)
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Evaluation  
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Fig. 2: Proposed Model Diagram

WSN Constraints

Connectivitiy Decision

Data Sets (I,II, III)

MIP Model 
Data Generator

Proposed 
DNN/DBN 

Model

Fig. 3: WSN dataset creation

as a graph flow problem to be solved. In complex integer
programming, we calculate the maximum network lifetime by
defining the flow constraints on the network and modelling the
flow on the WSN. The constraints we used in the model are:

• Balanced flow constraint states that for each node, the
sum of the data produced in a node and the data coming
from outside the node is equal to the amount of data sent
from the node.

• The channel bandwidth constraint limits the channel
bandwidth required to perform communication operations
at each node.

• The interference matrix guarantees that the total duration
of inbound data streams, outbound data streams, and in-
terference streams is limited by the total network lifetime
time.

• The non-negative constraint ensures that no data stream
can be negative, i.e., all flows have to reach the sink node.

III. PROPOSED APPROACH

This section presents the proposed WSN classification ap-
proach, including four phases, which are data creation (Fig.3),
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data cleaning and preprocessing, deep learning models, and
evaluation metrics. The proposed model diagram is depicted
in Fig.2.

A. Data Creation

Three different datasets were created and used in this study
to reveal the efficiency of the deep neural network (DNN) and
deep belief networks (DBNs) in the use of variety of datasets.
The rest of this section explains the details of three different
datasets.

We have created and used 3 sets of data as given in Fig. 3,
which are:

• Dataset I: The dataset has been created with the shad-
owing factor taken into account. The dataset has the
following features: Node-count (49,81 and 121 nodes),
Packetsizes (1,2,3,4,5,6 and 8), Internode distances (50 to
109 meters with 1 meter increments), Full-Connectivity
(1 or 0). It has 1260 records.

• Dataset II: Exactly the same as Dataset I except for the
fact that the shadowing factor has not been considered in
the calculations.

• Dataset III: Dataset-III obtained through the outcome of
the model, contains the following features: Shadowing
(1.5 to 5.5), Path Loss exponent (2 to 4), Packet Size (1
to 8), Transmission Powerlevel (6 to 26), Node Count (9
to 121), Internode Distance (20 to 100) and the Network
lifetime (0 to 5M). The size of the dataset is 8200 records.

B. Deep Learning Models

In this study, Deep Belief Networks (DBNs) and Deep
Neural Network (DNN) algorithms were used in this study.
The dataset was split into training (80% - 941 for train) and
testset (20% - 236 for test) based on the hold out method for
datasets I and II. Also, dataset III has 39375 samples, which
were split into training (80% - 31500 for training) and testset
(20%-7875 for testing). Ten-fold cross-validation was used in
the training process of the employed DBNs and DNN while
the test set (unseen data) was used to obtain the evaluation
performance of the employed models. In other words, nested
cross-validation was used in this study. The rest of this section
covers the models’ background and creation process.

1) Deep Neural Network (DNN): The structure of artificial
neural networks (ANN) consists of input, hidden, and output
layers. If the structure of an ANN consists of more than one
hidden layer, it is considered a deep neural network (DNN)
[13]. The structure of the created DNN is presented in Fig. 4.
As it can be seen from Fig. 4, one input, two hidden layers,
and one output layer were used in the judgement of WSNs’
connectivity. Three nodes for input layers were used, while
one node was used in the created DNN. Also, six and three
neurons in the hidden layers were used as a result of attempting
to use the various numbers of neurons in the hidden layers.
Sigmoid was used as an activation function in the deep neural
network model.

Input
Features

Hidden
 Layer Hidden  Layer Output

Layer

Connected  /  
Not Connected

Input  Layer

Fig. 4: Structure of the employed Deep Neural Network

Visible  
Units

Hidden  
Units

Fig. 5: RBM architecture

2) Deep Belief Networks (DBNS): The structure of a deep
belief network (DBN) includes a sequence of restricted Boltz-
mann machines (RBMs), and they are connected sequentially
[14]. Understanding RBMs is crucial for a thorough knowl-
edge of DBNs. Thus, the rest of this section explains the RBMs
and DBNs, respectively. The structure of an RBM consists of
two units, which are the visible and hidden units [15]. Also,
these two units are fully connected with both forward and
backward connections. In an RBM structure, observable data
is represented in one layer of visible units, while the hidden
unit is used in terms of capturing dependencies of the visible
units. Fig. 5 illustrates the structure of the employed RBMs.
In an RBM, the weights related to each neuron are randomly
initialized, and then the weights in a layer are updated based
on the conditions of the visible and hidden units in the other
layer. This is repeated until the system is sampling from its
equilibrium distribution.

Deep Belief Networks (DBNs) are made up of multiple
RBMs and a classifier [16]. A DBN can be considered a
stacked model because it uses more than one RBM in its
creation. Fig. 6 depicts the DBN architecture that was used. It
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Fig. 6: The structure of the employed DBNs

TABLE I: Definition of TP, FP, TN, and FN

Actual Class
Positive Negative

Predicted Class Positive True Positive False Positive
Negative False Negative True Negative

TABLE II: Evaluation results of the models

Model Accuracy Precision Recall F1-Score
DNN 80.1 81.1 98.4 0.725
DBNs 81.2 81.2 99.1 0.728

contains three RBMs and a Sigmoid classifier. In the creation
of the employed DBN structure, two and four RBMs were
used, except for the three RBMs to obtain the optimum number
of RBMs. In the end, the best performance was obtained
through the use of three RBMs.

C. Scoring Metrics

The following scoring parameters are used in the evaluation
of the employed deep belief networks (DBNs) and deep neural
networks (DNNs). Formulas for the used scoring parameters
are presented below [17]. The definition of TP, FP, TN, and
FN is presented in Table I.

• Accuracy = (TN + TP)/(TN+TP+FN+FP),
• Precision = TN/(TN + FP),
• Sensitivity (Recall) = TP/(TP + FN)
• F1-Score = 2*((precision*recall)/(precision+recall))

IV. RESULTS AND DISCUSSION

A. Evaluation Of The Models

Table II presents the evaluation results of the employed deep
neural networks (DNNs) and deep belief networks (DBNs)
using Dataset I. Detailed information about the dataset was
given in Sec. III-A. As it can be seen from Table II, DBNs
provided better performance in terms of accuracy (81.2%), pre-
cision (81.2%), recall (100%), F1-score (72.8%), and Jaccard
(81.2%). Even if the used DBNs provided better performance
in the classification of fully-connectedness state analysis, the
differences between the DBNs and DNN in terms of scoring
metrics are not large.

TABLE III: Evaluation results of the models for different
datasets

Dataset Model Accuracy Precision Recall F1-Score
Dataset 2 DNN 81.6 84.4 92.7 89.4

DBNs 84.4 86.4 100 91.5
Dataset 3 DNN 77.4 77.4 90.4 87.3

DBNs 80.2 85 100 87.6

B. Evaluation Of The Models With Different Datasets

To reveal the efficiency of the employed DBNs in the predic-
tion of whether a given WSN is fully connected, two different
datasets were also created. Detailed information about these
two datasets (Dataset II and III) was given in Section III-A.

The efficiency of DBNs is compared with that of DNNs in
the prediction of the fully-connectedness of WSN based on
datasets II and III. Table III shows the prediction performance
scores of DBNs and DNNs. The results indicate that DBNs
outperformed DNN if WSN is fully connected for database II
and III.

In other words, DBNs have the ability to provide more
accurate performance than DNNs. On the other hand, the
overall prediction performance of DBNs for dataset III is
considerably worse than the prediction performance of DBNs
for dataset II. Moreover, the overall performance of DNN for
Dataset III is also worse than the prediction performance of
DNN for Dataset III.

It should be highlighted that, the number of features in
datasets II and III is different. Initially, DNN was created
based on Dataset II. Then, the created DNN was also used in
the prediction of the connection state of the WSN network.
using Dataset III. Due to the different number of features
in the dataset, the number of neurons in the hidden layers
was arranged to create an optimal DNN structure for Dataset
III. As a result, the arranged DNN structure provides better
performance than the previous DNN structure created for
Database II. Table III shows the scoring performance of the
arranged DNN.

C. General Discussion

The computational complexity of NNs rises exponentially
with node count. Therefore, this turns into a challenging
problem to resolve for constrained WSN devices and new
computational methods are required to be employed and im-
plemented. Though there are specialized libraries for use with
limited capability and computing platforms [18]. Although
there are specialized libraries for use with limited capabilities
and computing platforms [18], the training phase of machine
learning algorithms constitutes the dominant part of the high
computational cost. Once the training is complete, the testing
stage is a quick process that generally produces the desired
results quickly and at a lower computational cost.

We’ve used NN models up to 121 nodes, beyond which a
reasonable amount of time is not possible. For this reason, rel-
atively small-sized WSNs were chosen. Nevertheless, increas-
ing the number of nodes within the WSN does not endanger
the forecast performance of the NN model, as the outcome.
Consequently, it’s possible to assume that the parameters of
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the more extensive networks can also be forecasted likewise.
New optimization methods might be suggested to be able to
analyze larger topologies in future studies. As highlighted in
Section I, to the best of the authors’ knowledge, there is no
research that has investigated the WSN connectivity. Thus,
this study revealed that DBNs can be used in the connectivity
prediction for a WSN with given parameters.

V. CONCLUSION

A WSN needs to be fully connected so as to collect and
transmit the data to the sink node. As a node fails or dies,
WSN connectivity may be questioned as to whether it operates
properly. In this regard, it is critical to justify a given topology
in relation to WSN connectivity.In this sense, the prediction
of WSN connectivity plays a key role in determining if WSN
is still connected or disconnected. With the motivation that
connectivity estimation can be achieved with higher accu-
racy and precision at a lower computational complexity, we
suggested a hybrid solution based on Deep Belief Networks.
Algorithms with deep architectures mostly have advantages
compared to single-based algorithms in terms of robust results
and higher accuracy. Therefore, Deep Belief Networks (DBNs)
and Deep Neural Network (DNN) classification algorithms
were employed in this study.Three different datasets were
used to compare the scoring performance of these algorithms.
DBNs provided better scoring values in the classification of
WSN connectivity decisions than DNNs (see Table II and III)
in the use of these three datasets. The findings reflect the
importance of DBN compared to DNN in the classification
of WSN lifetimes. As a further study, a hybrid deep neural
network can be developed to predict WSN connectivity.
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Dr. Akbaş has occupied both technical and man-
agerial roles at multinational corporations, including
SIEMENS, Sun Microsystems, and NEC. Currently,

he is pursuing his career as Asst. Professor at Abdullah Gül University.
His areas of interest are Wireless Sensor Networks, IoT, 5G, Wireless
Communication, and Machine Learning.

Selim Buyrukoglu is an Asst. Prof. in Computer En-
gineering Department at Cankiri Karatekin Univer-
sity. He completed his PhD at Loughborough Uni-
versity, UK in 2019, He received an MSc degree in
Advance Computer Science in 2014 from Leicester
University, UK and also a BSc degree in Computer
Engineering in 2010 from European University of
Lefke, TRNC. He is particularly focusing on the
application of Machine Learning and Deep Learning
methods on interdisciplinary subjects.

Copyright c© BAJECE ISSN: 2147-284X https://dergipark.org.tr/bajece

BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING,     Vol. 11, No. 3, July 2023                                            266

https://www.gams.com/products/gams/gams-language/
https://www.gaussianwaves.com/2013/09/log-distance-path-loss-or-log-normal-shadowing-model/
https://www.gaussianwaves.com/2013/09/log-distance-path-loss-or-log-normal-shadowing-model/
https://www.mathworks.com/products/matlab.html
https://www.mathworks.com/products/matlab.html
https://dergipark.org.tr/bajece


BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING,     Vol. 11, No. 3, July 2023                                              

  

 

Copyright © BAJECE                                                                ISSN: 2147-284X                                                     http://dergipark.gov.tr/bajece        

 

Abstract— Electromyograms (EMG) are recorded movements 

of nerves and muscles that help diagnose muscles and nerve-

related disorders. It is frequently used in the diagnosis of 

neuromuscular diseases such as myopathy, which causes many 

changes in EMG signal properties. The most useful auxiliary test 

in the diagnosis of myopathy is EMG. Therefore, it has become 

imperative to identify computer-assisted anomalies with full 

accuracy and to develop an efficient classifier. In this study, a new 

machine learning method with a deep learning architecture that 

can score normal and myopathy EMG from the EMGLAB 

database is proposed. Using the discrete wavelet transform 

Coiflets 5 (Coif 5) wavelet, the EMG signals are decomposed into 

subbands and various statistical features are obtained from the 

wavelet coefficients. The success rates of the decision tree C4.5, 

SVM and KNN-3, which are traditional learning architectures, 

and the Long Short-term Memory (LSTM) algorithm, which is one 

of the deep learning architectures, were compared. Unlike the 

studies in the literature, with the LSTM algorithm, a 100% success 

rate was achieved with the proposed model. In addition, a real-

time approach is presented by analyzing the test data classification 

time of the model.  

 
 

Index Terms— Deep learning, EMG, Myopathy, Neuromuscular 

disorder, Wavelet.  

 

I. INTRODUCTION 

YOPATHY IS a critical type of neuromuscular disorder 

called neurological disorders in skeletal muscle [1]. It is 

a disease caused by the improper functioning of muscle fibers 

[1, 2]. In the later stages, it even affects the respiratory muscles 

and makes life difficult. Both the disturbances in the muscle 

cells and the disturbances in the nerve cells that stimulate these 

cells cause changes in certain symptoms. However, it also 

makes changes in Electromyogram (EMG) signals.  
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EMG is a method that records the electrical activity occurring 

in muscle cells, that is, a large number of action potentials 

occurring in muscle tissue. Factors such as the variation of 

muscle structures from person to person and the degree of 

disease complicate the diagnosis of myopathy, which acts as a 

healthy EMG signal. Artificial intelligence algorithms are used 

to overcome these difficulties [2, 3]. Advanced artificial 

intelligence techniques have recently provided convenience in 

applications that will facilitate diagnosis. Because these 

techniques quickly summarize detailed and accurate 

information, they have allowed the development of tools to aid 

in diagnosis [5]. 

In the literature, there are various studies that include the 

classification of signals such as normal, myopathy and 

neuropathy from EMG data related to the diagnosis of 

neuromuscular diseases. Myopathy and Amyotrophic Lateral 

Sclerosis (ALS) signals in the EEGLAB database were 

classified by Bakiya A. et al. [6]. They applied the selected 

features to the deep neural network and artificial neural network 

using the bat algorithm. They compared the results of the 

classifier algorithms. In the study with the traditional single-

layer artificial neural network, they reached an accuracy rate of 

83,3%. Using the deep neural network modeled with layers 2 

and 3 (neurons = 2 and 4), they achieved a 100% success rate 

in classifying abnormalities in EMG signals. Belkhou A. et al. 

[7] presented a new method for classifying normal and 

myopathy EMG signals in the EMGLAB database. They 

analyzed EMG signals with Symlet 6 (Sym6) wavelet using 

Continuous Wavelet Transform (CWT). Five features were 

obtained with CWT. Support Vector Machine (SVM), K-

Nearest Neighbors (KNN), Decision Tree (DT), Discriminatory 

Analysis (DA) and Naive Bayes (NB) were used as classifier 

algorithms. It was revealed in the study that the KNN classifier 

reached the best performance with an accuracy of 93,68%. 

Patidar M. et al. [8] classified normal and myopathic EMG data 

with data obtained from Beth Israel Deaconess Medical Center. 

The data is sampled at 50 KHz. 60% of the data was used for 

training and 40% for testing. They achieved 96,75% success 

rate with the Neural Network Classifier. Jose S. et al. [9] 

classified healthy, myopathy and neuropathy EMG data using 

the EMGLAB database. They produced subsampled signals 

from the EMG signal using Lifting Wavelet Transform (LWT). 

They calculated Higuchi's fractal dimensions of the LWT 

LSTM-based approach for Classification of 

Myopathy and Normal Electromyogram (EMG) 

Data 

Erdem Tuncer and Emine Dogru Polat  

M 
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coefficients in the lower bands. They used 10-fold cross 

validation. They achieved success rate of 99,87% using a 

combination of Multilayer Perceptron Neural Network 

(MLPNN) and Boyer-Moore majority vote (BMMV). Normal, 

myopathic and ALS data were classified by Belkhou A. et al. 

[10]. The features were obtained using the Mel Frequency 

Cepstral Coefficients (MFCC) technique. The size of MFCC 

vectors has been reduced using statistical values. SVM and 

KNN algorithms were used as classifiers. According to the F-

measure evaluation metrics, the performances of the classifiers 

were evaluated. Normal-ALS and Normal-Myopathy binary 

classifications had 99,34% and 99,07% accuracy rates, 

respectively.  

When the literature studies are examined; It is seen that 

traditional learning algorithms are mostly used in the 

classification of EMG data. For this reason, deep learning 

architecture is included in this study and high success rates are 

aimed. At the same time, traditional classification algorithm 

and deep learning method are compared. The continuation of 

the article is organized as follows: In the second part, 

information about the EEG data sets to be used and the methods 

and techniques used are given. In the third part, the results of 

the analysis of the article and the studies in the literature are 

discussed. In the fourth part, the studies that are planned to be 

done in the future according to the results of the analysis are 

included. 

II. MATERIALS AND METHODS 

In this section, the methods and techniques used for feature 

extraction and classification from EMG data will be explained. 

A. Subjects and data acquisition 

The data were taken from the database that can be accessed free 

of charge on the EMGLAB.net website. There are 10 healthy 

and 6 myopathy patients’ data in the database. Healthy people 

are between the ages of 21-37. There are no signs of 

neuromuscular disorders in the normal group of EMG data. 

People with myopathy are between the ages of 19-63. 

Myopathic patients have all the electrophysiological and 

clinical manifestations of myopathy. Although there are 

measurements from various muscles in the database, only the 

measurements taken from the Brachial biceps muscle were used 

to ensure homogeneity in this study. During the measurements, 

a concentric needle electrode was used and the low and high 

pass filter cut-off frequencies of the EMG recording device 

were adjusted to the range of 2Hz-10Khz. A total of 1196,5 

seconds of EMG data were obtained from healthy subjects, all 

taken from the long head of the brachial biceps muscle. The 

number of measurements taken from this muscle group in the 

database is 3355,4 seconds for the myopathy group. The 

sampling frequency of the data is 23437,5 Hz [11]. 

B. Preprocessing 

Various filter structures are used in order to remove unwanted 

electrical activities seen in the channel during recording, such 

as DC component, biological artifact and network noises that 

directly affect the signals [12, 13]. In this article, EMG signals 

were passed through a notch filter (50 Hz.) and a third order 

band stop Butterworth filter. The filter degree was chosen as 

three by trial and error process. 

C. Feature extraction 

In today's conditions, the concept of data is important. The 

amount of data is increasing day by day, so the concept of data 

has an important place. However, the raw form of the data is 

not a meaningful sum of information. In order to become 

meaningful, it must go through several processes. One of these 

processes is feature extraction. The raw data space may contain 

redundant elements, and the data can be difficult to manipulate 

due to its size. Therefore, feature extraction is provided in most 

machine learning applications [14,15]. In this study, the feature 

vector was calculated for each epoch with the discrete wavelet 

method and all feature vectors were combined to form the 

feature matrix. This obtained feature matrix is given as input to 

the classifier algorithms for classification. 

D.  Discrete wavelet transform (DWT) 

Wavelet transform is a tool whose functions separate the data 

into its components at different frequencies and allow to work 

on each component separately [16]. Wavelet transform has been 

used frequently in the fields of mathematics and biomedical 

engineering recently. Figure 1 shows the 3-levels wavelet tree. 

H(n), g(n) generate wavelet coefficients at each stage. 

Approximation (A) is called approximation coefficients, Detail 

(D) is called detail coefficients. For the spectral analysis of non-

stationary EMG signals, feature extraction was performed with 

wavelet transform, which aims to provide the best time-

frequency resolution by using small size window at high 

frequencies and large size window at low frequencies 

[17,18]. 

 

 

X[n]

g[n]h[n]

h[n] g[n]

h[n] g[n]

D1

D2

D3

A3
 

Fig.1. Wavelet decomposition tree with 3-levels 

 

 

The most important parameter of the wavelet transform is the 

wavelet. The term wavelet is expressed as a wavelet defined as 

a window function of a certain length. There are many main 

wavelets with different properties and uses [19]. The drawing 

of the Coiflets (Coif5) wavelet form used in this study is given 

in Figure 2 [20].  
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Fig.2. Plots of Coif5 wavelet function 

 

E. Classification 

In addition to extracting useful information from the data, it is 

also important to classify this information correctly. Classifier 

algorithms can make rational decisions in a very short time by 

evaluating all situations and examining millions of data very 

quickly. Millions of data bring great problems due to diversity, 

speed and volume [21]. Classifier algorithms prevent these 

problems by properly classifying big data [22]. In this study, 

traditional classification algorithms C4.5 decision tree, SVM, 

KNN-3 and deep learning algorithms LSTM were used. 

 

1) C4.5 decision tree 

 

Decision trees are one of the machine learning algorithms used 

for classification and value estimation. Many approaches have 

been proposed to construct decision trees. C4.5 decision trees 

method, which is one of these approaches, is frequently used in 

many areas. A decision tree structure consists of root, node, 

branch and leaf. The lowest part of the tree structure is called 

the leaf and the upper part is called the root. Each feature in the 

data set represents the nodes. The part that provides the 

connection between the nodes is called the branch. In this 

algorithm, the entropy of all columns in the data set is calculated 

according to Equation 1. Next, the entropy of each column in 

the dataset is divided by the entropy of the class to calculate the 

gain for each column. Finally, the information gain is calculated 

for each predictive variable/class. The root node with the 

highest gain is assigned as [23-26]. 

 

𝐸𝑛𝑡𝑟𝑜𝑝𝑖 = −∑ (𝑝𝑖𝑙𝑜𝑔2𝑝𝑖)
𝑛
𝑖=1                      (1)                                          

 

Where, n is the number of values that the target variable can 

take. 

 

After the root node, the tree begins to branch. Thus, the data 

will be evenly distributed under each branch. After the first 

predictor variable is determined, the same process is calculated 

by repeating. This process continues until all predictive 

variables are placed in the tree [23-26]. 

 

2) Long short-term memory 

Long short-term memory (LSTM), a sub-branch of recurrent 

neural networks (RNN), was developed to eliminate the 

problems in RNN. There are three gates in an LSTM structure: 

input, output and forget. The tasks of these ports are write, read 

and reset respectively. Changes in cell states are controlled by 

the three gates described. The task of the entrance gate is to 

control the information to be added to the memory, the task of 

the forget gate is to control how much of the old information 

will be transferred to the new data, and the output gate is to 

control how much of the information in the memory will be 

used at the output stage [27,28]. Figure 3 shows the structure 

and gates of the LSTM cell. Here, the input data at time t is xt 

and the output data from the previous cell is ht. The input at 

time t, xt, and the output of the previous step, ht-1, arrive at the 

forget gate. According to these values, forget gate makes a 

decision according to xt input and ht-1 output. The amount of 

information from the previous cell state information is checked 

in the cell at the current time t. At the input gate, it is decided 

how much of the newly incoming information as ht-1 and xt 

from the previous cell will be used in the memory cell. It can be 

understood from 0 and 1 outputs whether this information will 

be used or not. The output port, on the other hand, decides 

whether there will be an output. The output port also takes the 

inputs ht-1 and xt and decides whether to output 0 or 1 as in the 

input port. The state of the cell at time t is the sum of the 

information at t-1 and t times when it passes to the next cell (t+1 

moment) [28,29]. 

 

3) Support Vector Machine 

SVM is a pattern recognition method proposed by Vladimir 

Vapnik in the 1960s and whose algorithm was developed by 

Cortes and Vapnik in 1999 [30, 31]. The main principle of this 

method is to find the hyperplanes in the feature space that will 

allow to distinguish the two classes in the most appropriate way. 

It is aimed to complete the classification process by finding the 

most optimal hyperplane. In general, signals of non-

physiological origin can be separated by a linear hyperplane, 

but it may be difficult to separate signals of physiological origin 

with a linear hyperplane. In order to overcome this difficulty, 

the data is transformed into a high-dimensional feature space 

[32]. 

 

4) KNN 

KNN is one of the supervised data mining algorithms that 

classifies according to the distance between objects. This 

method makes the classification according to the proximity 

calculation. Its basic principle is based on the idea that objects 

that are close together in the sample space probably belong to 

the same category. The application steps of this method are 

given below. 
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Fig.3. LSTM cell structure and gates 

 

➢ The distance of the new observation to all the 

observations in the data set is calculated. 

➢ The distance values are ordered. 

➢ The k observations with the smallest distance are 

selected. 

➢ In k observations, the majority voting category 

creates the class value [33]. 

III. RESULTS  

This article presents a new machine learning algorithm for 

EMG signal analysis and classification. The flow diagram of 

the proposed algorithm is given in Figure 4. After the data was 

transferred to the Matlab environment, it was passed through a 

3rd order band stop Butterworth filter (50 Hz) as a 

preprocessing step. After the preprocessing step, the EMG 

signal was subjected to a one-second windowing process to 

avoid overlapping and various features (19 features) were 

extracted in different frequency bands using DWT for each 

window. The obtained feature matrix was given as input to the 

classifier algorithms (C4.5, LSTM, KNN-3, SVM) and the 

results were discussed. Typical examples of EMG signals for 

the two groups (normal and myopathic) used in the article study 

are given in Figure 5. 

 

After the preprocessing step, windowing was done and various 

features were obtained for each window. The obtained feature 

matrix was given as an input to the classifier algorithms and the 

results were discussed. Typical EMG signal examples for the 

two groups (normal and myopathic) used in the article study are 

given in Figure 5. 

 

In the study, measurements taken from the Brachial biceps 

muscle in the EMGLAB database were used. The data used are 

given in Table 1. Biceps Brachii muscle data was not included 

in the M01 dataset, so it was not included in the study. In the 

study, the last 1,8 seconds of M07 myopathy data and the last 

four seconds of C10 Normal EMG data were excluded from the 

study for adjusting window sizes. 

Features are obtained to classify each window data. The 

discrete wavelet method (Coif5 wavelet) was used to obtain the 

features. The lower frequency bands of the DWT used in this 

study are shown in Figure 7. With 10-levels wavelet transform, 

EMG signals are reduced to lower frequency bands and 

approximation and detail coefficients are calculated for each 1 

second EMG data. Figure 7 shows the 10-levels DWT tree for 

obtaining the features. Various statistical features are obtained 

from all coefficients D1-A10.  

 

The EMG data used in this study are divided into training 

dataset and test dataset. The training data represents 80% of the 

randomly selected dataset from the total data and is used to 

construct the classification model. Test data representing 20% 

of the total data are used to evaluate classifier performance. The 

distribution of records in the datasets for each class is presented 

in Table 2. 

 

Transferring 

EMG Signals to 

MATLAB 

program

Preprocessing Windowing
Feature 

Extraction
Classification

Myopathy

Normal 

• C4.5

• LSTM

• SVM

• KNN-3

50 Hz. Butterworth 

filter 

 

 
Fig.4. Schematic diagram of the signal processing 
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(a) 

 
(b) 

Fig.5. (a) Normal EMG (b) Myopathy EMG 
 

TABLE I 

EMG DATASET USED IN THE STUDY 

Types Patient Number of 

patient 

Type of Muscle Time (sn) 

Myopathy 
M02, M03, M04, M05, 

M06, M07. 

6 Biceps Brachii 

(long head) 

1196,8  

Normal 

C01, C02, C03, C04, 

C05, C06, C07, C08, 

C09, C10. 

10 Biceps Brachii 

(long head) 

3355,4  

 

 
Fig.6. Dividing EMG data into 1-second epochs 
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EMG Data

5,859-11,718 
Hz.

0-5,859 Hz.

2,929-5,859 Hz. 0-2,929 Hz.

1,464-2,929 Hz. 0-1,464 Hz.

732-1,464 Hz. 0-732 Hz.

366-732 Hz. 0-366 Hz.

183-366 Hz. 0-183 Hz.

91,55-183 Hz. 0-91,55 Hz.

45,77-91,55 Hz. 0-45,77 Hz.

22,88-45,77 Hz. 0-22,88 Hz.

0-11,44 Hz. 11,44-22,88 Hz.

D1

D2

D3

D4

D5

D6

D7

D8

D9
D10

A10  
Fig.7. Wavelet decomposition tree with 10-levels 

 

A10, D1, D2, D3, D4, wavelet coefficient variance value, 

energy value of all wavelet coefficients, maximum and 

minimum values of A10 wavelet coefficient, standard deviation 

values of D1, D2, D3, D4, D5, D6, D7, D8, D9, D10, A10 

wavelet coefficients were calculated from the wavelet 

coefficients obtained from the EMG data in each epoch. A total 

of 19 features were extracted. The numbers 0 for normal EMG 

signals and 1 for myopathic EMG signals are set for the 

classifier response. The details of the obtained features are 

given in Table 3. 

 
TABLE II 

 DISTRIBUTION OF RECORDS IN THE TWO DATASETS 

Class Training set 

(80%) 

Test set 

(20%) 

Total 

Myopathy 956 239 1195 

Normal 2684 671 3355 

Total 3640 910 4550 

 

As a result of the training carried out for the classification of 

healthy and myopathic signals, high success rates were 

achieved with the C4.5 decision tree and LSTM algorithms. In 

this article, the Confidence Factor (CF) coefficient used in the 

C4.5 decision tree algorithm was determined as 0,2, number of 

leaves: 7, size of the tree: 13, batch size: 50 in order to more 

effectively use the post-pruning process that prevents over-

learning. Figure 8 shows the decision tree result screen for 

myopathy disease prediction of the C4.5 algorithm. 
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>0.027886
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<=0.000301 >0.000301

<=0.027886

5

5
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10

>0.008757
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>0.179062

5

<=0.015475 >0.015475

<=0.179062
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<=0.000728
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>0.001238

<=0.067226

9
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1

0

10

0

0

0

01

1

 
Fig.8. Decision tree created as a result of the study 

 

According to Figure 8, if feature number 5 is greater than 

0,000988 and feature number 12 is less than 0,179062, class 0 

is assigned. If feature 5 is less than 0,000988 and feature 

number 11 is greater than 0,027886, class label 1 is assigned. 

Similarly, other situations occurring in the decision tree are 

given in Figure 8. 

4-layer model (LSTM, dropout, activation and output layer) has 

been created for the LSTM algorithm. Algorithm parameters; 

optimizer: Adaptive Moment Estimation (ADAM), dropout 

rate: 0,2, batch size: 50, epochs: 50, 8 memory unit in LSTM 
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layer. Learning rate of 0,001 was used with the ADAM 

optimizer.  

The kernel function used in this study for the SVM algorithm is 

PUK. The mathematical representation of the PUK kernel 

function is given in Equation (2). 

 

𝑓(𝑥) =
𝐻

[1+(
2(𝑋−𝑋𝑜)

√
2
(
1
𝑊)−1

𝜎
)

2

]𝑤

             (2) 

 

The w ve 𝜎  parameters indicate the width of the function, and 

the H indicates the maximum peak level between the peak 

values. The Euclidean function was used as the distance 

function for the KNN algorithm used in this study, which 

determines which class the data belong to. The mathematical 

representation of the Euclidean function is given in Equation 

(3). In the study, k=3 neighbourhood was used.  

 

𝑑(𝑖,𝑗) = √∑ (𝑋𝑖𝑘 − 𝑋𝑗𝑘)
2𝑝

𝑘=1                 

(3) 

 

The confusion matrix resulting from the training of both 

classifiers is given in Table 4 and Table 5.   

 
TABLE III 

FEATURE LIST OBTAINED FROM EMG DATA 
No. Wavelet 

coefficient 

Feature 

Name 

No. Wavelet 

coefficient 

Feature 

Name 

1 A10  Variance 11 D6 Standard 

deviation 

2 D4 Variance 12 D7 Standard 

deviation 

3 D3 Variance 13 D8 Standard 

deviation 

4 D2 Variance 14 D9 Standard 

deviation 

5 D1 Variance 15 D10 Standard 

deviation 

6 D1  Standard 

deviation 

16 A10 Standard 

deviation 

7 D2 Standard 

deviation 

17 All 

coefficients 

Energy 

8 D3 Standard 

deviation 

18 A10 Maximum 

value 

9 D4 Standard 

deviation 

19 A10 Minimum 

value 

10 D5 Standard 

deviation 

Classifier Response [0,1] 

 

The calculation results from this confusion matrix are given in 

Table 4 and Table 5. Different metrics such as accuracy, 

precision, recall, Receiver Operating Characteristic (ROC) area 

were calculated to measure the success criteria of the models. 

While the time taken to classify data in deep learning 

architecture was 1.25 seconds, it was measured as 0,01 seconds 

(SVM) in traditional learning algorithms. Calculations were 

made on a computer with "Intel(R) Core(TM) i3-6006U CPU 

@ 2.00GHz and 4GB ram". Accuracy value is calculated by the 

ratio of correctly predicted data in the model to the total data 

set. Precision is the metric that shows how many of the data 

predicted as positive are actually positive. Recall is called as the 

metric that shows how much of the transactions we need to 

predict positively [34]. The ROC area is defined as the True 

Positive Rate / False Positive Rate ratio. It is basically a metric 

to understand whether the models established to solve the 

classification problems are working well. As the ROC value 

approaches 1, it means that the success of the model established 

to distinguish the classes increases [35]. According to Table 4, 

with the decision tree model, the accuracy rate was 98%, 

precision 98,20%, recall 98%, ROC value 0,99. With the LSTM 

model, the accuracy rate, precision and recall values were 

100%, and the ROC value was 1. 

 

According to Table 6, LSTM algorithm achieves more 

successful results, other algorithms It has been found that the 

performance is close to the LSTM model. As a result of the 

applications within the scope of the study, the deep learning 

architecture model, which has a 100% success rate, has been 

suggested for the classification of myopathy diagnosis because 

it has higher accuracy. At the same time, by examining the data 

in one-second windows, more data was classified separately, 

and the classification resolution was kept higher. When the data 

of Table 6 models are analyzed in terms of classification time; 

Traditional learning architectures achieved faster results than 

deep learning architecture. However, considering the 

classification time together with the success rate, we consider 

that 1,25 seconds is a feasible time for real-time applications. 

This study will shed more light on the investigation of deep 

learning architectures with high accuracy rates in future studies 

with EMG data. In addition, minimizing the need for physical 

consultation of the patients, blood tests etc. It will allow the 

design of a system or algorithm with high accuracy using only 

EMG signals without the need for operations. 

Table IV 

Confusion matrix (C4.5 and LSTM) 
Classifier 

C4.5 (80% train, 20% test) LSTM (80% train,20% test) 

Class Label 0 1 Class Label 0 1 

0 688 18 0 706 0 

1 0 204 1 0 204 

 

 

Table V 

Confusion matrix (SVM and KNN-3) 
Classifier 

SVM (80% train, 20% test) KNN-3 (80% train,20% test) 

Class Label 0 1 Class Label 0 1 

0 703 3 0 699 7 

1 1 203 1 8 196 

 

Table VI 

Success criteria and classification time of models 
Classifier Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

ROC 

Area 

Classification 

time (sn.) 

C4.5 98 98,20 98,00 0,99 0,03 

LSTM 100 100 100 1 1,25 

SVM 99,56 99,60 99,60 1 0,01 

KNN-3 98,35 98,30 98,40 0,99 0,02 

 

IV. DISCUSSION 

 

From studies in the literature, Bue DB et al. [36] presented a 

methodology to predict the presence of myopathy from EMG 

signals in their study. They classified myopathic disease with 

an average success rate of 90%. Data were collected in the EMG 

lab. at the Baylor College of Medicine Department of 

Neurology in Houston, TX. Collected by James Killian. 15 
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EMG recordings were taken from 8 different subjects measured 

in one or more different muscles. EMG data were classified 

with SVM using Fourier transform. The performance of the 

model was measured at intervals of 0,05-2 seconds of the 

window duration. It was stated that the success rate increased 

with the increase of the window duration. 

From studies using EMGLAB data; Belkhou A. et al. [7] 

studied myopathy disease classification. They obtained 5 

features (the mean scale, the median scale, the mean coefficient, 

the minimum coefficient, the maximum coefficient) using the 

CWT together with the Sym6 wavelet. As a result of the 

classification made with SVM, KNN, DT, DA and NB 

algorithms, they reached a success rate of 93,68% with the 

KNN classifier algorithm. Belkhou A. et al. [37] have classified 

myopathy disease. 4 features (mean coefficient, minimum 

coefficient, mean scale, median scale) were extracted using 

CWT. As a result of the classification using KNN and SVM 

classifier algorithms, they achieved a success rate of 91,11% 

with KNN-9. ALS and Myopathy were classified by Bakiya A. 

et al. [6]. They obtained features in the time domain (seventeen 

time features) and Wigner-Ville transformed time-frequency 

domain (nineteen time-frequency features) from the data. 

Feature selection was made using the bat algorithm. The 

performance of the deep neural network is compared with the 

traditional neural network. It has been demonstrated that the 

deep neural network modeled with layers 2 and 3 (neurons = 2 

and 4) using time domain features classifies abnormalities of 

EMG signals with higher accuracy. Dubey R. et al. [2] 

classified myopathy, ALS and normal EMG data. EMG signals 

were decomposed by the Empirical Mode Decomposition 

(EMD) method. The proposed methodology was tested on a 

dataset of more than 900 EMG signals from three classes. 

Empirical mode decomposition method is applied to 

decompose EMG signals. Appropriate intrinsic mode functions 

for feature selection are selected using the t-test-based approach 

and a complex plane graph is created. The proposed algorithm 

is trained and validated using Feed Forward Neural Network 

(FFNN), SVM and DT. When the algorithm was tested with 

FFNN, a maximum classification accuracy of 99,53% was 

achieved. Torres-Castillo JR. et al. [3] classified myopathy, 

ALS, and normal EMG data. Using the Hilbert Transform, 234 

features are extracted in the time-frequency domain. Non-

parametric statistical analysis and unrelated linear 

discrimination analysis were used for feature selection. After 

feature selection, 103 features were given to the classifier. The 

data were classified with the KNN classifier and a success rate 

of 99,4% was achieved. 

Table 7 compares the results of this study with the results of 

other studies conducted with various data sets and classifiers in 

the literature. Bue DB. [36] achieved 90% success rate with the 

SVM classifier using the Fourier transform. Belkhou A. [7] 

achieved a success rate of 96,68% by using KNN, one of the 

traditional learning architectures, in their 2019 study. 

 

Table VII 

The proposed methodology and other exiting methodologies 

are compared 
Work Dataset Method Classifier Acc. Validati

on 

method 

Classes 

Bue DB. 

et al. 

[36] 

Department 

of 

Neurology 

of the Baylor 

College of 

Medicine 

Fourier 

transform 

SVM 90% 10 fold 

cross 

validation 

Normal 

and 

myopathy 

Belkhou 

A. et al. 

[7] 

EMGLAB CWT SVM, KNN, 

DT, DA, NB 

93,68% 75%, 

25% 

Normal 

and 

myopathy 

Belkhou 

A. et al. 

[37] 

EMGLAB CWT SVM, KNN 91,11% 10 fold 

cross 

validation 

Normal 

and 

myopathy 

Bakiya 

A. et al.  

[6] 

EMGLAB Statistical 

features in 

the time and 

frequency 

domain 

Developed 

deep neural 

network, 

conventional 

artificial 

neural 

network 

100% 80%, 

20% 

ALS and 

myopathy 

Dubey 

R. et al.  

[2] 

PhysioBank, 

EMGLAB 

EMD 

 

FFND, 

SVM, DT 

99,53% 85%, 

15% 

Myopath

y, ALS 

and 

normal  

Torres-

Castillo 

JR. et al.  

[3] 

EMGLAB Ensemble-

EMD 

Latent 

Dirichlet 

allocation, 

DT, KNN 

99,50% 3 fold 

cross 

validation 

Myopath

y, ALS 

and 

normal  

Jose S. et 

al. [9] 

EMGLAB LWT MLPNN-

BMMV 

99,87% 10 fold 

cross 

validation 

Myopath

y, ALS 

and 

normal 

This 

work 

EMGLAB DWT LSTM, DT 

(C4.5), 

SVM, KNN 

100% 80%, 

20% 

Normal 

and 

myopath

y 

 

Belkhou A. et al. [37] achieved a success rate of 91,11% in the 

classification study. Jose S. et al. [9] classified the data with a 

success rate of 99,87%. Bakiya A. et al. [6] performed ALS and 

Myopathy classification in their study and achieved a 100% 

success rate. Dubey R. et al. [2] achieved a 99,53% success rate 

in myopathy, ALS and normal EMG classification. Similarly, 

Torres-Castillo JR. et al. [3] achieved a high success rate of 

99,50% in the study, but too many (103) features were used in 

the study. This will naturally increase the processing load in a 

real-time application. When the studies in the literature are 

examined in terms of methods and techniques, in the study by 

Bue DB et al. [36], fast fourier transform was used and the 

signal was examined in the frequency domain. The performance 

of the model was tested with the classifier algorithm. In the 

study conducted by Belkhou A. et al. [7], it was concluded that 

the continuous wavelet method can be used on EMG data. 

Belkhou A. et al. [37] calculated the average absolute 

coefficient to reduce the size of the CWT coefficients. Thus, 

they tried to solve the size problem in CWT. Bakiya A. et al. 

[6] tried to improve the classification performance by extracting 

features in the time-frequency domain. A bat algorithm is used 

to select the best features from the time and time-frequency 

feature sets extracted by the Wigner-Ville transform. They 

concluded that the Wigner-Ville transform and the bat 

algorithm are suitable for classification of myopathy and ALS 

signals. Dubey R. et al. [2] using EMD method arranged the 

signals from high frequency to low frequency components and 

decomposed Intrinsic Mode Functions (IMF)'s. The features 

were obtained using the hilbert transform of the IMFs. The 

obtained features were classified by various classifier 

algorithms. They measured the statistical significance of the 

IMFs using the rule-based learning proposition (statistical 

values such as t, h, and p were calculated) in the feature 
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extraction stage. Torres-Castillo JR. et al. [3] separated all 

signals into amplitude or frequency modulated subbands and 

extracted time-frequency features using Hilbert transform. Due 

to the large number of features, feature selection was made 

using linear discriminant analysis. Jose S. et al. [9] decomposed 

the signals using LWT. They calculated Higuchi's fractal 

dimensions (FD) of the LWT coefficients in the separated 

signals. The FDs of the LWT subband coefficients are 

combined in one dimension and given as input to the classifier 

algorithms. As stated above, studies have focused on high 

success rates. At the same time, the performances of different 

algorithms were compared and optimum models were 

proposed. In our study, lower frequency analysis of EMG 

signals was performed similar to the studies in the literature. 

Unlike the studies in the literature, wavelet method was 

preferred to examine the signal in lower frequency bands and 

features were obtained from the wavelet coefficients 

representing the signal form.  
 

With this proposed study, the deep learning architecture, which 

is not available in most other studies, is tested on EMG data. At 

the same time, high success rates were achieved with 19 

features. In addition, the results were compared with the 

traditional learning architecture. A better classification success 

rate (100%) was obtained in the diagnosis of myopathy with the 

deep learning architecture than the studies in the literature. 

According to the results obtained, the deep learning architecture 

LSTM model (4 layers: LSTM, dropout, activation and output 

layer) is proposed as the optimum model. At the same time, the 

parameters of the proposed model were determined as 

Optimizer: ADAM, learning rate: 0,001, dropout rate: 0,2, 

batch size: 50, epochs: 50, 8 memory units in a single layer. 

V. CONCLUSION 

The EMG signal is a non-linear, noisy signal. Therefore, it is 

difficult to distinguish various diseases from the EMG signal. 

In this study, a classifier algorithm from both traditional and 

deep learning architectures was used to diagnose neuropathy 

from the EMG signal. Numerous studies have classified 

neuropathy using traditional learning architectures. The 

proposed method has been effective in diagnosing neuropathy. 

Before extracting features from the EMG signals, the data were 

decomposed using the Coif5 wavelet. 19 features are obtained 

from wavelet coefficients and given as input to classifier 

algorithms. C4.5 decision tree, SVM and KNN-3 from 

traditional learning methods and LSTM model from deep 

learning method were used as classifiers. In this study, the focus 

is on achieving high accuracy rates. A higher success rate was 

obtained with the LSTM model compared to traditional 

learning methods. At the same time, the performance of 

traditional classifier algorithms is compared with deep learning 

architectures and the optimum model is proposed. A new 

contribution has been made to the literature with the application 

of deep learning architecture to the EMG dataset. It is 

considered important by us to be able to diagnose neuropathy 

using only EMG signals. It is possible to test this research 

article by increasing the number of data and classes. In future 

studies, the classification results of deep learning architectures 

can be evaluated by expanding the number of classes and data 

sets. Thus, it will be possible to provide more detailed and 

accurate information that can help medical professionals with 

machine learning methods. 
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Abstract— The efficiencies of 5G channels, which are highly 

affected by atmospheric attenuation, are still being investigated. 

The effects of frequency and atmospheric attenuation parameters 

such as humidity, temperature, rain, and pressure were 

investigated in this study using the NYUSIM program. The spatial 

consistency mode of the NYUSIM channel simulator was turned 

off, and unnormalized channel capacities were calculated at 28, 45, 

60, and 73 GHz frequencies. According to the research results, the 

rain rate was the atmospheric attenuation parameter that 

significantly affected MIMO channel capacity. In contrast, the 

humidity percentage had the slightest impact. The frequency 

where the channel capacity is most affected by the four determined 

atmospheric attenuation parameters is 60 GHz, while the 

frequency where it is least affected is 28 GHz. The study found that 

using frequencies with high atmospheric attenuation reduces 

communication efficiency significantly. Furthermore, rain rate 

has a significant impact on 5G channel performance. 

 
 

Index Terms—Atmospheric attenuation, Channel capacity, 

Channel modeling, mmWave, NYUSIM 

 

I. INTRODUCTION 

HE INTERNATIONAL Telecommunication Union (ITU) 

attempted to meet the growing demand for data rate with 

the fifth-generation (5G) technology. New technologies such as 

IoT, cloud, and intelligent systems add new bits to mobile 

communication has limited the use of the existing frequency 

region. Using the millimeter wave (mmWave) region with 5G 

has been motivated. The extremely high frequency (EHF) 

region, planned for 5G and beyond systems, aims to reach 

frequencies of up to 300 GHz and achieve extremely high data 

rates.  
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The communication system in mmWave technologies has been 

determined as Multiple-Input Multiple-Output (MIMO) 

Orthogonal Frequency-Division Multiplexing (OFDM). 

Existing MIMO systems have been converted to massive 

MIMO (m-MIMO) techniques to increase channel capacity and 

data rate by increasing the number of antennas. This technology 

can be developed due to the antenna sizes, which decrease 

inversely correspondingly to frequency increase. The OFDM 

technique, also used in existing communication systems, has 

been maintained by increasing the bandwidth to 800 MHz. 

Thus, the disruptive effect of the channel is eliminated by 

dividing the fast-fading channels into fixed-fading sub-

channels [1].  

Signal powers decreased as the frequency of mmWave 

communication increased, as did antenna lengths and 

communication distances between antennas. Furthermore, 

atmospheric attenuation begins to have a more significant 

impact on the signals. Meteorological factors such as 

temperature, humidity, air dryness, pressure, vapor, rain, and 

haze all affect the quality of mmWave communication. These 

innovations and disruptive effects necessitated the development 

of new mobile communication channel models. Many 

simulation programs are available to demonstrate how these 

models can be generated and how disruptions affect the models. 

WinProb [2] and QuaDRiGa [3], which create deterministic 

models, as well as MiliCar [4] and NYUSIM [5], which 

generate stochastic models, are among them. In this study, the 

NYUSIM channel simulator designed by Sun, MacCartney, and 

Rappaport in 2017 was used. Many studies have explored the 

power delay profile (PDP) and path loss models generated by 

the NYUSIM channel simulator [6-8]. There are also studies 

using this simulator to investigate the effects of meteorological 

variables on the channel [9-13] and the results of some of these 

parameters on channel capacity [14-16]. Aside from this 

simulator, the effects of meteorological variables on 5G 

systems have been studied [17,18]. Related 

researchs have demonstrated that mmwaves are significantly 

impacted by atmospheric processes, particularly as rain 

increases and absorption and scattering become more 

pronounced. However, the impact of all these variables on 

channel capacity has not been studied in detail.  

This study investigated the effects of temperature, humidity, 

barometric pressure, and rain rate parameters on MIMO 

channel capacity at different frequencies using the NYUSIM 

Investigation of the Effects of Atmospheric 

Attenuation and Frequency on MIMO Channel 

Capacity 

Ahmet Furkan Kola and Cetin Kurnaz  

T 
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channel simulator. In this way, it has been determined which 

meteorological conditions affect the channels the most and 

what precautions should be taken. The responses of various 

high frequencies to these parameters were also investigated and 

evaluated.  

II. MILLIMETER WAVE COMMUNICATION 

The extreme congestion of the sub-6 GHz bands has 

encouraged different frequency bands in mobile 

communication. With its unlicensed use and wide bandwidths, 

mmWave transmission, the ITU's standards will be appropriate 

for the developing technology. MDue to the smaller antenna 

sizes in mmWave communication, more antennas can be placed 

at base stations. This way, the number of MIMO antennas for 

each communication can increase. Increasing the number of 

antennas to 64, 128, and 256 is called massive MIMO. The 

number of antennas per user decreases as the number of 

antennas increases. Furthermore, to communicate, these 

antennas, which increase in number with increasing frequency 

and declining signal strength, must be placed close to each 

other. Although costly, this system will reduce the intersymbol 

interference (ISI) and minimize the attenuation effects such as 

propagation and fading. The distortion effect of the channel 

increases with both the increase in carrier frequency and the 

increase in bandwidth in mmWave communication. To resolve 

this, the OFDM technique, which began with 4G, expanded to 

5G. The deep fading points of the channel increase in agreement 

with the increase in bandwidth. The OFDM technique attempts 

to fix this problem by dividing the channel into sub-channels. It 

makes the fast fading channel locally flat faded and transmits 

with these sub-channels by dividing it into N sub-channels. In 

this way, it simplifies communication and avoids the channel's 

disruptive effects [1]. 

III. CHANNEL MODELLING 

A communication model consists of a receiver, transmitter, 

and channel. The signal transmitted from the transmitter x(t) a 

signal at the receiver is y(t). The impulse response of the 

channel is h(t) and noise n(t) and is expressed by Eq. (1). 

These variables all depend on time represented with t. Also, τ 

is a time variable. 

 y(t)=x(t)*h(t)+n(t)   () 

                         = ∫ h(τ)x(t − τ)dτ + n(t)
∞

−∞

 

If the communication has two inputs and two outputs, it is 

mathematically expressed as Eq. (2). 

 [
y1

y2
] = [

h11 h12

h21 h22
] [

x1

x2
] + [

n1

n2
] () 

For m inputs and n outputs, the channel is denoted by Eq. (3). 

 Hmxn = [

h11 h12 …
h21 h22 …

⋮ ⋮ h𝑚𝑛

] () 

The channel between the first antennas at the receiver and the 

transmitter is denoted by h11. This value is obtained when the 

signal is reflected, refracted, or directly reaches the receiver 

during transmission. If the signal goes in a direct path, it is 

referred to as the line of sight (LOS); if it goes as a result of 

reflections, it is referred to as a non-line of sight (NLOS). h11 

and all other MIMO channels can be represented by only one of 

these transmitted signals (flat fading) or by the shifted sum of 

these signals arriving one after the other at different times (fast 

fading) [19]. Additionally, the signal can reach the receiver by 

being attenuated by the channel and interfering with other 

communication channels. As a result of these disruptive effects, 

the signal fades before going to the receiver. The use of high 

frequencies with 5G revealed the disruptive effects of 

atmospheric attenuation. Fig. 1 depicts atmospheric sea-level 

attenuation in the 1-100 GHz dB frequency range. The regions 

marked in red in the figure show fading at the 28, 45, 60, and 

73 GHz frequencies used in this study. Because 28 and 73 GHz 

have the lowest fading locally, 60 GHz has the highest fading 

in the determined range, and 45 GHz is just before the fading 

slope increases. 

 

 

Fig.1. Atmospheric attenuation at sea level 

 

A. NYUSIM Channel Model 

In this study, the NYUSIM channel simulation V3.1 spatial 

consistency mode is turned off, and evaluations are performed 

for stationary users. Channel model measurements were taken 

for 28 and 73 GHz carrier frequencies. The channel model 

creates channel impulse responses (CIRs) using the concepts of 

time cluster (TC) and spatial lobe (SL). The simulator generates 

different stochastic channels at each run based on the 

parameters. Therefore, each scenario was created to repeat at 

least 2000 times and averaged during the analysis.  

NYUSIM is a MATLAB program that calculates the 

frequency response of the channel. In the frequency (𝑓) region, 

𝑚 is the number of transmitters, k is the receivers, and p is the 

components above -40 dB, which is considered stronger than 

noise, and all MIMO-OFDM subcarriers are represented in Eq. 

(4). 

hmk(f) = ∑ αm,k,pejΦe−j2πfτe−j2πdTmsin(∅)e−j2πdRksin(φ)
p   () 
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 Here, 𝛼 is the amplitude of the antenna gain, Φ is the phase 

of each multipath component (MPC), 𝜏 is the delay of the MPC, 

𝑑𝑇 is the distance between MIMO transmitters, and 𝑑𝑅 is the 

distance between each antenna at the receiver. ∅ and φ 

represent azimuth angles.  

In NYUSIM, a close-in free space reference distance (CI) 

path loss model with a reference point of 1 m is used depending 

on various atmospheric attenuation factors. It is expressed by 

PLCI and calculated by Eq. (5). 

PLCI(f, d) = FSPL(f, 1m) + 10nlog10(d) + AT + Xσ
𝐶𝐿  () 

Here, 𝑑 is the distance between the transceiver, n is the path 

loss exponent (PLE) value, and Xσ
𝐶𝐿  is a zero-mean Gaussian 

random variable with a standard deviation 𝜎 in dB named 

shadow fading. The free space path loss model (FSPL) in dB 

can be calculated with Eq. (6). 

 FSPL(f, 1m)[dB] = 20 log10 (
4πf×109

c
) () 

Where 𝑓 represents the carrier frequency in GHz, and c 

represents the speed of light. Atmospheric attenuation in dB can 

be calculated in terms of 𝛼 attenuation coefficient and distance 

with Eq. (7). 

 AT[dB] = α[dB/m] + d[m] () 

The coefficient α is expressed here as a function of dry air, 

haze, fog, rain, and vapor effect between 1 GHz and 100 GHz. 

Fig. 2 depicts the impact of these parameters individually, as 

shown by NYUSIM, on various frequencies [20]. 

 

 
Fig.2. Propagation attenuation due to dry air, vapor, haze/fog, and rain at 

mmWave frequencies 

 

 

B. Channel Capacity 

This study made channel capacity calculations for the 

unnormalized channel condition. The measure of channel 

capacity can be expressed with Eq. (8) for MIMO channels. 

 C = B log2[det (Im + SNR. H. H′)] () 

Where 𝐻 stands for the channel matrix, and 𝐻′ stands for the 

conjugated transpose of the channel matrix.𝐼𝑚 represents the 

identity matrix with dimensions 𝑚 × 𝑚 and SNR means 

Signal-to-Noise ratio.  

This study performed the capacity analysis in the frequency 

domain as given in Eq. (9). 

 C = B ∑ log2(1 + SNR. λi
2)r

1  () 

Here, 𝜆𝑖
2 represents the eigenvalues of the 𝐻. 𝐻′ matrix. 

IV. ANALYSIS RESULTS 

The layers of Using the NYUSIM channel simulator, the 
effects of rain rate, barometric pressure, humidity, temperature, 
and frequency on MIMO channel capacity were investigated. 
The parameters used in the simulations are summarized in Table 
I. The Power Delay Profile (PDP) of the channel produced by 
the NYUSIM program, whose properties are determined by 
Table I (1013.25 mbar barometric pressure, 20 ℃ temperature, 
80% humidity, 5 mm/hr rain rate), is shown in Fig. 3. PDP is 
made up of delayed reflections that arrive at the receiver at 
different strengths. The frequency response of this channel is 
shown in Fig. 4. The signal has an average power of -44.84 dBm 
and a bandwidth of 800 MHz around the carrier frequency of 28 
GHz. 

TABLE I 

CHANNEL PARAMETERS 

Channel 

Parameters 

Scenarios 

1 2 3 4 

Frequencies 28, 45, 60, 73 GHz 

Environment LOS 

Bandwidth 800 MHz 

MIMO 2 x 2 

Scenario UMa 

Distance 100 m 

Tx Power 30 dBm 

Rain Rate Variable 5 mm/hr 5 mm/hr 5 mm/hr 

Barometric 
Pressure 

1013.25 
mbar 

Variable 
1013.25 

mbar 
1013.25 

mbar 

Humidity 80% 80% Variable 80% 

Temperature 20 ℃ 20 ℃ 20 ℃ Variable 

 

Fig.3. A sample of channel impulse response value in time-domain 
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Fig.4. An example of OFDM subcarrier presentation in the frequency 

domain 

 
 
 

Fig.5. The effect of rain rate on channel capacity 

 

A. Rain Rate Effect 

All other parameters were held constant except for the rain 
rate, and the effect of this value on channel capacity was 
examined. Fig. 5 depicts the extent of the impact of the four 
different frequencies determined by the precipitation rate by 
channel capacity as a result of the analysis. The results were 
analyzed between conditions with no rain and a 150 mm rain 
rate per hour. When the simulation results are examined, the 
channel capacity at 28 GHz frequency is 2.5043 in the absence 
of rain and 1.5907 in the case of 150 mm/hr precipitation, 
representing a 36.48% decrease in channel capacity. When the 
45 GHz frequency is examined, while the capacity is 1.3092 for 
0 mm/hr, it is 0.5720 for 150 mm/hr, representing a 56.31% 
decrease in channel capacity. For 60 GHz, the capacity is 0.6497 
in the absence of rain and 0.2104 in the case of the highest rain 
rate. The capacity was reduced by 67.62%. At 73 GHz, the 
capacity is 0.6099 for 0 mm/hr and 0.2260 for 150 mm/hr, 
representing a 62.94% reduction in channel capacity. The results 
showed that the frequency most affected by rain was 60 GHz. 
For 60 GHz frequency, 90 mm/hr, and above rain rate, the 
channel capacity is below the capacity of the 73 GHz channel. 
The frequency least affected by the rain rate as a percentage is 
28 GHz. 

B. Barometric Pressure Effect 

The effect of Barometric Pressure on channel capacity was 
examined using the channel parameters shown in Table I. Fig. 6 
depicts the decrease in the capacities of four different 
frequencies due to the analyses with increasing pressure. The 
results were examined between 100 mbar and 1013.25 mbar 
pressure values. As shown in Fig. 6, while the 60 GHz frequency 
is highly affected by pressure increases, such a decrease in 
capacity was not observed at other frequencies. The 28 GHz 
frequency capacity is 2.4837 for 100 mbar pressure, while it is 
2.4696 for 1013.25 mbar, and there is a 0.56% decrease in 
channel capacity. When the frequency of 45 GHz is examined, 
while the capacity for 100 mbar is 1.2906, it is 1.2795 for 
1013.25 mbar pressure. There is a 0.86% reduction in channel 
capacity. At 100 mbar pressure for 60 GHz, the capacity was 
0.8011, while at 1013.25 mbar, it was 0.6243, representing a 
capacity decrease of 22.07%. At the 73 GHz frequency, while 
the capacity is 0.5963 for 100 mbar, it is 0.5752 for 1013.25 
mbar, and there is a 3.54% reduction in channel capacity. The 
60 GHz frequency experienced the most significant decrease in 
channel capacity as pressure increased. The least affected 
frequency is 28 GHz. 

 

 
 

Fig.6. The effect of barometric pressure on channel capacity 

 

C. Humidity Effect 

The effect of humidity percentage on channel capacity was 
investigated for 28, 45, 60, and 73 GHz frequencies. Humidity 
was examined between 0% and 100%, and the results are shown 
in Fig. 7. When the simulation results are analyzed, the 28 GHz 
frequency has the highest channel capacity of 2.5006 in a 60% 
humidity environment and the lowest value of 2.4695 in a 100% 
humidity environment. Channel capacity was reduced by 1.24%. 
When the 45 GHz frequency is examined, while the capacity is 
1.2912 for 0% humidity, it is 1.2542 for 100%, and there is a 
2.86% decrease. For 60 GHz, the capacity is 0.5737 at 0 
humidity, 0.6109 at 60% humidity, and a 6.09% change in 
capacity is seen. At the 73 GHz frequency, while the capacity is 
0.5786 for 60% humidity, it is 0.5582 for 100% humidity, and 
there is a 3.52% reduction in channel capacity. As a result, the 
frequency most affected by humidity change is 60 GHz, while 
the least affected frequency is 28 GHz. 

 

                  

               

   

   

   

   

   

   

   
 
 
 
 
  
 
 
  

 
 
 
  
  

 
 

 

         

                 

 

   

 

   

 

   

 

 
 
 
 
 
  
 
  
 
 
 
  

 
 

      

      

      

      

                

                          

   

 

   

 

   
 
 
 
 
 
  
 
  
 
 
 
  

 
 

      

      

      

      

280

http://dergipark.gov.tr/bajece


BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING,     Vol. 11, No. 3, July 2023                                              

  

 

Copyright © BAJECE                                                                ISSN: 2147-284X                                                     http://dergipark.gov.tr/bajece        

 
 

Fig.7. The effect of humidity percentage on channel capacity 

 

D. Temperature Effect 

The effect of temperature on the channel capacity was 
investigated between -10℃ and 40℃, and the results are shown 
in Fig. 7. The 28 GHz frequency capacity has a minimum value 
of 2.4692 at 20℃, and the capacity has increased for increasing 
and decreasing values from this temperature. The highest 
capacity was obtained as 2.4934 for -10°C, and the variation in 
capacity was 0.97%. The lowest capacity value for the 45 GHz 
frequency is 20℃, while the highest capacity value is -10°C. 
Capacity values are 1.2804 and 1.2758, respectively, and there 
is a 0.35% reduction in channel capacity. For 60 GHz, the 
capacity at -10℃ is calculated to be 0.5563, and the channel 
capacity increases with increasing temperature at this frequency. 
For 40℃ temperature, the capacity is 0.6382, and an increase of 
12.83% was seen. At the 73 GHz frequency, the capacity is 
highest at 10℃, while the channel capacity decreases with 
increasing and decreasing temperatures. For 10℃, the capacity 
is 0.5784, while for 40℃,   it is 0.5555, and there is a 3.96% 
reduction in channel capacity. The temperature effect has the 
most significant effect on 60 GHz, while 45 GHz has a minor 
impact. 

 
 

Fig.8. The effect of temperature on channel capacity 
 

V. CONCLUSION 

In this study, the effects of atmospheric attenuation 

parameters such as temperature, humidity percentage, rain rate, 

and barometric pressure on MIMO channel capacity were 

investigated using the NYUSIM channel simulator. In channel 

simulations, frequencies of 28, 45, 60, and 73 GHz were used. 

From the results of the analysis, it was seen that the 60 GHz 

frequency was the most affected by the four different 

parameters. 73 GHz is the second most affected frequency. 

While the frequency of 28 GHz was the least affected by the 

other three parameters except for temperature, it affected the 

frequency of 45 GHz at least by the temperature change. For the 

60 GHz frequency, the rain rate had the most significant effect 

on channel capacity, with a variation of 67.62%, while humidity 

had the most negligible impact, with 6.09%. While a change in 

barometric pressure reduces capacity by 22.07%, a temperature 

change reduces capacity by 12.83%.  
These results indicate that frequency selection is critical in 

next-generation mobile communication. It does not appear 

possible to achieve efficiency at frequencies with high 

atmospheric attenuation. Local minimum atmospheric 

attenuation (24-30 GHz/37-40 GHz/67-73 GHz) should be 

preferred when selecting a higher frequency. It is also 

understood that it will be more challenging to use at high 

frequencies with high attenuation, especially in heavy rain 

environments. In future studies, different channel parameters 

such as transceiver distance, different channel scenarios, 

different bandwidths will be evaluated, and analyses will be 

carried out with other comparisons such as path loss and 

received power. Apart from NYUSIM, it is also planned to 

compare different channel models with the simulator. 
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Abstract— This study explores the potential for autonomous 

agents to develop environmental awareness through perceptual 

attention. The main objective is to design a perception system 

architecture that mimics human-like perception, enabling smart 

agents to establish effective communication with humans and 

their surroundings. Overcoming the challenges of modeling the 

agent's environment and addressing the coordination issues of 

multi-modal perceptual stimuli is crucial for achieving this goal. 

Existing research falls short in meeting these requirements, 

prompting the introduction of a novel solution: a cognitive multi-

modal integrated perception system. This computational 

framework incorporates fundamental feature extraction, 

recognition tasks, and spatial-temporal inference while 

facilitating the modeling of perceptual attention and awareness. 

To evaluate its performance, experimental tests and verification 

are conducted using a software framework integrated into a 

sandbox game platform. The model's effectiveness is assessed 

through a simple interaction scenario. The study's results 

demonstrate the successful validation of the proposed research 

questions.  

 
 

Index Terms— Autonomous smart agents, Cognitive 

perception, Attention modelling, World model.  

 

I. INTRODUCTION 

HE ABILITY to engage with their environment through 

perception is vital not just for humans but also for 

autonomous systems equipped with intelligent agents. These 

abilities rely on representations of the world model in terms of 

spatial and temporal, as well as perceptual cognition, situation 

awareness and attentional capabilities [1]. In biological 

systems, the cortical and cerebral lobes of the human brain 

play a significant role in providing these functions and 

characteristics. The cerebral cortex's anatomical structure 

consists of two primary cortical structures known as the 

frontal (anterior) and posterior (posterior) lobes [2]. Cognitive 

abilities related to perception functions are primarily located 
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in the posterior section of the cerebral cortex [2, 3]. This 

region is further divided into three subregions, namely the 

occipital, parietal, and temporal lobes [4]. The occipital lobe, 

housing the primary visual cortex regions, performs various 

functions on visual stimuli after extracting their features [5, 6]. 

The temporal lobe is responsible for pattern recognition in 

visual and auditory stimuli [3, 5]. Spatial perception, on the 

other hand, is handled by the parietal lobe, which receives 

visual and somatosensory stimuli [4, 7]. However, 

autonomous systems comprising intelligent agents, digital 

assistants, or social robots have encountered significant 

challenges in implementing these capabilities during human-

machine interaction experiments [8, 9]. Therefore, cognitive 

perception systems are currently critical issues in the fields of 

human-computer interaction (HCI), aiming to enhance 

interaction between autonomous agents and humans [10, 11].  

 

 
Fig.1. Regions of cerebral cortex in the human brain 

 

In our daily lives, autonomous systems that possess cognitive 

perceptual abilities require various forms of interaction with 

their surroundings [12, 13]. Hence, it is necessary for these 

systems to be endowed with a perceptual system resembling 

that of humans, enabling them to interpret and sustain 

representations of the world model. Furthermore, they should 

be able to assess human-machine interaction through shared 

attention within a collaborative workspace [1, 14, 15]. 

Spatial cognition involves being aware of one's 

environment, encompassing the perception of objects in terms 

of their spatial aspects such as positions, orientations, 

distances, and movements [1, 16-18]. On the other hand, 

temporal cognition focuses on the intermediate processes that 

involve encoding non-spatial or temporal characteristics of 

objects, such as color and shape, as well as recognizing 
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patterns like objects, faces, and spoken words. Accomplishing 

higher-level cognitive abilities to effectively respond to 

multimodal perceptual stimuli, engage in pattern recognition, 

model attention, and exhibit environmental awareness presents 

a challenging task [1, 19, 20]. Developing perceptual models 

that represent the environment of an autonomous system, 

including spatial world models and the interaction of physical 

behavior models, is among the significant challenges faced 

[17-20]. Additionally, temporal perception plays a crucial role 

by incorporating event-based or situation-based 

representations of the world [21-23]. Errors in representing the 

world model or coordinating multimodal perceptual stimuli 

can lead to mistakes in interaction. 
 

Fig.2. Sand-box game platform 

 

The objective of this research is to design a comprehensive 

multimodal perception system for an intelligent agent that can 

effectively navigate and explore its surroundings within a 

virtual gaming platform. By leveraging the computational 

principles of the posterior neocortex, a software framework 

can be developed to guide the construction of this cognitive 

perception system. The proposed solution aims to demonstrate 

its efficacy in representing dynamic environments with 

uncertainties. This approach offers several notable 

contributions. For instance, it incorporates cognitive 

perceptual functions capable of processing various multimodal 

stimuli such as visual, auditory, and somatosensory inputs, 

enabling tasks such as feature extraction, pattern recognition, 

and spatial perception. Moreover, the system incorporates the 

ability to coordinate perceptual information, including 

perceptual association (or sensory fusion) and the management 

of competition between stimuli, which are vital for modeling 

perceptual attention. Achieving these objectives involves 

implementing supervised and unsupervised learning 

techniques across different modules within the cognitive 

perception system. 

The subsequent section of the paper delves into the second 

part, where it provides an overview of the relevant research 

conducted in the field. Section 3 focuses on outlining the 

design principles governing the computational framework of 

the comprehensive multimodal perception system, which aims 

to achieve world model representation and spatial-temporal 

situational awareness within dynamic and uncertain 

environments. The article concludes with section 4, which 

encompasses a discussion of the findings, conclusions drawn 

from the study, and potential avenues for future research. 

II. RELATED WORKS 

Computational cognitive architectures have emerged as 

solutions for addressing perceptual and environmental 

modeling challenges in the context of autonomous aget 

systems. The number of projects in this domain has been 

rapidly increasing and is projected to continue growing in the 

future, signifying its significance. Notably, several 

commendable examples of computational architectures 

incorporating cognitive perception principles and facilitating 

world model representation and attention modeling have been 

introduced. 

In one study, Inceoglu et al. [24] proposed a visual scene 

representation framework specifically designed for service 

robots. Their objective was to generate and maintain 

comprehensive workplace models to facilitate object 

manipulation. The framework employed various algorithms 

and vision data flow sources to cater to both humanoid and 

manipulator systems. It incorporated different detection 

algorithms that processed visual data, continually improving 

and updating the world model representation. 

Another notable work by Kim et al. [25] explored a 

curiosity-driven framework called Dynamic World Model 

Learning (AWML). The study involved the development of a 

curious agent that constructed models of the world through 

visual exploration of a rich 3D physical environment [26]. The 

researchers focused on refining representative real-world 

agents to drive the AWML framework. They specifically 

emphasized efficient and adaptive learning progress-based 

curiosity indicators to guide the exploration process. The study 

demonstrated that the AWML framework, propelled by such 

progress-driven controllers, outperformed alternative 

approaches, including random network distillation and model 

mismatch, in terms of achieving higher AWML performance. 

These examples highlight the advancements made in 

computational architectures for cognitive perception, 

particularly in relation to world model representation and 

adaptive learning mechanisms. 

Riedelbauch and Henrich proposed an adaptable method 

tailored for human-robot collaboration, where a robot 

dynamically selects actions that contribute to a shared 

objective based on a given behavioral pattern [27]. To gather 

information about task progress, they constructed a world 

model using camera images captured from an eye-to-eye 

perspective. Recognizing that data generated by fractional 

workspace perceptions can become obsolete over time due to 

human interaction with resources, they introduced a human-

aware world model. This model maintains observations of 

ongoing human presence and stored item confidence in 

relation to past assignment progress. Their notable 

contribution was an action selection mechanism that utilized 

this confidence measure, combining mission operations with 

active vision to update the world model. The extensive testing 

of their system involved simulating various human interests by 

recreating modernized human models and evaluating the 

system's performance across different benchmark assignments, 

resulting in scores associated with various functions. 
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In a separate study, Rosinol et al. introduced an integrated 

model termed 3D Dynamic Environmental Networks for 

dynamic spatial perception [28]. This model represented the 

scene using environmental networks composed of nodes 

representing entities such as objects, walls, and rooms, along 

with the relationships between these nodes. To accommodate 

moving agents and incorporate dynamic data aiding planning 

and decision making, they extended this concept with 

Dynamic Scene Graphs (DSGs). Additionally, they developed 

an automated Spatial Perception Engine (SPIN) that leveraged 

visual inertial data to construct a DSG. The researchers 

focused on state-of-the-art strategies for human and object 

recognition, posture computation, and perception of objects, 

robot nodes, and human nodes in crowded environments. 

Their work incorporated visual-inertial SLAM and dense 

human network tracking. They also devised algorithms for 

generating hierarchical models of indoor environments, 

including places, structures, and rooms, along with their 

interrelationships. A noteworthy achievement was the 

demonstration of the spatial perception engine within a photo-

realistic Unity-based simulator. The application of the 3D 

Dynamic Scene Graphics technique had significant 

implications for planning and decision making, human-robot 

interaction, long-term autonomy, and scene prediction. 

Venkataraman et al. tackled the challenge of generating 

generic 3D models for original items using a robot capable of 

decluttering items to enhance organization [29]. Their 

approach involved creating models of grasped objects through 

simultaneous manipulation and tracking. These models were 

processed using a kinematic representation of the robot, which 

allowed for combining observations from multiple scenes and 

eliminating background noise. To evaluate their model, they 

employed a robot equipped with a mobile platform, a 

manipulator, and an RGBD camera. This setup facilitated the 

assembly of voxelized representations of unidentified items, 

which were then classified into new categories. 

Persson et al. focused on semantic world representation by 

combining probabilistic thinking and item binding [30]. Their 

paradigm adopted a top-down item binding approach based on 

continuous attribute values obtained from perceptual sensor 

data. They trained a binding matching model to maintain item 

entities and validated its performance using a large ground 

truth dataset of manually labeled real-world items. To handle 

more complex scenarios, they integrated a high-probability 

item tracker into the binding architecture, enabling reasoning 

about the state of unobserved items. The effectiveness of their 

system was demonstrated through various scenarios, including 

a shell game scenario that showcased how binding items were 

preserved through probabilistic reasoning. 

Martires et al. aimed to establish a semantic scene 

representation paradigm based on top-down item connectivity, 

utilizing an item-induced model of the world [31]. Their 

approach involved processing continuous perceptual sensor 

data to maintain perceptual connectivity, which correlated 

with a symbolic model. They extended the symbol binding 

model to incorporate binding annotations, enabling the 

execution of multimodal probability distributions and 

probabilistic logic reasoning for making inferences. 

Additionally, they employed statistical associative learning to 

enable the binding system to acquire symbolic knowledge in 

the form of probabilistic logic rules from noisy and sub-

symbolic sensor input. By leveraging logical rules to reason 

about the state of indirectly detected items, their system, 

incorporating perceptual connectivity and statistical 

associative learning, could maintain a semantic world model 

of all perceived items over time. They validated the 

performance of their system by evaluating the framework's 

probabilistic reasoning on multimodal likelihood and learning 

probabilistic logical rules from connected items obtained 

through perceptual observations. 

III. BACKGROUND AND PRELIMINARY MATERIALS 

Currently, in conventional deep learning techniques, 

training data comprising input data and corresponding target 

(class) information can be effectively trained and subsequently 

evaluated with new data inputs. These deep learning 

algorithms demonstrate remarkable efficiency in terms of data 

set size, data set quality, feature extraction methods, 

hyperparameter selection for deep learning models, activation 

functions, and optimization algorithms. 

 
Fig.3. Convolutional neural network 

 

A deep neural network comprising multiple layers enables 

the system to recognize objects at various levels of 

abstraction. Given the significant information processing 

demands associated with performing artificial cognitive 

functions and executing cognitive tasks, diverse deep neural 

network architectures such as multilayer perceptron, auto-

encoder, convolutional neural network (CNN), and long-short-

term memory (LSTM) recurrent neural networks are essential 

for learning models. These models can be further integrated 

within a hybrid AI framework, depending on the specific 

circumstances. 

Regarding the traditional convolutional neural network 

model, which exhibits robust feature learning capabilities 

similar to high-level abstraction processes in the cortical 

regions of the human brain, the layer arrangement typically 

follows the sequence of [input (x) – convolution layer - ReLU 
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– max pool layer] illustrated in figure 3. The convolution 

process involves applying convolution filters (weights) 

arranged as a cubic tensor. The rectified linear unit (ReLU) 

serves as the activation function. Typically, the neural network 

is trained using momentum stochastic gradient descent (SGD), 

facilitating the hierarchical extraction of features to be 

encoded by the large-scale neural activations within the model 

[32-34]. 

 
Fig.4. Long-Short Term Memory (LSTM) type neural network [35] 

 

The LSTM (Long Short-Term Memory), a recurrent neural 

network (RNN) structure depicted in fig. 4, can be engineered 

using convolutional layers to mimic the memory mechanisms 

observed in the human brain. This architecture enables the 

LSTM to maintain short-term memory states over an extended 

duration, resembling episodic memory formations [32, 33, 35]. 

The LSTM comprises a fundamental component called the 

memory cell, which incorporates input, output, and forget 

gates. Training the neural model may involve employing 

backpropagation through time calculations [35, 36]. 

IV. COMPUTATIONAL MODEL OF PERCEPTUAL COGNITION 

In this section, we provide an explanation of the cognitive 

architecture employed in an open-world game/simulation 

environment, which encompasses the perceptual mechanism 

of an autonomous intelligent agent engaging with various 

elements in its surroundings. The key aspect of the developed 

cognitive integrated perception system is its ability to 

construct a world model representation for dynamic and 

uncertain environments, while also supporting the agent's 

attention model. Throughout this study, the cognitive 

integrated perception system refers to three core components: 

the proposed framework, the environmental elements (objects, 

non-player characters, etc.), and the agent's internal states. The 

newly proposed structure aims to capture the spatio-temporal 

relationships and features arising from the dynamic interaction 

between the autonomous intelligent agent and the world 

model. To achieve a comprehensive model of the world for the 

autonomous agent, the attention model is integrated into 

higher-level perceptual processing, serving as a crucial 

element for assessing and detecting the level of spatio-

temporal state awareness during the agent's interaction with its 

environment. 

 
Fig.5. Spatial perception 

 

In order to develop a comprehensive understanding of the 

environment and navigate through it, the cognitive 

architecture must create a world model that encompasses all 

perceptual relationships and incorporates semantic concepts 

[37-39]. The integration of perceptual data into this model 

requires the cognitive system to perform complex fusion tasks. 

Additionally, the attention model, which is an integral part of 

the cognitive process, enhances the agent's interaction with the 

environment by promoting situational awareness. However, 

the presence of non-structural dynamic uncertainties during 

the creation of the world model can introduce perceptual 

distortions, leading to limitations in the agent's ability to 

recognize and attend to different elements in its surroundings. 

 

 
Fig.6. Temporal or non-spatial cognition 

 

The cognitive model presented utilizes real-time image flow 

to enable visual perception during the autonomous agent's 

interaction with the environment. The general algorithm 

follows a sequential data flow, consisting of preprocessing, 

feature extraction, and basic perceptual operations such as 

spatial-temporal pattern recognition. The final stage of the 

perceptual cognition mechanism focuses on achieving 

situational awareness for the autonomous agent, which 

involves constructing the world model and implementing the 

attention model. 
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Our proposed cognitive perception system offers a 

comprehensive framework for achieving situational awareness 

in autonomous robots and intelligent agents. It encompasses 

various components such as spatio-temporal pattern 

recognition, world model, and attention model, with a strong 

emphasis on the relationship between semantic concepts and 

perceptual connections. The diagram of the cognitive 

architecture can be seen in Figure 7.  

 
Fig.7. Cognitive architecture of the autonomous agent 

 

Before engaging in cognitive perception processes 

involving the world model representation and attention model, 

it is necessary to establish the system parameters for the 

learning models of the cognitive architecture. This includes 

performing data attribute processing activities such as 

segmentation, edge/corner detection, and filtering for feature 

extraction. The generalization and clustering tasks in this 

context are guided by unsupervised learning techniques. As a 

result, two distinct attribute data streams, namely spatial 

attribute information and temporal attribute information, are 

obtained for utilization in the spatio-temporal pattern 

recognition model in figure 8.  

 

 
Fig.8. Feature extraction and spatial-temporal perception model 

To facilitate the pattern identification process, a convolution 

filter (weight tensor) size is selected, consisting of a stack of 

four-time frames with dimensions of 83x158x3, representing 

the height, width, and depth of the image pattern, respectively. 

The initial alpha coefficient, which serves as a learning rate 

parameter, is set to 0.00025. The pattern recognition tasks 

incorporated in this model primarily employ supervised 

learning methodologies. 

The neural network's weights are continuously updated 

using the backpropagation algorithm and the stochastic 

gradient descent optimization method. To extract features 

from the images and reduce their dimensionality, a VGG-type 

mesh is employed as the encoder. The encoder comprises 

convolutional layers, spatial subsampling achieved through 

maximum pooling, and nonlinear activation functions. The 

spatial and temporal features obtained from encoding are then 

separately forwarded to decoders that consist of convolutional 

layers. In the spatial decoder module, the information from the 

convolutional layer undergoes the softmax function and 

subsequently a resize operation. On the other hand, the 

descriptive decoder module applies bidirectional cubic 

interpolation, contrasting the spatial decoder, and concludes 

with the L2 norm on the output information of the 

convolutional layer. The outputs from the spatial and 

descriptive decoders are combined with the state information 

(observation) from the world model and transmitted to the 

long-short-term memory (LSTM) network. Finally, by adding 

a classifier layer to the output of this model, the spatio-

temporal pattern recognition mechanism produces object 

recognition results. 

 

 
Fig.9. Attention model of the cognitive architecture 

 

The attention model and the world model, crucial 

components of the situation awareness mechanism, engage in 

reciprocal interaction. The world model utilizes the attention 

value computed by the attention model and generates 

observation information to be relayed back to the attention 

model. The classification information obtained from the 

spatio-temporal pattern recognition module serves as a 

fundamental input for the attention model. Additionally, the 

captured RGB image stream acts as another input, which 

undergoes processing through convolutional neural networks, 

including convolutional, relu activation, and max pooling 
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layers. Subsequently, in conjunction with the spatio-temporal 

pattern output, the observation response from the world model 

is conveyed to the long-short-phase memory (LSTM) network. 

The outputs from this network and the convolutional neural 

network are merged and transmitted to an auto-encoder 

network structure. The output of the convolutional layer in this 

auto-encoder structure is transferred to a hidden layer, also 

known as the bottleneck, whose output is utilized as attention 

points in other modules. Furthermore, the output information 

of the said layer is linked back to the convolutional layer input 

of the auto-encoder network through internal feedback. In the 

final stage of the autoencoder within the attention model, the 

output of the hidden layer is directed to a deconvolutional 

layer, resulting in the generation of a heat map, denoting focus 

information to be shared with other modules. The calculation 

of attention values, crucial for providing situational awareness 

to the autonomous agent, employs supervised learning 

methodologies, akin to the spatio-temporal pattern 

identification model within the attention model. Unsupervised 

learning methods are employed to obtain the heat map (focus 

information) as feedback data for feature extraction. 

 
Fig.10. World model of the smart agent 

 

The world model of the autonomous agent, which assumes 

the role of action planning, relies on both the action 

information provided by the policy module and the attention 

score generated by the attention module. Furthermore, the 

classification information derived from the spatio-temporal 

pattern recognition module serves as an additional input for 

the world model. The formation of the world model involves a 

convolutional layer that combines the attention score and the 

output of the spatio-temporal pattern recognition module. 

Subsequently, it undergoes softmax and size reduction 

operations. The disparity between the resulting output and the 

action information produced by the policy module is fed into 

an LSTM-based artificial neural network as input, which 

includes the attention score. The output of this neural network 

is utilized as observation information in the policy module, 

responsible for action planning. Another input to the policy 

module is the attention score itself. Reinforcement learning 

methodologies are employed in the policy module to facilitate 

action planning. As for the learning algorithm of the model in 

question, the initial discovery probability is set at 1.0, with a 

decay rate of 0.00001 and a minimum threshold of 0.01. The 

reward reduction ratio (gamma) is determined as 0.9. Through 

the fusion of perceptual data using hybrid machine learning 

tools, this architecture creates a network of semantic 

relationships, granting it sensing capabilities similar to the 

human perception system. This enables intelligent agents 

designed for autonomous systems to engage in continuous 

learning by establishing a world model and achieving 

situational awareness. 

V. IMPLEMENTATION AND RESULTS 

This research explores various experimental and simulation 

environments to enable autonomous navigation for virtual 

characters. While conducting experiments with physical robots 

in real-world settings offers realistic evaluation benefits, it 

also presents challenges in terms of practical implementation. 

Conversely, utilizing simulators provides significant 

advantages, including customizable degrees of freedom, noise-

free environments, lower costs, and reduced risk compared to 

deploying mobile robots.  

A. Experimental Setup and Application Scenario 

In order to implement the application, it is essential to 

establish the experimental setup and define the initial 

conditions. The application area serves as the setting for the 

game installation, where the fundamental mechanics of the 

game are introduced. Prior to proceeding with the installation, 

it is necessary to provide an overview of the general setup. 

 

1) General Settings 

The computational workload of the system architecture was 

supported by a workstation PC. The PC specifications include 

a quad-core Intel i7 CPU running at 3.9 GHz with 8MB cache, 

32GB DDR4 RAM operating at 1600MHz, an NVIDIA 

GeForce GTX1080Ti graphics card with 11GB video 

memory, and 1TB SSD and 1TB 7200rpm HDD storage. The 

main framework processes were executed on the Ubuntu 18.04 

LTS operating system. TensorFlow, a machine learning 

framework, was utilized for neural network processing and 

deep learning applications. OpenCV libraries were chosen for 

image processing and computer vision tasks. 

 

2) Sand-box game platform 

For this research, Minecraft was selected as the simulation 

environment. It is an open-world, first-person game that 

revolves around resource collection (such as wood from trees 

or stone walls) and the construction of structures and items. 

Players can engage in various actions, including movement, 

exploration, and building within the three-dimensional voxel 

space of the Minecraft map [40]. This game offers an 

infinitely dynamic environment that can be easily modified 

using a simplified physics engine. It can be played as a single-

player or multiplayer open-world game, without any specific 

objectives. Instead, each player can create their own narrative 

with diverse sub-objectives, resulting in complex hierarchical 

structures. 
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Fig.11. Tool crafting hierarchy of Minecraft game. 

 

The virtual character model of the agent possesses extensive 

degrees of freedom, granting it a wide range of capabilities. 

Within the Minecraft environment, the agent can engage in 

various actions, including movement in any direction, turning, 

item manipulation (picking up/dropping), chopping, tool 

selection, and utilization. These actions, arranged in different 

sequences, form behaviors that represent complex tasks 

organized hierarchically [41]. Each behavior consists of a 

combination of interdependent actions that fulfill different 

needs and prioritize multiple objectives within the Minecraft 

map or world. Consequently, the difficulty level in Minecraft 

is influenced by the size and complexity of these hierarchical 

structures [42]. For instance, a navigation task involves 

actions such as moving forward/backward, turning right/left, 

which enable the virtual character model to reach specific 

locations or avoid obstacles and threats. Another example 

task, building a structure like a shelter, necessitates several 

actions such as item manipulation, chopping/destroying, and 

other equipment-related tasks involving item selection, 

modification, and usage [41, 42]. 

 

 

 

 

 

 

 
 

Fig.12. Inventory of the smart agent 

 

In addition to engaging in missions that involve item 

collection and tool crafting, the experimental scenario presents 

more intricate and abstract hierarchies through various game 

features, which shape the agent's trajectory. For instance, 

interactive scenarios like combatting enemies, constructing 

shelters, and crafting tools from diverse resources for survival 

require extended durations or open-ended lifetimes to exhibit 

flexible hierarchies that allow for resource exploration. This 

facilitates the assembly of numerous resources and situational 

experiences [43, 44]. 

Data collection and feature extraction are crucial tasks in 

this context, necessitating extensive gameplay sessions with a 

large number of agents/humans [45, 46]. The dataset content 

encompasses substantial repetitions of memory utilizing 

observations, rewards, and actions. However, in nature, 

reward information is implicit and cannot be directly 

observed. This research paper utilizes the MineRL dataset, 

which stands as an extensive collection of imitation learning 

data, containing a staggering number of 60 million frames of 

human player recordings. This dataset consists of several sub-

datasets and is employed to conduct experiments aimed at 

achieving a model that can adapt to diverse environments. 

Serving as a meta-dataset, it encompasses a wide range of 

tasks that showcase challenging problems, including 

exploration (such as navigation and item collection) and 

survival (such as tool crafting and combat). 

The experimental setting involves creating a 600x600 

Minecraft map that incorporates both high and low perceptual 

overlap. A typical naturalistic Minecraft map comprises 

elements such as mountains/hills, trenches, caves, valleys, 

rivers, lakes, trees, vegetation, rocks, and soil. Additionally, 

buildings like houses, shelters, and warehouses with walls, 

windows, doors, and furniture can be constructed using 

materials collected from the generated environment. 

B. Implementation Scenario and Simulation Outputs 

Moving on to the implementation scenario and simulation 

outputs, the proposed scenarios are realized using application 

platforms to assess the system's performance and validate its 

effectiveness in addressing the research questions at hand. To 

evaluate the system's results, it is necessary to capture a data 

stream comprising stacked image frames during the 

application scenarios in the experiments. In the initial stage, a 

snapshot is taken from the game's video stream, followed by 

preprocessing operations such as size reduction, grayscale 

image conversion, and optimization of the sampling rate. Once 

the system receives sensor data streams containing visual and 

auditory information, feature extraction tasks are performed to 

enhance cognitive perception skills. Subsequently, operations 

related to perceptual cognition, including spatial perceptions 

and object/event recognition, are conducted on the extracted 

feature data pertaining to salient attributes like color, texture, 

size, shape, 3D position, and audio features. 

 

 
Fig.13. Snapshots from experiments using the Minecraft game platform. 

Entities and threat levels encountered by the autonomous agent in the 

experiment. 

 
Fig.14. Focus (heat map matrix) information generated in the attention 

model of the cognitive perception architecture 
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Screenshots from the experiments implementing the 

interaction scenarios are presented in Figure 13. Two 

interaction scenarios such as "exploration" and "survival" 

were considered for the experiments. The "exploration" 

scenario involves spatio-temporal detection of hidden objects 

placed at various points on the map with the help of an 

attention model that takes into account different environmental 

stimuli. In doing so, it makes diagnoses based on feature 

information such as distance, direction, color, shape, size, and 

current state. The information produced by this process and 

attention score information contributes to the formation of the 

autonomous agent's world model. In performance evaluation, 

the number of objects discovered by the agent in the map is 

used as the main performance parameter. The "survival" 

scenario involves spatio-temporal risk detection tasks that 

evaluate the dangers (enemies, etc.) that the autonomous agent 

may encounter at various points of the island. Meanwhile, the 

autonomous agent builds a threat analysis-based world model 

in its memory using the risk detection data and feedback data 

from the attention model. The number of enemies defeated 

and the number of dangerous situations avoided by the agent 

in the map is used as the main performance criterion for 

efficiency measurement. During the experiments, the entities 

(non-player characters) that the autonomous agent encounters 

while navigating the map and their threat states are shown in 

Figure-13. Accordingly, the attention levels of the autonomous 

agent when it encounters zombie, wolf, killer and octopus 

characters are higher than the other entities and are 0.817, 

0.683, 0.726 and 0.613, respectively. The threat levels of other 

entities were lower and defined as "harmless" for the 

autonomous agent. The attention levels of the autonomous 

agent when faced with chicken, cow, horse, sheep, pig, sheep, 

pig, and llama entities are 0.289, 0.352, 0.324, 0.331, 0.316, 

and 0.367, respectively. Figure-14 presents the focus (heat 

map matrix) information produced in the attention model of 

the cognitive perception architecture. Accordingly, when the 

autonomous agent encounters species with high threat level 

and species that can be considered as "harmful", more 

concentration (brightness in the heat map) is observed in the 

focus information compared to other species. 

 

 
Fig.15. Minecraft in-game environmental terrain scene 

 

Depending on the scenarios, at the end of these 

experiments, interaction data such as various experimental 

statistics (number of objects discovered on the map, scores 

and times for how many enemies defeated and how many 

dangerous situations escaped) as well as information about 

learning performances (accuracies, costs, scores, etc.) are 

obtained and presented in tables to illustrate the performance 

of the autonomous agent's cognitive perception system, which 

includes spatio-temporal pattern recognition, attention model 

and situational awareness models. 

 
TABLE I 

SPATIAL-TEMPORAL PATTERN RECOGNITION MODEL  

Model Accuracy Precision Recall F score 

Proposed model 0,73 0,69 0,71 0,72 

Regional Convolutional 
Neural Network (RCNN) 

0,67 0,64 0,63 0,66 

VGG16 0,58 0,65 0,63 0,61 

AlexNet 0,62 0,66 0,62 0,64 

 

Table-1 shows the performance values for spatio-temporal 

image recognition. In addition to the model proposed in this 

study, the performance values of the regional convolutional 

neural network (RCNN), VGG16, and AlexNet structures 

were also used for comparison. Accordingly, the model 

proposed in the paper was found to be advantageous with an 

accuracy of 73%. In terms of the performance evaluation, the 

runner-up model was observed to be the RCNN model. 

 
TABLE II 

THE ATTENTION MODEL’S EFFICIENCY   

Model Accuracy Precision Recall F score 

Proposed model 0,79 0,73 0,67 0,74 

Regional Convolutional 

Neural Network (RCNN) 

0,66 0,71 0,64 0,69 

LSTM 0,75 0,71 0,62 0,72 

ResNet 0,70 0,69 0,63 0,67 

 

Table-2 shows the performance of the attention model, which 

is a part of the state awareness function. In addition to the 

model proposed in this study, the performance values of 

regional convolutional neural network (RCNN), LSTM, and 

ResNet structures were also used for comparison. 

Accordingly, the model proposed in the paper was found to be 

advantageous with an accuracy of 79%. The second-best 

model was found to be the LSTM model. 

 
TABLE III 

PERFORMANCE SCORES OF THE WORLD MODEL 

Model Accuracy Precision Recall F 
score  

Proposed model 0,71 0,66 0,63 0,67 

Regional 
Convolutional Neural 
Network (RCNN) 

0,68 0,65 0,62 0,66 

LSTM 0,72 0,61 0,62 0,68 

Resnet 0,69 0,57 0,59 0,62 

 

Similarly, as in the evaluation and analysis for the attention 

model, convolutional neural network (RCNN), LSTM, and 

ResNet structures were used in addition to the proposed model 

in order to compare the performance values of the world 

model, which is another part of the situation awareness 

function. Although LSTM is slightly ahead of the proposed 

model in terms of accuracy in the world model, it is worse 

than the proposed model in terms of sharpness. Apart from 

these, the sharpness and sensitivity results of ResNet lagged 
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behind the results of the other models. 

 
Fig.16. Normalized task performances 

 

The normalized action performances for the scenarios in the 

experiments are presented in figure-16. One of the parameters 

related to these actions is the number of hidden objects found 

in the map for the "exploration" scenario. Another parameter 

is the number of times the autonomous agent survives the 

threats encountered in the map for the "survival" scenario. For 

the convenience of the evaluations, the total number of hidden 

objects and the number of threatening characters were limited 

to 50. On the horizontal axis of the figure, the attention score 

is expressed in percentages between 0-1. The scaled values 

expressed on the vertical axis are the rate of change over time 

of the normalized values found by dividing the parameters 

(actions) in both scenarios by the total number of those 

parameters. Considering this figure, it is observed that at low 

attention levels, the parameters in both scenarios are close to 

each other and as the attention level increases, the number of 

object discoveries, i.e., the "exploration" task performance, 

dominates over the "survival" task performance. However, 

when the attention level reaches the highest levels, it is 

observed that the "survival" task performance catches up with 

the "exploration" task performance. 

VI. CONCLUSION 

In this study, we investigate the design principles of a novel 

cognitive perception system for autonomous agents. A 

cognitive perception system is a framework that includes 

spatio-temporal pattern recognition, an attention model and a 

world model. 

The spatio-temporal pattern recognition model, which 

evaluates the 3D spatial environment representation and the 

dynamics based on the actual event, effectively served as one 

of the main components of the cognitive perception 

architecture. The information produced by this architecture 

was used in the attention model and the world model. The 

attention model successfully calculated both the attention 

score and the focus information (heat map matrix) using the 

information from the world model. The world model, which 

has a feedback data exchange structure with the attention 

model, produced both the observation information required for 

the action planning model. 

The experiments focused on two different scenarios such as 

"survival" and "exploration", and the main performance 

parameters were the number of dangers avoided in the 

"survival" task and the number of hidden objects found in the 

"exploration" task. In addition to the models in the proposed 

architecture, VGG16, AlexNet, ResNet, LSTM and RCNN 

models were also used for performance comparison. As a 

result of the experiments, the superiority and efficiency of the 

model proposed in the paper compared to other models are 

presented with the results obtained. 

The designed framework represents the perceptual 

cognition system of autonomous agents in a sand-box game 

environment. Therefore, it can be used in other 

intelligent/autonomous systems or by social robots. The 

presented framework can be further improved in the future by 

integrating approximate models of other cortical regions of the 

human brain related to cognitive perception. 
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Abstract—Sensor fusion is a method of processing data from 

raw data to meaningful outputs and getting quality output. 

Architectures used in sensor fusion are chosen depending on the 

application. The sensor fusion architecture that is frequently used 

today was found by the directors of the United States Joint 

Laboratory (JDL). Sensor fusion has been realized with this 

architecture. Using the axial data of a car, inertial movements 

such as acceleration, deceleration and stationary are classified as 

controlled. At the classification point, low level and high-level 

methods are used in the sensor fusion application. By pre-

processing the received data, joint high-quality data was obtained 

with complementary sensor modeling, and high-level sensor 

fusion methods were used after recording the obtained data. 

Artificial intelligence algorithms are preferred for high-level 

sensor fusion. Various algorithms such as "Decision Tree", 

"Gradient Boosting", "Multi-Layer Perceptron", "Regression 

Algorithm" have been used. Real-time acquired data is stored 

after preprocessing and raw data fusion. The stored data has 

created a high-level sensor fusion at the point of decision making 

with supervised learning artificial intelligence algorithms.  

 
 

Index Terms— Sensor Fusion, IMU, Gyroscope, Accelerometer, 

Artificial Intelligence.  

 

I. INTRODUCTION 

ENSOR FUSION is the combination of sensed data or 

data from sensed data to be better than would be possible 

when these sources were used individually. Data sources for a 

fusion operation are not expected to be exactly the same type. 

Sensor fusion can be created with different types of sensors 

[1]. 

It is not necessary to use different sensors for sensor fusion. 

It is sufficient to have different data belonging to the same 

sensor. Direct fusion is the merging of data from one or more 
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sensors, while Indirect fusion is the use of environmental 

information sources [2]. Consequently, sensor fusion defines 

direct fusion systems. 

 Sensor fusion also involves combining data received at 

different times or combining multiple received data 

 

 
Fig.1. Sensor Fusion and Multiple Information Merging 

A. Sensor fusion types 

Fusion of sensors for C3I-oriented (Command, Control, 

Communication, Intelligence) applications and sensor fusion 

used in real-time microprocessor systems (embedded system) 

works on another level. C3I-based work usually deals with 

medium to high-level sensor fusion issues. Applications in 

embedded systems focus on low-level fusion [3]. 

Low-level aggregation in sensor fusion with three-level 

categorization combines raw data sources to extract more 

qualified data from raw data inputs. Intermediate aggregation 

or feature-level aggregation combines more meaningful data 

than raw in an entity map that may be used for significance. 

High level fusion (fusion of decision), unite the final decision 

and results. Among the decision fusion methods, there are 

artificial intelligence and statistical approaches [4].  

II. RELATED WORKS 

R. Olfati-Saber [5] provides consensus algorithms for 

networked dynamic systems, scalable algorithms for sensor 

fusion in sensor networks. This article introduces a distributed 

filter that checks the average of n sensor measurements of the 

nodes of a sensor network, called the consensus filter. 
M. Kam [6] worked on the robot's self-positioning with 

sensor fusion techniques in robot navigation. The obstacles 

and routes around the robot were tried to be determined by 

Application of Sensor Fusion Techniques for 

Vehicle Condition and Position Analysis 

Yasin Alyaprak and Gokhan Gokmen   
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means of the sensors used. Among the sensors used are 

rangefinder, GPS, obstacle recognition sensors. 

J.K. Hackett [7], a multisensor fusion research are presented 

for the latest technology. He classified the fusion definition 

into 6 categories: scene segmentation, representation, 3D 

shape, sensor modeling, autonomous robots, and object 

recognition. 

He tried different strategies to derive more meaningful data 

from the data received from the sensors. These strategies range 

from simple set intersection, logical operations, heuristic 

generation rules, nonlinear least squares method to more 

complex methods that include maximum probability estimates. 

Sensor uncertainty is modeled by making sense with Bayesian 

probabilities and Dempster-Shafer algorithms.  

O. Kreibich [8] presents an industrial wireless sensor 

network (IWSN) based machine condition monitoring (MCM) 

system that is capable of handling a false indication caused by 

temporary data loss, signal interference or invalid data. 

Multiple sensor fusion was used, driven by a quality parameter 

generated by each sensor node based on data history outliers 

and the actual state of the node. The fusion node also provides 

a quality assessment at its output. In this study, the effects of 

low-level sensor fusion on high-level sensor fusion were 

evaluated. The use of raw data in the decision-making 

algorithm is compared with the output of low-level sensor-

fused data. 

III. METHOD 

In this section, sensors and artificial intelligence algorithms 

to which sensor fusion algorithms will be examined. The 

general name of the sensors to be used is the inertial 

measurement unit (IMU). They are units consisting of at least 

2 types of sensors to measure the 3-axis acceleration and 3-

axis rotational force on the moving or stationary object. 

Today, these devices, which have many uses, from advanced 

aircraft to mobile phones to simple devices, perform the 

analysis of the movement of the platform on which they are 

located. Sensor types are protractor, gyroscope, and 

magnetometer. These sensors alone cannot give the axial state 

and the inertial state [9].  

A. Accelerometer 

Accelerometers are microelectronic devices that measure 

the applied force from the reference mass. Accelerometers 

measure the force of gravity. When the accelerometers are 

under constant speed or fixed, the 3 axis angles of the object 

can be measured with the force created by the gravitational 

force on the axes. The accelerometer measures two types of 

forces fixed and dynamic. The constant force is the 

gravitational force. Dynamic forces are such as acceleration, 

deceleration, and friction. In many fields such as aviation, 

automation, product electronics, the outputs given by serial 

communication are evaluated. Accelerometers output in terms 

of gravitational acceleration. If the measuring range is low, 

more precise measurements can be made. (Like vibration). 
If the measuring range is high, the sensitivity will decrease, 

but it can measure high acceleration values. 

While the accelerometers are stationary, they are subjected 

to the acceleration of gravity on the Z-axis of 1 g on the earth. 

In this case, the resultant force is 1g. 

 
Fig.2. Acting resultant acceleration vector [9] 

 
Thus, the tilt and roll angle can be found from the 

accelerometer standing still. But the roll angle cannot be 

found. Because rotations around the Z axis do not change the 

acceleration applied on the sensor [10]. Euler Angles are 

created for low-level sensor fusion as follows: 
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Here : pxG -Accelerometer Raw X Data 

pyG - Accelerometer Raw Y Data 
pzG -Accelerometer Raw Z Data 

 -Pitch Raw Angle 
 -Roll Raw Angle 
tan xyz -Euler Angle -Pitch 
tan xyz -Euler Angle -Roll 

B. Gyroscope 

Gyroscopes are sensors used to measure the rotational speed 

at a specified reference orbit. The gyroscopes outputs are in 

degrees per second. Angular velocity is a measure of the speed 

of rotation about the axis. Gyroscopes use it to determine the 

axial state. For example, it can be used to balance an aircraft, 

to measure the angle at the equilibrium position and send it to 

the automatic control mechanism [11]. 

C. Magnetometer 

Studies on the time-varying magnetic field of the earth have 

been carried out for years. Devices that measure this variable 

magnetic field are called magnetometers. Magnetometers are 

used extensively in industrial applications. agriculture, 

defense, biology, aerospace, space exploration, etc. It is also 

widely used in other fields such as, and currently, no 

electronic system is independent of magnetic field. 

Magnetometer is a commonly used sensor, especially in 

aviation. 

D. Artificial intelligence algorithms 

In this study, classification and interpretation studies were 

carried out on the stored data. After the low-level sensor 

fusion, artificial intelligence algorithms were used at the 
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decision-making point, that is, in the high-level sensor fusion 

part. Various supervised learning algorithms have been used. 

Decision Tree [12, 13] is a type of algorithm that aims to 

reduce the disorder in the system [14]. The Gradient Boosting 

algorithm, on the other hand, aims to create stronger 

algorithms by modeling the error between the results of any 

algorithm and the actual values. The Multi-Layer Perceptron 

algorithm is a method of generating output by summing the 

weighted percentage of the inputs and passing them through 

the threshold function in neuron logic [15]. 

IV. EXPERIMENTS 

In this section, data collection, filtering, application of 

sensor fusion and preparation as input to artificial intelligence 

algorithms will be explained. 

 

 
Fig.3. Flow Diagram 

 
The sensors will be subjected to both low- and high-level 

fusion algorithms. Accelerometer data alone gives more 

meaningful data than Gyroscope data. The gyroscope sensor 

gives the angular velocity. It does not give information about 

direct axial changes. By taking its integral, the sum of the 

changes is reached. The sum of these changes is used to reach 

the desired axial angles. But there will be shifts in the 

gyroscope sensors. And it never outputs 0. Since the value of 0 

cannot be taken, a cumulative angle change is observed from 

the integral calculation over time. An accelerometer is needed 

to compensate for this angle. Raw data were collected using 

the sensor kit shown in Figure 4. This development kit 

includes a 3-axis gyroscope, magnetometer and accelerometer 

sensor.  
 

 
Fig.2. X-NUCLEO-IKS01A2 [16] 

The collected data was first subjected to a sliding mean filter. 

Complementary filter is used for low level sensor fusion. Euler 

angles were reached after the complementary filter. 

In order to use artificial intelligence algorithms, the data 

collection program shown in Figure 5 was written. With the 

written program, the data was transferred to the PC with the 

stm32L073 series microprocessor connected to the sensor kit. 

Saved in .csv format via the program. 

 

 
Fig.3. Data Collection Program Runtime Display 

 

 
Fig.4. Real-Time Data Collection with Car 

 
The high number of repetitions in algorithms such as 

artificial intelligence and machine learning will increase the 

percentage of classification and prediction accuracy. Within 

the scope of the study, this system test was carried out with a 

real car. Take-off acceleration in 3 repetitions, deceleration 

acceleration and fixed position data while traveling with a 

certain speed was taken. The slope factor for these 3 cases was 

added to the test.  

Thus, a total of 6 different status data were recorded from 3 

tests on the slope exit direction and on the non-slope road. 

While the data was included in the artificial intelligence 

algorithm, it was processed in certain groups. A 2-stage 

learning table was used. In the first group, the data was 

generated with raw data without low-level sensor fusion. 

That is tilt and roll values are not included. In the second 

group, learning data was created without including the 

gyroscope data.  

After the learning data was created, learning was carried out 

with 60% of the data. The test was also carried out with 40% 
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of the data. The writing and evaluation of artificial intelligence 

algorithms were carried out in Python language and Jupyter 

environment. 

V. EXPERIMENTAL RESULTS 

While applying the sensor fusion experiment, the low-level 

sensor fusion process was applied first. Accelerometer and 

gyroscope data were filtered and then Euler angles were 

created and 2 data, inclination and roll angle, were obtained 

from 6 sensor data. In this way, high quality easily 

understandable data was obtained. Accelerometer data 

collected from the vehicle traveling at constant speed are 

shown in Figure 7, gyroscope data in Figure 8 and Euler 

angles obtained after low-level sensor fusion output are shown 

in Figure 9. Data were recorded for approximately 30 seconds. 

 

 
Fig.5. Accelerometer Raw Data 

 

 
Fig.8. Gyroscope Raw Data 

 

 
Fig.6. Low Level Fusion Output: Euler Angles 

Low-level sensor fusion is planned on acceleration, 

deceleration and stop. Flat ground and sloping ground were 

used for these 3 movements. Each movement is numbered and 

classified. 

 
TABLE 1 

 RESULTS INCLUDING LOW LEVEL FUSION 

Algorithm Type Success Rate 

Decision Tree %92.9479 

Gradient Boost Regressor  %93.1992 

Multi-Layer Perceptron  %87.3880 

Classifier Accuracy %83.440 

 

After all, data were taken, the artificial intelligence 

algorithm was run with 2 different table data. The data 

collected for the artificial intelligence algorithm is divided into 

60% training and 40% testing. As a result of comparing each 

numbered movement with any test data, the success 

percentages were compared. Table 1 and Table 2 were 

obtained by using the table with low level sensor fusion and 

the table without sensor fusion, respectively. 

 
TABLE 2  

RESULTS WITHOUT LOW LEVEL FUSION 

Algorithm Type Success Rate 

Decision Tree %65.483 

Gradient Boost Regressor  %72.4950 

Multi-Layer Perceptron  %73.0385 

Classifier Accuracy %63.24 

 

VI. CONCLUSION 
For more than 30 years, sensor fusion techniques continue 

to be developed. With the renewed and newly produced 

sensors, the detection can be converted from very low to high 

levels. Self-driving vehicles, one of the most prominent 

examples today, use sensor fusion techniques at the point of 

detection and decision making. 

In this study, pre-processing, processing and improvement 

were made by using the sensor fusion algorithm according to 

the JDL architecture. As a result of the experiments, high 

quality data that is easier to understand were obtained from the 

data obtained when sensor fusion algorithms are used. (Euler 

Angle and Linear Velocity). 

High-level sensor fusion with supervised learning 

algorithms has been applied. At this point, it was observed that 

the error increased as a result of storing the data received from 

the sensors without processing and without being subjected to 

low-level sensor fusion. 

All these processes are based on recording the data and 

then analysing the data. It has been observed that the accuracy 

percentage increases as the recorded data and the number of 

algorithm iterations increase. 
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