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ABSTRACT

This study uses CFD methods to solve the complex flow around a CPP propeller with ducts 
and aims to investigate the performance differences between ducted and non-ducted propel-
ler designs. In particular, the values for pitch changes and blade spindle torques have been 
determined at different advance ratios. The study uses STAR-CCM+, a commercial compu-
tational fluid dynamics (CFD) code, and has preferred the k-ε model to predict turbulence 
in the flow. In addition to the thrust coefficient, torque coefficient, and propeller efficiency, 
the study also examines blade spindle torque, whichprovides movement to the propeller 
blades. The use of ducts at low advance ratios is found to be beneficial in terms of both im-
proving performance and reducing torque.

Cite this article as: Yurtseven A. Numerical investigation into the effect of duct use on the 
performance of controllable pitch propellers. Seatific 2023;3:2:43–50.

1. INTRODUCTION

Propeller efficiency is the most important parameter 
affecting propulsion system efficiency in marine vessels. 
One of the methods applied to increase propeller efficiency 
is to change the pitch angles of the propeller blades based 
on vehicle speed while keeping propeller speed constant. 
Propellers that can perform this maneuver are called 
controllable pitch propellers (CPP). Another application is 
to make the propellers work within a non-movable nozzle 
(duct). These types of propellers are called ducted propellers.

Two types of ducted propeller structures are often used 
on ships (Celik et al., 2011). The first is the accelerating 
ducted propeller system that accelerates the flow on heavily 
loaded and diameter-restricted propellers, and the second 
is the decelerating ducted propeller system, which increases 
static pressure by slowing down the flow over the propeller 
to delay propeller cavitation. System efficiency has been 

observed to increase with the additional loading of the 
duct in ducted propellers. However, the additional loading 
of the duct is limited to the current separation at the duct. 
Propellers with current accelerating ducts are generally 
used in tug-like vessels that perform pushing and pulling 
operations. They are also preferred on research vessels, 
drilling platforms, and marine vessels that require the 
ability to hold position (Oosterveld, 1972).

Trawlers also use ducted propellers due to the need for a 
high thrust ratio at a low advance ratio. Methods based 
on computational fluid dynamics (CFD) can be used for 
the design and operating parameters of ducted propellers 
used in these types of boats (Caldas et al., 2019). Some 
studies are found in the literature on ducted propellers 
(Bhattacharyya et al., 2015, 2016b; Baltazar et al., 2019; 
Zhang et al., 2019, 2020; Gong et al., 2021; Zhang et al., 
2021; Kim et al., 2022). Celik et al. (2010) developed an 
iterative design methodology for ducted propellers due 

http://orcid.org/0000-0003-2561-1783
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to the insufficient accuracy of classical propeller design 
methods under heavy loading conditions. Haimov et al. 
(2011) used several different types of ducts to obtain the 
combined effect of the Reynolds number and loading 
on thrust and torque by comparing model and full-
scale calculations in turbulent flow, confirming the 
characteristics and efficiency gains of ducted propellers.
Ducts can be used with fixed pitch propellers as well 
as with controllable pitch propellers. In particular, the 
ability to change pitch in case of current separation, 
which can cause a decrease in thrust, has shown better 
characteristic values in controllable pitch propellers than 
in fixed pitch propellers (Elbatran et al., 2014). Very few 
ducted CPP propeller studies are found in the literature 
(Arief et al., 2021; Huisman et al., 2022). Panel methods 
working with potential theory have been used to analyze 
the performance of CPP propellers with nozzles. However, 
Liu et al. (2006) realized that viscous solutions should be 
used for torque values in particular.
Scaling effects are also found among studies. The scaling 
effects of both propellers and ducts have been investigated 
with regard to performance. Scaling effects were found 
to have a greater effect on the thrust from ducts than on 
propeller characteristics. The effect of the design and scale of 
the ducts on thrust with current separation has been shown 
to besignificant at high advance ratios. Much better results 
were obtained in the full-scale analysis of ducted propellers 
compared to scale models (Bhattacharyya et al., 2016a).
The operating procedures for CPP propellers require the 
blades to be rotated around their axis to change the pitch 
angle. This introduces the concept of spindle torque, which 
is not present in fixed-pitch propellers. A few studies are also 
found in the literature on the propeller blade spindle torque 
of CPP propellers (Godjevac et al., 2009; Jessup et al., 2009; 
Martelli et al., 2013; Tarbiat et al., 2014; Pourmostafaet al., 
2021; Yurtseven et al., 2023). Determining blade spindle 
torques is also very important for aiding the design of 
CPP propellers and for avoiding excessive blade actuation 
pressures at the blade hub (Liu et al., 2015). The torque on 
the blade can be investigated numerically using potential 
theory verified by a simulation. Studies should also clearly 
analyze well the complex flow conditions around CPP 
propeller blades (Funeno et al., 2013).
This study uses CFD methods to analyze the complex flow 
around a ducted CPP propeller and aims to investigate the 
performance differences between ducted and non-ducted 
propeller designs. In particular, the values for pitch change 
and blade spindle torque have been determined at different 
advance ratios.

2. NUMERICAL MODELING

2.1. Governing equations
The analyses using computational fluid dynamics 
methods model the flow as three-dimensional, steady 
state, viscous, turbulent, and incompressible. This study 
has preferred the realizable k-epsilon turbulence model, 

with the continuity and steady state Reynolds averaged 
Navier-Stokes equations being as follows:
дUi =0
дxi  (1)

дUi дP д puiʹujʹ( (

дτ
pUj

=– –+
дxi дxi дxiдxJ  (2)

where Ui is the average velocity vector, uʹ is the turbulence 
velocity vector, puiʹujʹ is the turbulence stress tensor, P is 
average pressure, p is density, and μ is dynamic viscosity. 
The study uses Simcenter Star CCM+ version 2020.3, a 
commercial CFD code. The solver applies the finite volume 
method to discretize the governing equations.
Both spatial and temporal discretization has been done 
with accurate second-order schemes to improve accuracy. 
The well-known SIMPLE algorithm is used for pressure-
velocity matching. More information about the numerical 
solution can be found in the solver manual (Siemens, 2021).
Figure 1 shows a flow stream volume to represent the flow 
around the propeller. The dimensions in the figure are defined 
based on propeller diameter. The following conditions have 
been defined: uniform velocity inlet for the inlet surface, 
pressure outlet for the outlet surface, symmetry at the side 
surface, and no-slip for all other surfaces. This study was 
carried out by conducting analyses under open water propeller 
test conditions. As shown in Figure 2, propeller pitch changes 

Figure 1. Solution volume and boundary types.

Figure 2. Propeller blade movement for changing pitch.
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were achieved through maneuvers that were obtained by 
rotating the propeller blades around the shaft axis.
CPP propellers’ability to change pitch angle (unlike FPP 
propellers) as well as to rotate around the main drive 
shaft also requires the blades to rotate around their own 
spindle axis. This leads to the need for an additional 
motion model in simulations. This study uses the motion 
reference frame for the propeller’s main rotational 
motion. Although the overset motion model needed to 
be used for pitch changes, each pitch angle was generated 
and analyzed sequentially due to the simulations being 
run independently of time.

2.2. Grid structure
In order to analyze the solution volume using the finite 
volume method, a solution mesh consisting of unstructured 
hexahedral mesh elements was generated as shown in 
Figure 3.
Solution element refinement zones were designed for the 
propeller blades, shaft, hub, and duct based on the solution 
mesh. Prism layer elements are used close to the surfaces 
for accurate estimation of high-speed gradients.

2.3. Verification study
Roache’s (1994) solution grid convergence index 
(GCI) method was used to determine the numerical 
uncertainty in the simulation studies. GCI is based on 
the Richardson extrapolation method, which estimates 
the exact numerical solution to be obtained using a zero-
dimensional solution element through systematically 
obtained solution mesh results. GCI is also recommended 
by the American Society of Mechanical Engineers (ASME; 
Celik et al., 2008), International Towing Tank Conference 
(ITTC, 1999), and American Institute of Aeronautics and 
Astronautics (AIAA; Cosner et al., 2006) for numerical 
uncertainty assessments (Kim et al., 2021).
This study performed GCI by generating the solution mesh 
at three different resolutions. The basic size of the solution 
mesh elements were determined as shown by Equation 3.

1 (ΔVi)
1/3

Σ
N

i=1
[ [

h=
N  

(3)

where N is the number of solution elements, ΔVi is the 
volume of each solution element, and h is the basic 
dimension. For the three different solution mesh 
resolutions (i.e., fine, medium, and coarse), the basic 
dimensions are h1, h2 and h3 respectively. Refinement 
factors are taken as r21=h2/h1, r32=h3/h2. The equations used 
for calculating the GCI are as follow:

ε32=φ3−φ2, ε21=φ2−φ1 (4)

where the φ values indicate the result of the analysis at each 
mesh resolution.

1p= |In|ε32/ε21|+q(p)|
1n (r21)  (5)

r p
21

r p
32

q(p)=1n
−S
−S( (

 
(6)

S=1.sgn (ε32/ε21) (7)

The p value indicates the order value of the GCI method 
that is used.

φ21
ext =(r p

21φ1−φ2)/(r p
21−1) (8)

Figure 3. Detailed view of the solution grid.

Table 1. Results from the GCI study (J=0.16)

 Value
N1 8713836
N2 4477850
N3 2322435
φ1 0.870
φ2 0.864
φ3 0.849
p 15.150
φ21

ext 0.870
e21

a 0.0069
e21

ext 0.00018
GCI21

fine (%) 0.023
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e 21
a =|φ1−φ2

 |φ1   (9)

e 21
ext=|φ12

ext−φ1|φ12
ext  

(10)

GCI 21
fine=

1.25e 21
a

r p
21−1  (11)

The sub-index ext here indicates the exact value. Table 1 shows 
the results from the GCI study, with N indicating the number 
of cells, φ indicating the coefficient of thrust, and e indicating 
the error quantities. Thus, the solution grid was determined 
to be needed at a medium resolutionfor the analysis.

2.4. Problem description
2.4.1. Geometry
The study uses the 5-blade CPP test propeller VP1304 as 
shown in Figure 4 together with Duct 19A, a standard duct 
frequently encountered in the literature.

The geometric dimensions and details are given in Table 2.

2.5. Validation study
Figure 5 shows the comparison of the experimental data 
obtained under open water propeller test conditions with 
the results from the numerical study.

According to the data obtained at six different advance 
ratios, the results from the numerical study are understood 
to show good agreement with the experimental results.

3. RESULTS

This section presents the numerical simulation results for 
the VP1304 test propeller and Duct 19A duct. The thrust 
coefficient, torque coefficient, and propeller efficiency have 
been analyzed based on the advance ratio, as frequently 
used in the literature, in order to determine the propeller 
operating performance. The results are also discussed 
in terms of the spindle torque coefficient as proposed by 
Yurtseven and Aktay (2023).

Figure 6 shows the propeller performance coefficients 
for the VP1304 propeller designs with and without Duct 

Figure 4. The VP1304 propeller and Duct 19A duct geometry.
Figure 5. Experimental and numerical study results for the 
VP1304 propeller (Heinke, 2011).

Figure 6. Performance coefficients for the ducted and 
non-ducted VP1304 CPP.

CPP: Controllable pitch propellers.

Table 2. Geometric details of the VP1304 propeller
D 0.250 m
Blade number 5
Rotation direction Right
P0.7/D 1.635
Propeller Shaft Downstream
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Figure 7. Spindle torque coefficient for (a) non-ducted propeller and (b) ducted propeller.

Figure 8. Upstream(front) and downstream(back) pressure distributions for non-ducted and duct-
ed propellers (J=0.16).
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19A. In terms of thrust, two cases occur for the ducted 
propeller design. The ducted case shows the performance 
changes should be examined separately as those realized 
on the propeller itself and then the performance change 
on the propeller group, which can be called the ducted 
propeller group. An increase in the is known to decrease 
the propeller loading. For the ducted propeller, the thrust 
coefficient of the propeller alone gives lower values than the 
non-ducted propeller for all advance ratios. Although these 
values converge as the advance ratio increases, no specific 
high value was found. However, the thrust coefficient of 
the ducted propeller group gives very similar results to that 
for the non-ducted propeller at low advance ratios (i.e., 
under heavy load conditions). However, this similarity 
deteriorates negatively as the advance ratio increases.
In terms of propeller torque coefficient, the ducted propeller 
is seen to give significantly lower values, especially at low 
advance ratios. Therefore, it has a higher propeller efficiency 
than for the non-ducted propeller. However, this situation 
again converges to the torque coefficient of the non-
ducted propeller, with the propeller efficiency decreasing 
significantly as the advance ratio increases.
Figure 7 gives thespindle torque coefficients for the VP1304 
CPP propeller, ductedin Figure 7a and non-ducted in Figure 
7b. The curves are plotted as a function of the change in blade 
pitch angle, with 0° indicating the design pitch of the propeller 
at full track and 55° indicating the feathering position. 

Figure 7a shows the highest value of the blade spindle 
torque coefficient to be obtained at a low advance ratio. The 
spindle torque coefficient is seen to decrease as the advance 
ratio increases. Figure 7b shows the highest spindle torque 
coefficient in the ducted design to decrease significantly 
compared to the non-ducted design and to occur at a lower 
pitch angle. This decrease is practically insignificant after the 
advance ratio increases to a certain point.
Figure 8 shows the pressure distributions at different pitch 
angles for the front face and back face for the ducted and 
non-ducted propeller designs at an advance ratio of J=0.16. 
In Figure 8, the front face shows the upstream region, and 
the back face shows the downstream region. The ducted 
propeller achieves a more homogeneous pressure distribution 
by increasing the pressure on the front face and decreasing 
the pressure on the back face, especially in the regions close 
to the blade tips up to a 40° pitch angle. In addition, because 
the flow is accelerated at all angles, a general reduction in the 
pressure distribution is obtained on the surfaces. In this case, 
the ducted design reduces the overall blade spindle torque 
on the propellers. However, the accelerated flow shows the 
blades to stall much earlier when changing pitch.

Figure 9 shows the velocity distributions on the longitudinal 
center plane for the ducted and non-ducted propeller designs. 
According to these velocity distributions, the use of a duct 
increases the current flowing through the propeller to about 
3%,thus increasing efficiency and reducing the torque on the 

Figure 9. Velocity distributions along the longitudinal center planes of ducted and non-duct-
ed propellers (J=0.16).
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blade shaft axis, which allows the blade to maneuver much 
more effectively. In addition, the wake zone distributions 
shown in Figure 9 also reveal the use of the duct to correct the 
propeller wake, thus contributing to the increase in efficiency.

4. CONCLUSION

This study placed a standard Duct 19A nozzle as a test duct 
on the VP1304 propeller, provided experimental data to 
the VP1304 as a CPP test propeller, and then examined the 
change in propeller performance. 
At low advance ratios (i.e., under heavy load conditions), 
the blade spindle torque was observed to decrease for the 
ducted propeller compared to the non-ducted propeller.
Because the flow is accelerated and a homogeneous 
distribution of the wake is obtained in the ducted propeller, 
the thrust values of the ducted propeller group increased 
at low advance ratios. At the same time, an increase in 
propeller efficiency was also achieved.
The blade spindle torque, which provides the movement of 
the blades for pitch change in CPP propellers, was observed 
to besignificantly reduced in the ducted propeller. This 
reduction was also found to be more pronounced at low 
advance ratios, with the use of ducts also observed to cause 
the blades to stall earlier.
Future studies should investigate the cavitation behavior and 
flow-induced noise in ducted and non-ducted CPP propellers.
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ABSTRACT

A lumped parameter model of a domestic heat storage/recovery system is described. This is 
a typical green kitchen application, where the heat dissipated by kitchen appliances is stored 
in suitable materials by temperature rise and/or phase transitions. To this aim, sensible heat 
materials and phase change materials are considered. Based on the model, a number of design 
solutions are proposed, making use of fixed beds or shell-and-tube heat exchangers, where heat is 
stored in spheres or cylinders made up of (or encapsulating) suitable materials. The best solution 
(a PCM-based shell-and-tube exchanger) corresponds to ~50×50×25 cm, ~30 kg modules.

Cite this article as: Spagocci SM. A domestic waste heat recovery system: Mathematical model
of a green kitchen module. Seatific 2023;3:2:51–70.

1. INTRODUCTION

The present environmental concerns, and the fact that the 
conventional energy sources are bound to be exhausted, 
make the search of alternative energy sources more urgent 
than ever. Energy saving is a form of alternative energy; 
in this context, waste heat recovery becomes particularly 
important. To appreciate the importance of this form 
of energy saving, one can consider the fact that in the 
UK alone 40 TWh per year could come from waste heat 
recovery in the industrial sector [MOXOFF, 2012a]. In this 
paper, the results obtained in a design study of heat storage/
recovery systems (aimed at green kitchen applications) are 
described, together with the model employed to achieve 
them. In the green kitchen approach [MOXOFF, 2013a - 
Mukherjee, 2011], the thermal energy dissipated by various 
kitchen appliances is recovered by various means, typically 
for the production of hot water for domestic use.

There are various forms of waste heat recovery [Hussam et 
al., 2018]: regenerative and recuperative burners [Institute 
for Industrial Productivity, 2017 - BDF Industries, 2017] 

capture the waste heat from the combustion of hot flue 
gases, economizers [Thermtech, 2014] recover waste 
heat to be used for heating liquids, waste heat boilers 
[Ganapathy, 2015] are suitable to recover heat from 
exhaust gases and mainly used to produce steam for 
power generation, air preheaters [Yodrak et al., 2010] 
are employed for exhaust heat recovery. Heat exchangers 
[IPIECA, 2022] and heat pipes [JHCSS, 2017] are 
employed in such devices. The recovered heat can be 
employed to preheat the gases entering burners and/or 
furnaces, to produce electricity by steam or thermoelectric 
generators. In green kitchen applications the recovered 
waste heat comes from domestic appliances.
To have an idea of the potentialities of such technologies, 
one can consider the fact that savings of the order of 5-10% 
can be achieved by preheating gases in burners [Spirax 
Sarco, 2011], producing steam via a Rankine cycle can 
reach an efficiency of 22% [Stefanou, 2017], thermoelectric 
generators have a 2-5% efficiency but through the use of 
nanotechnologies efficiencies greater than 15% can be 
achieved [Caillat et al., 1999].

http://orcid.org/0009-0003-1658-4450
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In regenerative burners, the heat coming from the hot 
flue gases is first stored in a heat exchange medium such 
as aluminum oxide, then recovered by heating the cold gas 
through contact with the medium: this is an example of 
the utility of sensible heat materials in waste heat recovery. 
Sensible heat materials [Sarbu et al., 2018] store heat by 
increasing their temperature; in phase change material 
[Sarbu et al., 2018 - Ahmed et al., 2018], energy is mainly 
stored in the form of latent heat, although there can also be 
a temperature increase. Among sensible heat materials one 
can cite water, rock, sand and steel. Phase change materials 
can be classified as organic (paraffins and non-paraffins), 
inorganic (salt hydrates, low melting point metals), eutectic 
mixtures. At present, the cheapest and more performant 
phase change materials are paraffins [Sarbu et al., 2018].

In this paper, the lumped-parameter model employed is 
first described. To the best of the author's knowledge, this 
model substantially innovates the existing literature. On 
the base of the developed model, a number of solutions are 
proposed. The focus is on a thermal bus, with a refrigerator, 
an induction cook-top and a domestic oven connected in 
series. Whirlpool Europe presented a patent application 
[Mukherjee, 2011] concerning a green kitchen heat storage/
recovery system, based on a water tank as the storage 
medium. The use of cylindrical modules, with cylindrical 
or spherical storage modules, was only proposed as an 
ancillary system, improving the water tank performance. 
The system described here, whose feasibility study was 
commissioned by Whirlpool Europe, substantially improves 
the solution proposed in the patent. In the main body of the 
paper, the formulae needed for practical use are only given; 
a full treatment is in Annexes A1-A7.

2. PROBLEM SETTING

In Table 1, some typical sensible heat materials (SHMs) and 
phase change materials (PCMs) are illustrated. The table 
shows that the energy storage density for PCMs is up to ~10 
times larger than for SHMs. For appliance temperatures 
<50°C, the module charging process has to stop before the 
onset of fusion. In this case, PCMs only count for their 
specific heat. In this temperature range, SHMs may be more 
suitable than PCMs.

The first proposed approach is based on sensible heat 
materials [Dincer et al., 1997 - Sharma et al., 2005]. In this 
approach, the dissipated heat, carried by a fluid, heats the 
material. In the heat recovery phase, a cold fluid is put in 
touch with the material and heats up. If ρm is the material 
density, C its specific heat, ΔT the difference between the 
fluid and solid temperatures, then the material energy 
density is:

ρe=ρm 
. C . ΔT (1)

In Table 2, the thermophysical properties of typical SHMs 
are shown.

Phase change materials [Sharma et al., 2009] work similarly, 
except that most of the thermal energy is accumulated in the 

form of latent heat of fusion. During the phase transition, 
the material does not change its temperature. If ρm is the 
material density, ΔH the transition (fusion) enthalpy, the 
material energy density is:

ρe=ρm 
. ΔH (2)

In Table 3, the thermophysical properties of common 
PCMs are shown.

In heat storage/recovery systems, the storage material is 
part of a heat exchanger so that, in the module charging 
phase, a hot thermo-vector fluid (heated by the thermal 
energy to recover) is able to transfer heat to the material. In 
the module discharging phase, a cold thermo-vector fluid 
gets heated, removing heat from the material.

In [MOXOFF, 2013a - Mukherjee, 2011], a possible design 
solution, based on a fixed bed (Fig. 1), was proposed. A 
fixed bed [Holdich, 2002] is a metal cylinder, filled with 
spheres of a suitable material and crossed by a thermo-
vector fluid that exchanges heat with them. In the fixed 
bed regime, the viscous drag force does not prevail over 
gravity and the spheres are stuck in their position. Beyond 
the minimal fluidization velocity, the viscous drag force 
overcomes gravity and the spheres acquire a turbulent 
motion. One is then in the fluidized bed regime; the 
latter is unstable for spheres of diameter ≥1 cm [Holdich, 
2002]. The diameter that had to be chosen falls in this 
range [MOXOFF, 2013b]; consequently, a fluidized bed 
solution was not considered.

In [MOXOFF, 2013a - Mukherjee, 2011] a possible design 
solution, based on a shell-and-tube heat exchanger 
[Mukherjee, 1998] (Fig. 2), was also proposed. Here it is 
only pointed out that the shell-and-tube heat exchanger has 
to be equipped with baffles, whose aim is described later. 
In [MOXOFF, 2013a], appliances are classified, according 
to their time behaviour, as discrete or continuous. As 
an example, one may consider a domestic oven and a 
refrigerator. Heat is recovered from a domestic oven when 
the appliance is turned off and its temperature is ~180-
250°C [Zavattoni, 2012]. One then has a discrete process. 
A refrigerator, instead, dissipates energy continuously. A 
typical refrigerator is reported to dissipate 84 W at 40°C 
[Zavattoni, 2012].

Appliances can either dissipate at a nearly constant 
temperature (as in the case of a refrigerator or cook-top 
induction plane) or a variable temperature (as in the case 
of a domestic oven). The following module classification is 
then proposed:

• Constant Inlet Temperature Modules with SHMs 
(CITSHM),

• Constant Inlet Temperature Modules with PCMs 
(CITPCM),

• Variable Inlet Temperature Modules with SHMs 
(VITSHM),

• Variable Inlet Temperature Modules with PCMs 
(VITPCM).
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3. MATHEMATICAL MODEL

3.1. System dimensioning
In order to be able to calculate the dimensions of 
the proposed heat storage/recovery systems, let us 
first introduce the energy size E0, scaled by a factor fd 
(whose aim is clarified in the following). The volume of 
material needed to achieve an energy size E0 can then be 

calculated based on ρe, the storage density, Eq. (1) or (2). 
In particular, one has:
Vm=  

fd
.E0

ρe  (3)

Let us also introduce the porosity 1-ε3, for a fixed bed and 
a shell-and-tube exchanger. In the former case, one has to 
use the result reported in the literature for the maximum 

Table 1. Heat storage characteristics of typical materials [Dincer, 1997 - Sharma et al., 2009]. ΔT = 15°C is assumed for 
sensible heat materials

Property Rock Water Organic Inorganic 
   PCM PCM
Density (kg/m3) 2240 1000 800 1600
Specific heat (kJ/kg.°K) 1.00 4.18 2.00 2.00
Latent heat (kJ/kg) - - 190 230
Mass per 106 J stored (kg) 67 16 5.30 4.35
Volume per 106 J stored (m3) 30 16 6.60 2.70
Relative mass 15 4 1.25 1.00
Relative volume 11 6 2.50 1.00

PCM: Phase change materials

Table 2. Heat storage characteristics of typical sensible heat materials [Dincer, 1997 - Mardiana-Idayua et al., 2012]

Material Water Aluminum Rock Steatite Steel
Density (kg/m3) 1000 2700 2560 2680 7800
Specific heat (kJ/kg.°K) 4.18 0.90 0.96 1.07 0.57
Thermal conductivity (W/m.°K) 0.60 204 0.48 2.50 50

Table 3. Thermophysical properties of various phase change materials [Sharma et al., 2005 - Sharma et al., 2009]. The 
literature data are inconsistent and fragmentary. Where a parameter is available for only one phase, the value for the remaining 
phase was taken to coincide with the available value. Where a piece of data is missing for both phases, when possible, it 
was approximated with the average value for materials of the same category, when not possible, it was approximated with 
the typical values of Table 1. In the case of inconsistent data from different sources, the most pessimistic value was chosen. 
Materials with a transition temperature in the 20-100°C range were only considered. (l) = liquid state, (s) = solid state
Material	 Fusion	 Fusion	 Thermal	 Thermal	 Density	(l)	 Density	(s)	 Specific	 Specific 
 temperature heat conductivity conductivity (kg/m3) (kg/m3) heat (l) heat (s)  
 (°C) (kJ/kg) (l) (W/m.°K) (s) (W/m.°K)      (kJ/kg.°K) (kJ/kg.°K)

Paraffin C16-C28 42 189.0 0.210 0.210 765 765 2.100 2.100
Paraffin C20-C33 48 189.0 0.210 0.210 769 769 2.100 2.100
N-Hexacosane 56 257.0 0.210 0.210 770 770 2.100 2.100
Paraffin C22-C45 58 189.0 0.210 0.210 795 795 2.100 2.100
Paraffin C23-C45 62 189.0 0.210 0.210 790 790 2.100 2.100
Paraffin wax 64 173.6 0.167 0.339 790 790 2.100 2.100
Paraffin C21-C50 66 189.0 0.210 0.210 830 830 2.100 2.100
Naphtalene 80 147.7 0.132 0.34 976 976 2.000 2.000
Ba(OH)2 . 8H2O 48 265.0 0.653 0.653 1937 1937 2.000 2.000
Mg(NO3)2 . 6H2O 89 149.5 0.490 0.490 1550 1550 2.000 2.000
Mg(NO3)2 . 6H2O + NH4NO3 52 125.5 0.494 0.494 1515 1515 2.000 2.000
Naphtalene + Benzoic acid 67 123.4 0.130 0.257 800 800 2.000 2.000
Lauric acid 42 178.0 0.147 0.147 870 870 1.600 1.600
Stearic acid 60 186.5 0.172 0.172 848 848 2.350 2.350
Palmitic acid 61 185.4 0.132 0.132 848 989 1.975 1.975
Neopentylglycol 48 139.0 0.360 0.360 1190 1190 2.760 2.760
Trimethylol ethane 82 174.0 0.510 0.510 1220 1220 2.750 2.00
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sphere packing density (face-centered cubic lattice [Hales 
et al., 2006]).

In particular, one has 
ε3 =  л  ≈74%

3.√2  
(4)

Provided this is economically feasible, spheres in the 
fixed bed could be packed according to Eq. (4), at least 
approximately. The random sphere packing density is 
instead ~64% [Song et al., 2008] so, cautiously, this figure 

was rather employed. For cylinder packing, ε3 can be 
calculated analytically, under the hypothesis that each 
circle of radius ru is located at the center or edges of a 
square of size 4∙ru and each cell contains two circles. One 
has to consider that, in shell-and-tube exchangers, an 
empirical rules states that for greater efficiency the tube 
pitch (minimum distance between the tubes) must be 1.25 
times their diameter [Mukherjee, 1998]:

ε3 = 4л  ≈50%
25  

(5)

A porosity 1-ε2, characterizing the average velocity of the 
thermo-vector fluid in the fixed bed, can finally be defined 
and it turns out that:

ε2= ε3 (6)

as shown by the continuity equation [Sharma et al., 2005]. 
The module volume is then:
Vc=  

Vm

ε3  
(7)

Let us also define the shape factors ac and au, for a cylindrical 
module of height hc and the module or its storage units, 
respectively:
ac=  

hc

rc  (8)

and:
au=  

hc

ru  (9)

One can then calculate Nu, the number of heat storage 
units, for spheres and cylinders. The calculation can be 
carried out by noticing that the total volume occupied by 
the storage units is given by Vc∙ε3 and dividing this volume 
by the volume of a single storage unit. For spheres, one has:

Nu =   
л

 ∙√32

a3u

a2c  
(10)

for perfect packing (in the case of random packing, the 
coefficient is ~0.48). For cylinders:

Figure 1. A heat storage/recovery module, based on a 
fixed bed. The spheres are filled with a phase change ma-
terial (such as glycol) or made up of a sensible heat mate-
rial (such as aluminium).

Figure 2. A heat storage/recovery module, based on a shell-and-tube heat exchanger. The spheres are filled with a phase 
change material (such as glycol) or made up of a sensible heat material (such as aluminium).
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Nu = 4л ∙25
a3u
a2c  (11)

On the other hand, Su, the total heat exchange area of the 
units, is easily determined by multiplying the exchange area 
of a storage unit by the number of units. For spheres:
Su= л

2 
∙au∙√2

r2c
 

(12)

and for cylinders:

Su= 
8л2 

∙ 
au

 ∙hc∙rc25 ac  (13)

For the best solutions, it was determined that Nu≈20000 
(cylindrical storage modules) and Nu≈50000 (spherical 
storage modules). See Tables 4-7.

3.2. Thermal energy exchange
Let us then present the model devised for calculating the heat 
storage/recovery system features, which generalizes the results 
in [Bejan, 1978]. To this aim, let us first introduce the quantity:

τ= 
M.C
m. .Cp

 
(14)

with dimensions of time, where M is the heat storage 
material mass, C its effective specific heat, m.  the mass flow 
rate of the thermo-vector fluid, Cp its specific heat. Let us 
then introduce θ (non-dimensional time) and y, given by:

θ= t τ  (15)

y=1−exp(−NTU) (16)
where NTU (the Number of Transfer Units) is a non-
dimensional parameter, given by:

NTU= 
U∙ Su

m. .Cp
 

(17)

In Eq. (17), U is the heat exchange coefficient. For our 
geometry and fluid, it turns out that NTU>>1. As a 
consequence of Eq. (16), one has y≈1. Also, in Annex A3 it 
is shown that NTU>>1 maximizes the system effectiveness. 
Therefore, this condition was imposed to our solutions. As 
for the temperature profile, one has:
T=T∞+(T0−T∞) .exp(−θ)+ΔT(t) (18)
with:
ΔT(t)=exp(−θ).∫0

θ ds .exp(s).ΔT∞(s) (19)

ΔT∞(t)=Tin(t)−T∞ (20)
In the previous equations:
• T is the material (fluid outlet) temperature,
• T0 is the room temperature,
• Tin(t) is the temperature of the thermo-vector fluid at 

the inlet,
• T∞ is the asymptotic value of Tin(t).
Let us observe that the material and, as explained, fluid 
outlet temperatures, for y≈1 are almost equal [Wall, 1977]. 

Table 4. The PCM-based fixed bed heat storage/recovery system. The system is made up of four thermally insulated 
modules. There are two parallel refrigerator modules, alternatively working in the charging and discharging mode. 
System diameter = 50 cm. Spherical heat storage unit diameter = 1 cm. Charging time = 18 min. Effective charge 
efficiency = 145%. Energy efficiency = 80%

	 Compound	 Height	(cm)	 Mass	(kg)	 Energy	 Air	flow	 Number	of 
    storage (MJ)  (l/s) units
Induction plane Glycol 4.0 5.9 0.1 2.4 12633 
(18 min, 100 W 
@ 60°C)
Oven (18 min, Glycol 4.7 7.1 1.1 5.9 15220 
365 W @ 80°C)
Refrigerator Glycol  2×3.9 2×5.9 2×0.1 2×4.0 2×12561 
(18 min, 84 W 
@ 40°C)
Total (549 W)  16.5 24.8 1.4 16.3 52975

Table 5. The PCM-based shell-and-tube heat storage/recovery system. The system is made up of four thermally 
insulated modules. There are two parallel refrigerator modules, alternatively working in the charging and discharging 
mode. System diameter = 50 cm. Cylindrical heat storage unit diameter = 0.5 cm. Charging time = 18 min. Effective 
charge efficiency = 122%. Energy efficiency = 76%

	 Compound	 Height	(cm)	 Mass	(kg)	 Energy	 Air	flow	 Number	of 
    storage (MJ)  (l/s) units
Induction plane Glycol 5.7 6.7 0.1 2.4 5027 
(18 min, 100 W 
@ 60°C)
Oven (18 min, Glycol 5.6 6.6 1.1 5.9 5027 
365 W @ 80°C)
Refrigerator Glycol 2×6.2 2×7.3 2×0.1 2×4.0 2×5027 
(18 min, 84 W 
@ 40°C)
Total (549 W)  23.9 27.9 1.4 16.3 20108
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T∞ coincides with the appliance dissipation temperature, for 
constant temperature appliances. For variable temperature, 
it coincides with the asymptotic temperature of the fluid 
and the module. See Annexes for details.

As for the appliance temperatures, the relevant cases are 
both constant and exponentially decreasing dissipation 
temperatures [MOXOFF, 2013b]. In particular, the 
exponential law applies to convection oven cooling, 
where, as demonstrated in Annex A2, things work as if the 
oven dissipated at an effective and constant temperature. 
In all practically relevant cases, Eqs. (18) to (20) then 
reduce to [Bejan, 1978]:

T=T∞+(T0−T∞).exp(−θ) (21)

where T describes both the fluid outlet and material 
temperature and T∞, in the case of a domestic oven, must 
be interpreted as an effective temperature. Eq. (21) reveals 
that, for short charging times, both the outlet fluid and 
the material are at room temperature. Their temperature 
increases exponentially, until both reach the inlet fluid 
temperature. For long charging times, the heat transfer 
rate between the material and the fluid becomes negligible, 
since they approximately reach the same temperature.

By introducing the concept of exergy [Bjurström et al., 
1985], defined as the maximum work that a system can 

do while reaching equilibrium with its environment, and 
exergetic efficiency, it is then possible to maximize the 
system exergetic efficiency (Annex A5) as a function of 
charge time. The thermodynamic optimization translates 
into an expression for Topt, the optimal module charging 
temperature. In fact, such a temperature is approximately 
given by the geometric mean between the room and fluid 
inlet temperatures. In [Bjurström et al., 1985] it is stated that 
this geometric mean approximates the optimal charging 
temperature when the module temperature increase is 
negligible. As detailed in Annex A6, such an expression (at 
5%) rather describes Topt in the 20-100°C range, so that:

Topt≈√ T0 .T∞ (22)

Let us point out that, in the interval 20-100°C, the arithmetic 
and geometric means differ by ~1%. More accurately, in the 
20-100°C range one has (Annex A6):

Topt=0.64 .T∞+0.36 .T0 (23)

By inverting Eq. (23), one finds an expression for the system 
charging time:

Topt= τ  .log( 
T∞−T0 )fd T∞−Topt  (24)

where τ is given by Eq. (14), Topt by Eq. (23) and the factor fd 
was inserted. Let us notice that, by substituting Eq. (23) in 
Eq. (24), it is seen that topt≈τ (provided fd=1). For the optimal 

Table 7. The SHM-based shell-and-tube heat storage/recovery system. The system is made up of four thermally 
insulated modules. There are two parallel refrigerator modules, alternatively working in the charging and discharging 
mode. System diameter = 50 cm. Heat storage cylindrical unit diameter = 0.5 cm. Charging time = 18 min. Effective 
charge efficiency = 83%. Energy efficiency = 83%

	 Compound	 Height	(cm)	 Mass	(kg)	 Energy	 Air	flow	 Number	of 
    storage (MJ)  (l/s) units
Induction plane Aluminium 7.7 20.6 0.1 2.4 5027 
(18 min, 100 W 
@ 60 °C)
Oven (18 min, Aluminium 17.7 47.1 1.1 5.9 5027 
365 W @ 80 °C)
Refrigerator Aluminium 2×8.5 2×22.6 2×0.1 2×4.0 2×5027 
(18 min, 84 W 
@ 40 °C) 
Total (549 W)  42.4 112.9 1.4 16.3 20108

Table 6. The SHM-based fixed bed heat storage/recovery system. The system is made up of four thermally insulated 
modules. There are two parallel refrigerator modules, alternatively working in the charging and discharging mode. 
System diameter = 50 cm. Spherical heat storage unit diameter = 1 cm. Charging time = 18 min. Effective charge 
efficiency = 87%. Energy efficiency = 87%

	 Compound	 Height	(cm)	 Mass	(kg)	 Energy	 Air	flow	 Number	of 
    storage (MJ)  (l/s) units
Induction plane Aluminium 5.5 18.2 0.1 2.4 17151 
(18 min, 100 W 
@ 60°C)
Oven (18 min, Aluminium 14.9 50.6 1.1 5.9 47763 
365 W @ 80°C)
Refrigerator Aluminium 2×5.3 2×18.1 2×0.1 2×4.0 2×17053 
(18 min, 84 W 
@ 40°C)
Total (549 W)  31.0 105.0 1.4 16.3 99020
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configurations, then, θ≈1. As explained below, by over-
dimensioning the module by the factor fd, it is possible to 
achieve an apparent charging efficiency of more than 100%.

Since an infinitesimal fluid volume, entering the heat 
exchanger at T∞ and transferring its thermal energy to the 
storage material, exits the system and suddenly reaches T0 
[Wall, 1977], it is possible to establish a relationship between 
the mass flow rate and the power transported by the fluid:

W=m. . Cp
. (T∞−T0 ) (25)

This expression then allows to determine the volume 
throughput Φ, given W:

Φ=pm
.Cp

.(T∞−T0)
W

 (26)

Given Eq. (25) and:

E=M.C.(T∞−T0) (27)

(E=fd∙E0) the system time constant, Eq. (16), can be re-
written as:

τ=  E   W  (28)

From Eq. (24), then:

Topt= E0  .log( 
T∞−T0  )

W T∞−Topt  (29)

One also needs to calculate U, the thermal exchange 
coefficient. For fixed beds, the correlation in [Chauk et al., 
1998] was employed:

Nu=
U.(2.ru)

=1.80.(Pr)1/3.(Re)1/2

kf  (30)

For the shell-and-tube exchangers [Fernandez et al., 2010]:

Nu=
U.(2.ru)

=1.04.(Pr)0.36.(Re)0.40

kf  (31)

In the previous equations, Nu is the Nusselt number, kf the 
thermal conductivity of the fluid, Pr the Prandtl number 
[Dincer et al., 1997 - Fernandez et al., 2010]:

Pr=
 µf .Cp

km  (32)

where μf is the viscosity of the thermo-vector fluid, km is the 
thermal conductivity of the material and Re is the Reynolds 
number [Chauk et al., 1998 - Shah et al., 1998]:

µf 
ρm

.(1−є3).(2 .ru).vf

 (33)

where vf is the thermo-vector fluid mean velocity. For 
Re>3000 one enters the turbulent regime [Shah et al., 
1998]. In our case, Re<1200 [MOXOFF, 2012b]. The mean 
thermo-vector fluid velocity is:

vf =fp(1−є2).л.r2c

Φ
 (34)

where fp is the ratio between baffle pitch and cylinder 
diameter (0.051, corresponding to a baffle pitch of 1 in and 
a cylinder diameter of 50 cm [MOXOFF, 2013b]).

In order to quantify the efficiency of green kitchen modules, 
let us introduce:

• the charge efficiency ηc, defined as the ratio between the 
stored energy and the maximum energy that could be 
stored in the system (its energy size E0),

• the energetic efficiency ηe, defined as the ratio between 
the energy stored and the energy transported by the 
thermo-vector fluid.

As shown later, both indicators have to be considered, in 
order to quantify the system behaviour. In particular, one has:

ηc= M.C.(T∞−T0) =1−exp(−θ)
M.C.(T−T0)

 (35)

ηe=  W.t
M.C.(T−T0)

= 
η

c =
 1−exp(−θ)

θ θ  (36)

Let us point out that ηc monotonically increases from 0 
to 1, as t→∞. For finite charging times, then, ηc<1. In fact, 
ηc could be made ≈1, provided t→∞. In this case, however, 
ηe→0. In fact, ηe monotonically decreases from 1 to 0, as t→∞.
In the following, the model is applied to the previously 
classified module types. The reader may refer to the Annexes 
for details. As for model accuracy (Annex A3), one estimates 
a maximum temperature error of ~3%, with respect to 
their real space-time behaviour. As already noticed, the 
optimal charging time is t≈τ. For both continuous and 
discrete behaviour appliances, then, a charge and energetic 
efficiency of 1-e−1≈63% is predicted (provided the module 
is not over-dimensioned).
As shown in Annex A3, the model uses a number of 
approximations. Conditions on the Fourier (Fo≥0.04) and 
NTU (NTU≥3) numbers must then be satisfied. The above-
mentioned conditions translate into each module having to be 
tall enough. In fact, see Eq. (A3.12), NTU is proportional to 
hc. On the other hand, Eq. (A3.3), Fo is proportional to hc-2. 
The coefficient in the Fo condition is two orders of magnitude 
lower than in the NTU condition and so, as verified, the former 
dominates. Given the module energy size (E0) and base radius 
(rc), the previously developed equations fix its height. The 
modules then have to be over-dimensioned by fd, so as to make 
them tall enough and respect the Fo and NTU conditions.

4. MODULES

The charging process merely allows a limited charge 
efficiency. On the other hand, the choice of a factor fd>1 
increases efficiency. In fact, the energy accumulated into a 
module is given by ηc∙E0. If one increases the energy size 
by making the module taller by a factor fd, one can pretend 
to have the same energy size with an increased charge 
efficiency. As noticed above, in this paper it is assumed 
that topt≈τ. Therefore, see the comments to Eq. (24), one 
has θ=1/fd+θf where, as shown in Appendix A5, θf is the 
non-dimensional time taken by fusion to occur. The 
charging efficiency for a non-upscaled module must then 
be multiplied by fd, to give the effective charging efficiency.

Based on these facts, it is then possible to give expressions for the 
module efficiency. In particular, see Annex A4, an expression 
valid for all the previously defined module categories is:
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T∞
~ =T∞−k1∙(1−e−1)∙(T∞−T0) (37)

T=T∞
~ +(T0−T∞

~ )∙exp(−θ) (38)

ηopt
c =fd

∙(1−k2 ∙exp(− 1
fd

))
 

(39)

ηopt
e =fd

∙(1−exp(− 1
fd

))
 (40)

In the previous equations, k1 is 0, unless for VITSHMs and 
VITPCMs, in which case it is 1. k2 is 1, unless for CITPCMs 
and VITPCMs, in which case it is 1/2.

5. APPROXIMATIONS

In Annex A4, it is shown that the previous equations 
are approximations to the exact formulae. Using these 
approximate formulae, however, leads to a conservative 
design choice (to slightly overestimating module height, 
which can only increase thermal exchange efficiency, given 
the previously mentioned NTU conditions). Based on the 
results in Annex A3, the model is expected to reproduce the 
experimental results within ~3%. In Annex A4, it is equally 
shown that, for VITSHMs and VITPCMs, the efficiency 
expressions should be multiplied by correction factors ~1, 
ignoring which leads to slightly overestimating module 
height, with beneficial effects on thermal exchange efficiency.

The expression for the PCM module charging time, in 
principle, should be modified by adding the fusion time 
to the set 18 min. On the other hand, Table 3 shows that 
the fusion heats of interest are <514 MJ/m3. Furthermore, 
Tables 4-7 show that transferred power is larger than 
84·0.8=67 W. The storage units have 5 mm diameter 
and height <20 cm. A fusion process duration <30 sec, 
therefore negligible, is then calculated.

6. RESULTS

The mathematical model was simulated by an Excel spreadsheet. 
Using the model developed here, optimal configurations for 
both fixed beds and shell-and-tube heat exchangers, loaded with 
spherical or cylindrical heat storage units (made up of suitable 
heat storage materials), were calculated. The storage modules 
have an energy size of 1.4 MJ, approximately corresponding 
to the energy needed for heating water in a dish-washer cycle 
[MOXOFF, 2013a]. As for the thermo-vector fluid, air, with 
a maximum flow rate of 6 l/s per module, was chosen, as 
determined by structural and acoustical considerations (water 
would require lower flows, which would not pass through the 
heat exchanger [Zavattoni et al., 2014].

A domestic kitchen heat storage module was considered, 
coupled to a thermal bus that connects a refrigerator, an 
induction cook-top plane and a domestic oven. For the 
refrigerator, one must have two parallel heat storage modules 
[Mukherjee et al., 2011], since while one module is charging, 
the other is in the discharge phase. For discrete behaviour 
appliances, instead, a single module suffices. The cook-top 
induction plane charge time is ~18 min [Zavattoni et al., 
2014]. The domestic oven charge time can be determined 

at will (within technological limits) by choosing a suitable 
air extraction pump. In the case of a refrigerator, the charge 
time depends on how much energy must be accumulated. 
Envisaging possible synchronization among the appliances, a 
common charge time of 18 min was then chosen [MOXOFF, 
2012a - MOXOFF, 2013b]. The appliances considered were:

• A refrigerator, dissipation temperature: 40°C, dissipated 
power: 84 W, charging time: 18 min, stored energy: 0.1 
MJ, air flow rate: 4.0 l/s.

• An induction cook plane, dissipation temperature: 
60°C, dissipated power: 100 W, charging time: 18 min, 
stored energy: 0.1 MJ, air flow rate: 2.4 l/s.

• An oven, equivalent dissipation temperature: 80°C, real 
dissipation temperature range (as time proceeds): 20-
100°C, charging time: 18 min, stored energy: 1.1 MJ, 
dissipated power: 365 W, air flow rate: 5.9 l/s.

In Tables 4-7, results for cylindrical modules with 50 cm 
diameter are shown. As for efficiencies and volume, the 
smallest factor needed for satisfying model approximations 
was chosen and efficiencies were calculated accordingly 
(and turned out to be ~80-150%, since the effective 
efficiency, due to the way it is defined, can be >100%). In 
order to rank the various solutions, a figure of merit, the 
power density (up to ~200 W/kg), was devised:

ρp
=  

E∙ηc

ρm∙Vm∙topt  
(41)

As for shell-and-tube heat exchangers, the following 
solutions were found:

• ~50×50×25 cm, ~30 kg (PCMs),

• ~50×50×40 cm, ~110 kg (SHMs).

On the other hand, fixed beds turned out to be ~30% shorter 
and ~10% lighter. Since module height is not critical, and 
fixed beds are harder and more expensive to build, the choice 
of election is PCM-based shell-and-tube heat exchangers.

7. DISCUSSION

As shown in Annex A3, a maximum error of ~3% is predicted, 
with respect to the real temperature behaviour of the system. 
A priori, one might worry about pressure drop in the heat 
exchangers. However (Annex A7), the maximum pressure 
drop is <0.5% of the atmospheric pressure and can then be 
neglected. Let us finally notice that both the fixed bed and the 
shell-and-tube exchanger have to be equipped with baffles. 
Baffles have different functions [Mukherjee, 1998]: they 
contribute to the structural stability, drive the flow by avoiding 
blind corners, make the flow orthogonal to the axis, improving 
the heat exchange rate. Simulation results imposed to devise 
a mechanism for increasing the mean area velocity, so as to 
increase the system NTUs. Baffles turned out to be the answer.

The model described here was conceived in order to fulfill the 
request, by Whirlpool Europe, to dimension a green kitchen 
system for which, to the best of the author's knowledge, no 
model existed in the literature. Experimental tests were 
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performed by Whirlpool Europe [Zavattoni et al., 2014] but no 
details were released in the open literature. Our exercise was 
meant to obtain a proof-of-concept, so that Whirlpool might 
decide whether to build and experiment a prototype. To the best 
of our knowledge, however, no prototype was built, therefore 
our model, although its approximations were demonstrated to 
be reasonable, was not validated experimentally.

8. CONCLUSION

The model is based on a lumped parameter approach, 
which makes it sufficiently simple and manageable. 
As previously stated, and shown in Appendix A3, a 
maximum error of ~3% is predicted, with respect to the 
real behaviour of the system. The model, however, could 
not be validated experimentally. Unfortunately, not all the 
possible heat storage materials could be considered, due 
to inconsistencies in literature data. However, ~20 SHMs 
and PCMs were considered, representing all the available 
material typologies. We acknowledge the existence of 
thermoplastic materials [Oguzhan et al., 2019], for which, 
however, we could not find useful data.
Our simulations allowed us to find a PCM-based and a 
SHM-based configuration, satisfying our specifications 
with the largest exergetic efficiency, namely ~50x50x25 cm, 
~30 kg (PCM) and ~50x50x40 cm, ~110 kg (SHM). The 
PCM-based module is more compact and less heavy, so we 
tend to prefer it. Starting from the results achieved, future 
work might involve numerical optimization of the best 
configurations, using CFD software. Needless to say, the 
model would need experimental validation, which at the 
moment is lacking. In any case, the efficiencies calculated 
with a lumped parameter model are a lower estimate of 
those calculated with a 2D model [Taylor et al., 1991a - 
Taylor et al., 1991b]; the model, consequently, produces a 
conservative design. An interesting development might 
be an extension of the model to restaurant or industrial 
kitchens, especially in connection with a financial analysis.

NOMENCLATURE

ρm : Material density (kg.m-3)
C : Material specific heat (J.K-1.kg-1)
ΔT : Fluid minus solid temperature (K)
ρe : Material energy density (J.m-3)
ΔH : Material fusion enthalpy (J)
Vm : Material volume (m3)
E0 : Module energy size (J)
fd : Module volume factor (n.d.)
ε3 : 1-ε3 is 3D porosity (n.d.)
ε2 : 1-ε2 is 2D porosity (n.d.)
Vc : Module volume (m3)
hc : Module height (m)
ac : Module shape factor (n.d.)
au : Module unit shape factor (n.d.)

rc : Module radius (m)
ru : Module unit radius (m)
Nu : Total number of units (n.d.)
Su : Total heat exchange area (m2)
M : Material mass (kg)
m. : Fluid mass flow rate (kg.s-1)
Cp : Fluid specific heat (J.K-1.kg-1)
θ : Non-dimensional time (n.d.)
NTU : Number of Thermal Units (n.d.)
y : NTU-derived non-dimensional parameter (n.d.)
U : Heat exchange coefficient (W.m-2.K-1)
T0 : Room temperature (K)
Tin : Inlet fluid temperature (K)
T∞ : Asymptotic value of Tin (K)
Topt : Optimal module charging temperature (K)
topt : Optimal module charging time (s)
W : Power transported by the fluid (W)
Φ : Fluid volume throughput (m3.s-1)
E : Energy deposed in the material (J)
Nu : Nusselt number (n.d.)
Pr : Prandtl number (n.d.)
Re : Reynolds number (n.d.)
kf : Fluid thermal conductivity (W.m-1.K-1)
km : Material thermal conductivity (W.m-1.K-1)
μf : Fluid viscosity (N.s.m-2)
vf : Fluid mean velocity (m/s)
fp : Baffle pitch over heat module diameter (n.d.)
ηc : Module charging efficiency (n.d.)
ηe : Module energetic efficiency (n.d.)
ηc

opt : Optimum module charging efficiency (n.d.)
ηe

opt : Optimum module energetic efficiency (n.d.)
ρp : Module power density (J.m-3)
t : Time coordinate (s)
Fo : Fourier number (n.d.)
fe : Module energetic efficiency correction factor (n.d.)
fc : Module charging efficiency correction factor (n.d.)
Wex : Power exchanged between material and fluid (W)
LMTD : Log Mean Temperature Difference (K)
S : Heat exchange area (m2)
Tf : Fluid outlet temperature (K)
Ts : Solid material temperature (K)
Wf : Heat exchanged between material and fluid (J)
Ws : Power exchanged between material and fluid (J)
P : Heat exchanger wetted perimeter (m)
x : Distance coordinate (m)
λ : Spatial temperature decay constant (m)
T~∞ : Effective oven dissipation temperature (K)
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tc : Module charging time (s)
dm : Infinitesimal mass entering the oven (kg)
σ : Oven thermal disturbance standard deviation (m)
αp : Air thermal diffusivity (m2.s-1)
lo : Oven characteristic length (m)
to : Oven thermal disturbance characteristic time (s)
Bi : Biot number (n.d.)
αm : Material thermal diffusivity (m2.s-1)
tu : Module unit heat diffusion time scale (s)
τu : Module unit thermal equilibrium time scale (s)
KR : Ratio between material and fluid thermal conductivities  
 (n.d.)
εfit : Error due to temperature fitted by an exponential (K)
εnct : Error due to non-constant temperature (K)
εdyn : Error due to material lagging behind fluid (K)
ε : Total temperature error (K)
ΔTm : Temperature drop across the material (K)
Tf : Material fusion temperature (K)
θf : Material fusion duration (τ depending on Cl) (s)
θ(l)

f : Material fusion ending time (τ depending on Cl) (s)
θ(s)

f : Material fusion ending time (τ depending on Cs) (s)
Cs : Material solid specific heat (J.K-1.kg-1)
Cl : Material liquid specific heat (J.K-1.kg-1)
Ca : Material average specific heat (J.K-1.kg-1)
Cf : Material fusion specific heat (J.K-1.kg-1)
Ct : Material total specific heat (J.K-1.kg-1)
ξs : Material solid non-dimensional specific heat (n.d.)
ξl : Material liquid non-dimensional specific heat (n.d.)
ξa : Material average non-dimensional specific heat (n.d.)
ξf material fusion non-dimensional specific heat (n.d.)
ξt : Material total non-dimensional specific heat (n.d.)
θopt : Optimum module charging time (τ depending on Cl) (s)
E : System exergy (J)
U : System internal energy (J)
p0 : Environmental pressure (Pa)
V : System volume (m3)
S system entropy (J.K-1)
W : Work performed by the system (J)
ΔStot : System plus environment entropy variation (J.K-1)
Wdis : Dissipated work (J)
ηex : Exergetic efficiency (n.d.)
Wmax : Maximum work performed by the system (J)
τ∞ : A non-dimensional temperature (n.d.)
<θopt> : Average value of θopt (s)
α : A function of <θopt> (n.d.)
Tc : Temperature at which the modulus charges (K)
θc : Non-dimensional Tc (τ depending on Cl) (n.d.)
Δpfb : Fluidized bed pressure drop (Pa)

du : Module unit diameter (m)
Δphh : Heat exchanger pressure drop (Pa)
Nb : Number of heat exchanger baffles (n.d.)
N~r : Effective number of heat exchanger tube rows (n.d.)
f : Friction factor (n.d.)
dc : Module diameter (m)
vmf : Minimal fluidization velocity (m.s-1)
g : Gravitational acceleration (m.s-2)
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ANNEX A1 
HEAT STORAGE SYSTEM MODEL

Let us generalize the model of a heat/storage recovery sys-
tem to a time-variable inlet temperature profile. In particu-
lar, the analysis assumes that a hot fluid enters an insulated 
vessel, where it interacts with a sensible heat material 
(SHM), supposed to have constant temperature, and heats 
it. Thermal energy can then be stored. Let us then express 
Wex, the power exchanged between the material and the 
thermo-vector fluid, by using the Log Mean Temperature 
Difference (LMTD) formalism [Bejan, 1978]:

 (A1.1) 

 
(A1.2) 

where U is the heat transfer coefficient, S is the heat 
exchange area, Tf is the fluid outlet temperature, Tin (t) is 
the fluid inlet temperature (supposed to be varying in time) 
and Ts is the solid temperature.
The exchanged power, as seen from the fluid side, is given by:

 (A1.3)

where  is the fluid flow rate, Cp is its specific heat. The 
exchanged power, as seen from the solid side, is given by:

 (A1.4) 

where M is the solid mass, C the solid specific heat. 
Combining Eqs. (A1.1)-(A1.3):

 (A1.5)

where y is a parameter characterizing heat transfer in 
the system. As shown in Annex A3, y≈1 to any practical 
purpose.
In particular:

 (A1.6) 

where the parameter NTU (Number of Transfer Units) is a 
non-dimensional number [Bejan, 1978]:

 (A1.7) 

In Annex A3, it is shown that the condition NTU→∞ is 
imposed to the system, so that:

 (A1.8)

By combining Eqs. (A1.3)-(A1.5), one has the following dif-
ferential equation:

 (A1.9) 

where τ is given by Eq. (A1.10) and Tin is variable in time 
(for physical reasons, at infinity it must flatten to T∞). Both 

the inlet and outlet temperatures, at t=0, are supposed to be 
room temperature (T0). Given these conditions, the solu-
tion of the differential equation is an exponential, with:

 (A1.10)

where the coefficients added to the exponential and multi-
plying it are functions of time:

 (A1.11)

 (A1.12)

and:

 (A1.13) 

As for the solid, by combining Eqs. (A1.3) to (A1.5), one has:

 (A1.14) 

where the same fluid temperature hypotheses as above are 
assumed. In particular:

 (A1.15)

 (A1.16) 

These solutions can be unified and simplified under 
hypothesis that NTU→∞:

 (A1.17) 

 (A1.18)

 (A1.19) 

In the previous equations, T is the common temperature 
to the outlet fluid and solid. Of special interest is the case 
NTU→∞ and Tin(t)=T∞ (constant inlet temperature):

 (A1.20)

For any practical purpose, the previous equation is applica-
ble to all the systems described here. In the previous equa-
tions, the non-dimensional time is defined as:

 (A1.21)

Finally, let us calculate the temperature distribution inside 
the exchanger:

 (A1.22)

 (A1.23)

where P is the wetted perimeter:

 (A1.24) 
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where hc is the cylindrical module height. In the previous 
equation:

 (A1.25) 

According to the boundary conditions, at x=0 the fluid 
temperature must be T∞ at any time. The fluid temperature 
at x=hc must be established, at any time, by Eq. (A1.20) or 
its various generalizations. In this case, Eq. (1.24) gives:

 
(A1.26)

Alternatively, provided Eq. (A1.20) holds, the temperature 
profile is:

 
(A1.27) 

 

According to Eqs. (A1.26) and (A1.27) if, as in our con-
figurations, one has NTU>>1, then λ→0 and the fluid tem-
perature is nearly constant inside the exchanger. Finally, it 
has to be noticed that the previous calculations are valid for 
cylindrical units. However, under the hypothesis that the 
spherical units are piled up in cylinders with base diameter 
equal to their diameter, it is easy to show that the previous 
calculation are still valid, as long as hc is replaced by:

 (A1.28)

ANNEX A2 
DOMESTIC OVEN MODEL

Let us develop a mathematical model for a heat storage/
recovery system, coupled to a domestic oven. Later it will 
be shown that the temperature of an oven whose thermal 
energy in excess of T0 is removed by sucking hot air from its 
cavity and replacing it with cold air is given by:

 (A2.1) 

By combining Eqs. (A1.17)-(A1.19) with Eq. (A2.1), one 
has, for the fluid and solid outlet temperature:

 (A2.2) 

Inspection of the previous equation shows that it only 
makes sense to charge the module until θ=1. Beyond this 
time, in fact, the material would be giving heat to the ther-
mo-vector fluid. One would also like to have:

 (A2.3) 

 (A2.4) 

where E is the energy deposed in the module, W is the aver-
age power transported by the fluid, ΔT is a suitable tem-
perature difference. Considering the situation at θ=1 and 
using Eqs. (A2.1) and (A2.2), one shows that Eqs. (A2.3) 
and (A2.4) apply, with:

 (A2.5) 

where  is the temperature at θ=1. One then has:

 (A2.6) 

 (A2.7)

In the previous equations:

 (A2.8)

 (A2.9) 

where M is the solid mass, C the solid specific heat, Cp the 
fluid specific heat,  the fluid flow rate.
It is possible to prove that the monotonically increasing part 
of Eq. (A2.2) can be approximated by an exponential rise, hav-
ing an effective asymptotic temperature given by Eqs. (A2.6) 
and (A2.7). In order to demonstrate this, let us first observe 
that the above-mentioned curve portion can be fitted by:

 (A2.10)

In fact, if one tries to fit Eq. (A2.2) with Eq. (A2.10), with a 
time constant:

 (A2.11) 

it turns out that:

 (A2.12)

and, taking the limit for θ → 0:

 (A2.13) 

The previous results are suggested by the physics of the 
problem. They were double-checked through a least square 
fit, performed with Mathematica, by sampling the function 
on 105 equally spaced points. The result was:

 (A2.14) 

The parameter values suggested by the physics of the prob-
lem were adopted, so that:

 (A2.15) 

By employing Mathematica, a fitting error of 1.3%, with 
T∞=180 °C, T0=20 °C, was calculated. These are the typical 
temperatures for a domestic oven [R. Mereu, personal com-
munication, 2013] and the effective temperature, then, turned 
out to be ~80 °C. Due to error propagation, correction factors 
are needed for the charge and energy efficiencies of the system, 
with respect to the expressions coming from Eq. (A2.10). Such 
correction factors were calculated with Mathematica and:

 (A2.16)
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and: 

 (A2.17) 

  (A2.18) 

Let us now give an expression for the module charging 
time, tc. In this respect, let us observe that Eq. (A2.10) can 
be rewritten as:

 (A2.19) 

with, see Eqs. (A2.3) and (A2.4): 

 (A2.20)

Let us finally give a proof of the validity of Eq. (A2.1). The 
first question one might ask is how much thermal energy can 
be extracted from the hot air in the oven chamber and how 
much from its metallic structure. It was estimated [R. Mereu, 
personal communication, 2013] that ~1.1 MJ can be extracted 
by cooling the oven structure. On the other hand, cooling a 48 
l (40x40x30 cm) chamber (from 180 to 20 °C), one can merely 
extract ~0.01 MJ (if one assumes, for air, a density of 1.2 kg/
m3 and a specific heat of 1 kJ/(kg·°C) [Carvill, 2003].
The model to be used for describing the oven structure cool-
ing is the same as the one developed in Annex A1. Eq. (A2.1) 
therefore applies, provided the approximations used to derive 
it are applicable. It only remains to be checked that the char-
acteristic time for making the oven structure temperature uni-
form is much smaller than the time-scale involved (18 min). 
Let us then observe that [Mehrer et al., 2009] a temperature 
disturbance spreads as a Gaussian, having a standard deviation:

 (A2.21) 

where αp is the thermal diffusivity. If one then supposes 
that such a temperature disturbance reaches the whole oven 
when 3∙σ=lo, where lo is its characteristic length, the time to 
at which this happens is:

 (A2.22) 

Applying Eq. (A2.22) with αp=4.10-6 m2/s (for a typical 
steel [Carvill, 2003]) and supposing that the structure is 
cooled by air from both its inner and outer sides so that, if 
the structure characteristic dimension is ~10 cm, then l0≈5 
cm, the time-scale for heat diffusion turns out to be ~35 
sec. Since one imposes a heat extraction time of 18 min, the 
characteristic time for uniforming temperature in the cham-
ber is ~3% of the heat extraction time. One can then assume 
a uniform temperature distribution in the oven structure, 
as required by the approximations described in Annex A3.

ANNEX A3 
MODEL APPROXIMATIONS

In Annex A1, two approximations were tacitly introduced:
• The material is able to follow the fluid time dynamics,

• The temperature of the material is constant through it.

As shown below, it turns out that these hypotheses can be 
translated into conditions on two non-dimensional num-
bers (Fo and NTU). In order to quantify the errors due 
to these approximations, let us define the Biot number (a 
non-dimensional radius) [Yovanovich, 1998]:

 (A3.1) 

where U is the heat transfer coefficient, ru is the storage unit 
radius, km is the material thermal conductivity. The heat 
storage unit can be considered as a point-like object if the 
Biot number is [Yovanovich, 1998]:

 (A3.2) 

but the discussion that follows shows that, for the systems 
proposed here, Bi≈0.45. The proposed lumped parameter 
approach would then seem not to be applicable. However, 
in the following it will be shown that condition (A3.2), in 
this case, is too drastic. The lumped parameter formalism 
indeed makes sense, provided the errors committed by 
applying it are kept under control.

In order to deal with axial diffusion, let us then introduce 
the Fourier number [Yovanovich, 1998]:

 (A3.3) 

where αm is the thermal diffusivity of the material, t is a suit-
able time, hc the module height and let us suppose that a 
heat wave starts from both sides of the cylinder, traveling 
towards its interior.

It is well-known [Mehrer et al., 2009] that the wave spreads 
as a Gaussian, with:

 (A3.4) 

It can then be assumed that the temperature disturbance 
has reached the whole cylinder when 3∙σ=½∙hc. This hap-
pens at a time:

 (A3.5) 

In the following, it will be required that, although the body 
cannot be considered as a point-like object, the material 
and dimensions of the cylindrical units are such that the 
heat diffusion time-scale (as expressed by the Fourier num-
ber) is negligible with respect to the characteristic module 
cooling time.

In particular, in Annex A1 it is shown that the storage units 
get heated exponentially, with:

 (A3.6) 

where M is the material mass, C the material specific heat, 
 the mass flow rate, Cp the fluid specific heat. It was then 

imposed that:
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 (A3.7)

(where the factor 3 is due to the exponential nature of the 
process) from which, by employing Eq. (A3.3) and (A3.5), 
it follows that:

 (A3.8)

Let us come to radial diffusion. In this respect, it can be 
noticed that if Eq. (A3.8) is satisfied for axial heat diffu-
sion, it is satisfied for radial diffusion, as well, since in the 
cylindrical heat storage units one has ru<hc. However, there 
is one more condition to be satisfied. As previously men-
tioned, in fact, a lumped parameter solution is unacceptable 
for Bi>0.20. Nevertheless, such a solution can be employed 
if (as when justifying approximations) accuracy is not an 
issue [Yovanovich, 1998]. By using the lumped parameter 
solution, it can be shown that the heat storage unit reaches 
radial thermal equilibrium after [Yovanovich, 1998]:

 (A3.9) 

The material is then able to follow the time dynamics of the 
fluid if its time dynamics is fast enough, as compared to the 
thermal module time scale:

 (A3.10) 

It is easy to show that the previous equation can be rewrit-
ten as [Bejan, 1978]:

 (A3.11) 

and: 

 (A3.12) 

where U is the heat exchange coefficient, S is the heat 
exchange surface. Let us point out that Eq. (A3.11) is arrived 
at by employing, Eq. (A3.9), the definition [Yovanovich, 
1998]:

 (A3.13) 

(where ρm is the material density) and Eqs. (A3.2) and 
(A3.6) for the Biot number and time constant.
Let us observe that conditions (A3.10) and (A3.11) are 
equivalent and the latter involves the NTU parameter. On 
the other hand, NTU depends on the exchange surface 
rather than on cylinder dimensions separately. The radial 
condition, then, applies to axial heat diffusion, as well. 
One then can guarantee that the material is able to follow 
the time dynamics of the fluid by imposing Eq. (A3.8) and:

 (A3.14) 

where the condition given by Eq. (A3.14) is imposed since 
the parameter enters the error equations under an expo-
nential. This gives an acceptable error, as shown later.

Let us finally evaluate the temperature errors related to 
model approximations. In particular, one has the following 
error sources:
• the temperature time-profile is just fitted by an expo-

nential and not exponential (εfit),
• the temperature is not constant throughout the material 

(εnct),
• the material is not able to follow the fluid time dynamics 

(εdyn).
Temperature errors, here, are meant to be infinite-norm 
errors, i.e. maximum errors over the space and time domains, 
with respect to the real behaviour. The total model error was 
estimated by summing the various error terms in quadrature:

 
(A3.15)

 

Let us first estimate the error due to fitting the oven tem-
perature profile, Annex A2. The value of εfit is, of course, 
null for constant inlet temperature. Its value for a domestic 
oven was estimated, with Mathematica, to be 1.3%. Let us 
then estimate εnct. The temperature drop across the material 
ΔTm can be calculated from W (the power transferred to 
the material), ΔT (the difference between the fluid inlet and 
room temperatures), ηe (the energy efficiency). In particu-
lar [Sharma et al., 2009]:

 (A3.16)

Let us assume εnct≈½∙ΔTm/T∞ where T∞ approximates the 
average temperature in the material, as shown by integrat-
ing Eq. (A1.27) with NTU->∞ (in practice, NTU≥3). One 
can then estimate the error.
In particular, one has:

 (A3.17) 

By assuming ΔT≤60 °C, ηe≤0.9, NTU=3 and T∞≥40 °C (313 
°K) [MOXOFF, 2012b], one has εnct=2.9%. Let us then esti-
mate εdyn, the error committed by having a finite NTU or, 
equivalently, y≠1. This is due to the fact that the material is 
not fully able to follow the fluid temperature variation. By 
using Eq. (A1.11), εdyn can be estimated by calculating dT/
dy, then multiplying by dy≈1-y (dy≈e-NTU) and dividing by 
the average temperature:

 (A3.18) 

The previous expression reaches its maximum for y∙θ=1. 
For NTU>>1:

 (A3.19) 

By assuming that NTU=3, ΔT≤60 °C, T∞≥40 °C (313 °K) 
[MOXOFF, 2012b], one obtains εnct=0.4%. 

By applying the above-mentioned equations, it is then 
possible to estimate the maximum space/time error, with 
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respect to the real behaviour. In particular, by combining 
the previous results one can estimate that ε=3.2% for appli-
ances dissipating at a time-variable temperature (ovens) 
and ε=2.9% for appliances dissipating at a time-constant 
temperature (refrigerators and cook-top planes). Given the 
approximate nature of the previous considerations, one can 
then state that the error is ~3% for any appliance type.

ANNEX A4 
MODEL EXTENSION TO PCMS

Let us now extend the previous model to PCMs (phase 
change materials), as opposed to SHMs (sensible heat 
materials). For the fluid outlet and solid temperature (in 
the paper, it was shown that they nearly coincide), one has:

 (A4.1) 

The previous equation holds for T<Tf, where Tf is the fusion 
temperature. During PCM fusion, one has:

 (A4.2) 

and, after fusion:

 (A4.3)

where θf is the time taken for fusion (normalized to the 
solid specific heat), θ(l/s)

f is the fusion ending time (normal-
ized to the liquid/solid specific heat). θ is also normalized 
to the liquid time constant. One then has to modify the 
SHM efficiency formulae accordingly. In order to achieve 
this, let us introduce an average specific heat:

 (A4.4) 

where Cs is the specific heat of the material in the solid state 
and Cl its specific heat in the liquid state. Let us notice that, 
provided Cs ≈ Cl:

 (A4.5) 

One also has to introduce an effective specific heat that 
takes fusion into account:

 (A4.6)

and:

 (A4.7) 

where Cf is the fusion equivalent specific heat and ΔH is 
the fusion enthalpy. The charge efficiency is then given by:

 (A4.8) 

 (A4.9) 

The previous expression is obtained since, as shown by Eq. 
(A1.20):

 (A4.10) 

In the previous equations, the following definition was 
employed:

 (A4.11) 

where i=a,s,l,f and:

 (A4.12) 

Under hypothesis (A4.5), then:

 (A4.13) 

As for the energy efficiency, by repeating the steps leading 
to Eq. (A4.9):

 
(A4.14)

Under hypothesis (A4.5):

 
(A4.15) 

Later in this Annex, it will be demonstrated that over-di-
mensioning the modules by a factor fd, so as to make the 
effective charge efficiency larger and allow modules to 
respect the conditions derived in Annex A3, is a convenient 
choice. The charge time is then τ≈1/fd, to which the fusion 
duration must be added. From now on, hypothesis (A4.5) 
will be adopted and the fusion duration (normalized to the 
liquid time constant) will be taken as

 (A4.16)

where M is the material mass, ΔH the fusion enthalpy, W 
is the power transported by the fluid, Cp is the fluid specific 
heat, ΔT=T∞-T0. The optimum charge time is then given by:

 (A4.17)

In the previous equation, the factor 1/fd is due to the fact 
that τ is proportional to M, Eq. (A1.10), and the opti-
mum charging time is calculated for a material mass M/
fd, the mass the material would have, were the module not 
over-dimensioned.
Choosing fd>1 increases efficiency. In fact, the energy accu-
mulated into a module is ηc∙E0. If one increases the energy 
size and makes the module larger by fd, one can pretend 
to have the same energy size and an increased charge effi-
ciency. Let us calculate the optimal charge efficiency. This 
quantity is obtained by multiplying Eq. (A4.13) by fd and 
then employing Eq. (A4.16) and (A4.17):

 (A4.18) 

The optimal system energy efficiency is then calculated by 
substituting Eq. (A4.16) and (A4.17) in Eq. (A4.15):
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 (A4.19) 

Let us point out that the PCMs considered in this study are 
such that, at ~10%:

 (A4.20) 

It was verified that, by using such an approximation, a con-
servative design criterion is actually employed, in that the 
module height is only slightly over-estimated (which can 
only increase the heat exchange efficiency). Finally, let us 
notice that the charge efficiency formulae for SMSs can be 
obtained by assuming a null value for ξf in Eqs. (A4.18) and 
(A4.19). This justifies Eqs. (37) to (40) of the main text.

ANNEX A5 
EXERGETIC EFFICIENCY

Eq. (A1.20) shows that for t→∞ the fluid inlet temperature 
is equal to its outlet temperature. As a consequence of this, 
Annex A1, the charge efficiency tends to one but the energy 
efficiency tends to zero, since the only thing that the fluid 
does, for t→∞, is dissipating energy without transferring 
heat to the material. It is then intuitive that there must be 
an optimum point, beyond which it makes little sense to 
keep charging the heat storage module. In order to deter-
mine such a point, one has to calculate (and maximize) the 
exergetic efficiency of the system, i.e. the ratio between the 
potential work that is dissipated by the system and the max-
imum work the system can do while approaching equilib-
rium with its environment. This potential work has been 
named exergy [Wall, 1977].
The exergy of a system is:

 (A5.1) 

where U is the internal energy of the system, T0 is the envi-
ronment temperature, p0 is its pressure, V is the system vol-
ume, S is the system entropy. It is important to notice that 
Eq. (A5.1), by employing the first principle of thermody-
namics, can be written as:

 (A5.2) 

This shows that the exergy of a system in equilibrium with 
its environment is zero.
The importance of the exergy concept can be fully appreci-
ated by observing that, if W is the work performed by the 
system, one has [Wall, 1977]:

 (A5.3) 

where ΔStot is the total (i.e. system plus environment) 
entropy variation. Since the total entropy variation can only 
be positive (or null for reversible processes), Eq. (A5.3) 
leads to:

 (A5.4) 

An immediate consequence of Eq. (A5.3) is that the dissi-
pated potential work is:

 (A5.5) 

The exergetic efficiency is then [Oguzhan et al., 2019 - 
Rosen et al., 1988]:

 (A5.6) 

where Wmax=E, Eq. (A5.4). For calculating this quantity, one 
has to determine:

 (A5.7) 

Let us then start with appliances dissipating at a constant 
temperature, under y→1 (see Annex A1), and look at Wdis 
and the entropy variation ΔStot. The entropy variation 
includes [Bejan, 1978 - Rosen et al., 1988]: 
• the fluid going from temperature T∞ to T0, at constant 

pressure,
• the environment receiving heat at temperature T0, com-

ing from the internal energy of the fluid (from T to T0),
• the material going from temperature T0 to temperature T. 
It was verified that fusion, if present, gives a negligible con-
tribution to Wdis. By using Eq. (A5.5), then, one has [Bejan, 
1978]:

 

(A5.8) 

where  is the fluid mass flow rate, Cp its specific heat, M 
the material mass, C its specific heat. As for exergy, one has 
to use of Eq. (A5.1), considering that the system that does 
work is the (non-expanding) fluid while it passes T to T0. 
By calculating E with reference to the (p0,T0) state one has 
[Bejan, 1978]:

 (A5.9) 

Let us then introduce the non-dimensional time and tem-
perature [Bejan, 1978]:

 (A5.10) 

and:

 (A5.11) 

The exergetic efficiency, by using Eqs. (A1.7), (A1.20) and 
(A1.21), can then be expressed in the following way [Bejan, 
1978]:

 
(A5.12)
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This is the function to be maximized. In particular, for a given 
τ∞ (a given appliance at room temperature), one has to find 
a non-dimensional time θopt that maximizes the exergetic 
efficiency. This is the time beyond which there is no point in 
charging a module. As for the case of non-constant appliance 
inlet temperatures, e.g. a domestic oven, in Annex A2 it was 
shown that these appliances can be treated as if they dissipated 
heat at an effective constant temperature. Eq. (A5.12) can then 
be applied. As for systems with y≠1, Eq. (5.12) still applies, 
provided θ is just replaced by y∙θ [Bejan, 1978]. Finally, let us 
notice that the optimum system exergetic efficiency is only a 
weak function of the appliance temperature. Its value turned 
out to be ~40%, for any appliance type and temperature.

ANNEX A6 
SYSTEM OPTIMIZATION

To the best of the author’s knowledge, according the ther-
mal engineering literature [Bejan, 1978 - Bjurström et al., 
1985] the thermodynamic optimization of a heat storage/
recovery system cannot be performed analytically. In this 
Annex, it is demonstrated that a semi-analytical optimiza-
tion can indeed be performed and, as a matter of fact, gives 
surprisingly simple results.
The thermodynamic module optimization was performed 
with Mathematica and turned out to be a lengthy exercise. 
Due to space limitations, here it is only possible to summa-
rize the optimization steps. The author, upon request, can 
supply further details and the Mathematica script employed. 
The semi-analytical optimization process included the fol-
lowing steps:
• the derivative (FD) of the exergetic efficiency with 

respect to θ, fixing room temperature (RT) at 20 oC, was 
calculated,

• FD was developed in a Taylor series in τ∞ and θopt, 
around their mean values,

• the mean value of τ∞ was estimated as the τ∞ at the mean 
value of the appliance dissipation temperature range (70 
oC [MOXOFF, 2012b]),

• the mean value of θopt was estimated by graphically 
determining the θ for which the exergetic efficiency was 
maximum at 70 oC,

• the equation FD=0 was solved by series, replacing FD 
with its Taylor approximation at increasing τ∞ and θopt 
orders,

• for each order, the values of FD on a suitable space-
time grid were plotted. The minimum τ∞ and θopt orders 
for which FD saturate were taken to represent the real 
solution,

• θopt and Topt, were calculated as the analytical solution 
to the equation FD=0, as determined by Mathematica,

• ·rather than redoing the calculations for RT≠20 oC, it 
was verified that, for -40 oC<RT<40 oC, the solution var-
ies by less than 1 oC.

The solution for the optimum module charge temperature, 
Topt, obtained with the above-mentioned method, is:

 (A6.1) 

The fact that the coefficients of the polynomial add up to 
one was explained with the analytical developments that fol-
low. In particular, it was found that the same results as the 
above-mentioned Taylor approach can be arrived at with 
simple analytical considerations. In fact, from Eq. (A1.20):

 (A6.2) 

If one replaces the adimensional temperature θopt with its 
average value <θopt>, the following expression is obtained:

 (A6.3) 

 (A6.4) 

Besides re-deriving Eq. (A6.1), it is then also possible to 
explain the fact that its coefficients add up to one, as shown 
by Eq. (A6.3). The values of <θopt> and α can then be deter-
mined as detailed above. It turns out that <θopt>=1.2 and 
α=0.30, in agreement with Eq. (A6.1). The procedure leading 
to Eq. (A6.1), anyway, shows that Eqs. (A6.3) and (A6.4) are 
exact solutions and not merely first order approximations.
One can also use Eq. (A6.3) without knowing α by assuming, 
as a first approximation, that α=½. By Taylor approximation, 
then, it easy to show that the arithmetic mean can be approx-
imated with the geometric mean. For T<100 °C, at 5%:

 (A6.5) 

The temperature for which θ=1, Tc, is seen to be slightly 
different from Topt:

 
(A6.6)

where Eqs. (A6.3)-(A6.4) were employed. By further apply-
ing Eq. (A6.3), one has:

 (A6.7)

where:

 (A6.8)  

Putting α=0.30 in Eqs. (A6.7) and (A6.8), one obtains:

 (A6.9)

Finally, let us notice that the assumption θ=1 simplifies cal-
culations. Furthermore, it was verified that, at least in the 
20-100 °C range, Eqs. (A6.1) and (A6.9) differ by 1.4%, at 
worst. Eq. (A6.9) is the result reported in the paper (where, 
with a slight notational abuse, Tc was renominated as Topt).

ANNEX A7 
PRESSURE DROP - MINIMUM FLUIDIZATION

Let us calculate the pressure drop experienced by the 
fluid and the fixed bed fluidization velocity. The concept 
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of minimal fluidization velocity originates from the fact 
that, beyond such a velocity, one has a fluidized bed, with 
an unstable behaviour (formation of channels where 
the fluid does not interact) for particle diameters ≥1 cm 
[Holdich, 2002]. Let us first consider a fixed bed. The 
pressure drop, for a laminar fixed bed with circular baf-
fles, is indeed given by [Holdich, 2002]:

 (A7.1) 

where ε3 is the sphere packing density, μf the fluid veloc-
ity, vf the average interstitial fluid velocity, hc the bed height 
and du the unit diameter. The pressure drop is a monotoni-
cally increasing function of the sphere packing density and 
ε3=0.74, the maximum possible value [Holdich, 2002], was 
assumed, so as to be on the safe side. By assuming du=1 cm, 
hc≤20 cm, vf≤2.3 m/s [MOXOFF, 2012b], a maximum pres-
sure drop ~5 mbar (μf=1.8∙10-5 kg/m∙s [Biyikoglu, 2002]) 
is calculated. The pressure drop is then ~0.5% of the atmo-
spheric pressure, at worst.

Let us come to the shell-and-tube exchanger. The expres-
sion for the pressure drop of the heat exchanger [Shah et 
al., 1998] is made up additive terms. It was verified that the 
terms describing baffle influence are dominating and:

 

(A7.2)

 

where Nb is the number of baffles  is an effective number 
of tube rows, Eq. (A7.3), ρf the fluid density, vf the inter-
stitial fluid velocity, f the friction factor (one has ≤0.3 for 

Re≥120 [Fernandez et al., 2010]). In Eq. (A7.2),  is given 
by [Shah et al., 1998]:

 (A7.3) 

where dc is the cylindrical module diameter and du is the 
unit diameter.
Eq. (A7.3) was derived from [Shah et al., 1998] under the 
hypothesis that the baffle cut (cylinder diameter minus baf-
fle height) be 0.05 times the cylinder diameter and the tube 
pitch (the minimum distance between tubes) be 1.25 times 
the cylinder diameter [MOXOFF, 2012b]. Since one has 
dc=50, du=5 mm [MOXOFF, 2012b], then  =5. Assuming 
Nb=8 and vf=2.3 m/s [MOXOFF, 2012b], Eq. (A7.3), with ρf 
=1.2 kg/m3 [Biyikoglu, 2002], gives a pressure drop of ~3 
mbar or ~0.3% of the atmospheric pressure, at worst.

Let us finally come to the minimal fluidization velocity for 
a fixed or fluidized bed. This quantity is given by [Holdich, 
2002]:

 (A7.4) 

where ρm is the material density, g is the gravitational accel-
eration. Let us notice that the minimum fluidization veloc-
ity is a monotonically decreasing function of the sphere 
packing density, so that ε3=0.74, the maximum possible 
value [Hales et al., 2006], was cautiously assumed. Since, for 
any material, ρm>765 kg/m3 (see Tab.3) and g=9.8 m/s2, one 
then has vmf>5.5 m/s. Since from model simulations one 
gets vf<2.3 m/s [MOXOFF, 2012b], the packed bed works 
out of the minimum fluidization regime and is therefore a 
fixed bed, as previously stated.
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1. INTRODUCTION

One of the factors that determine the design of subma-
rines is their maneuvering performance. During the pro-
cess of determining maneuvering performance, it is crucial 
to calculate the maneuvering coefficients that represent 
the hydrodynamic effects. Obtaining the hydrodynamic 
coefficients which are part of the equations of motion is 
one of the most important parts for the maneuvering cal-
culations (Cardenas et al., 2019). Computational fluid 
dynamics, empirical, and experimental methods are used 

to obtain the hydrodynamic characteristics of submarines. 
Hydrodynamic coefficients are usually obtained through 
experimental or numerical simulations. Experiments 
enable the direct determination of coefficients by making 
measurements, but due to the high cost and difficulty of 
experiments, numerical simulations are becoming increas-
ingly popular. There are three main conditions at subma-
rine’s motion; acceleration, cruise and rotating at constant 
angular velocity. These three conditions should be inves-
tigated in order to obtain the maneuvering characteris-
tics. The hydrodynamic forces due to acceleration effects 
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are calculated through planar motion mechanism (PMM) 
experiments. The hydrodynamic forces and moments 
which occur at cruise are determined by towing tank tests 
while the angular velocity effects are carried out by rotating 
arm experiments (Efremov et al., 2019). Ship model test-
ing experiments have different methods of calculating the 
hydrodynamic coefficients. For each method, the calcula-
tion methods differ. PMM is a hydrodynamic test system 
which allows to impose static drift and dynamic oscillat-
ing motions to a surface ship or submarine model. On the 
other hand, the rotating arm test, which is a different test 
setup, is used to obtain coefficients while the model is rotat-
ing with a constant angular velocity. To measure straight 
motion values such as longitudinal and lateral forces, the 
towing tank test are conducted. Thus, coefficients for drag, 
pitch or yaw angle are measured. Since in towing tank tests 
linear movements are obtained, measurements related to 
angular velocity cannot be obtained. This is what separates 
PMM test from the rotating arm test. The use of these test 
setups have a very important place in obtaining the hydro-
dynamic coefficients needed while designing a submarine 
(Saeidinezhad et al., 2015). 
In this study, the Autosub underwater vehicle (AUV) 
is used which is a submarine developed by the British 
National Oceanography Centre. This submarine is com-
monly used by oceanographers for scientific research. 
The Autosub submarine is capable of staying underwater 
for extended periods of time and measures the physical, 
chemical, and biological properties of the underwater envi-
ronment through various sensors. It is used for a variety of 
missions, such as exploring various geological features like 
underwater volcanoes, mountains, and canyons by measur-
ing factors such as ocean temperature, salinity, and water 
quality. Additionally, it is used to examine and monitor 
underwater biological life. Furthermore, it is also used to 
investigate human-induced pollution and natural disasters, 
such as studying the effects of oil spills or tsunamis. Due to 
its ability to stay underwater for extended periods of time, 
the Autosub submarine has become an important tool in 
ocean sciences and has been used in numerous studies in 
this field. 
The Autosub submarine is also a good validation tool used 
for submarine maneuvering studies since there are com-
prehensive model test results shared in the open literature. 
Model tests for the Autosub submarine have been per-
formed on a model scaled by the scaling factor of 1.346 by 
Kimber & Marshfield (1993) at the HASLAR facility (270 
m × 12.2 m × 5.5 m deep). Further tests were performed by 
Fallows (2004) on a 2.5 m scale model of the Autosub sub-
marine at the Solent University Towing Tank (60 m × 3.7 m 
× 1.8 m deep). Experimental results in the open literature 
for the Autosub submarine are presented for submarines of 
different scale. Resistance results are presented for the full 
scale submarine while the PMM and rotating arm results 
are presented in non-dimensional form by the use of the 

scaled submarine model. The cruise speed of the Autosub 
is 2 m/s at full-scale. Kimber & Marshfield (1993) used in 
the scaled model a velocity magnitude of 2.69 m/s to obtain 
the same turbulence specification. Static drift tests are con-
ducted at ±0 degree to ±10 degrees with an increment of 
2 degrees (Kimber & Marshfield, 1993). Fallows (2004) 
in his PhD thesis shares a description of the experiments 
conducted in Southampton Institute Towing Tank. The full 
scale sea trials have been described in his study and experi-
mental results have been shared (Fallows, 2004). 
Pioneering studies for experimental studies concerning 
UWV’s date back to the DARPA Suboff project where com-
prehensive model experiments are conducted. The DARPA 
Suboff Submarine is designed and recommended as a 
benchmark submarine model by Groves et al. (1989). The 
stability and control characteristics of the DARPA Suboff 
submarine model have been presented by Roddy (1990). 
There is a very large literature concerning the experimental 
and numerical investigation for the resistance prediction 
of underwater vehicles. Studies where the resistance of the 
generic forms like DARPA Suboff, BB2 Joubert, C-Scout are 
obtained experimentally (Crook, 1990; Roddy, 1990; Liu 
& Huang ,1998; Carrica et al., 2016; Thomas et al., 2003; 
Thomas et al., 2003; Mackay, M., 1988) and numerically 
(Bull, 1996; Anckermann, 2008; Fell, 2009; McDonald & 
Whitfield, 1996; Alin et al., 2010; Chase & Carrica, 2013; 
Carrica et al., 2019) can be mentioned as pioneering studies. 
The estimation of the maneuvering characteristics of an 
underwater vehicle is a challenging problem with various 
methods developed to solve this problem (Kırıkbaş et al., 
2021a, 2021b). Literature concerning the numerical deter-
mination of the hydrodynamic derivatives for maneuvering 
models date back to Davidson &Ship (Davidson & Schiff, 
1946). After Abkowitz (1964) who extended higher order 
terms for surface ships, Gertler& Hagen (1967) introduced 
the first model for submerged body. With the increase of 
computational power, computational fluid dynamics calcu-
lations have spread. Toxopeus & Vaz (2009) have carried 
out a study where the DARPA Suboff submarine model is 
used to investigate numerically the flow at different drift 
angles around the bare hull configuration. They used their 
own computational fluid dynamics code by implementing 
different turbulence models and conducted a verification 
and validation study (Toxopeus & Vaz, 2009). In another 
study Vaz et al. (2010) calculated the maneuvering forces 
and moments of the DARPA SUBOFF AFF-1 and AFF-8 
configurations for 0° and 18° drift angles by using two vis-
cous-flow solvers. The influence of different turbulence 
models namely, RANS (Reynolds-Averaged-Navier-Stokes) 
and DDES (Delayed-Detached-Eddy-Simulation) methods 
on the calculation of forces and moments were investigated 
(Vaz et al., 2010). Other studies where the static drift char-
acteristics of the DARPA Suboff Submarine are investigated 
are Duman et al. (2018) where the static drift simulations 
of DARPA Suboff bare hull form have been carried out to 
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calculate the hydrodynamic forces and moment acting on 
the hull in the horizontal plane (Duman et al., 2021). Atik 
(2021) who investigated the suitable solution mesh and tur-
bulence model for the DARPA SUBOFF submarine AFF-1 
hull form by performing static drift test simulations (Atik, 
2021). Kahramanoglu (2023) who has examined the scale 
effects on the horizontal maneuvering derivatives for three 
different scales for the fully appended DARPA Suboff sub-
marine (Kahramanoglu, 2023). 
Maneuvering studies on the Autosub submarine using 
computational fluid dynamics calculations are as follows. 
By providing a comprehensive understanding of complex 
systems, Fallows (2004) outlined an approach to enhance 
the performance of UWV systems that are already in use. 
He used Taguchi experimental methods and made comple-
mentary sets of measurements in the laboratory on the full 
scale Autosub submarine. His study presented a method 
for developing a propulsion system for an AUV, such as the 
Autosub submarine. He presented about the generic attri-
butes of these systems and their requirements.
Wu et al. in their study aimed to reduce the total resistance 
of the Autosub submarine. For this purpose, simulations of 
microbubbles were carried out. When the bubbles passed 
close to the hull of the submarine, it caused a decrease in 
the density of the fluid and turbulence viscosity. It has been 
shown that a 50% improvement in the total resistance was 
achieved in submarines (Wu et al., 2006).
In the study of Philips et al., the focus has been on evaluating 
the hull resistance of three different Autosub submarines, 
each designed with distinct shapes and sizes. The objective 
was to calculate the resistance experienced by these vehi-
cles during their underwater missions. By utilizing CFD, 
the researchers were able to simulate the fluid flow around 
the Autosub submarine bodies and to accurately calculate 
the resistance values. The calculated resistance values were 
then compared with available experimental data obtained 
from physical tests and measurements. The results showed 
a favorable level of agreement between the calculated and 
experimental resistance values, indicating the reliability 
and accuracy of the CFD method (Phillips et al., 2007). 
Using steady-state computational fluid dynamics (CFD), 
Phillips et al. effectively replicated experiments which 
are known as rotating arm test and towing tank test to 
obtain steady-state hydrodynamic derivatives for a tor-
pedo-style Autosub underwater vehicle (AUV). The pre-
dictions demonstrated excellent agreement in estimating 
sway forces, although there was a slight overestimation in 
induced drag and yaw moments. In addition, numerical 
methods accurately obtained the dynamic stability limits of 
the submarine, in close agreement with the experimental 
measurements (Phillips et al., 2010).
In another study Phillips et al. calculated the resistance 
and hydrodynamic coefficients of the Autosub model, the 
CFD method used for steady-state conditions was used to 
successfully reproduce horizontal towing tank and rotating 

arm experiments for a torpedo-style Autosub, and steady-
state hydrodynamic derivatives were derived. While there 
was a very good match for the prediction of the sideways 
force, the induced resistance and yaw moment were found 
to be slightly higher than obtained. (Phillips et al., 2011). 
In the study of Joung et al. an Autosub concept design 
model was created and subjected to analysis using a com-
mercial CFD program to evaluate its resistance characteris-
tics. The CFD analysis provided measurements of pressure 
and velocity distribution around the submarine, as well as 
resistance measurements. Additionally, the analyses were 
expanded to investigate the effects of adjusting the sail and 
communication transducer positions, as well as the angle 
of attack of the propulsion nozzle, in order to optimize the 
Autosub’s design and minimize the resistance. The CFD 
results were validated by comparing the results with the 
ITTC 1957 correlation line. The study demonstrated that 
CFD can effectively estimate the total resistance of com-
plex-shaped submarines. To expedite convergence, an auto-
mated mesh generation technique incorporating boundary 
layer inclusion was employed. Significant reductions in 
convergence time were achieved by examining object func-
tion and changing time of per iteration. It has been shown 
by sensitivity analysis that the angle of attack of the nozzle 
has a significant effect on the resistance value (Joung et al., 
2012). 
Aslan in his master thesis investigated the hydrodynamic 
coefficients of the DARPA Suboff and the Autosub subma-
rine by means of static drift and rotating arm calculations. 
CFD calculations were performed and a good agreement 
between numerical and experimental results was achieved 
(Aslan, 2013). Can in his master thesis calculated the static 
drag coefficients of the DARPA Suboff submarine and the 
Autosub underwater vehicle. In this research, the compu-
tational fluid dynamics (CFD) method was employed, and 
data regarding the static drift and rotating arm calculations 
were made. Steady and unsteady rotating arm calculations 
were performed. The obtained hydrodynamic coefficients 
values were compared with the results of the experiments 
presented in the open literature, and the maximum error 
rate was presented as 10% (Can, 2014). 
In this study the Autosub 3 geometry is used. The full-scale 
submarine has a length of 7 meter, a diameter of 0.9 meter 
and a speed range of 1 to 2 m/s. The aim of this study is 
to investigate the resistance and the static drift conditions 
of the Autosub submarine through CFD analysis. The yaw 
moments, sway forces and surge forces are investigated. 
Static drift conditions for different angles of attack are cal-
culated for the scaled and resistance for different forward 
speed are obtained for the full-scale model of the Autosub. 
A mesh independency and a validation study has been done 
to determine an adequate mesh structure.
This study has been done with the use of the computational 
fluid dynamics software Simcenter STAR-CCM+ which is 
a commercial software based on finite volume method to 
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calculate the transport of physical quantities on a discret-
ized mesh. For modelling the fluid flow the Navier–Stokes 
equations are solved in each of the cells. The steady hydro-
dynamic analyses have been done at different drift angles by 
using the software. A mesh independency study has been 
done to determine the mesh structure that will be used in 
the analyses with 0,2,4,6,8 and 10 degrees of static drift 
angle. The case for 6 degrees drift angle has been selected 
for the mesh independency study. Five different mesh struc-
ture has been generated with different mesh element sizes. 
The result of these five analyses has been compared with 
the experimental results given in Phillips et al. (2007). As a 
result of this mesh independence study the mesh size that 
gives the results compatible with the experimental results 
has been selected. This selected mesh structure has been 
used while computing the other analyses. 

2.METHODOLOGY

2.1. Coordinate System
In axes known as body-fixed, the origin is positioned to be 
at the center of gravity of the submarine. The X-axis shows 
the nose of the submarine. The y-axis is drawn towards the 
starboard side, while the z-axis is towards the downside of 
the submarine. The body-fixed axes are used as above and 
the space-fixed axes are presented in Figure 1 (Zhao et al., 
2022).

2.2. Motion Parameters
The primary motion parameters of a submarine consist 
of the linear velocity U and the angular velocity Ω while 
investigating in a coordinate system which is body-fixed. 
The velocity components of the submarine are lettered as 
linear velocity and angular velocity, respectively, as u and p 
in the x-axis, v and q in the y-axis, and w and r in the z-axis, 
as seen in Figure 1. These velocity magnitudes are the com-
ponents of the linear U velocity and the angular ω velocity 
of the submarine. It can be calculated with the help of the 
submarine speed and the angles of the submarine (Zhao et 
al., 2022).

Equation 1 shows how the transformation mentioned above 
is applied.

 (1)

Equation (2) displays the values of the three components 
of angular velocity (p, q, and r) when the sail is positioned 
horizontally on the bottom.

 (2)

Equation (3) provides the values of the three components 
of angular velocity (p, q, and r) when the sail is positioned 
vertically on the starboard side.

 (3)

A submarine gets subjected to many different forces during 
operation. These forces are lift force, weight force, drag 
force, propeller thrust and inertia forces. Test rigs generally 
measure 6 force components. These forces are labeled as X, 
Y, Z forces and K, M, N moments on the x, y, z axes, respec-
tively. As is known from fluid mechanics, one of the forces 
that produce hydrodynamic effects are viscous forces. The 
measurements in the tests made provide the hydrodynamic 
forces resulting from the viscous effects and thus the coef-
ficients to be obtained. The movements of the submarine 
are shown in Figure 2 along with their names (Zhao et al., 
2022).

2.3. Maneuverability equations
Newton’s second law can be used to derive equations of 
motion. The equations of motion with six degrees of free-
dom can be obtained as follows.

Figure 1. The coordinate systems (Zhao et al., 2022).
Figure 2. The motion of a submarine: (a) vertical plane; (b) 
horizontal plane (Zhao et al., 2022).
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 (4)

 (5)

 (6)

 (7) 

 (8)

 (9)

The velocities that the submarine has during its operation 
are affected by the rotational velocities. These effects are 
expressed by the nonlinear parts of the equations. However, 
the assumption made in this study is that these effects are 
negligible. This means that the results do not take into 
account the resistance of cross-flows and unsteady viscous 
effects (Zhao et al., 2022). When the equations are arranged 
in line with this approach, the following equations are 
obtained.

Surge:

Sway:

 

Heave:

Roll:

Pitch:

 

Yaw:

Sway force and yaw moment acting on a model can be mea-
sured by drift experiments which can be done with a sub-
marine model. Gaining a yaw moment and sway velocity to 
the model creates a force and moment. The rate coefficients 
Yv and Nv can be obtained with the help of the velocity ver-
sus force graphs obtained as a result of these tests repeated 
at different sway velocities.

2.4. The Reynolds-Averaged Navier-Stokes (RANS) 
Equations
ANSYS FLUENT is utilized to model the fluid dynamics 
surrounding Autosub, employing the incompressible and 
isothermal Reynolds Averaged Navier-Stokes (RANS) 
equations (17). This computational approach aimed to 
ascertain the Cartesian flow field (ui = u, v, w) and pressure 
(p) of the water surrounding the hull of an Autonomous 
Underwater Vehicle (AUV).

 (16) 

 
(17)

The k-ω model is one of the most preferred turbulence 
models. In this problem, the “k-ω SST” model was used. 
The k-ω SST model employs the vortex viscosity approach 
to model the boundary layer, ensuring a more accurate 
inclusion of shear forces in the equations. Atik (2021) in her 
study where she investigated the static drift performance of 
the DARPA Suboff submarine AFF-1 configuration, stated 
that all turbulence models gave close results at small angles, 
while after 8 degrees of drift angle the SST k-ω turbulence 
model gave the closest results.

2.5. Presentation of Forces and Moments
To convert the acquired forces and moments into non-di-
mensional values, the equations 18-19 as outlined in the 
SNAME (1950) proposal are used. The X, Y, and Z axis 
resistive forces are made non-dimensional by applying the 
following formula.
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 (18)

K, M, N are the moments that occur around the X, Y, Z axis, 
respectively. To make non- dimensionalization of these 
moments, the following formula is used.

 (19)

3. GEOMETRY OF BODIES
The Autosub autonomous submarine model has evolved 
from the past to the present with the advancement of tech-
nology. The National Oceanography Centre (NOC) in 
Wormley initiated a program to develop scientific applica-
tions for autonomous underwater vehicles. The Autosub 
submarine vehicle, which has multiple geometries tailored to 
different purposes, was designed according to its usage. The 
Autosub submarine has an approximate length of 7 meters 
and a diameter of 0.9 meters. The Autosub submarine model 
to be used in this study has a scale factor of 1.346. The geo-
metric characteristics of the Autosub submarine model are 
provided in Table 1 (Can, 2014). The image of the created 
Autosub model can be seen in Figure 3 and Figure 4.

4. NUMERICAL CALCULATIONS

4.1 Mesh Independence Study
The aim of the mesh independence study is to create a mesh 
structure that would provide calculations with a reasonable 
level of error in terms of the conducted analyses and, at the 
same time, minimize the number of elements to reduce the 
computational cost. In line with this objective, a mesh inde-
pendence study is carried out. Since experimental data for 
the Autosub submarine vehicle are available, the numerical 
results are validated with the experimental results.

4.1.1 Domain & Boundary Conditions
The dimensions of the cylindrical geometry created for the 
domain are as shown in Figure 5. The domain is created 

Table 1. Geometric Properties of the Autosub Model (Can, 
2014)

Description Abbreviation Value
Length overall LOA 5.2 m
Diameter D 0.669 m
Nose Length LN 1.022 m
Nose shape Elliptic
Body Length LB 2.020 m
Body Cross Section Area SB 0.352 m2

Aft Body Length LAFT 1.799 m
CG Distance from Nose CGN 2.310 m
Tail Span BT(Tip to Tip) 0.854 m
Tail Tip Chord Length c 0.200 m
Sweep Angle (Leading Edge) degrees 14.40°
Sweep Angle (Trailing Edge) degrees 0°
Tail Airfoil NACA0015

Figure 4. Autosub Geometry Perspective View.

Figure 5. Boundary Conditions for the Static Drift Tests on 
Star CCM+

  
Figure 3. Autosub Geometry Top View and Back View.
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with a size that is 10 times the length of the submarine at the 
front and 15 times at the back. In addition, the diameter of 
the cylinder is determined to be 16 times the length of the 
submarine. Velocity inlet is defined on the front surface and 
side surfaces of the cylindrical volume. On the back surface, 
a pressure outlet boundary condition is defined with a pres-
sure value of 0 Pa. For each drift angle, a velocity vector is 
determined and assigned to the velocity inlet surfaces. 

4.1.2 Physical Model
Steady-State RANS equations are used in all calculations. 
Viscous effects within the boundary layer are obtained 
using wall functions in the conducted analyses. In the anal-
yses the k-ω SST turbulence model is used, the first layer 
thickness is created to satisfy the condition 30 < y+ < 300.
To obtain the desired wall distance y+ the Equation (20) is 
used to calculate the thickness of the first layer.

 (20)

The calculation of the layer thickness is determined based 
on the Reynolds number, as given in Equation (21) (Phillips 

et al., 2007). A total number of 10 layers are created. The 
boundary layer for a blunt body can be estimated using the 
following equation: 

 (21) 

4.1.3. Mesh Structure
In this study, five different mesh densities with varying 
element counts are created. Figure 6 show the volume 
meshes of the Autosub submarine. The element size fol-
lows an increase ratio of , as recommended by the ITTC 
(International Towing Tank Conference) guidelines. (ITTC 
Resistance Committee, 2017).
It can be observed that the mesh is refined near the Autosub 
model. This refinement aims to better solve the flow region 
in close proximity to the model, ensuring more accurate 
analysis in that area.

4.1.4 Uncertainty Study
The method that known as (GCI) Grid Convergence Index 
has been used on verification of the grid structure. The 
uncertainty analysis has been conducted for the scenario 
with 6-degrees drift angle. The velocity vector is calculated 

Figure 6. Mesh Structures.
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based on this angle. Table 2 presents the element count, 
results and deviations according to experimental results for 
different mesh densities. The analyses are conducted on a 
Windows operating system using a 4-core processor. The 
connection between the forces at 6 degrees of static drift 
and the mesh structure can be seen in Figure 7. Figure 8 
shows the connection of the moments at 6 degrees of static 
drift with the mesh structure.
Roache (1994) presented the Grid Convergence Index 
(GCI) method in his study. While there are many different 
methods, this method focuses on mesh refinement, which 
is one of the important areas in CFD studies. This method, 
which is presented to reduce the complexity in grid refine-
ment studies, has been used in many different studies and 

has been accepted by researchers. The mentioned method 
was edited by Celik et al. (2008) and presented again. In this 
study this edited method of GCI has been used as follows. 
Mesh size can be found by Equation (22).

 
(22)

N is the number of cells andVi is the volume of i th cell.
Grid refinement factor can be found with Equation (23).
h1, h2 and h3 is calculated with the help of Equation (22) for 
fine, medium and coarse grids, respectively.

 
(23)

After calculating the refinement factors between fine and 
medium; medium and coarse, we can calculate the apparent 
order which is p in Equation (24).

 
(24)

 
(25)

 
(26)

 (27)

ϕk is the solution of k th grid. That can be selected as a 
scalar value from a solution such as a sway force. ε21 and 
ε32 have been calculated with the help of the Equation (27) 
and these parameters used to calculation of s in Equation 
(26). The negative value of s means oscillatory convergence. 
The apparent order, p, has been calculated with the help 
of Equation (24) and (25). As can be seen in equation (24) 
there is a function related to p, which is q(p), in equation p. 
For this reason, an initial estimate was made while calculat-
ing p, and p was found iteratively.Figure 8. Yaw Moment N’ for drift angle 6 degrees.

Figure 7. Sway Force Y’ for drift angle 6 degrees.

Table 2. Static Drift Results for 6 degrees drift angle

6 Degrees Static Drift Results

  Cell Number Y Y’ N N’ Error (%) Y’ Error (%) N’
EXP - 298,9826 0,003062 274,0047 0,000540 - -
Mesh 1 794489 324,8269 0,003326 310,7741 0,000612 8,6440 13,4193
Mesh 2 1170857 319,5991 0,003273 308,1391 0,000607 6,8956 12,4576
Mesh 3 1841095 305,4607 0,003128 303,9573 0,000599 2,1667 10,9314
Mesh 4 2952064 301,7904 0,003090 302,1399 0,000595 0,9391 10,2682
Mesh 5 5639856 300,4577 0,003077 300,3557 0,000591 0,4934 9,6169
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 (28)

The convergence factor R can be obtained with the help of 
Equation (28).

 
(29)

 in Equation (29) is extrapolated scalar value of selected 
ϕ.

 
(30)

 
(31)

 is the approximate error while  is extrapolated error.

 
(32)

The Grid Convergence Index (GCI) can be found with 
Equation (32).
Uncertainty analysis results are given in Table 3. When 
the data in Table 2 and Figures 7 and 8 are examined, it is 
seen that the error rate stabilized after Mesh 4. The num-
ber of cells, which directly affects the computational cost, 
increases approximately 1.9 times between Mesh 4 and 
Mesh 5. The solution time is significant in terms of com-
putational cost, since the selected mesh will be used in the 
analyses which will be done in the next part of the study. 
Considering the capacity of the computer used, the change 
in the error rate was ignored and Mesh 4 was chosen.

5. RESISTANCE ANALYSES

The full-scale geometry of the 7m length submarine is 
used in the resistance analyses. The mesh sizes used in the 
resistance analyses are the same as those obtained from the 
Mesh 4 mesh structure in the mesh independence study 
conducted for static drift analyses. The flow volume is rec-
reated to be proportional to the full-scale size. As a result, 
there is an increase in the number of meshes. Four differ-
ent analyses are conducted at speeds of 0.5, 1.0, 1.5, and 2.0 
m/s. The results of these analyses can be seen in the Table 4 
and Figure 9. The velocity distribution around the Autosub 
geometry can be seen in Figure 10.
As can be seen in Table 4, the empirical results presented 
by Phillips et al. (2007) do not match with the test results 
performed by Fallows (2004). In the experiment conducted 
by Fallows (2004), the 2.5 m. length model was drawn from 
the water surface at a depth of 2.6 diameter. This means 
that the submarine is close to the water surface and pro-
duces waves (Phillips et al., 2009). In addition, a model 

Table 3. Spatial Uncertainty

Sway Force (Y)
[N]

Yaw Moment (N)
[N-m]

N1 5639856
N2 2952064
N3 1841095
N4 117085
N5 794489
r21 1,2433
r32 1,1605
ϕ1 300,4577 300,3557
ϕ2 301,7904 302,1399
ϕ3 305,4607 303,9573
p 5,5636 1,7453
R 0,3631 0,9817

299,8925 296,4963

0,44% 0,59%

0,19% 1,3%

0,24% 1,6%

Table 4. Resistance Results

Velocity
(m/s)

EXP
(Fallows)

EXP
(Kimber)

Empirical
(Phillips et al.)

CFX
(Phillips et al.)

CFD Error %
Empirical

Error %
CFX

0,5 10,337 - 9,003 8,943 9,175 1,912 2,589
0,75 - - 18,061 -
1 18,023 - 30,663 31,959 31,873 3,941 -0,270
1,25 58,064 - 45,886 -
1,5 100,017 - 64,242 67,926 67,328 4,801 -0,881
1,75 - - 84,898 -
2 - 126,6494 108,228 115,531 114,376 5,683 -1,001
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with a length of 2.5 meters was used in the experiment. 
As the speed increases, the increase in the margin of error 
supports that the factor causing this difference is the wave 
resistance. In the thesis published by Fallows, these prob-
lems related to the test setup were mentioned. Another 
cause of error is the presence of a large mounting post on 
the test setup. The forces caused by this structure affected 
the test results. These reasons are the causes for the differ-
ence between experimental results (Fallows, 2004), CFD 
results and empirical results. On the other hand, the CFD 
result for 2m/s agrees with the experimental results from 
Kimber&Marshfield (1993) with an error rate of %10. 
Also, the CFD results have error rates less than %6 with the 
empirical results (Phillips et al., 2007). In addition to these 
the results match with the CFX solution made by Phillips et 
al. (2007) with an error rate of less than %2,6.

6. STATIC DRIFT ANALYSES

Six further analyses are performed for the static drift con-
dition at angles of 0, 2, 4, 6, 8, and 10 degrees, with a veloc-
ity of 2.69 m/s. The obtained results are compared with the 
experimental data from Kimber&Marshfield (1993). Static 
drift results are presented in Table 5. The hydrodynamic 
sway force Y’ and yaw moment N’ are presented in Figure 
11 and 12.
Figures 13, 14, 15, and 16 show the results obtained from 
the CFD analysis. The highest and lowest values   in the 
obtained results differ by changing the static drift angle. 
However, to provide a comparative result, the velocity and 
pressure range are limited to a single value for each figure.
Figure 13 shows the flow field around the submarine. It is 
seen that the characteristic of the flow around the subma-
rine changes as the static drift angle increases.

Figure 10. Velocity Magnitude for Resistance.

Figure 9. Comparisons of resistance predictions for 
Autosub (Phillips et al., 2007).

Figure 12. Variation of Yaw Moment (N’) with Sway Ve-
locity (v’).

Figure 11. Variation of Sway Force (Y’) with Sway Velocity 
(v’).

Table 5. Static Drift Results

AoA v’ (Sway 
Velocity)

Y’ N’ Y’(EXP) N’(EXP) Error (%) Y’ Error (%) N’

0 0 -1,2E-05 5,85E-06 0 0 - -
2 0,0348995 0,00095 0,000231 0,000836 0,000206 13,65061 12,14809
4 0,0697565 0,001969 0,000433 0,001913 0,000391 2,928268 10,677273
6 0,1045285 0,00309 0,000595 0,003032 0,00054 1,910778 10,268147
8 0,1391731 0,004343 0,000707 0,004305 0,000652 0,877556 8,4381988
10 0,1736482 0,005769 0,000756 0,005931 0,000734 -2,73295 2,8820465
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Surfaces with a Q-Criteria value equal to 5 were obtained. 
The velocity distribution on these surfaces is shown in 
Figure 14. The Q-Criteria value allows us to examine the 
wake behind the submarine. As can be seen, as the angle 
increases, the maximum velocity obtained increase, and the 
angle of the wake and length of the wake also increases.
Figure 15 shows the streamline drawn from the submarine 
surfaces. When the submarine is subjected to a static drift 
angle, a rotational flow is observed around it. As this angle 
increases, it is seen in the figures that the streamlines in 
the rear part of the submarine are more complex and have 
higher velocity.
Figure 16 shows the fins in the aft body of   the subma-
rine. The pressure distribution over these fins changes as 
the angle changes. As the angle increases, the region of 

Figure 13. Velocity Distribution Around the Submarine.

Figure 14. Q Criteria = 5 Surfaces Around the Submarine.

Figure 15. Streamlines Around the Submarine.
Figure 16. Pressure Distribution on Aft Body of Subma-
rine.
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maximum pressure on the fin is displaced. This causes 
an increase in the force created by the fins as the angle 
increases. This effect is one of the reasons why the yaw 
moment increases as the angle increases.
The vector field around the submarine is shown in Figure 
17. In this image given for the 10-degree static drift condi-
tion, the angle of the flow acting on the submarine is clearly 
seen. The resulting sway force and yaw moment are caused 
by the flow of the body acting at a certain angle. It is seen 
that it reaches 3.3 m/s in the cross section of this image per-
formed at a speed of 2.69 m/s. These velocity zones affect 
the pressure zones around the submarine, causing sway 
force and yaw moment to occur.
When comparing the force and moment values obtained 
through CFD with experimental results, it is observed that 
the error rates vary between -5% and 10% (Table 5). The 
results (Figure 11 and Figure 12) presented show that the 
sway forces and yaw moments obtained from the analyze 
give independent results from the mesh structure and are in 
consistency with the experimental results presented in the 
literature. As a result, an analysis method that can be used 
in future studies has been presented. 

7. CONCLUSIONS

This study involves the force and moment calculations of 
the Autosub submarine using model and full-scale geom-
etries. The RANS equations and two-equation turbulence 
models are employed in the calculations. Static drift analy-
ses are conducted for angles of 0, 2, 4, 6, 8, and 10 degrees. 
The calculations are performed at a cruising speed of 2.69 
m/s using a scale factor of 1.346. To determine the opti-
mum mesh structure, a mesh independence study is car-
ried out at 6 degrees static drift angle. The error rates of the 
experimental results and the calculated values in the anal-
ysis are used in the mesh independence study. After deter-
mining the optimum mesh structure with the help of the 

uncertainty analyses and the mesh independence study, the 
analyses are completed for other angles and compared with 
the experimental results. 
Full-scale resistance analyses are conducted using the same 
mesh sizes. Resistance analyses are performed for the 7m 
full-scale geometry at velocities of 0.5, 1.0, 1.5, and 2.0 m/s. 
The calculated resistance forces are compared with the 
experimental results. There are two experimental results for 
resistance presented in the open literature. In the first pre-
sented by Kimber&Marshall (1993) a resistance value for 2 
m/s is available, while Fallows (2004) presented the resis-
tance values for a larger range. The experimental results of 
Fallows cover speeds ranging from 0 to 5 m/s for different 
model depths so that the wave resistance is also included in 
the values. So, there is a deviation from the experimental 
results comparing to CFD, empirical and also experimen-
tal result obtained before by Kimber&Marshall (1993). 
The cause of this deviation is also discussed by Phillips et 
al. (2007). The CFD results of the present study appear to 
be in good agreement with the CFD results presented by 
Phillips et al. (2007), as well as the experimental results by 
Kimber & Marshall (1993), with an error rate of 2.6% and 
10%, respectively.
The static drift analyses are conducted for different drift 
angles and a good agreement is seen with the experimen-
tal results conducted by Kimber&Marshall (1993). While 
the deviation from the experimental results is lesser in the 
sway forces more deviation is seen for the yaw moment. 
However, the deviation is in an acceptable level since 10 % 
of deviation is seen.
The force and moment values obtained from the static drift 
and resistance analyses are found to be consistent with the 
experimental and empirical results available in the liter-
ature with an error ratio of %0.8-%13.5 and %1.9-%5.6, 
respectively. 

Figure 17. Vector Field Around the Submarine.
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It is seen that the pure sway forces and pure yaw moments 
can be obtained with high accuracy with CFD methods. 
The mesh independence study and the validation study 
show that the numerical results are consistent with the 
experimental results. This shows that the method used in 
this study can be used for the predictions of hydrodynamic 
coefficients for static drift condition. In future studies the 
method will be used for derived geometries of the Autosub 
submarine for different L/B ratios.
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ABSTRACT

Under English law, it is entirely up to the contract parties to agree on “force majeure” events 
that are beyond the builder’s control. Under an old English law principle known as the “pre-
vention principle”, no party to a contract should be allowed to benefit from its own failure to 
perform. In the context of shipbuilding contracts, this principle should give protection to a 
shipyard in the case of delays in the delivery of a vessel that are caused by the buyer’s defaults. 
It is the builder’s fundamental duty to deliver the vessel to the buyer on the delivery date set out 
in the shipbuilding contract. If the builder demands to be released from that duty, it will have 
to follow certain requirements imposed by English law.

Cite this article as: Tasic Z. “Force Majeure”, extension of time clauses and the prevention 
principle in shipbuilding contracts. Seatific 2023;3:2:85–88.

1. INTRODUCTION

One of the most common disputes arising under shipbuilding 
contracts relates to delays in the delivery of a vessel. 

The fundamental obligation of each shipyard is to deliver 
within the contract time a vessel in a condition that 
complies with the contract. Subject to certain conditions, 
set out in this article, the fixed contract time or delivery 
date can be postponed, suspended or extended only for the 
following reasons: 

• The occurrence of one or more of the events set out 
in the shipbuilding contract as “force majeure” events 
that have actually caused a delay in construction and/or 
delivery of the vessel; and/or

• The application of the extension of time clauses set out 
in the shipbuilding contract; and/or 

• The application of the prevention principle. 

Since the shipyard’s fundamental obligation is to deliver 
the vessel on the delivery date set out in the shipbuilding 

contract, the burden of proof that the shipyard is entitled to 
be exempted from such contractual liability, for any of the 
above reasons, lies with the shipyard.

English law governs most international shipbuilding 
contracts. Disputes arising from such contracts are usually 
referred to LMAA arbitration in London. This is because 
English law and so-called “legal London” are the most 
common choice of law in international shipbuilding 
contracts. 

The shipbuilding contract under English law is a complex 
sales agreement with elements of a building contract 
(Stocznia Gdanska S.A. v. Latvian Shipping Co. and 
Others, 1998).

2. “FORCE MAJEURE”

Unlike European continental laws, English law does not 
recognise “force majeure” as a doctrine of law. “Force 
majeure” provisions are normally included in a clause 

http://orcid.org/0009-0005-9645-7367
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of the shipbuilding contract governing situations in 
which the shipyard would not be liable for delays in the 
construction and/or delivery of the vessel and it would 
be entitled to extend the period of construction and the 
agreed date of delivery.

It is entirely up to the shipyard and the buyer to agree upon 
the events that are beyond the shipyard’s control and that 
could not be foreseen or anticipated before or at the time 
the contract is executed and which might cause delays in 
the construction and/or delivery of a vessel. 

Such events normally include war or warlike events, terrorist 
attacks, riots, the imposition of embargoes, actions by the 
government with jurisdiction over the shipyard prohibiting 
or preventing the shipyard from proceeding with its 
business activities, extraordinary weather conditions, 
strikes, lockouts, explosions, fires, disruptions of power 
supplies, defects in materials and equipment, etc.

However, the shipyard will have to prove that the “force 
majeure” event has actually caused delays in the construction 
and/or delivery of the vessel (Jerram Halkus Construction 
Ltd v. Fenice Investments Inc., 2011). 

3. EXTENSION OF TIME CLAUSES 

Examples of extension of time clauses (permissible delays) 
in a shipbuilding contract:1 

• The buyer’s late payment of the contract price: 

“The Builder has the right to extend the Delivery Date of the 
Vessel for the same number of days equal to the delay in the 
payment of any Instalment, or a part of thereof.” This is a 
good example of automatic extension without the need to 
show or argue causation between the buyer’s delay and the 
extended delivery date of the vessel.

• Buyer’s modifications: 

“If the dispute (about the Buyer’s modifications) is resolved in 
favour of the Builder, any time lost due to the dispute shall be 
deemed a permissible delay.”

Or

“Any time lost in achieving an agreement regarding 
any modifications, deletions or additions (including the 
consequences of the same) … shall be deemed as permissible 
delay under this Contract.”

• Buyer’s supplies:

“Should the Buyer fail to deliver any of the Buyer's Supplies 
within the time designated, the Delivery Date shall be 
automatically extended for a period of such delay in delivery.” 

Extensions of time are rarely or never as automatic as they 
seem as they are usually subject to certain conditions: 
primarily, causation and notice to the buyer, save for the 
suspension of construction and the extension of the delivery 
date due to delays in payment of the contract price. 

1 https://www.bimco.org/Contracts-and-clauses/BIMCO-Contracts/NEWBUILDCON#
2 https://www.bailii.org/ew/cases/EWHC/Comm/2011/848.html adyard-abu-dhabi-v-sds-marine-services/.

4. CAUSATION

It is always a question of fact whether a relevant event has 
caused or is likely to cause delay to the works beyond the 
completion date. Causation is not always easy to prove and 
very often shipbuilding experts are involved to assist the 
arbitrators, or commercial judges, as the case may be, to 
determine whether the shipyard’s claim for extension stands.

In Adyard Abu Dhabi LLC v. SD Marine Services (2011), 
the Court has considered whether the changes in design 
of the vessel demanded by the buyer caused the delay in 
delivery as alleged by the shipyard. It was established that 
the construction of the vessel was already before that in 
delay and the shipyard was not entitled to additional time 
because the alleged demands did not cause delay in delivery. 
What has caused delay in delivery was concurrent delay in 
the vessel’s construction caused by the shipyard.2 

It is a difficult task for the shipyard to demonstrate the 
impact of a delay on the delivery date. It should bear in 
mind that it is usually easier for the buyer to reject the 
shipyard’s claim for permissible delay than for the shipyard 
to support its case.

5. NOTICE OF DELAY

It is common practice for every buyer to expect the 
shipyard to advise him of any new, extended delivery date. 
Shipbuilding contracts normally require the shipyard 
to notify the buyer in writing of the occurrence of such 
an event, within a number of days of the occurrence of 
the event. The shipyard is required to indicate the likely 
duration thereof. The shipyard should notify the buyer 
when the event or events have ceased to exist, and about 
the number of days of delay in the vessel’s delivery caused 
by the occurrence of the event. The shipyard should also set 
out a new delivery date (BIMCO, n.d.).
However, if the shipyard demands that the contractual 
delivery date be extended, postponed or suspended due 
to the occurrence of a “force majeure” event, it will have 
to prove that such an event is the cause of the delay in the 
construction and/or delivery of the vessel. It will need 
to prove that the alleged event is in the critical path of 
construction and/or delivery of the vessel for a number 
of days beyond the agreed delivery date. In addition, the 
shipyard will need to prove that it has done all it can to avoid 
or minimise the actual delay in the delivery of the vessel.
Such a written notice to the buyer is a condition precedent 
to the application of the extension of time provisions in the 
shipbuilding contract.
In this context, the buyer has the right to know when the 
vessel will be delivered. The buyer is also entitled, where 
appropriate, to reject the shipyard’s notice of delay. The 
rejection of the shipyard's notice of delay is very common. 
In such circumstances, the question of whether or not the 
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notice itself and the shipyard's claim for an extension of 
time are valid should be referred to arbitration in London.
By sending a written notice of delay to the buyer, the shipyard 
seeks to reserve its right to exclude or limit its liability for 
delays in the construction and/or delivery of the vessel. 
However, sending a notice of delay is not enough for the 
shipyard to exclude or limit its liability for delays in the 
construction and/or delivery of the vessel. The application 
of extension of time provisions is normally subject to the 
provision of a notice by the shipyard to the buyer of the 
shipyard’s intention to claim an extension of the delivery date.
In the above said Adyard Abu Dhabi LLC v SD Marine 
Services (2011), the shipyard failed to send a notice to 
the buyer claiming an extension of time due to the buyer’s 
alleged acts of prevention. It was noted that “a shipyard 
seeking extra time must be sure to give notices where these are 
contractually required”. In this case, the shipyard’s claim for 
an extension of time failed due to its failure to give a notice 
of delay pursuant to the terms of the shipbuilding contract.3 
In Zhousan Jinhaiwan Shipyard Co. v Golden Exquisite and 
Others (2014), delays caused by the buyer were governed by 
extension of time clauses in the form of permissible delays, 
providing the shipyard send a notice at the commencement 
and at the end of such delays. Since the shipyard failed to 
send such a notice it lost the right to claim delays allegedly 
caused by the buyer. Judge Leggatt stated: “Delays in 
construction are prima facie the responsibility of the Builder, 
unless they are excused by a provision of the contract. The 
basic default position under the contract, in other words, is 
that delay is ‘non-permissible’ unless a term of the contract 
classifies it as permissible (or, in the case of excluded delays, 
deems it not to be delay at all)”.
The notice of delay should be given to the buyer even if 
it is not initially clear whether there is an impact on the 
delivery date. This will provide useful evidence in any future 
arbitration. Otherwise, the shipyard faces the risk that it 
would not be allowed to rely on extension of time provisions 
and the prevention principle will not be applicable. 
Regardless of whether or not the extension of a delivery date 
is automatic, every court would expect a shipyard to advise 
its buyer of any new, extended contractual delivery date.

6. THE PREVENTION PRINCIPLE 

“Prevention” means the action of stopping something from 
happening.
Lord Ellenborough CJ nicely set out the prevention 
principle in the case of Rode v Farr (1817, pp. 124–125):4

If the buyer has by its own wrongdoing prevented the shipyard 
from tendering the vessel for delivery on a contractual delivery 
date, the buyer should not be entitled to claim liquidated 
damages or cancel the shipbuilding contract and claim a 

3 Ibid.
4 Lord Ellenborough C.J. said, “In this case, as to this proviso, it would be contrary to a universal principle of law that a party shall never take 

advantage of his own wrong.”

refund, interest and damages. This is because in such a case 
the contractual date of delivery becomes “time at large”.
“Time at large” is, subject to contract, a matter of law 
that replaces the contractual delivery date by an implied 
obligation to deliver the vessel within a reasonable period 
of time “in the light of all relevant circumstances” (Shawton 
Engineering v. DGP International Ltd., 2005).
In the case of Multiplex Constructions UK Ltd. v. Honeywell 
Control Systems Ltd. (2007), the court held:
If the buyer interferes with the work so as to delay its 
completion, this is an act of prevention and the contractor is 
no longer bound by the strict requirements of the contract 
as to time; for example, the instruction of variations to the 
work can amount to an act of prevention.
The ultimate consequence: no liquidated damages and time 
for the completion of the vessel’s construction becomes 
time at large.

7. EXTENSION OF TIME CLAUSES AND THE 
PREVENTION PRINCIPLE 

The application of the prevention principle can be excluded 
by the inclusion of extension of time provisions in the 
shipbuilding contract either in the form of permissible 
delays allowing the shipyard to extend the delivery date or 
in the form of provisions adjusting the date of completion 
in the event of modifications to the technical specification. 
This was confirmed in the case of Multiplex v. Honeywell 
(2007). The prevention principle does not apply if the 
contract provides for an extension of time in respect of 
the relevant events. In addition: “Acts of prevention by an 
employer do not set time at large if the contract provides for 
an extension of time in respect of those events.”
There is no need for the application of the prevention 
principle if the contract already protects the shipyard.

This is because the shipyard is entitled to rely on such provisions 
only where it can prove that the project was not already in a 
critical delay before the buyer’s delaying conduct occurred. 
The shipyard should be able to prove that without prevention 
by the buyer it is still possible to complete the vessel by the 
agreed date in spite of the shipyard’s own delays.
In the case of Jerram Halkus Construction Ltd. v. Fenice 
Investments Inc. (2011), Judge Coulson expressed his 
views as follows:
… for the prevention principle to apply, the contractor 
must be able to demonstrate that the employer's acts or 
omissions have prevented the contractor from achieving an 
earlier completion date and that, if that earlier completion 
date would not have been achieved anyway, because of 
concurrent delays caused by the contractor's own default, 
the prevention principle will not apply.
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Even if the buyer’s acts of prevention were concurrent 
with the delays caused by the shipyard's own default, the 
prevention principle will not apply.
Concurrent delay is “a period of project overrun which is 
caused by two or more effective causes of delay which are 
of approximately equal causative potency” (Marrin, 2012).
In the case of North Midland Building Limited v. Cyden Homes 
Ltd. (2018), the contractor raised an interesting argument. 
The parties included a provision in their contract pursuant to 
which any delay caused by a Relevant Event (caused by the 
employer) which is concurrent with another delay for which 
the contractor is responsible shall not be taken into account.

Although the contractual provision on concurrent delay was 
clear, and although the shipyard partly caused the delay, it 
still argued that the prevention principle was a matter of legal 
policy which should operate to the benefit of the contractor 
and set aside the clause to which it had agreed in the contract. 
The Court of Appeal rejected that argument because (inter 
alia) “the prevention principle is not an overriding rule of 
public or legal policy” and the contract contained a clear 
provision as to what happens in the event of concurrent delay 
(North Midland Building Ltd v Cyden Homes Ltd., 2018).

8. CONCLUSION

As stated at the beginning of this article, the shipyard would 
be in breach of contract if it fails to tender for delivery the 
vessel that complies with the shipbuilding contract within 
the contract time.
The consequences of such a breach may be that the 
shipyard would be required to pay liquidated damages 
to the buyer as compensation for loss caused by the late 
delivery. Another consequence might be the termination 
of the contract by the buyer and the buyer’s claim for the 
refund of the pre-delivery instalments, together with 
interest thereon, and, sometimes, damages. 
In order to avoid liabilities for delays in performing their 
shipbuilding contracts, many shipyards, as well as their 
suppliers, claim the application of extension of time provisions 
(permissible delays) in their shipbuilding contracts.
If shipyards wish to rely on extension of time clauses in their 
shipbuilding contracts, they should ensure that they have a 
very strict documentary policy in place, a system of prompt 
notifications to the buyer, a system of recording relevant events 
that are causing or may cause delays in the construction and/
or delivery of the vessel, and critical path diagrams.
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ABSTRACT

A cruise ship cabin can be outlined using a complex bill of materials, components and sub-as-
semblies properly interconnected, considering its functional nature as a whole. In this regard, 
modern scientific achievements have allowed the development of so-called smart materials. 
The research activity has started with a scoping review of the currently constituent finishing, 
as well as insulation materials installed on-board. The assessment of smart and high-perfor-
mance solutions is aimed of optimizing thickness, weight, noise and vibrations parametres. 
Actual cases under analysis related to finishing materials include performance paints and 
inks, fabrics with antibacterial and water-repellent properties which, together with a protec-
tive action, can generate electricity if exposed to light. Some polymeric fibres can thermally 
modify their sensitivity to humidity and allow for better adaptability and reversible shrinkage, 
self-healing surfaces regenerate after the occurrence of a crack. Active safety, failure preven-
tion, and comfort criteria on board passenger ships are the main focus of many of the techno-
logical applications under investigation. It is necessary for them to evaluate the compatibility 
with the marine environment, durability, and compliance with the rules.

Cite this article as: Peri AD. Smart materials finishing and insulation solutions applied to the 
interior design of a cruise ship cabin. Seatific 2023;3:2:89–110.

1. INTRODUCTION

The current scoping review activity, connected to the 
doctoral thesis currently under development, is focused on 
the interior design of cruise ships, which have the common 
denominator of implementing high-performance (Wang, 
Tang, 2022) and smart materials which could increase the 
overall comfort performance, energy optimization and 
compliance with safety classification rules.

The suggested taxonomy (Goldade et al., 2015) includes, 
without any formal disconnection, currently used and 
potential applicable achievements, with an integration of 
innovative technologies intrinsically linked to the designed 
and molecular-controlled substance constitution (Bengisu, 
Ferrara, 2018) as in the case of smart materials. The 

simultaneous presence is determined by the design need to 
integrate the new paradigm with a knowledge that has been 
diachronically consolidated (Peijnenburg et al., 2021). The 
regulatory framework currently in use in the field of design 
will introduce the most common insulation materials. High 
performance and smart materials solutions principles are 
described, along with a list of tests used to assess their 
properties and possible, future applications on board.

2. THE ROLE OF ACOUSTIC AND THERMAL 
INSULATION IN THE SHIPBUILDING INDUSTRY 

Typical noises and vibrational stresses associated with cruise 
ships are generated by the rushing of water against the hull 
and related to the operational profile of engines, propellers, 

http://orcid.org/0000-0001-5480-8337
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machinery and air conditioning, as well as sounds generated 
by onboard activities. These are transferred throughout 
the structure and spread towards the accommodation 
areas. Acoustic insulation applications (Adam, 2016) have 
significant impact in reducing noise levels, minimizing 
reverberation, eliminating echoes, and improving speech 
clarity. A proper thermal insulation (Lakatos, 2022), on 
the other hand, is performed to control and maintain the 
design temperature within the ship's interior spaces that 
is, minimizing the transfer of heat between the interior 
and exterior environments. This would result in an overall 
increase of the energy efficiency by reducing the reliance on 
heating or cooling systems. 

Thermoacoustic insulation plays a crucial role in ensuring 
the comfort and safety of passengers and crew on cruise 
ships accommodation area, especially within cabins. 

These latter are regulated by the international SOLAS 
Convention (Safety of Life at Sea). Is has been issued by the 
International Maritime Organization (IMO), a specialized 
agency of the United Nations responsible for regulating 
shipping on a global scale. The first Convention was 
adopted in 1914 (after the Titanic disaster) and the current 
version entered into force in 1974. SOLAS primary goal is 
to establish minimum requirements for ship construction, 
equipment, and operation, compatible with their safety. 
Merchant ships, like cruise ships, are required to comply 
with these strict safety standards.

It is divided into fourteen chapters and rules that are 
comprehensively addressed to distinct aspects of safety 
in the specific environment of ships. Chapter II-2, titled 
"Construction – Fire protection, fire detection and 
fire extinction," specifically focuses on fire protection, 
detection and extinction. The products referenced in this 
section, including materials and components used in ship 
construction (bulkheads, decks, fire doors, fire-resistant 
closures, upholstered furniture, bed components, lining 

materials, and curtains) have to withstand international 
requirements for laboratory testing, type-approval and fire 
test provided by the International Code for Application of 
Fire Test Procedures, 2010 (2010 FTP Code).

In particular, non-combustibility tests and substance 
classification are performed according to IMO 2010 FTP Code 
Part 1, IMO-Resolution MSC.307(88). Surface flammability 
ones are compliant to Part 5 and fire tests on A and B 
divisions are achieved in conformity to Part 3. Furthermore, 
there are threshold values related to the transmission of 
noise and vibrations established by the ISO 20283-5:2016 
(Measurement of vibration on ships — Part 5: Guidelines for 
measurement, evaluation and reporting of vibration about 
habitability on passenger and merchant ships).

To highlight the potential localized interventions, it is 
important to briefly describe the composition of a standard 
cabin module, which is comprised of steel ceiling and wall 
panels (in most cases galvanized) or aluminium alloy. 
The internal face of each of them is finished by applying 
decorative coatings. Rock wool is the traditional material 
used to insulate and fire-proof the external facing. Bulkheads 
between cabins will be comprised of two adjacent panels, 
with a small hollow space between them. In the same way, 
if a passenger cabin is adjacent to a public passageway, the 
tools and methods of partitioning and finishing will be 
similar since the corridors too are assembled with similar 
prefabricated panel elements. 

2.1. Thermo-acoustic material selection outlines
The research activity has started with a classification of the 
main insulating materials applied in the shipbuilding sector, 
considering the constituent type of the fibres (Fig. 1). 

A main difference between Natural-based and 
Petrolchemical materials is taken into account, each of 
them further divided into organic (Table 1, 2) and inorganic 
groups (Table 3, 4).

Figure 1. Thermoacoustic material classification.
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It could be possible thanks to the application of Granta 
EduPack Software, currently used in an interdisciplinary 
matter in the academic field to perform complex analysis 
which can synoptically consider engineering, design and 
sustainable development aspects. The user can perform 
analysis based on three stages. Level 1 database contains 
an introductory approach of more than 60 records or 
common engineering materials (metals, plastics, ceramics, 
glasses, composites and natural materials). A limited set of 
attributes is linked to records for processes that are used to 
shape, join or finish them.

Level 2 contains a comprehensive set of mechanical, 
thermal and electrical properties, as well as Eco Properties 
and Durability Information, for more than 100 common 
materials. The materials and the content of the records enable 
a wide range of selection studies and environmental audits of 
products. The process records include a simple cost model 
that allows cost-comparisons between alternative processes. 

Belonging to this level is the Building Environment 
repository, which contains more than 120 materials 
commonly used in Architectural applications. A set of 
mechanical, thermal, electrical, hygro-thermal, acoustic is 
provided, along with durability information. 

Level 3 contains a comprehensive set of the previous 
data, together with mechanical, optical, magnetic and 
environmental properties for over 4,000 engineering 
materials. Eco Design database also encompasses 
environmental properties such as whether a material 
is restricted, NOx and SOx values, water usage, carbon 
footprint, embodied energy, and end of life information. 

A crossed use of the second and the third level, together with a 
scoping review activity of the cutting-edge solutions actually 
present on the market and the support of the scientific 
literature, helped to create the material classification. 

It should be stressed that specific heat and thermal 
conductivity are related to an ambient temperature set at 
23°C. In order to further characterise each substance, the 
acoustic velocity variable (m/s) has been used, as measure 
of the speed of longitudinal sound waves in a solid. It is 
calculated as follows (Equation 1):

v = E
p√  Equation 1. Acoustic velocity formula

where E is Young Modulus (Pa) and ρ is the material density 
(Kg/m3).

The speed of sound in a solid material can be used as a 
further indicator of its insulating properties. It depends on 
the density and compressibility of the matter through which 
it propagates. In general, in denser and more rigid materials, 
such as metals, the speed of sound is higher, while in less 
dense and more flexible ones, such as thermal insulators 
like wool, fiberglass and foam, the speed of sound is slower.

The parameters considered are related to the substances 
used and not to the finishes applied, as they could undergo 
variations in their weight, depending on the different 
thicknesses applied and their relative stratigraphy. In many Ta
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solutions on the market these materials often constitute the 
core of sandwich and honeycomb compounds to combine 
the aforementioned properties with structural capacity.

3. SMART AND HIGH-PERFORMANCE 
MATERIALS FOR ADVANCED INSULATION 
AND FINISHING SOLUTIONS 

They are related but distinct concepts in the field of materials 
science (Ritter, 2006). Smart materials (SM) are known for 
their adaptability and responsiveness to external stimuli, 
allowing them to change their properties or behaviour 
based on variable conditions, examples of which include 
Shape Memory Alloys and Self-Healing Polymers. On the 
other hand, high-performance materials (HPM) stand 
out in terms of their intrinsic properties, such as strength, 
durability, or conductivity, and are chosen for applications 
where outstanding, specified characteristics are crucial. 
While these categories are different in functionality, it's 
possible for some materials to belong to both if they 
combine high-performance attributes with adaptive 
capabilities (Addington, Schodek, 2005).

3.1. Aerogels (HPM)
Aerogels are highly porous, ultra-lightweight substances with 
very low thermal conductivity (0.017 W/m°C) (Aegerter et 
al., 2011), primarily composed of air. They are manufactured 
through a supercritical drying process that removes the liquid 
content of a gel. Various materials have been implemented, 

with silica being the most commonly used (Pierre, Anderson, 
2011). Historically, aerogels production has been relatively 
costly, constraining its usage to advanced aerospace operations 
(Jin et al., 2023). However, as manufacturing expenses decline, 
they are finding their way into a wider array of applications, 
including their incorporation into composite materials such 
as laminated glazing for thermal insulation or integration into 
blankets for heat protection and acoustic absorption. 

The following table show the test methods aimed at 
characterizing aerogels main properties (Table 5).

In cruise ship design, suitable features and applications can 
include:

• Internal cabin insulation: it can be used aerogels low 
thermal conductivity helps maintain comfortable inside 
temperatures, reducing the reliance on heating and 
cooling systems. This can lead to energy savings and 
lower operational costs;

• Energy-Efficient Windows: aerogels can be integrated 
into windows frames to enhance their thermal insulation 
properties. This helps reduce heat gain during sunny 
days and heat loss during cold weather, contributing to 
energy savings in the ship's overall HVAC system;

• Soundproofing: in addition to thermal insulation, 
aerogels can provide soundproofing benefits. Installing 
aerogel-based insulation in cabin walls and ceilings 
can help minimize noise transfer between cabins and 
common areas;

Table 5. Aerogels test methods

Testing category Test method Description References
Thermal conductivity  Cryogenics test laboratory Used to determine apparent thermal Johnson et al. (2010) 
  conductivity (k-value) of thermal 
  insulation systems 
Non-destructive method Diametral compression test Application of stress load or force Haj-Ali et al. (2016) 
for mechanical properties  to the point where a material object 
  is split in half (down the diameter 
  of the object) 
Mechanical properties Micro-indentation technique The sample material is indented using Moner-Girona et al.  
of silica aerogels   a sharp, pointed probe, with a controlled (1999) 
  force application 
 Dynamic compressive test Tests of cross-linked silica aerogel Luo et al. (2006) 
  using a split Hopkinson pressure bar 
  (SHPB) for Poisson's ratio determination 
Fracture toughness tests  Single-edge-notch bending Specimen is subjected to three-point Ehrburger-Dolle et al.  
 (SENB)  bending loads (1995)
Density measurement Torsional oscillator Body suspended by a thread or wire Crowell et al. (1990) 
 measurements  which twists first in one direction and 
  then in the reverse direction, in the 
  horizontal plane 
Hydrophobicity and Contact Angle Measurement Determine the contact angle of water Ślosarczyk (2021) 
Hydrophilicity  on the aerogel surface to assess its 
  hydrophobic or hydrophilic properties. 
Aging and Stability Tests Long-Term Stability Subject the aerogel to aging tests to Perego (2008) 
  simulate real-world conditions and 
  evaluate its stability over time. 
Environmental Resistance Optical absorption -  Proton irradiation tests Test the 
 UV–Vis tests  aerogel's resistance to ultraviolet Wu et al. (2020) 
  (UV) radiation
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• Fire Safety: aerogels are non-combustible materials, 
which is crucial for safety in cruise ship design;

• Space Constraints: the thin profile is helpful in cruise 
ship design, where space is often limited. It allows for 
effective insulation without compromising cabin space 
or vessel design.

3.2. Vacuum Insulation Panels (VIPs) – (HPM)
VIPs consist of a core material (typically a rigid, porous 
material like fiberglass or silica aerogel), enclosed in a 
vacuum-sealed panel, which minimizes heat transfer by 
eliminating air molecules. They provide high insulation 
efficiency in a thin profile, making them suitable for space-
constrained applications (Baetens, 2010). Here's how VIPs 
work and why they can be effective also in the maritime field:
• Vacuum Core: core material is placed in a vacuum 

or near-vacuum environment, which reduces the 
conduction and convection of heat;

• Airtight Encapsulation: core material is sealed within 
a gas-tight envelope made of high-quality barrier 
materials, often metallic or laminated films. This 
envelope prevents air from entering and disrupting the 
vacuum, ensuring long-term insulation performance;

• Longevity: if properly maintained and protected from 
physical damage or perforations, VIPs can maintain 
their insulation properties for an extended period, 
making them a durable and cost-effective insulation 
solution over the long term.

The following table show the test methods aimed at 
characterizing VIPs main properties (Table 6).

3.3. Phase Change Materials (PCMs) - (SM)
This category includes all smart materials capable of 
undergoing reversible changes in response to external 
stimuli, in particular they exhibit phase changes dependent 
on temperature (Delgado et al., 2018). In the construction 

and architecture sectors, the term "PCM" has gained 
relevance concerning materials and products utilized for 
temperature regulation purposes. PCMs store and release 
heat energy during phase transitions, such as from solid 
to liquid or vice versa. They can absorb excess heat during 
the day and release it at night, helping to maintain a stable 
indoor temperature. PCMs can be embedded in insulation 
materials or used as standalone panels.

The following table show the test methods aimed at 
characterizing PCMs main properties (Table 7).

Potential applications aboard cruise ships may include:

• Temperature Control: PCMs are effective at stabilizing 
indoor temperatures by absorbing and releasing heat 
during phase transitions. In cruise ship cabins, PCMs can 
absorb excess heat during the day when the sun is intense 
and release it at night when temperatures drop, ensuring a 
consistent and comfortable environment for passengers;

• Space Efficiency: they are typically applied as thin layers 
within walls or ceilings, making them ideal for cruise ship 
cabins with limited space. Their slim profile allows for 
efficient insulation without sacrificing valuable cabin space;

• Condensation Prevention: PCMs can help prevent 
condensation on cabin surfaces, which is essential 
for maintaining a healthy and comfortable indoor 
environment. Condensation can lead to moisture-
related issues like mold growth and corrosion;

• Retrofitting Capabilities: in some cases, existing cruise 
ships may undergo renovations or upgrades to improve 
energy efficiency and passenger comfort. PCMs can 
be integrated into cabin insulation during retrofitting 
projects to enhance insulation properties;

• Emergency Energy Backup: in the event of a power 
outage or HVAC system failure, PCMs can temporarily 
maintain indoor temperatures, ensuring passenger 
safety and comfort until normal operations are restored.

Table 6. Vacuum Insulation Panels (VIPs) test methods

Testing category Test method Description References
Standard specification for ASTM C1484-10(2018) Specification covers the general Nikafkar and Berardi 
Vacuum Insulation Panels  requirements for vacuum insulation (2020) 
  panels 
Thermal testing DIN EN 12667:2001 Determination of thermal resistance Davraz and Bayrakçı 
   (2013)
Fire test method ISO 834-11:2014 One side of the specimen is exposed Y. U. Kim et al. 
  to the furnace and measured according (2021) 
  to its appearance and ignition 
Insulation performance ASTM C 1363 Temperatures of the constant temperature 
test  chamber and the low are measured 
Airtightness test   ASTM E 783  Pressure of the test specimen is increased 
  in steps  and the airtightness is measured 
  until the flow rate becomes stable 
Aging and Durability International Energy Thermal cycling and humidity exposure J. Kim et al. (2017) 
Testing Agency (IEA) - Annex 39 to assess their durability over time 
 Cold Climate Housing Used to evaluate different wall Garber-Slaght and 
 Research Center, Mobile configurations for durability under Craven (2012) 
 Test Lab (CHRC’s MTL) high interior moisture loads.
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3.4.  Shape Memory Materials (SMMs) – (SM)
These materials have the remarkable ability to "remember" 
a specific shape and return to it when exposed to a certain 
stimulus, typically heat (Sun et al., 2012) (Vili, 2007). 
Shape-memory alloys (SMA’s) exhibit two distinct crystal 
structures linked to a phase transformation between a low-
temperature, martensitic phase and a high-temperature, 
austenitic phase. In the first configuration, the metal can 
easily be deformed into any shape; when the alloy is heated 
the memory metal is able to recall the shape it had before 
the deformation. This property enables the creation of 
dynamic, shape-changing structures and components like 
self-opening/closing windows and furniture mechanisms 
that can change their shape or configuration based on 
temperature changes (Jani et al, 2014). 

Stimulus-responsive configurations refer to the ways in 
which shape memory materials (SMMs) can be triggered 
or activated to exhibit their shape-changing properties. 
Different types of shape memory materials respond to 
various stimuli, allowing for a range of applications in 
diverse fields. Here are some common stimulus-responsive 
configurations:

• Thermal Activation: the most common stimulus for 
shape memory materials is temperature change. For 
shape memory alloys (SMAs), heating above a certain 
transition temperature (often called the austenitic finish 
temperature) causes a reversible phase transformation, 
allowing the material to recover its original shape;

• Light Activation: some shape memory materials, 
particularly polymers, can be activated by exposure 
to light. Photothermal heating induces the required 
temperature change for triggering the shape memory 
effect. This feature is often exploited in biomedical 
applications where light can be precisely controlled;

• Electrical Activation: Applying an electric current to shape 
memory alloys can generate Joule heating, causing the 

material to undergo the phase transformation and recover 
its original shape. This electrical activation is useful in 
micro actuators and other electronic applications;

• Magnetic Activation: certain shape memory alloys, such 
as nickel-titanium, are responsive to magnetic fields. 
This latter induces mechanical deformation, making it 
possible to control the shape memory effect remotely;

• Chemical Activation: reversible chemical reaction, 
leading to a change in the polymer's structure and, 
consequently, in its shape;

• pH Activation: they can to respond to changes in 
pH. The pH-induced changes can alter the polymer's 
structure, leading to a reversible shape change;

• Moisture Activation: particularly in hydrogels They 
can react to changes in moisture levels. Absorption 
or loss of water can induce a change in the material's 
conformation and trigger the shape memory effect;

• Mechanical Activation: in some cases, shape memory 
materials can be activated by applying mechanical 
stress. This might involve stretching, compression, or 
other mechanical deformation to initiate the shape 
memory response;

• Dual/Multi-Stimulus Activation: some advanced 
configurations involve materials that respond to 
multiple stimuli simultaneously or sequentially. 

The following tables show the test methods aimed at 
characterizing SMM main properties (Table 8, 9).

Between the possible application we can list the following 
cases: 

• Adaptive Insulation: since SMM can change shape 
or thickness in response to temperature fluctuations, 
during colder periods they can expand to provide 
additional insulation and during summer, they could 
contract to allow better ventilation. This adaptability can 

Table 7. Phase Change Materials (PCMs) test methods

Testing category Test method Description References
Latent Heat of Fusion Calorimetry Measure the heat absorbed or released Kotzé et al. (2014) 
  during the phase transition 
Thermal Cycling Stability Repeated Heating and Assess the stability of the material over Putra et al. (2019) 
 Cooling Cycles multiple cycles, checking for performance 
  degradation 
Thermal Conductivity Standardized Methods Measure the material's ability to conduct C. Xu et al. (2022) 
  heat during solid and liquid phases 
Encapsulation Efficiency Encapsulation Assessment Evaluate the efficiency of the encapsulation Y. Huang et al. (2023) 
  process, ensuring containment and leak  
  prevention 
Durability and Long-Term Extended Testing Periods Conduct long-term tests to assess durability Egea et al. (2022) 
Performance  and performance over extended periods 
Material Compatibility Compatibility Tests with Investigate how well the PCM interacts Ostrý et al. (2019) 
 Other Materials with materials commonly used in specific 
  applications 
Environmental Impact Environmental Assessment Evaluate the environmental impact, Di Bari et al. (2020) 
  considering factors like recyclability 
  and potential hazards
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help maintain optimal cabin temperatures 
without relying entirely on HVAC systems;

• Sealing and gasketing: SMMs can be 
employed in sealing and gasketing applications 
to ensure airtight seals around doors, windows, 
and other openings. They can change their 
shape or compress when necessary to maintain 
a tight seal, preventing drafts and heat loss.

It is important to note that SMMs are not 
commonly used for large-scale applications 
like cruise ship design at present. While they 
offer peculiar advantages, their adoption has to 
be assessed by factors such as cost, complexity, 
and the need for reliable control mechanisms.

3.5. Thermochromic materials (TMs)–(SM)
Thermochromic materials can be integrated 
into cruise ship cabin design to enhance 
insulation and improve the overall passenger 
experience (Boscolo et al., 2007). They change 
colour or optical properties in response to 
temperature variations, which can be used to 
create adaptive insulation systems and achieve 
energy efficiency in cruise ship cabins:

• Smart Window Systems: thermochromic 
coatings or films can be applied to cabin 
windows to control solar heat gain and 
glare. When exposed to sunlight or high 
temperatures, these materials darken, reducing 
the amount of heat and light entering the cabin. 
In cooler conditions or at night, they become 
transparent, allowing natural light to enter and 
potentially aiding in passive solar heating.

• Temperature-Responsive Surfaces: they 
can be used on cabin walls, ceilings, or other 
surfaces to visually indicate temperature 
changes. When the temperature inside the 
cabin rises or falls, these surfaces change 
colour or appearance, providing passengers 
with a visual cue about the thermal 
conditions. This can help passengers make 
informed decisions about adjusting the 
cabin temperature and HVAC settings.

• Customized Cabin Experience: cruise 
ship cabins often host passengers with 
varying preferences for temperature and 
lighting. Thermochromic materials can be 
incorporated into cabin controls, allowing 
passengers to adjust the cabin environment 
to their liking. For example, passengers can 
control the tint level on windows or the 
colour of cabin surfaces.

The test methods aimed at characterizing 
TH main properties are included in the 
following section table, since both smart 
materials acts in a similar way (Table 10).Ta
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3.6. Electrochromic materials (ECMs) – (SM)
Electrochromic materials change their optical properties 
in response to an applied electrical voltage quicker than 
the previous class. To manage solar heat gain and reduce 
heating or cooling, windows can be controlled by controlling 
their transparency or reflectivity (Somani, Radhakrishnan, 
2003). However, they can contribute to energy efficiency and 
passenger comfort in cruise ship cabins through the control 
of natural light and glare (Granqvist et al., 2018). Here's how 
electrochromic materials can be applied in cruise ship design:
• Smart Windows: cruise ship cabins can incorporate 

electrochromic windows to control the amount of 
incoming natural light and reduce glare. They provide 
passengers with control over their cabin's lighting 
conditions, allowing them to adjust the opacity of the 
windows to control visibility from outside the cabin, 
thus enhancing privacy.

• Energy Efficiency: while not a direct insulation material, 
electrochromic windows can contribute to energy 
efficiency by reducing the need for artificial lighting 
and shading in cabins. By optimizing natural light 
levels, cruise ships can lower their energy consumption 
for lighting and cooling, resulting in cost savings and 
reduced environmental impact.

The following tables show the test methods aimed at 
characterizing TM and EM main properties (Table 10).

3.8. Dynamic insulation systems 
They can be designed to mitigate the effects of vibrations and 
motions experienced by passengers in their cabins. These 
systems use sensors, actuators, and control algorithms to 
counteract ship motions caused by waves, engine vibrations, 
and other factors, thereby enhancing passenger comfort 
(Fawaier, Bokor, 2022). Here's how active vibration control 
works in cruise ship cabins:

• Sensors: vibration sensors are strategically placed in 
the cabin to detect any vibrations and motions. These 
sensors continuously monitor the cabin's movement in 
multiple axes, capturing data about the ship's vibrations 
and oscillations;

• Control Algorithms: advanced control algorithms 
process the sensor data in real-time. They calculate 
the optimal corrective actions needed to counteract 
the vibrations and motions and maintain a stable and 
comfortable environment inside the cabin;

• Actuators: devices able to generate forces to counteract 
the detected vibrations and motions. They are typically 
located beneath the cabin's floor or within the cabin's 
structure. These actuators can include hydraulic pistons, 
electromechanical devices, or other mechanisms 
capable of applying forces in various directions;

• Feedback Control: it uses feedback from the sensors 
to adjust the actuators' output. By applying forces in 
the opposite direction to the detected vibrations and 
motions, the system effectively cancels out or dampens 
the cabin's motions;

• Adaptive Control: some advanced systems use adaptive 
control techniques that continuously adapt to changing 
ship conditions and passenger preferences. They can 
optimize their performance based on real-time data 
and adjust to different sea conditions, cruise speeds, and 
passenger activities;

• User Interface: passengers may have control over the 
system through a user-friendly interface in the cabin. 
They can adjust the level of vibration control or turn it 
off if they prefer a more natural experience.

Potential benefits of applicating active vibration control in 
cruise ship cabins can include:
• Improved Comfort: Guests experience less discomfort 

and motion sickness, especially during rough sea 
conditions or when the ship is manoeuvring.

• Safety and Structural Benefits: These systems can also help 
protect the structural integrity of the ship by reducing the 
wear and tear caused by vibrations over time.

4. SMART MATERIALS FINISHING SOLUTIONS 
TO REDUCE HUMIDITY IN WET UNITS OF A 
CRUISE SHIP CABIN

Reducing humidity in these area is crucial to guarantee 
passenger comfort and preventing issues like mold 
growth and moisture damage. Several smart materials and 
technologies can be employed to achieve this target:

• Hygroscopic Coatings: they are designed to absorb 
moisture from the air. Applying these coatings to cabin 
surfaces, such as walls and ceilings, can help reduce 
humidity levels. These coatings could be designed to 
release the absorbed moisture back into the air when 
conditions are drier (Hickey et al., 1990);

• Moisture-Absorbing Fabrics: textiles treated with moisture-
absorbing compounds can help absorb excess humidity 
from the air. These fabrics could be used for shower 
curtains, towels, and other cabin textiles (Wang, 2017);

• Membrane Dehumidification: these systems use 
selectively permeable membranes to allow moisture 
vapor to pass through while preventing liquid water 
from entering (Zhao, 2015);

• Control Systems: a centralized control system that 
monitors cabin humidity levels and coordinates the 
operation of various humidity-reducing technologies 
can ensure efficient and effective humidity management;

• Data Analysis and Feedback: collecting and analysing 
data on cabin humidity cevels and the performance of 
humidity-reducing technologies can provide valuable 
insights for continuous improvement and adjustment.

4.1. Self-cleaning surfaces
Often referred to as "hydrophobic" surfaces, are designed 
to repel dirt, water, and other contaminants, making them 
resistant to staining and facilitating easier cleaning. These 
can be achieved through the use of various technologies 
and materials (Liu, Jiang, 2012) like: 
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• Hydrophobic Coatings: designed to repel water, preventing 
water droplets from adhering to the surface. This not only 
prevents water spots but also helps to carry away dirt and 
contaminants as water rolls off (Schmidt et al., 1994);

• Photocatalytic Coatings Surfaces: when exposed to 
light, they can break down organic compounds and 
pollutants on the surface. This process helps to keep the 
surface clean by decomposing dirt and organic matter 
(Yoshida et al., 2016). Furter characterization will be 
provide in the next paragraph, with a specific focus on 
their application in HVAC components;

• Superhydrophobic Coatings: they go beyond hydrophobic 
coatings by creating a surface with extreme water-repellent 
properties. These coatings can cause water droplets to form 
near-perfect spheres and easily roll off the surface, taking 
dirt and contaminants with them (Wang et al., 2020);

• Self-Cleaning Glass: it is coated with a photocatalytic 
and hydrophobic layer that breaks down organic matter 
and allows rainwater to wash away dirt and debris 
(Chabas et al., 2008);

• Electrodynamic Surface Cleaning: some surfaces can be 
designed to generate an electrostatic charge that repels 
dust and particles, helping to keep the surface cleaner 
over time (Deputatova et al., 2018);

• Anti-Static Coatings: they can help preventing the arise 
of static charges able to attract dust and dirt, keeping the 
surface cleaner for longer (Al-Dahoudi et al., 2001).

• Oleophobic Coatings: Oleophobic coatings repel oils and 
grease, making them particularly effective for surfaces that 
come into contact with oily substances (Cao, Gao, 2010).

Applications of Self-Cleaning Surfaces in Interior Design 
can include:

• Wet unit surfaces: self-cleaning surfaces in bathrooms 
can prevent soap scum, mineral deposits, and water 
spots on fixtures and tiles;

• Windows and Glass: self-cleaning glass can help 
maintain clear visibility by repelling water and dirt, 
reducing the need for frequent cleaning;

• Furniture and Upholstery: self-cleaning upholstery can 
resist spills and stains, making furniture more durable 
and easy to maintain.

5. SMART MATERIALS FOR CABIN AIR 
IMPROVEMENT

Smart materials can play a significant role in improving room 
air quality by actively monitoring and addressing pollutants, 
allergens, and other contaminants (Grinshpun et al, 2006). 
Here are some types of smart materials, strictly related to the 
previous ones, that can be used for cabin air improvement:

• Photocatalytic coating in HVAC system: a photocatalyst, 
usually Titanium Dioxide, is applied as a thin coating 
on a surface within the air purification system, which is 
often part of a filter or a material that can be exposed to 

UV light. UV-C LEDs lamps emit ultraviolet light with 
a wavelength in the range of 254 to 365 nanometres, 
coinciding with the peak UV absorption of virus RNA 
(Nunayon et al., 2019). When this latter interacts with 
the photocatalyst, it triggers a photocatalytic reaction, 
generating highly reactive oxygen radicals, which break 
down and oxidize a wide range of indoor air pollutants, 
including volatile organic compounds (VOCs), bacteria, 
viruses, and odorous compounds (Zaleska et al., 2010);

• Air-Purifying Paints: these paints contain photocatalytic 
materials that react as described in the previous topic. 
Among paints currently available on the market them we 
can find also Activated Carbon Paints, which can adsorb 
and trap volatile organic compounds (VOCs) and odours 
from the air and Mineral-Based paints, which incorporate 
natural minerals like zeolites, which can neutralize certain 
pollutants, including ammonia and formaldehyde;

• Active Ventilation Systems: smart materials can be 
integrated into ventilation systems to actively filter and 
purify incoming air, removing contaminants before 
they enter the room.

• Intelligent Air Quality Sensors: smart sensors that detect 
pollutants, allergens, and other air quality parameters 
can trigger ventilation or purification systems for real-
time air improvement.

6. SELF-HEALING FINISHING SOLUTIONS 

Self-healing materials (SHM) can repair damage 
automatically without external intervention, potentially 
reducing the need for maintenance (Blaiszik et al., 2010). 

They could be used in interior spaces to maintain aesthetics. 
For example, in cabins or public areas, self-healing coatings 
on furniture or wall surfaces could help minimize visible 
damage (White et al., 2001). Here are some examples of 
self-healing insulation materials and their characteristics:

• Microcapsule-based systems: they contain tiny capsules 
filled with a healing agent or polymer. When the 
insulation material is damaged, such as by a crack or 
hole, the capsules break, releasing the healing agent, 
which then fills the gap and solidifies, restoring the 
insulation's integrity;

• Shape Memory Polymers: as seen in the dedicated 
paragraph, they are materials that can "remember" 
their original shape and return to it when triggered by a 
specific stimulus, such as heat;

• Self-Healing Gels: they can autonomously repair 
themselves when damaged. These gels typically consist 
of a polymer matrix and a healing agent. When the 
material is damaged, the healing agent is released and 
reacts with the polymer to fill the damaged area and 
restore original properties (Zhao et al., 2014);

• Chemically Responsive Materials: certain materials are 
designed to be chemically responsive to environmental 
factors. For instance, they can sense changes in pH, 
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moisture, or temperature and initiate self-healing 
processes accordingly, often through chemical reactions 
that bond or seal damaged areas;

• Nanotechnology-Enhanced Materials: they are self-
healing materials with nanoscale components. For 
instance, nano capsules filled with healing agents 
can be dispersed throughout the material to facilitate 
autonomous repairs (Amendola, Meneghetti, 2009);

• Carbon Nanotube Networks: they can be used to reinforce 
materials and provide self-healing capabilities (Joo et al., 
2018). When damage occurs, the carbon nanotube network 
can redistribute stress and prevent further degradation;

• Microfluidic Systems: materials with embedded 
microfluidic channels can transport healing agents 
to damaged areas through a network of channels, 
facilitating autonomous repair (DeMello, 2016).

• Electrochemical Materials: they rely upon an 
electrochemical process to repair damage by 
redistributing ions and rebuilding material structures.

The following tables show the test method aimed at 
characterizing SHM main properties (Table 11).

7. CONCLUSION

In the cruise ship design field there are many constraints that 
limit the choice of materials and the application of cutting-
edge technologies. However, through an analysis of the 
current state of thermo-acoustic insulation, to the optical and 
mechanical performance of surfaces, linked to sanitation and 
wear activities, it is possible to consider the introduction of 
adaptive solutions which can intrinsically react to external 
stimuli. The analysis of smart materials has highlighted how 
they can contribute to increasing safety and comfort on board, 
even if there could be problems related to the scalability of the 
solutions and the economic and their practical application 
feasibility. The taxonomy of smart materials and solutions 
presents, in a brainstorm-like attempt, a wide range of possible 
implications which, permeating from and into other areas of 
scientific research, could provide practical application in the 
more or less distant future.
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