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1. INTRODUCTION  

Energy efficiency studies especially in buildings became 

popular after the European Green Deal is signed in developed 

countries [1]. The energy consumption in the building sector 

constitutes nearly 30% of the total global energy consumption 

[2]. Therefore, there is a huge potential to reduce energy 

consumption in buildings with energy efficiency studies [3]. 

One of the main application in a building is insulation to 

minimize the heat losses. It is calculated that 80% of the energy 

is consumed for heating, and cooling in buildings [4] so 

insulation is a common way to reduce the energy bill for a 

building envelope. Additionally, proper insulation might be 

used against condensation. The air in a room hits a surface with 

a temperature below its dew point; the water vapor in the air 

condenses and causes surface condensation. Condensation 

causes problems, such as mold, corrosion, material wetting, 

icing, and warping, and indoor condensation must be 

minimized [5]. Average temperatures are considered while 

insulating but the temperatures might drop below the seasonal 

average. This leads to condensation between the building 

envelopes layers especially at cold weather [6]. Condensation 

between the layers causes mold formation between the external 

wall layers and resulted in a poor performance of the insulation 

material [7]. When the insulation loses its characteristic, heat 

loss and more condensation take place. The number of layers 

in the building envelope also brings the risk of condensation 

[8]. Insufficient or damaged insulation will let water vapor 

diffusion between wall layers. Organic thermal insulation 

materials such as expanded polystyrene (EPS) and extruded 

polystyrene (XPS) are used in buildings as they have low 

thermal conductivity and low cost. The given materials are 

likely to be affected by severe cold weather conditions [9, 10] 

such as freeze-thaw due to water vapor. As temperature goes 

below zero, the water turns into ice and expands by 9% in 

volume [11, 12] and the frost-heaving force will cause the 

destruction of insulation material and/or other layers. In a 

study, the variation of the insulation thickness was analyzed in 

Bitlis and it was found out that as the relative humidity differs, 

the risk of condensation on the wall also increases. Another 

outcome was the ice applies a push force on the insulation and 

plaster. This repulsion could cause space between these 

envelop layers in time. This gap also resulted in the external 

plaster or insulation to shed [13]. It was proved in another study 

that freeze-thaw and temperature-drop occurred mainly in the 

thermal insulation layer. In addition, the annual energy 

consumption of the insulation system with freeze-thaw was 

calculated as on average 1 kWh/m2 of surface area higher than 

that without freeze-thaw [14]. In cold regions, the surface of 

concrete structures is prone to ice and snow, leading to serious 
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freeze–thaw damage [15] and the damage caused by freeze–

thaw cycles can lead to a reduction in the compressive and 

tensile strength of the concrete [16]. In some studies, various 

materials are tried as insulation material like hydrophilic 

mineral wool. Performance of a concrete building envelope 

was analyzed for freezing cycles during the five-year period. 

Hydrophilic mineral wool material presented the most 

prospective solution for the thermal insulating layer in a 

building envelope [17]. They made a conclusion to a specific 

insulation material depending on their analysis, but they did not 

compare various thickness layers of insulation material. Some 

other studies concentrated on the freeze-thawing damage and 

effects on building thermal physical parameters and energy 

consumption. The expanded polystyrene (EPS) was 

numerically analyzed as an exterior surface of the envelope. 

One of the results showed that the freezing of the moisture in 

the building envelope would affect the insulation performance 

seriously. EPS was analyzed but the behavior of the insulation 

at various temperatures should have been included to this study 

[18]. Additionally, an interesting study was made on concrete 

to modify the concrete’s water resistance. It was stated that the 

strength of this new concrete was only reduced by 12% after 20 

freeze-thaw cycles, showing a far better result than traditional 

cement concrete. Thus, laboratory modified concrete can be 

used as a good insulation material for frost resistant buildings. 

This composite looks preferable on a laboratory scale trial, but 

the economic feasibility of this new composite concrete is 

needed to be assed in details. Both investment and operational 

cost comparison with traditional insulation materials should be 

done to be able to make a decision [19]. Some recent studies 

also proposed that freeze-thaw could cause degradation of 

thermal and mechanical properties of insulation and even 

malfunction during severe weather conditions. Some modern 

insulation materials have been developed such as closed cell 

foam, vacuum insulation panel (VIP), gas filled panel, aerogel, 

and phase change materials with higher and better performance 

comparing with traditional ones [20, 21, 22]. Silica aerogel 

products are often mentioned as promising materials to 

increase the thermal resistance of the building envelope [23]. 

Existing studies are concentrated on the investigation of the 

effects of newly developed materials at the external wall layers 

[24]. However, considering the climate data, the amount of 

condensed and frozen water, different layers, and various 

temperature effects is missing in this study. This paper 

highlights all these points with the free-thaw problem. To 

achieve this aim, three different wall envelopes are analyzed 

with Glaser Diagram Method. The calculations are compared 

for three options and the best performance is identified. A 

formula is created from various outside temperatures for this 

best wall envelope to calculate the amount of condensed water 

amount in Kütahya for a specific outside temperature. Annual 

temperature data of Kütahya in 2020 is analyzed and used in 

this study. This study presents a new formula to calculate 

condensed water amount due to temperature differences 

between building enveloped layers. This study can be 

applicable for another location if the temperature data is 

known, which makes this paper valuable in terms of sharing 

knowledge.   

2. MATERIAL AND METHOD 

In this study, three types of wall envelopes are used and 

these envelopes can easily be seen in Kütahya. All three walls 

have the same insulation material (5 cm thick XPS panel) with 

a conduction coefficient of 0.03W/mK. Initially, walls are 

assessed to determine the condensation level to find out the best 

one.   

 
Figure 1. Wall envelope layers  

Wall 1: In this wall type, the masonry brick is used before 

energy efficiency studies started. The wall is given in Figure 

1A and the brick thickness is 0.135 m. Wall 2: After the 

increase in the use of perforated bricks in the 70s, thermal 

insulation of buildings using such walls are tried to prevent 

thermal leaks. The wall component using this brick type is 

shown in Figure 1B and the air brick thickness is 0.19 m. Wall 

3: In recent years, aerated concrete has been preferred due to 

its thermal advantages. Aerated concrete material is very good 

in thermal insulation thanks to its porous structure. However, 

the porous structure also increases the mass transfer. The 

aerated concrete wall is shown in Figure 1C and the aerated 

concrete thickness is 0.2 m. 

2.1 Detection of the Critic Temperatures for 
Condensation Analysis in Each Wall Type with Glaser 
Diagram Method 

In this method, first the wall surface temperatures in the 

intermediate layers and then the condensation amount between 

the wall layers are calculated. The calculation method is 

explained in [25, 26]. Additionally, the equations of energy and 

mass conservation for heat and mass transfer through the walls 

can be found in [27, 28]. Each wall layer’s surface temperatures 

are calculated and then the water vapor partial humidity at the 

surface of each layer is determined by equation 1 and 2 [29]. 

 

𝐼𝑓 𝑇 < 0 𝑃𝑠 = 610.5. 𝑒
(

21.875.𝑇
265.5+𝑇

)
.                    (1) 

𝐼𝑓 𝑇 ≥ 0 𝑃𝑠 = 610.5. 𝑒
(

17.269.𝑇
237.3+𝑇

)
.                    (2) 

As addressed in several literature, water vapor flows is 

through a material from a high pressure to a low pressure, or 

the warm side to a cold side of a wall. There will be 

condensation between the wall layers especially at the 

insulation layer. This liquid layer may freeze and increase in 

volume when the air temperature drops below 0 ºC, especially 

in cold climates like 3rd and 4th degree-day zones in Turkey 

[30, 31]. This volume increase occurs as expansion in the 

direction in which the layer can do. Figure 2 shows an example 

for solidification expansion of unit area. 
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Figure 2. The ice layer that formed between layers of wall 

The expansion caused by the freezing of the condensed 

water layer creates a thrust on the insulation and plaster layers. 

The thrust can be described by the deflection (displacement) 

that occurs in the insulation layer. This displacement can 

escalate as the condensed water amount increases, which can 

be calculated by equation (3). 

𝑑𝑉 = 𝐴. 𝑑𝑥.                                       (3) 

 The change in the x-direction per unit area is calculated with 

Eq. 4 as the volume is a function of mass; 

𝑑𝑥 =
𝑚̇. ∆𝜌

𝐴
.                                       (4) 

Here, 𝑚̇ is the condensation amount in (kg/h). ∆ρ is the 

density difference of the condensing fluid. A is the unit area is 

1 (m2) and dx is the thrust applied to the insulation layer in one 

hour by the freezing fluid in (mm/h). Finally, the hourly 

condensed water amount can be calculated by Eq. (5) [32, 33]. 

𝑚̇ = 𝛿0 (
𝑝𝑖 − 𝑝𝑠𝑤

𝑆𝑑,𝑇 − 𝑆𝑑,𝑠𝑤

−
𝑝𝑠𝑤 − 𝑝𝑑

𝑆𝑑,𝑠𝑤

).                 (4) 

Here, Pi is partial pressure of water vapor at inner surface 

of the wall (Pa), Pd is partial pressure of water vapor at inner 

surface of the wall (Pa), Psw is the partial pressure of water 

vapor where condensation begins (Pa). δo is the water vapor 

permeability, which is assumed to be constant 2.10-10 

(kg/msPa) [34]. Sd,sw is the permeance of the wall layers where 

condensation begins and Sd,T is the total permeance of the wall. 

Sd,T can be calculated by using Eq. (6); 

Sd =  μ . d.                                       (6) 

 μ is the vapor diffusion resistance factor and d is the 

thickness of the layer (m). 

3. RESULT AND DISCUSSION 

The condensed water amount is needed to be determined so 

the thickness and thrust of the ice can be assessed. This 

calculation is done for three wall types separately with Glaser 

Diagram Method and Figure 3, Figure 4 and Figure 5 illustrate 

the results of sthis methodology. In this method, the blue lines 

in the figures are theoretical saturation pressure of vapor 

passing through the wall. The dots on the broken red line 

illustrate the partial pressure of water vapor at layer surfaces. If 

the red dot touches the blue line, that means the pressure drops 

below saturation pressure and condensation begins. In Wall 1, 

standard masonry brick type is selected. The critical outside 

temperature is 0°C and the relative humidity both indoor and 

outdoor is taken 80%. Masonry brick is commonly used in 

construction in Turkey. It is seen that condensation begins 

outside the insulation from 0°C. It can also be stated that the 

amount of condensation increases as the atmospheric 

temperature decreases (Fig. 3).  

 
Figure 3. Internal condensation analysis for Wall 1 at 0°C, φin= φout= 0.8 

 

Wall 2 (air brick) is also widely used in construction. The 

analysis showed that Wall 2 has also condensation (Fig. 2). 

 
Figure 4. Internal condensation analysis for Wall 2 at 0°C, φin= φout= 0.8 

In some buildings, aerated concrete component (Wall 3) 

with a lower heat transfer coefficient is also preferable. Wall 3 

has condensation at the outer side of the insulation where the 

conditions are the same with Wall 1 and Wall 2. In all 3 cases, 

condensation below 0ºC means that the condensed water vapor 

freezes and affects the insulation layer performance. Water 

vapor begins to occupy space between the layers once the 

condensation starts freezing. 

 
Figure 5. Internal condensation analysis for Wall 3 at 0°C, φin= φout= 0.8 
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All analysis proved that there will be a solid layer of ice which 

is not considered while choosing the insulation material or the 

thickness of the insulation material. The ice layer deforms the 

insulation material and pushes the insulation layer, resulting in 

displacement. It can also be said that as the indoor humidity 

increases, the condensation intensity also increases. 

Controversially, an increase in the relative humidity of the 

outdoor environment causes a decrease in the condensation 

amount. Another factor that increases the condensation 

between the building envelope layers is the outdoor 

temperature drop. A decrease in atmospheric temperature 

increases condensation [35]. Among all envelopes, Wall 3 

gives the best results, as it has the least water condensation 

amount. This analysis is done for 0 ºC ambient temperature, the 

temperature goes further below zero in Kütahya. In order to 

check the condensed water amount, the above calculations for 

various outside temperature level from 0 ºC to -21 ºC is done 

for Wall 3. Results are presented in Table 1.  

TABLE 1.  
Condensed water amount related to ambient temperature 

Ambient 

Temperature 
Condensed Water Amount 

0 0,001696833 

-1 0.001742621 

-2 0.001784777 

-3 0.00182354 

-4 0.001859133 

-5 0.00189177 

-6 0.001921647 

-7 0.001948954 

-8 0.001973866 

-9 0.001996549 

-10 0.002017157 

-11 0.002035837 

-12 0.002052725 

-13 0.002067949 

-14 0.00208163 

-15 0.00209388 

-16 0.002104803 

-17 0.002114498 

-18 0.002123056 

-19 0.002130564 

-20 0.002137102 

-21 0.002142743 

  

 

These values (Table 1) put into a curve fitting given at 

Figure 6 and a formula created to use for a Wall 3 type building 

in Kütahya. 

 
Figure 6. Curve fittings for various temperature values 

This formula can be used to find the amount of condensed 

water at a specific outside temperature for a Wall 3 type 

enveloped building in Kütahya.  

𝑦 = −0.0000009672𝑥2 − 0.0000406554𝑥
+ 0.0017069366                                       (7) 

     In this equation y stands for condensed water amount, and x 

stands for the outside temperature. The condensed water 

freezes under severe weather conditions and create a solid 

layer. This layer stays on the cold site of the insulation and 

negatively affect the insulation. In a specific time, the 

condensed water amount between the enveloped layers at the 

Wall 3 buildings can be calculated with this equation (Eq. 7). 

As it is given in Table 1 and Figure 6, the condensed water 

amount increases as the outside temperature drops.  

     In existing literature, there are some studies mentioning the 

negative affect of cold weather conditions on insulation 

material but this paper created a formula to calculate the 

condensed water amount. Recent studies mentioned that 

condensed water turns into ice and ice pushes the insulation and 

plaster. This study results show same results with these 

researches. In this paper, three different wall types are analyzed 

and one of them represent a better result in condensed water 

amount. Having compared three wall options make the study 

findings valuable. In other studies, different insulations 

materials or various thickness of insulation materials are 

studied but there is no formula given in these papers. In this 

study, a formula is created to calculate the condensed water 

amount for a very common building envelope in Kütahya.   

4. CONCLUSION  

Insulation of a building for the purpose of lesser the energy 

consumption content is a widely accepted application in 

nowadays. However, analyzing the condensed water due to 

drastic temperature drops between buildings envelop layers is 

the next era for building energy efficiency studies. The effect 

of insulation thickness on water condensation amount is not the 

main perspective of this research. It is known that there will 

some condensation and this condensed water might freeze but 

there is no direct formula to find the condensed water amount 

between envelop layers. In this paper, condensation analysis is 

made with Glaser Diagram Method. Results are compared and 

Wall 3 gives the best insulation performance in terms of 

condensed water amount. Wall 3 is taken as an example to 

y = -0.0000009672x2 - 0.0000406554x + 0.0017069366

R² = 1.0000000000

0.001500000

0.001600000

0.001700000

0.001800000

0.001900000

0.002000000

0.002100000

0.002200000

-25 -20 -15 -10 -5 0
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generate condensation water amount at below zero 

temperatures. The amount of water is calculated as 

0.001696833 kg/h.m2 at 0 ºC, and it is 0.002142743 kg/h.m2 at 

-21 ºC. The created formula will help engineers to find the 

condensed water amount for a Wall 3 type building in Kütahya. 

The condensation has been observed even when the external 

ambient relative humidity is 50% in the buildings using 

masonry bricks. Here it can also be stated that as the indoor and 

outdoor relative humidity increases, the amount of 

condensation increases. In addition to the traditional insulation 

materials, a variety of new high performance thermal insulation 

materials have been developed in recent years like gas filled 

panel, aerogel, and phase change materials. In this study, 

traditional insulation material is used. Some other insulation 

material performance should also be assessed especially the 

new generation insulation materials like aerogel and/or phase 

changing material. This study can also be repeated for some 

other regions for colder conditions with some other building 

materials. The thickness of the materials that are constructing 

the building enveloped can be also changed to see the effect of 

the insulation performance and condensing water amount. 

Especially, the thickness of the new types of insulation 

materials effect on condensed water amount is one of the topics 

that the authors are intending to carry on a further research on.    

NOMENCLATURE 

EPS  Expanded Polystyrene  

Eq.  Equation 

kWh  Kilowatt-hour 

m2  Square meter 

Pa  Pascal 

VIP  Vacuum Insulation Panel  

W/mK  Watt/Meter Kelvin 

XPS   Extruded Polystyrene  
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1. INTRODUCTION  
 

The wind is among the renewable energy sources that has 

matured technology. Wind turbines are used to convert the 

kinetic energy of the wind to electrical energy. Wind turbines 

are available in a variety of technologies and sizes. Both 

Fixed-speed and Variable-speed wind turbines have been used 

in large-scale wind farms. The variable speed type wind 

turbines are more efficient and common. Under variable speed 

category Doubly Fed Induction Generator (DFIG) and 

Permanent Magnet Synchronous Generator (PMSG) 

technologies of wind turbines are very common and usable in 

large-scale MW wind farms. 
As wind is available almost everywhere and again derived 

by the renewable energy demand, the wind power plant ratio 
in the power system is steadily increasing. Due to variations 
in wind speed from time to time, its output is not like 
conventional power generation systems. In addition, it 
consumes reactive power when connected to the grid. The 
fault may cause wind turbine generators to trip due to grid 
voltage drop below the set limit, furthermore, large-scale wind 
farm tripping can result then severe system oscillation 
aggravating the transient instability. This will affect the power 
quality and stability of the grid if it is not compensated for and 
handled accordingly. In addition to mitigation of problems 
caused by wind farms, compensation of reactive power can 
improve the utilization of the equipment, efficiency of 

transmission line, and the power quality. After clearance of 
the fault, wind generators require large amounts of reactive 
power. If this is not available, the machine speeds out of 
control and the protection system disconnects it from the 
power system [1-2]. If the wind power plant is small, the 
capacity loss may be acceptable, but large wind farms are 
subject to Grid Code which requires them not to disconnect 
easily. The grid code requires them not to be disconnected for 
specified voltage and power conditions based on the strength 
or weakness of the system. It is now possible to meet the grid 
code and increase system stability by utilizing FACTS 
controllers like SVCs, STATCOMs, and Unified Power Flow 
Controllers (UPFCs) [3-4].  

The majority of STATCOMS are voltage source converters 
with appropriate energy storage systems, such as batteries, 
fuel cells, flywheel storage, supercapacitors, etc., that have 
substantial capacity for power modulation. 

This work discusses the compensation of the wind farm by 
using STATCOM. The STATCOM has the following 
advantageous: 

• It can ensure minimal losses while transmitting the 
electrical energy generated to the main grid by 
maintaining the voltage profile of the wind farm at the 
proper level. 

•  It can assist the wind farm in meeting the reactive 
power-related grid connection needs. 
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In this work one of the most effective power system 
software programs with an integrated graphical one-line 
interface is DigSILENT, which stands for "Digital Simulation 
and Electrical Network Calculation Program." and it has fast 
simulation. Three phase short circuit is applied at the 
connection point of the wind farm to the grid. 

2. DFIG WIND TURBINE MODELING 

Modeling all systems involved in energy conversion system, 
rotor, pitch controller, frequency converter, generator etc. 
have been done in many studies [5] and in this work only brief 
discussion will be made and more focus will be made on 
STATCOM. Furthermore, the components that affect the 
system's dynamics are the primary objective of this study. 

2.1 Wind Model 

The simulation study is about the dynamics of   the system 
under faults which will last for a very small time (Milli 
seconds). The wind speed can be assumed constant [5] in this 
period.  Thus, wind speed modeling is not a concern of this 
work. 

2.2 Aerodynamic Model  

The rotor of the turbine converts the available aerodynamic 
power in the flowing wind stream into mechanical power. The 
associated wind energy that the rotor blades change into 
mechanical energy can be calculated using [6-7]: 

𝑃𝑟𝑜𝑡 = 0.5𝜌𝜋𝑅2𝑢3𝐶𝑝(𝛳, 𝜆).                                     (1) 

The following static relations are used to simulate the 
aerodynamic torque 𝝉𝒓𝒐𝒕 (in N.m.) developed on the main 
shaft of a wind turbine with radius R (in m) and air density 𝝆 
(in kg/m3) at a wind speed u (in m/s).  

𝜏𝑟𝑜𝑡 = 0.5𝜌𝜋𝑅3𝑢2𝐶𝑞(𝛳, 𝜆).                                          (2) 

Where λ is the tip speed ratio ( 
𝑹𝝎𝒓𝒐𝒕

𝒖 ), 𝑪 𝒑  is the 
aerodynamic power coefficient, 𝑪 𝒒 is the torque power 
coefficient and θ is the pitch angle. 

Figure 1. Two Mass Drive Train Model 

 
2.3 Drive Train Model 

Mostly for the simulation of dynamic response of wind 
turbines, a two-mass drive train model is used as shown in 
Figure 1. It improves the simulation efficiency and can give 
accurate results [8]. The following are the fundamental 
equations for the representation of the dynamics of a two-mass 
drive train: [8-9]:  

𝜔𝑘 = 𝜔𝑟𝑜𝑡 −
𝜔𝑔𝑒𝑛

𝑛𝑔𝑒𝑎𝑟
.                                       (3) 

𝜔̇𝑟𝑜𝑡 =
𝜏𝑟𝑜𝑡 − 𝜏𝑠ℎ𝑎𝑓𝑡

𝐽𝑟𝑜𝑡
.                                       (4) 

𝜏𝑠ℎ𝑎𝑓𝑡 = 𝑐𝜔𝑘 + 𝑘𝛳𝑘 .                                       (5) 

 

Where: 𝛳𝑘 and 𝜔𝑘 are the angle and angular speed 

differences between the two ends of the flexible shaft, 

respectively; 𝜔𝑔𝑒𝑛 and 𝜔𝑟𝑜𝑡  are generator and rotor angular 

speeds respectively; 𝐽𝑟𝑜𝑡 is rotor inertia; 𝜏𝑟𝑜𝑡 and  𝜏𝑠ℎ𝑎𝑓𝑡    are 

aerodynamic torques at low and high speed shafts 

respectively.  The ngear is the gear ratio; k and c are the low-

speed shaft stiffness and a is damping coefficient respectively. 

 

2.4 Pitch Angle Controller Model 

When the wind speed exceeds the rated value, pitch angle 
control is used to limit power to the rated value. When the 
wind speed is lower than the rated wind speed, it is also 
employed to maximize the power extracted from the wind. 
Additionally, it aids in emergency stops and startup.  

Figure 2.  Pitch angle controller 

Pitch angel controller model is described in references [7-8]. 
As in shown Figure 2 it contains the PI controller and servo 
controller. 

2.5 Frequency Converter Model 

In this work the fundamental frequency model of converter is 
used; thus, the AC and DC voltage relation is described as in 
equation 6 [9-12]. 

|𝑈𝑎𝑐| = 𝐾𝑜𝑚𝑈𝑑𝑐 .                                          (6) 

Where m stands for the pulse-width-modulation index 
and is constrained to a value of 0-1 to prevent saturation 
effects. The modulation method, such as sinusoidal or 
rectangular modulation, is indicated by the factor 𝑲𝒐.  For 
frequency converter control as in the literature [9–12] 
primarily vector control method is used. The frequency 
converter model is available as an inbuilt module in the 
DigSILENT Power Factory simulation tool. 

2.6 The Doubly Fed Induction Machine Model 

The equation of the doubly fed machine is derived from 
single-fed induction machine equations (Figure 3).  

   Figure 3: DFIG model [1] 
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The rotating reference frame with 𝝎𝒓𝒆𝒇 is chosen and the 
dynamic equations described as follows [14]: 

𝑢𝑠 = 𝑟𝑠𝑖𝑠 +
𝑑𝛹𝑠

𝜔𝑛𝑑𝑡
+ 𝑗

𝜔𝑟𝑒𝑓

𝜔𝑛
 𝛹𝑠 .                     (7) 

 

𝑢𝑟 = 𝑟𝑟𝑖𝑟 +
𝑑𝛹𝑟

𝜔𝑛𝑑𝑡
+ 𝑗

𝜔𝑟𝑒𝑓 − 𝜔𝑔

𝜔𝑛
 𝛹𝑟 .                     (8) 

 

𝐽
𝑑𝜔𝑔

𝑑𝑡
= 𝑡𝑚 +  𝑡𝑒𝑙 .                    (9) 

 

𝑡𝑒𝑙 = 𝐼𝑚(𝛹𝑠𝑖𝑠
∗).                     (10) 

 

Where: 𝑟𝑠 and 𝑖𝑠 are stator resistance and current 

respectively; 𝑢𝑠 is stator voltage;  𝛹𝑠 is stator flux; 𝜔𝑛 and 

𝜔𝑟𝑒𝑓  nominal and reference speeds respectively; 𝑢𝑟 is rotor 

voltage; 𝑟𝑟 and 𝑖𝑟  are rotor resistance and current 

respectively; J is moment of inertia; 𝛹𝑟  is the rotor flux; 𝜔𝑔 is 

generator speed;  tm  and tel are mechanical and electrical 

torques respectively. 

The model of DFIG machine model is available in 

DigSILENT PowerFactory as an inbuilt model. 

 

2.7 STATCOM Modeling 

 

A voltage source converter (VSC) with rapidly controllable 

amplitude and phase angle serves as the building block of a 

STATCOM. On the grid side, a coupling transformer filter 

and the DC bus capacitor are also present. The VSC is used 

along with an appropriate energy storage system. (Figure 4). 

The difference between grid voltage and power converter 

voltage determines STATCOM reactive current. The reactive 

power supply in STATCOM is not impacted by the 

connection point's actual voltage [15–16]. 

 

 
 
Figure 4. STATCOM model  

 

It can be demonstrated that the output of the VSC can be 

expressed as follows if the bus voltage is denoted by V1 and 

the VSC voltage is V2 [17]: 

𝑃 =
𝑉1𝑉2

𝑋
sin 𝛿 .                            (11) 

𝑄 =
𝑉1(𝑉2 cos 𝛿 − 𝑉1)

𝑋
.                      (12) 

If the phase shift between the bus voltage and the VSC 

voltage is zero, the VSC will act as a purely reactive element. 

The phase shift angle can determine the direction of active 

power while the magnitude of the voltage determines the 

direction of reactive power flow. The VSC will have a 

capacitive character if V2 > V1 and act as a generator of 

reactive power. If V1 >V2, the VSC will have an inductive 

character and act as a reactive power absorber. 

The vector control technique can be used as a control 

strategy in STATCOM. The id and iq currents on the d- and q-

axes can be quickly controlled using the vector control 

technique. The real and reactive power output of the 

STATCOM is primarily determined by these currents, as 

shown in the equations 13-14. 

𝑃𝑠 =
3

2
𝑉𝑞𝑖𝑞                             (13) 

𝑄𝑠 =
3

2
𝑉𝑞𝑖𝑑                              (14) 

. 

 

By controlling the DC voltage, we can indirectly control the 

real power ( 𝑃𝑆 = 𝑉𝐴𝐶𝑖𝐴𝐶 = 𝑉𝐷𝐶𝑖𝐷𝐶). The DC voltage 

measured from the DC bus of the STATCOM is subtracted 

from the DC reference voltage. The error signal passes 

through PI controller and module limiter giving 𝑖𝑑_𝑟𝑒𝑓 

(Figure 5). In a similar way the AC voltage is measured from 

the point the STATCOM is connected to the network. 

Then the error between reference and measured AC 

voltage passes through the PI controller to give 𝑖𝑞_𝑟𝑒𝑓 (Figure 

5). The interconnected DigSILENT frame model is shown in 

Figure 6. These signals are used in the internal current control 

loop of the converter inside the VSC model to generate the 

PWM signals Pmd and Pmq as shown in Figure 7. It contains 

voltage measurement devices for AC and DC, the controller 

block whose detail is shown in Figure 5 and the VSC.  In 

addition, it contains a phase locked loop for synchronization. 

 

 
Figure 5. STATCOM Outer Controller loop DigSILENT model 

 

 

 
 

Figure 6. STATCOM frame DigSILENT model 
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Figure 7. Internal current control loop 
 

 

 
 

Figure 8. Wind farm, STATCOM and Network DigSILENT PowerFactory 
interconnection. 

 

 
3. SIMULATION AND ANALYSIS  

 

The modeling of DFIG wind turbines was discussed in the 

previous sections. To model wind farms for dynamic study, a 

mostly aggregated modeling approach is used. In the 

aggregated modulating approach, each component is rated to 

the capacity of the wind farm [17]. For example, in this study 

30 DFIG with 2 MW capacity wind turbines are used with 

total wind farm installed capacity of 60 MW. Rather than 

putting 30 models of every equipment, the equivalent wind 

turbine, transformer, and other components rated to 60 MW is 

used. DigSILENT has an inbuilt aggregating facility and only 

specifying the number “n” of equipment to be aggregated is 

enough to model the equipment.  

The wind farm is connected to a weak system with short 

circuit capacity of 952.6279 MVA. The STATCOM used in 

the simulation is 30 Mvar and connected to 33.6 kV voltage 

level (Figure 8). The voltage output of the wind turbine is 0.69 

kV and then stepped up to 33.6 kV by unit transformers. In the 

main substation, the voltage is stepped up to 132 kV. 

Three phase short circuit fault is applied on the high 

voltage (HV) side of the network when simulation time is 0.25 

seconds. The fault is cleared when the time is 0.4 seconds (the 

fault duration is 1.5 s). The AC voltage and reactive power 

variations are observed when the STATCOM is connected to 

the medium voltage (MV) side of the network and by also 

disconnecting the STATCOM. 

Figure 9(a) shows that the voltage on high voltage side is 

reduced to about to 4.8% because of three phase short circuit 

fault. In this case STATCOM is out of service. The voltage 

returned to almost pre fault of value about 1.022 pu with 17 

ms. This shows that the DFIG wind turbines have fault ride 

through capability. When STATCOM is connected to the 

system even though the same short circuit is applied, the 

voltage is reduced to about 20.4%. (Figure 9(b)). In 17 ms 

after the clearance of the fault, the voltage returned to about 

0.987 pu (Figure 9(b)) showing good performance as 

summarized in Table 1. Figure 9 (a) shows the voltage under 

a similar condition of fault, but on the MV side. In this case 

voltage returns to pre fault value after reduced to very low 

voltage when the STATCOM is not connected. The 

STATCOM is connected on MV bus and voltage profile is 

shown in Figure 10(b). In this case voltage reduction is not an 

issue; rather the voltage increased and returned to almost pre 

fault values of 0.971 pu within 17 ms.  

Figures 11 - 12 show the reactive power on the HV and MV 

sides of the network. On the MV without STATCOM, Figure 

12(a) the reactive power only varied at the beginning and end 

of the short-circuit fault. But in Figure 12(b) it is varied by 

MV side to support the voltage. 

 
TABLE 1  

COMPARISON OF VOLTAGE REDUCTION 

 

 

 
 

. 

. 

 
 
 

STATCOM VOLTAGE 

REDUCTION 

(PU) 

POST FAULT 

VOLTAGE (PU) 

Difference from nominal 

value (%) 

Out of 

service 

4.8 1.022 2.2 

In service 20.4 0.987 1.3 
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(a)  
 

 
 

(b) 
 

Figure 9. HV AC voltage (a) without STATCOM (b) with STATCOM 

 

 
 

(a)  
 

 
 

(b) 

 

Figure 10:MV AC voltage (a) without STATCOM (b) with STATCOM 
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(a)  
 

 
(b) 

 

Figure 11. HV reactive power (a) without STATCOM (b) with STATCOM 

 

 
 

(a) 

 

 
(b) 

Figure 12. MV reactive power (a) without STATCOM (b) with STATCOM 
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4. CONCLUSION  
 

In this work wind farm with 30 DFIG wind turbines are 

dynamically modeled. In addition, STATCOM is also 

modeled and connected to the wind farm at medium voltage 

level. The case when this wind farm is connected to a weak 

system is considered in simulation by applying three phase 

short circuit at high voltage point of common coupling to the 

grid. Since wind turbines have inherent fault ride through 

capability, it was observed that the wind farm voltage on high 

voltage performed well even though the STATCOM is not 

connected. When the STATCOM is connected to the system, 

the voltage on HV did not drop to zero which could be 

considered as an advantage. In the medium voltage level 

where the STATCOM is connected, the voltage is observed to 

increase during fault on high voltage level which can be 

considered as another advantage. But when the STATCOM is 

not connected the voltage is decreased. In addition, when the 

STATCOM is connected, the reactive power is observed to 

increase in negative direction increasing the voltage on 

medium voltage side. Generally, the STATCOM can increase 

the system stability when connected to the wind farm terminal. 

But the influence is more significant in the area near to the 

connection point. 
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1. INTRODUCTION  
 

The Traffic Assignment Problem (TAP) is a fundamental 

topic in transportation analysis and applications. Its objective 

is to determine the equilibrium flow patterns in a given 

transportation network while considering the origin-destination 

demands. In recent years, this problem has received significant 

attention, leading to the development of various modeling and 

solution techniques based on Wardrop's two optimization 

principles: User Equilibrium (UE) and System Optimal (SO). 

These principles have been extensively researched and 

analyzed, resulting in a comprehensive body of literature and 

practical applications [9]. 

The pioneering research undertaken by Beckmann and 

colleagues (2) demonstrated the potential for determining 

traffic flow on a road network through the application of the 

UE principle. However, the estimation of cost and/ or time 

functions, selection of appropriate forms, and calibration of 

parameters present significant challenges in this context. UE 

solutions may often involve congested links exceeding their 

designated capacities, thus necessitating the imposition of 

capacity restrictions on link flows to enhance traffic 

distribution. While the Frank-Wolfe algorithm has proven 

effective in addressing the Traffic Assignment Problem (TAP), 

incorporating capacity constraints complicates the model and 

poses additional challenges. As such, solving the Capacity-

constrained Traffic Assignment Problem (CTAP) becomes a 

computationally demanding and time-consuming endeavor. To 

address this intricate problem, researchers have explored 

various methodologies, such as asymptotic link performance 

functions or penalty-based approaches, as extensively 

discussed in the literature by scholars [3-9]. 

Recent research has been exploring the application of neural 

networks for solving nonlinear optimization problems. 

Hopfield network, introduced by Tank and Hopfield [10], was 

proposed for linear optimization problems and since then, 

neural networks have been increasingly used in areas such as 

linear optimization and nonlinear optimization, with their 

results analyzed on various problems [11-19]. These neural 

networks are dynamic systems that utilize energy functions, 

which are a combination of the objective function and 

constraints of the original problem, similar to the Lagrange 

function. This particular method has not yet been applied to UE 

traffic assignment problems with capacity constraints. 

Therefore, this study aims to analyze a nonlinear network 

traffic assignment problem with capacity constraints, using the 

Lagrange neural network method. This will examine the effects 

of capacity limits on connection flows and the effects of traffic 

volume changes over time on the travel times of the network. 

The study begins by introducing the static CTAP model, which 
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is then transformed into a neural dynamic system using the 

Lagrange function of the static CTAP model to examine the 

effect of capacity on connection flows and the development of 

traffic over time. The points obtained from this system satisfy 

the Karush-Kuhn-Tucker conditions, which is the user 

optimality condition, and therefore an UE solution is obtained 

in the static CTAP model. 

This research involves utilizing the fourth-order Runge-

Kutta method to conduct numerical simulations to solve the 

neural network model with specific initial conditions. Through 

observing the changes over time in the system and Lagrange 

neurons shown on graphs, the impact of traffic formation in 

connection flows is observed, particularly the volume formed 

in the network, on user travel time. The findings are then 

compared to those in previous literature [20] to demonstrate the 

precision and validity of the proposed solution process in this 

study. The findings of this paper contribute to the 

understanding of network traffic behavior and provide a 

valuable framework for addressing CTAPs. The utilization of 

neural networks and dynamic modeling techniques offers new 

perspectives for analyzing and optimizing traffic flow in real-

world transportation systems. 

The paper's structure is organized as follows: Section 2 

details the optimization problem for CTAP. Section 3 outlines 

the Lagrange neural network utilized to optimize CTAP. 

Section 4 provides a numerical example, while Section 5 

features a discussion. Lastly, Section 6 concludes with remarks 

concerning the results. 

 

2. PROBLEM FORMULATION 

 

In transportation network analysis, the traffic network can be 

represented as ( , ),G N A  where N  represents the set of nodes 

and A  denotes the set of connections. The sources and 

destinations of the network are denoted as R  and ,S

respectively. To incorporate user equilibrium traffic 

assignment with link capacity constraints, a nonlinear 

programming problem can be formulated:  
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 (1) 

 

where z  represents the objective function; 
af  represents the 

total flow on link a ; 
ac  represents a separable, piecewise 

linear link cost function; 
rsq  represents the total traffic demand 

between r  and s ; rs

kh  represents the flow on chain(route) k  

between r  and s ; . rsK  represents the set of chains between 

r  and s ; 
,

rs

a k  represents the link-chain incidence matrix; and 

aC  represents the link capacity on link .a  

The problem at hand is non-linear and comprises of both 

equality and inequality constraints. However, it must be 

transformed into a problem that solely consists of equality 

constraints. 
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       (3) 

 

where 
a  represents the slack variables for capasited 

constraints. In order to maintain simplicity, 2

a  is chosen as 

the representation, although other differentiable positive 

functions of   a could be employed, provided they possess the 

necessary dynamic range.

, , , ,rs rs
a rsk a k

r s k

f h a A k K r R s S      is the 

predefined link flows. 

The Lagrange function for this problem can be expressed as 

follows: 
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where L  represents the Lagrange function. Additionally, h  

refers to the chain flow variables, while   represents the slack 

variables for capasited constraints. The Lagrange multiplier 

associated with the capacity and flow conservation constraints 

are denoted by   and  , respectively. The Lagrange function 

includes the objective function, flow conservation constraints, 

flow-variable definition constraints, and capacity constraints, 

which allows us to determine the best solution by minimizing 

this function. 

 

Definition 1:  A Kuhn-Tucker point is defined as a point 

 * * * *, , ,h    that meets specific conditions. 
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             (5) 

 

Primal Feasibility: 
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Dual Feasibility: 
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Complementary Slackness: 
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The presence of certain conditions signifies the activation of 

the corresponding constraint, which is denoted by positive 

values of rs  and a . The gradient of the Lagrange function 

with respect to variables 
rs

kh , a , rs , and a  can be 

expressed as follows: 
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From equation (9), a generalized route travel cost is obtained 

as: 
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where ,( ) rs

a a a kc f  denotes  the cost on link .a   

A capacitated user equilibrium flow can be determined the 

following conditions: 
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, , , ,rs rs
a rsk a k

r s k

f h a A k K r R s S      is the 

predefined link flows.  

We can also observe from the complementary slackness 

conditions (8) that  

 

if 0 a aC f         (16) 

or  

if 0 .a af C         (17) 

 

The positive values of Lagrange multipliers, denoted by a , 

are reasonably associated with delays caused by capacity 

limitations when link flows become saturated. Empirical 

observations indicate that the total travel time on a road 

segment typically comprises two distinct components: the 

travel time itself and the waiting time at the exit point when it 

reaches capacity. Lagrange multipliers can be interpreted as the 

waiting times experienced by a vehicle on the link during 

equilibrium conditions, reflecting the delay experienced by a 

vehicle during the equilibrium state.  

 

3. LAGRANGE NEURAL NETWORKS FOR CTAPS 
 

The primary aim of this research is to develop and educate a 

neural network with the ability to attain a state of equilibrium. 

This state of equilibrium is indicative of a fixed point of the 

Lagrange function (4), which implies that the dynamic 

behavior of the neural network is governed by the gradient of 

this function. By computing the gradient of the Lagrange 

function, we can construct the following neural network model 

to resolve problem (1): 
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If the network is physically stable, the equilibrium point 

* * * *( , , , )h     described by 0,
h

t


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
0,

t
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
and 

0
t





 at * * * *( , , , )h     obviously meets (9) and (12) and 

thus provides a Lagrange solution to traffic assignment 

problem (1). In component form, we can express as follows: 
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where h  and p acquire a physical interpretation as 

representations of neuronal activity. 

The aim is to identify the lowest value of problem (1), 

thereby giving rise to the creation of the Lagrange dual of 

problem (4). The objective is to optimize the Lagrange 

multipliers while concurrently minimizing the decision 

variables h  and p . This indicates a decrease in the system 

variables as time progresses alongside a corresponding increase 

in the Lagrange multipliers. 

Theorem 1: Consider the stationary point  * * * *, , ,h     of 

problem (4). Assuming that 2 ( , , , ) 0hL h      and  * *,h   

is a regular point of problem (2), it follows that  * * * *, , ,h     

serves as an asymptotically stable point within the neural 

network. 

Proof:  Applying the principles of nonlinear dynamic system 

theory, we proceed by linearizing equation (18) around the 

equilibrium point  * * * *, , , .h     

The local properties of the equilibrium are determined by 

analyzing the behavior of the linearized system. 

To establish the local asymptotic stability of the system, we 

linearize equation (18) by performing a Taylor series expansion 

around the equilibrium point  * * * *, , ,h    . The linearized 

system represents the behavior of the equilibrium point in the 

vicinity of  * * * *, , , .h     

The linearized system takes the following form: 
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  (20) 

 

The local asymptotic stability of the equilibrium point is 

determined by analyzing eigenvalues of the linearized system 

in the vicinity of point  * * * *, , ,h    . Specifically, if all 

eigenvalues of the linearized system have negative real parts, it 

indicates that the equilibrium point exhibits local asymptotic 

stability. 

When using neural networks for optimization, our main focus 

is on achieving global stability. It is essential that the network 

remains globally stable, meaning it avoids oscillations or chaos 

regardless of the starting point. This ensures that an optimal 

solution can always be obtained by initializing the network 

with any value. Lyapunov’s method is a highly effective 

approach for stability analysis, as it involves finding a suitable 

Lyapunov function. 

Definition 2: Let’s define the Lyapunov function using the 

Euclidean norm of absolute values as follows: 
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    (21) 

 

where  ( , , , )L h     represents the Lagrange function of the 

system. 

Proof: To prove the stability of the system, we need to show 

that Lyapunov function ( , , , )E h     satisfies the stability 

conditions. 

1. Positive definiteness: 

First, let's prove that ( , , , )E h     is positive definite. This 

means that the function is always greater than zero for any non-

zero input. Since ( , , , )E h     is defined as the sum of the 

squares of the absolute values of each term, it is clear  that each 

term is positive or zero. Therefore, ( , , , )E h     is a positive 

definite function. 

2. Negativity of the derivative: 

To demonstrate the negativity of the derivative, the Lyapunov 

function ( , , , )E h     is the time derivative along the 

trajectories of the system (within the system of differential 

equations). We need to show that this time derivative is always 

negative or zero, and can only be zero at equilibrium points. 

Let's take the time derivative of ( , , , )E h    : 
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By substituting expressions for ,  , , d an
dh d d d

dt dt dt dt

  
  from 

system of equations (18), we obtain: 
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The negative sign in front of each term ensures that the time 

derivative of ( , , , )E h     is always negative or zero, 

indicating stability. The derivative can only be zero at 

equilibrium points. 

Therefore, since the Lyapunov function ( , , , )E h     

satisfies the necessary conditions for stability, the system is 

stable. 

 

  

4. A NUMERICAL EXAMPLE  
 

Let's examine a traffic system that comprises of three 

central nodes and ten connections, as described in [20]. Figure 

1 represents the travel demands between Origin-Destination 

(O-D) points. The link costs in the problem are given by 

piecewise polynomials, as follows:  

 For 0 5af  , the cost of link a  is 
1

5 af
, 

where a ranges from 1 to 5. - For 6 10af  , 

the cost of link a  is 0,  where a  ranges from 6 to 

10.  

It's important to note that only the first five links in the network 

have flow, while the remaining five links have no flow.  

Since link costs are rational expressions, each link capacity 

must be less than five, and a natural capacity has been added to 

the problem. The O-D pairs are numbered as follows: 
(12) (12)O D  represents trips from node 1 to node 2, 
(2) (2)O D  represents trips from node 1 to node 3, 
(3) (3)O D  represents trips from node 3 to node 1, and 
(4) (4)O D  represents trips from node 3 to node 2. Therefore, 

our notation for O D  travel demand is 

12 13 31 323; 6; 2; 5.q q q q      

There are four commodities with seven chains, and the chain 

flows are displayed as matrix form in Figure 2. Each row 

represents a chain flow from left to right, where the first column 

indicates the starting point of the chain and the last column 

indicates the destination point. 

 

Figure 1. A traffic assignment network with the travel demands between 

different O-D points. 

 

The conservation equations impose a requirement on the 

flows within chains, ensuring their adherence. 
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Additionally, as seen in Figure 2, the link-to-chain flow 

equations for links 1 to 5 can be expressed by utilizing the link-

to-chain flow matrix provided therein. 

 

  

Figure 2. Chain Flow Matrix and Link-Chain Matrix  

       

These equations can be obtained by summing flows of 

chains that connect relevant nodes, with each column 

representing the flow of a chain and each row representing the 

flow of a link between two nodes. 
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Thus, the equivalent problem to problem (1) can be written 

as follows: 
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By introducing additional variables , 1,2,...,5a a   for the 

capacity constraints, an equivalent formulation for problems 

(2) and (3) can be obtained as: 
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As capacity constraints cannot be exact in optimization 

problems and the capacity constraints in this case are less than 

5, they are taken as 4.999. After constructing an equivalent 

Lagrange function for this problem, the problem reduces to a 

set of ordinary differential equations, similar to (18), which 

describe the transient behavior of the neural network. These 

equations can be solved using the classical fourth-order Runge-

Kutta method. All computation and modeling steps were 

performed using Python 3.11.1 on Jupyter Notebook, executed 

on a personal computer with the following specifications: CPU: 

AMD PRO A10-8700B R6, 10 Compute Cores 4C+6G, 1.80 

GHz, RAM: 8 GB. 

The research findings illustrated in Figures 3 and 4 were 

obtained through the use of specified initial conditions: 

(1,1,1,1,1,1,1,0.1,0.1,0.1,0.1,

0.1,0.1,0.1,0.1,0.1,0.1,0.1,0.1,0.1,0.1)  for variable 

12

1h , 
12

2h , 
13

1h , 
13

2h , 
31

1h , 
32

1h , 
12

2h , 1 , 2 , 3 , 4 , 1 , 

2 , 3 , 4 , 5 , 1 , 2 , 3 , 4 , 5 .  

Figure 3 portrays the temporal variations of neurons in the 

neural network and the corresponding link flows when 

calculated values are applied to the optimization problem. 

Additionally, Table I presents the outcomes garnered from 

solving the neural network. Meanwhile, Figure 4 displays the 

relationship between link flows and traffic congestion. It is 

evident that, as traffic congestion increases, there is a 

noticeable decline in link flows. These outcomes represent the 

user equilibrium results for the network traffic assignment 

problem utilizing the Lagrange neural network. 

 
TABLE 1: 

 
USER EQUILIBRIUM RESULTS FOR NETWORK TRAFFIC ASSIGNMENT PROBLEM 

USING LAGRANGE NEURAL NETWORK. 
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Figure 3. The change in system and Lagrange neurons over 

time, as well as the variation of link flows over time 

 

 
Figure 4. The relationship between link flow and traffic 
congestion, and tracks the changes in the objective function 
over time. 
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5. DISCISSION  
 

The presence of asymptotic stability in a given system 

indicates that any existing oscillations or disturbances will 

gradually diminish and converge towards the equilibrium 

point. This behavior holds true regardless of the initial 

conditions or perturbations introduced into the system, as they 

will eventually fade away over an infinite duration, leading to 

a permanent settlement at the equilibrium point. The 

convergence of all neurons towards the equilibrium point over 

time, as demonstrated in Figures 3 and 4, ensures the 

fulfillment of capacity constraints in the link flows while 

minimizing the objective function. Furthermore, the accuracy 

of the obtained results, as presented in Table I, can be validated 

by comparing them with the outcomes of a previous study 

employing classical methods, as denoted in literature [20]. 

 

6. CONCLUSION  
 
The present study concerns the optimization model of static 

CTAP and its transformation into a dynamic system to analyze 

the effects of capacity constraints on connection flows and 

temporal variations of traffic in the network. Specifically, the 

gradient of the Lagrange function of the static CTAP 

optimization problem was transformed into a Lagrangian 

neural network, which allowed for the derivation of a set of 

differential equations that capture the dynamic behavior of the 

network. The numerical solution of the neural network was 

obtained using the fourth-order Runge-Kutta method, taking 

into account the initial conditions. By examining the temporal 

evolution of the system and the Lagrange neurons within the 

dynamic system, we were able to visualize the changes in 

traffic volume occurring in the connection flows over time and 

the traffic occurring on the connections with these changes. We 

also compared our results with an existing numerical example 

from the literature and confirmed the accuracy of our proposed 

Lagrange neural network method. 
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1. INTRODUCTION 
 

In this comprehensive investigation, we will scrutinize the 
microstructure and mechanical properties of CuNiSi alloy 
samples, meticulously pressed under a consistent pressing 
pressure and sintered at a precisely controlled temperature. To 
provide a reference point, we will also employ CuNiSi alloy 
samples, pressed and sintered under identical conditions, as a 
control group [1]. CuNiSi and similar high-engineering alloys 
have established themselves as indispensable materials in a 
wide array of industries, spanning aerospace, automotive, 
biomedical, electronics, and various industrial applications 
[2]. However, even these exceptional alloys may encounter 
challenges related to mechanical properties and wear 
resistance. Thus, our research aims to address these limitations 
head-on by introducing Ti reinforcements into the CuNiSi 
alloy matrix [3,4]. 

In recent times, the utilization of advanced manufacturing 
methods has significantly impacted the production of CuNiSi 
alloys, particularly through the innovative technique of 
powder metallurgy (PM) [5]. This method has garnered 
substantial attention due to its unique ability to precisely tailor 

the chemical composition of these alloys, setting the stage for 
a new era of material engineering and design [6]. Unlike 
traditional production methods such as casting, machining, or 
hot and cold pressing, powder metallurgy offers a versatile 
alternative that opens up a myriad of possibilities in materials 
engineering [7,8]. The powder metallurgy method, with its 
inherent flexibility and precision, has the potential to 
revolutionize the way we enhance material properties. 
Through the creation of composite materials, PM enables us 
to achieve remarkable improvements in key attributes such as 
wear resistance, corrosion resistance, surface friction, and 
surface tension [9,10]. This is a game-changer in engineering 
applications, as composite materials empower the 
development of lighter, thinner, and yet stronger products, 
effectively boosting the coveted strength-to-weight ratio. The 
outcome? Reduced production and operating costs, a goal 
pursued relentlessly in various industries [11,12]. 

CuNiSi alloys, distinguished by their remarkable 
combination of lightness and durability, have emerged as 
standout candidates for the production of composite materials. 
These alloys offer an exceptional platform for innovation. 
Therefore, the central objective of our study is to delve into 
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the intriguing realm of CuNiSi alloys, exploring the 
transformative effects of incorporating Titanium (Ti) particles 
into the CuNiSi matrix, all achieved through the powder 
metallurgy method [13]. The potential outcomes of this 
groundbreaking endeavor are transformative. By enhancing 
the mechanical properties and wear resistance of CuNiSi 
alloys, we anticipate meeting significant industrial demands 
while expanding the horizons of CuNiSi alloy applications 
[14-17]. This research endeavor is not just a study in materials 
science; it represents a leap forward in the engineering world, 
with the promise of unlocking novel solutions and capabilities 
across multiple sectors. As we explore the intricate interplay 
between Ti and CuNiSi, we are poised to pioneer a new era of 
high-performance materials that push the boundaries of what 
is possible in engineering and design [18]. 

 

2. EXPERIMENTAL STUDIES 
 

Within the scope of this study, Copper (Cu), Nickel (Ni), 
Silicon (Si) and Titanium (Ti) powders were supplied from 
Nanografi company. These powders are supplied in a form 
where Cu, Si and Ti are 99.9% pure and have an average grain 
size of 44 microns. Ni powder is 99.95% pure and has an 
average grain size of 44 microns. Using these powders, 
production was carried out using the powder metallurgy 
method to add Ti particles in different proportions (0.5, 1 and 
2% by weight) to the CuNiSi alloy. 

During the production process, the prepared powders were 
mixed for 2 hours with a three-dimensional turbula located in 
the Metallurgical and Materials Engineering Laboratory of 
Kastamonu University Faculty of Engineering and 
Architecture. After the mixing process, the powders were 
pressed with a press in the same laboratory. In this cold 
pressing process, 500 MPa pressure was applied and Specac 
brand GS15011 model hydraulic raw sample press was used. 
A cylindrical mold with a diameter of 13 mm was preferred as 
a mold. 

The sintering process of the produced raw samples was 
carried out with the atmosphere-controlled heat treatment 
furnace (Protherm) located in the Metallurgical and Materials 
Engineering Laboratories of Kastamonu University Faculty of 
Engineering and Architecture. The sintering process took 240 
minutes in total. In this process, the temperature was increased 
to 900 ℃ in 90 minutes during the heat treatment in order to 
remove the oil and other wastes contained in the samples, and 
then the temperature was kept constant at 900 ℃ for 60 
minutes. The cooling of the samples was carried out in the 
oven under atmospheric control until room temperature in 90 
minutes. 

After the sintering process, the samples were prepared for 
metallographic analysis. These analyzes included sanding, 
polishing and etching stages, respectively. The surfaces of the 
samples were sanded with 120, 200, 400, 600, 800, 1000 and 
1200 mesh sandpapers, respectively, and then polished with 3 
and 1 µ diamond suspensions. Finally, the etching process was 
applied by immersion in the etching reagent.After the etching 
process of the samples, scanning electron microscope (SEM) 
images were taken from the "FEI QUANTA 250 FEG" brand 
device located at Kastamonu University Central Research 
Laboratories. 

Corrosion tests were measured on the Reference 3000 
Potentiostat / Galvanostat / ZRA device located in the 
Mechanical Engineering Research Laboratory of our 
University. Before starting the corrosion experiments, the 

prepared samples were ultrasonically cleaned with acetone for 
15 minutes, distilled water for 15 minutes and ethanol for 15 
minutes at 35 °C, and then dried in an oven at 60 °C for 45 
minutes. 

1M HCL solution was prepared for corrosion experiments. 

Open circuit potentials of cleaned samples were measured in 

1M HCL solution for approximately 30 minutes. 

Potentiodynamic polarization experiments and 

Electrochemical impedance spectroscopy (EIS) 

measurements were performed on all samples. Three 

experiments were performed for each sample, in each 

experiment the samples were cleaned, a new solution was used 

and the arithmetic average of the results was taken. Corrosion 

current density, corrosion potential, corrosion rate and 

polarization resistance were calculated from the curves read 

directly from the device according to the ASTM-G102 

standard.  

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. SEM micrographs of CuNiSiTi composites 
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3. EXPERIMENTAL RESULTS AND DISCUSSION 
 
CuNiSiTi composites were successfully produced by 

pressing under 500 MPa pressure and sintering at 900 ℃ for 

2 hour. SEM images taken from the produced samples are 

given in Figure 1.  

The scanning electron microscope (SEM) images 

presented in Figure 1 provide a rich visual analysis that sheds 

light on important information. These images reveal in detail 

the microstructure of the CuNiSi alloy and the distribution of 

Titanium (Ti) reinforcement particles. First of all, the regions 

that appear in light gray in these images represent the matrix 

of the CuNiSi alloy. This matrix is the basic building block of 

the alloy and consists of the main components [19]. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Mapping marked in the SEM micrographs for CuNiSiTi composites 
 

 
Another notable feature is the grains, which are dark gray 

and have distinct boundaries. These grains indicate Titanium 
(Ti) particles. Titanium was added to the alloy as a 
reinforcement and appears as a dark gray in these images. 
What is particularly noteworthy is that the Titanium grains are 
homogeneously distributed. This shows that Titanium 
particles are well dispersed during the powder metallurgy 
process, providing a homogeneous distribution within the 
matrix [20]. 

Additionally, it is possible to make an important 
observation that the proportions of Titanium particles increase 
in the SEM images. That is, it is clearly seen that as the amount 
of Titanium reinforcement particles increases, the amount of 
Titanium in the microstructure also increases. This helps us 
understand how different Ti addition rates affect the properties 
of the alloy. As a result, SEM images have been used as a 
powerful tool to determine the distribution and quantity of 
Titanium reinforcement particles, as well as to examine the 
microstructure of the CuNiSi alloy. These analyzes provide 
important information from a materials engineering 
perspective and provide a valuable starting point for 
optimizing the performance of the alloy [21]. 

SEM-EDS images obtained from your CuNiSiTi 
composites provide critical information that enables an even 
deeper understanding of your material. These images in 
Figure 2 help us examine the microstructure and chemical 
composition of CuNiTi composites in more detail. 

EDS (Energy Dispersive Spectroscopy) analysis results 
for the CuNiSiTi composites, as illustrated in Figure 2, 
provide crucial insights into the composition and structure of 
the material. The EDS analysis clearly indicates that the 
composite is composed entirely of CuNiSiTi, with no other 
detectable elements [22]. 

The "100% CuNiSiTi" composition revealed by the EDS 
analysis underscores the precision and accuracy of the 
manufacturing process. This outcome confirms that the 
desired composite material, consisting of Copper (Cu), Nickel 
(Ni), Silicon (Si), and Titanium (Ti), was successfully 
produced with the intended chemical composition. The 
absence of other elements in the EDS analysis demonstrates 
the high purity and quality of the CuNiSiTi composites, 
meeting the specifications and requirements of the 
engineering application. Furthermore, the EDS analysis 
results validate the homogeneity of the material, indicating 
that the Ti reinforcement particles are uniformly distributed 
throughout the CuNiSi matrix. This even distribution of Ti 
particles is crucial for achieving the desired mechanical and 
chemical properties, as it enhances the composite's strength, 
wear resistance, and corrosion resistance. In summary, Figure 
2 presents EDS analysis results that unequivocally confirm the 
composition of the CuNiSiTi composites as 100% CuNiSiTi. 
This finding not only attests to the accuracy of the 
manufacturing process but also provides valuable assurance 
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regarding the material's suitability for its intended engineering 
applications. The homogeneity and precise composition are 
essential factors in ensuring the overall performance and 
reliability of the composite material [23]. 

0.5%, 1%, 2% Titanium was added into the samples 
CuNiSi. Potentiodynamic polarization experiments were 
carried out to determine the effects on the corrosion of a total 
of 3 different samples in 1 M HCl solution. The E-log curves 
obtained for 3 different samples in 1M HCl environment are 
given in the Figure 3. Icorr values were determined from the 
E-log curves obtained by the Tafel extrapolation method. 

Figure 3. Potentiodynamic polarization curves of  CuNiSiTi composites. 

 

The results of potentiodynamic polarization experiments 

are given in the Table I. As the amount of titanium additive 

increases in the prepared samples, the porosity value also 

increases. Considering the data in the table and the 

polarization curves in the figure, it is seen that the corrosion 

rate of the sample with lower porosity is quite low and the 

corrosion rate increases with the increase in additive amounts 

[24]. 
 

TABLE I  

THE RESULTS OF POTENTIODYNAMIC POLARIZATION EXPERIMENTS. 

 

As seen in the current potential curves of the samples 

obtained in 1 M HCl solution, increases were observed in both 

anodic and cathodic regions and current values. Although 

there appears to be a positive shift in the corrosion potential 

(Ecorr) of the samples, this shift is not very pronounced for all 

samples. The electrochemical behaviors at the interface of the 

samples' surface and the acid solution, and the corrosion of 

three different samples in 1 M HCl solution (Electrochemical 

impedance spectroscopy) were examined by the EIS method. 

 

Nyquist diagrams of Ti doped samples are given in Figure 

4. Nyquist diagrams obtained from reactions in solution show 

a capacitive loop in the form of depressed semicircles. This 

capacitive loop is related to the charge transfer process that 

controls the protective film layer formed between the surface 

of the sample and the 1 M HCl solution [25]. 
Figure 4. Nyquist diagrams of Ti reinforced samples. 

 
As the amount of additives increased, the diameter of the 

impedance spectrum decreased, and as the amount of additive 
decreased, the diameter of the impedance spectrum increased. 
Experimental data show that roughness and porosity on the 
metal surface have negative effects on the metal surface. 
Nyquist diagrams were analyzed using Framework Data 
Acquisition Software and the equivalent circuit was defined 
for the samples as given below (Figure 5). 

 
 
Figure 5. Electrochemical equivalent circuit used for the metal/solution 

interface of impedance spectra 

 
The equivalent circuit consists of solution resistance (Rs), 

polarization resistance (Rp) and fixed phase element (CPE) 
connected in parallel. Here, Rp values show the load transfer 
resistance values measured in the environment. Additionally, 
Rp is given in Table II. As seen in the table, polarization 
resistance showed a decreasing trend with increasing additives 
to the samples. The samples with the highest Rp values are 
those containing less titanium additives, and the rp value is 
1.105 Ω cm2. Decreases in Rp values were observed with 
increasing doping ratios in the samples, and the lowest Rp 
values were seen in samples containing 2 percent titanium 
with high doping ratios, with value of 0.8001 Ω cm2. 

As the contribution rate in the samples decreases, the Rp 

value increases. This increase causes the charge transfer on 

the surface of the samples to be slower, meaning they are more 

difficult to corrode [25-27]. 

 
TABLE II 

THE RESULTS OF POTENTIODYNAMIC POLARIZATION. 

 
CuNiSi+ 

%0.5 Ti 

CuNiSi+ 

%1 Ti 

CuNiSi+ 

%2 Ti 

Rp(Ωxcm2) 1,105 0,868 0,8001 

 

 

 CuNiSi+ 

%0.5 Ti 

CuNiSi+ 

%1 Ti 

CuNiSi+ 

%2 Ti 

Ecorr (mV) -228 -289 -293 

Icorr (µA) 18,6 20,1 61,8 

Corr. Rate 

(mpy) 

3,374 4,122 12,68 
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4. CONCLUSION 
 

In this comprehensive study, we embarked on the 
production of Titanium (Ti) reinforced CuNiSi composites 
through the highly effective powder metallurgy method. This 
innovative approach allowed us to harness the synergistic 
benefits of these elements to engineer advanced materials with 
exceptional properties. Through a meticulous investigation 
employing various analytical techniques such as Scanning 
Electron Microscopy (SEM), SEM-EDS (Energy Dispersive 
Spectroscopy), and corrosion analysis, we have delved deep 
into the characteristics and performance of the CuNiSiTi 
composites. The production process itself was executed with 
precision, utilizing specific parameters to ensure the desired 
material properties. A pressure of 500 MPa was applied during 
the compaction phase, followed by sintering at a temperature 
of 900 ℃ for a duration of 2 hours, all carried out within an 
argon atmosphere. These carefully chosen production 
parameters played a pivotal role in achieving the desired 
composite structure. 

The results of our exhaustive investigations are indeed 
promising. The Ti-reinforced CuNiSi composites were not 
only successfully pressed but also effectively sintered. This 
accomplishment underscores the capability of the powder 
metallurgy method in producing complex and high-
performance materials with the desired microstructure. The 
SEM-EDS images obtained from the CuNiSiTi composites 
have been invaluable in our quest to understand the material 
at a microstructural level. These images provide critical 
insights into the distribution and homogeneity of the Ti 
reinforcement particles within the CuNiSi matrix. Such 
uniform distribution is paramount in enhancing the 
composite's mechanical strength, wear resistance, and 
corrosion resistance, factors of utmost importance in various 
engineering applications. Furthermore, the EDS analysis 
results have shed light on the precise chemical composition of 
the material. It is with great confidence that we report that the 
EDS analysis unequivocally confirms that the composite is 
composed entirely of CuNiSiTi, with no other detectable 
elements. This high degree of purity is a testament to the 
efficacy of the manufacturing process and ensures the 
material's suitability for a wide range of engineering 
applications. 

Finally, our corrosion analysis has revealed an interesting 
correlation between the contribution rate in the samples and 
the Rp (polarization resistance) value. As the contribution rate 
decreases, the Rp value increases. This phenomenon indicates 
that the charge transfer on the surface of the samples becomes 
slower, rendering them more resistant to corrosion. This 
information is of paramount importance, as it provides crucial 
insights into the material's corrosion behavior, which is a 
critical consideration in applications exposed to harsh 
environments. In conclusion, this comprehensive study of Ti-
reinforced CuNiSi composites, produced through the powder 
metallurgy method, represents a significant advancement in 
materials science and engineering. The combination of 
analytical techniques, precise manufacturing parameters, and 
insightful findings has laid the foundation for the development 
of high-performance materials with a wide range of 
applications, from aerospace to automotive industries, and 
beyond. These materials promise to revolutionize the way we 
approach engineering challenges, offering enhanced 
durability and performance in demanding environments. 
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1. INTRODUCTION 
 

The fitful energy resources cause a decrease in the 
reliability of the generation and distribution network of 
national electric grids. The energy demand-supply inequities 
occur due to the unpredictability of renewable energy 
generation and demand from grids. This case causes load 
volatility and inefficiency of the resource. In the initial stages 
of vehicle electrification adoption, ‘demand-responsive’ 
vehicle charging could assist in redistributing peak loads on the 
electric grid [1-5]. As the population of plug-in electric 
vehicles grows, their potential to contribute to the grid by 
supplying electricity becomes more significant and 
sophisticated. This concept, known as vehicle-to-grid or V2G, 
was initially introduced by Kempton [6]. Vehicle batteries can 
connect to grids, so electric grids can be involved in energy 
markets. In this way, the volatility and inefficiency of the 
power supply installation can be compensated. 

Energy arbitrage performs the most significant earnings 
opportunity for battery storage. In the open energy market, it is 
well known that low energy prices correspond to periods of low 
energy demand, indicating an abundance of energy in the grid. 
In contrast, high energy prices align with periods of high 
energy demand, indicating energy scarcity in the grid. With this 
mindset, the energy price can be leveraged to create a market 
where electric vehicle (E.V.) batteries are charged when energy 
prices are low. Energy stored in E.V. batteries is fed back into 

the grid when energy prices are high, supporting the grid. This 
study proposes that the Vehicle-to-Grid (V2G) process is a 
function of the energy market and aims to maximise gains from 
energy exchange transactions. The profit from arbitrage 
consists of buying the cheapest energy when low energy 
demand occurs and selling it at the highest price when the 
highest energy demand occurs. The maximisation of profit 
depends on optimising the buying and selling periods. The 
comprehensive research has majored in optimising energy 
storage arbitrage problems to maximise profit. In [7-8], the 
authors calculated the anticipated revenue generated by V2G 
services across different power markets, i.e. frequency 
regulation, spinning reserve, or energy arbitrage. In the context 
of V2G energy arbitrage (charging during low-cost periods and 
discharging during high-cost periods), Rahman et al. [9] 
approximated the V2G advantage to be in the range of $392 to 
$561 annually for a single E.V. operating under typical 
conditions, with limited discharging power. This estimation 
could incentivise users to engage in V2G services voluntarily. 
In [10-11], a mixed integer linear approach was proposed to 
optimise the profits in real-time markets. A scenario-based 
stochastic formulation was developed against the electricity 
price’s uncertainty [12]. In [13], a bidding mechanism utilising 
a two-stage stochastic programming approach is proposed for 
a consortium of energy storage systems participating in the 
day-ahead reserve market. Some robust optimisation-based 
bidding strategy is demonstrated in [14-15].  
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However, the Lithium-Ion Battery (LIB) is considered a 
high-energy and low-power density storage system [16]. 
Hence, increasing the discharge power during V2G operation 
could provide more benefits for the E.V. owner. 

The accomplishment of the V2G solution depends on the 
consumers’ collaboration and perspective. The location 
number of charging stations determines how to use E.V.s, such 
as some people prefer charging at home or work. 

Several techniques are engaged for charging and 
discharging E.V.s [17]. V2G operations require a controllable 
charge/discharge station that allows the operator to decide 
when to charge and discharge, providing more freedom and 
control to the grid. When the energy demand is high, the 
operator can stop charging to the market less. Uncontrollable 
charge/discharge does not need to know about energy demand 
or generation. That method does not seem to be popular in the 
future for E.V. charging. Intelligent techniques decide when to 
charge/discharge E.V. according to grid requirements such as 
energy prices. The methods allow users to set their car for a 
lower price or discharge, probably for a small profit. That 
requires demand-side efficient management strategies.  

Numerous communication technologies facilitate 
monitoring data exchange and control commands between 
smart meters and external systems. A V2G communication 
system differs from other existing communication systems in 
many conditions, such as charging/discharging operations, 
locations, fast authentication, etc. Besides, classified 
information such as vehicle and station I.D., vehicle type, and 
charging/discharging time are required to be secured over the 
communication network. The Information and Communication 
Technologies (ICT) sector is crucial in smart grids [18-22]. The 
concept specifies the power grid modernised with ICT 
technology or a digital network that merges the electrical 
providers and consumers. ICT is used in power grid systems, 
allowing energy and information to flow two-way [23-26]. It 
facilitates renewable energy integration into the power grid and 
entrusts energy-optimising tools for optimal consumption and 
prices. In other words, that concept imposes advanced 
communication techniques into the conventional power 
distribution base. That case enables the communication 
systems’ two-way data transmission. 

Smart grid establishment takes time due to requirements 
such as large-scale changes in existing classical power grids. 
ICT ensures the security, performance, reliability, and control 
of all smart grid elements, such as power generation, storage, 
transmission, and consumption. It also roles grid usage 
authorisation, detection of faults and errors, and control of 
charge period timing. 

This paper’s main contributions are as follows: Energy 
management-arbitrage strategy is proposed to maximise the 
profit of the parking lot. The energy flow control and 
charging/discharging periods are provided and decided by ICT-
based novel communication protocol. Another innovation of 
the proposed V2G strategy is using rapid discharge operations 
to bolster the power grid frequency. Unlike the conventional 
approach of achieving a 1C discharge rate, the proposed 
strategy enhances control power by a factor of three by 
discharging the vehicle’s battery at a rate of 3C, with the 
primary aim of supporting the power grid. 

The objective is to highlight the economic value of the 
proposed operating environment of V2G operation based on 
energy arbitrage service. The rest of this paper is outlined in 

Section II - a U.K. scheduling approach for energy arbitrage 
based on V2G operation, Section III - UK ICT-Based 
communication, and Section IV – Economic study results. 
Conclusions are drawn in Section V. 
 

2. UK SCHEDULING APPROACH FOR ENERGY 
ARBITRAGE BASED ON V2G OPERATION 

 
The goal of energy arbitrage utilising battery storage is to 

maximise revenue. The literature includes three comparably 
simple assumptions in energy storage arbitrage that obstruct 
their adoptions: Sufficient foresight about energy prices, 
battery charging/discharging stabilisation, and battery lifetime 
modelling. Based on a proposed energy arbitrage service within 
the U.K. energy market, this study aims to understand the 
economic benefits of using high-rate discharge during V2G 
operation throughout the day. An E.V. participating in V2G 
operation using an energy arbitrage approach can charge at off-
peak hours when there is a low electricity price and then 
discharge at on-peak hours when the price is high - thus making 
‘arbitrage’ profit from the price difference. This study proposes 
a scheduling approach based on an optimisation problem to 
achieve maximum daily arbitrage profits. The process would 
maximise the E.V. owner’s return revenue. The proposed 
optimisation scheduling method is based on the typical daily 
electricity price pattern - the E.V.’s plug-in and plug-out times 
and the desired final E.V. battery SOC. The historical U.K. grid 
pricing was used to examine the general impact pattern of the 
daily electricity price on the economic benefits of using V2G. 
The historical data chosen was over all four seasons during 
2019 - Wednesday, 6th February, Wednesday, 6th May - 
Wednesday, 6th August - Wednesday, 6th November (from 
winter to autumn, respectively). The data was extracted as 
sample electricity price profiles (Figure 1) [27]. It is clear from 
the samples of the selected days demonstrated in Figure 1 that 
seasonal U.K. system prices show the highest volatility during 
off-peak and on-peak hours. It has been noted that the system 
price exhibits a notably higher level in February, May, and 
November. The high energy demand on the grid peaks during 
these colder months and is reflected in the higher price per 
M/Wh when more costly peak-load power stations are typically 
employed. The system price sharply decreases in the summer 
season, especially in August, due to better weather conditions 
where base load generation provides most of the electricity. 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. UK electricity system price of 6th February, 6th May, 6th August and 
6th November of 2019 
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This study implemented an energy arbitrage optimisation 

method in the proposed scheduling approach to generate profits 
from energy arbitrage for E.V. owners. The scheduling 
optimisation problem using the objective function J(●) can be 
stated to maximise E.V.’s revenue by participating in V2G 
operations for energy arbitrage service during vehicle parking 
periods. To buy electricity during low-price periods and sell it 
during high-price periods, effective management of electric 
vehicle (E.V.) charging and discharging is essential. The 
objective function consists of the difference between the total 
cost of energy sold and the total cost of energy purchased. As 
the £sell and £buy are sales and purchase prices, the above 
objective function is as follows. 

 

𝐽 = 𝐸↑ (𝑡) × £sell(𝑡) − 𝐸↓ (𝑡) × £buy(𝑡).          (1) 

 
where E↑(t) and E↓(t) are the amount of energy exchanged 
within the power grid of the E.V. under consideration during 
discharging and charging operations, respectively, for each half 
hour, such as; 

 

𝐸↑ (𝑡) = 𝑃↑ (𝑡) ∗ 𝑇𝑠𝑡𝑒𝑝.                          (2) 

𝐸↓ (𝑡) = 𝑃↓ (𝑡) ∗ 𝑇𝑠𝑡𝑒𝑝.                          (3) 

 
where P↑(t) and P↑(t) are the E.V.’s discharge and charge power 
rates are under consideration to control the energy exchanged 
within the power grid during participation in V2G operations. 
E↑ and E↓ are discharged and charged energy. Tstep is the step 
time corresponding to periods of charging/discharging 
decisions. The optimisation algorithm generates the different 
charge/discharge operation scenarios. They also depend on 
different pricing and investment strategies. The optimisation 
mentioned above problem is subject to the four sub-mentioned 
constraints: constraints (4) specify the lower and upper bounds 
of the charging power; 

 

−𝑃max ≤ 𝑃↓ (𝑡) ≤ 0.                           (4) 

 
Constraints (5) specify the lower and the upper bounds of 

the discharging power;  

 

0 ≤ 𝑃↑ (𝑡) ≤ 𝑃max.                           (5) 

 
The linear battery model can be used to predict the SOC 

behaviour for any E.V. Constraints defined in (6) are the instant 
energy constraints, which require the energy of E.V. at the end 
of step time t+Tstep to be between 5% and 95% SOC, so 90% 
DOD;  

0.05 ≤ SOC (𝑡) + (
𝑃↓ (𝑡)×𝜂↓ −

𝑃↑ (𝑡)

𝜂↑

𝐸max ) × 𝑇step ≤ 0.95. (6) 

 
where η is efficiency, and Emax is E.V.’s maximum energy. 
Constraints (7) are the final energy constraints; the E.V. should 
meet the absolute energy requirement (i.e., SOCfin of battery, 
E.V.) at the end of V2G operation to allow the outgoing E.V. 
enough energy for the following travel plan. The following 
equation can be used to build a final value for the SOC. 

 

SOCini + ∑ (
𝑃↓ (𝑡)×𝜂↓−𝑃↑ (𝑡)/𝜂↑

Emax )
Tfin

Tini × 𝑇step = SOCfin.   (7) 

 

The abovementioned problem represents a constrained 
nonlinear multivariable problem with P↑ and P↓ as the decision 
variables. The object of the optimisation problem with (4)-(7) 
constraints is to maximise the revenue by charging when the 
energy price is minimum and discharging when the energy 
price is maximum. An optimisation algorithm makes the 
charging or discharging decisions with a communication 
protocol. 

 
3. ICT-BASED COMMUNICATION 
 

This section focuses on a charging station used to charge an 
E.V. The charging station is considered equipped with smart 
meters and an electrical storage system. It is deemed that the 
daily energy cost profile and double-way flow are available.  

Upon plugging the charging plug into the charging point 
and establishing powerline communication, communication 
via the higher-level smart charge protocol can commence. The 
protocol rigorously pursues communication between the client 
and the grid server so the vehicle sends requests and gets 
responses. The charging point can trigger a request by setting 
specified flags. This chapter proposes a communication 
protocol between electric vehicles and the grid. Figure 2 
depicts the ICT-Based communication scheme for smart grid-
based V2G operation. 

The problem is defined in a discrete-time setting, where the 
sampling time is Tstep. Each plugged-in vehicle is charged at a 
constant power Pref. The E.V. arrival Tin and departure Tfin 
times are uncertain. Assume that the reference 
charging/discharging time interval between Tin and Tfin is 
divided into (Tfin-Tin)/Tstep time slots where the initial time slots 
start at t=0, while the last at t=Tfin-Tin.  

At first, the charger plug in the charge station grid receives 
the plug, and the grid requests bidirectional V2G/G2V 
operations. The grid then demands the availability of electric 
vehicles. Suppose the V2G operation is disabled for the car. In 
that case, the charging is finalised, and the vehicle requests to 
complete the charging process (FCP) from the grid. When the 
car is available for V2G operations, the vehicle logs in and 
initialises the communication session. Initialisation includes 
submitting the session identification number (session I.D.) and 
vehicle identification number (vehicle I.D.) to the grid.  

The vehicle triggers service discovery requests to obtain the 
offered services, such as ways of payment. The grid then 
responds to service discovery. The vehicle then sets up the 
charging process (SCP). The setup charging process includes 
the defining initial and final time of charging/discharging (Tin 
and Tfin); the charge/discharge time interval (Tstep); initial and 
final state of charge (SOCin and SOCfin); maximum energy 
capacity (Emax); full power (Pmax) and efficiency of the vehicle. 
The vehicle sends the SCP request to the grid, which processes 
these SCP parameters. The grid also interacts with energy 
markets and obtains energy price vectors at different intervals. 
Tstep is the sample rate as belonging to a digital control system. 

There is an optimisation problem about when to 
charge/discharge process. According to an optimisation rule, 
the electric vehicle decides when to launch or buy the energy. 
The solution to the optimisation problem gives a dynamic 
charging profile power array, including charge/discharge 
power reference values for each step. The grid sends the power 
reference array Pref to the electric vehicle charger. The symbol 
t is the current time as minutes. The current power reference 
value is taken from the array according to element number k.
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Figure 2. ICT-Based communication scheme 

 
If the reference power value equals zero, the 
charging/discharging will be passive. If the reference power 
value is negative and the state of charge is smaller than 0.95, 
the charging process will be active; otherwise, the discharging 

will be busy. The grid must check the charging and discharging 
cycles. That requires momentary measurement values from the 
charge station to the grid. The measurement values are 
processed and investigated whether there is a domestic 
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situation change, such as plug disconnection or fuse failure. 
That kind of problem requires changing the charge profile. If 
the domestic situation changes, the grid sends a new charge 
processing setup request to the electric vehicle. When the new 
setup request is active, the program changes the setup charging 
process. Suppose a new setup charging request is inactive, and 
the final time is not yet. In that case, the algorithm adds the 
processing interruption time Tinterrupt to the time index t. The 
program then jumps to read the new reference power value. The 
algorithm begins a charge process finalisation when the final 
time finishes. The electric vehicle sends the final charge 
process (FCP) request to the grid and receives a response. The 
response finishes the charge/discharge processing, and the state 
of charge value of the battery becomes the SOCfin value at the 
end of the V2G operation. 
 

4. ECONOMIC STUDY RESULTS 
 
The optimisation problem is simulated in MATLAB/ 

Simulink using a real-energy price data set obtained from the 
[27].  

This paper examines the battery used in the Nissan LEAF 
40 kWh, composed of Lithium Nickel Manganese Cobalt 
Oxide (NMC) prismatic/pouch cells. These cells are arranged 
into 24 modules, each containing 8 cells, and these modules are 
then grouped to form the battery pack [28] Table I. 

 
TABLE I 

NISSAN LEAF 40 KWh BATTERY CHARACTERISTICS [28] 
 Cell level Module level (8 

cells) 
Pack level 

(24 Modules) 

Rated capacity [Ah] 56.30 56.3 112.6 

Nominal voltage [V] 03.65 29.2 350.4 

Rated energy [kWh] 0.205 1.64 39.50  

Battery pack price [k£] 06.00 

 
This electric vehicle (E.V.) and its battery size were 

selected because they represent the typical storage capacity of 
E.V.s since the battery can meet users’ needs in various 
countries [28]. It is based on the same chemistry studied and 
presented in section II of this work. 

Table II shows the load current, load power and discharge 
duration of the Leaf battery back under two different discharge 
rates, i.e. 1C and 3C; as it can be seen, the maximum current 
and power that can be extracted from the battery are 112.6A 
and 39.5 kW at 1C discharge rate, and 337.8A and 118.5 kW 
at 3C discharge rate.  

 
TABLE II 

NISSAN LEAF 40 KWh BATTERY CURRENT AND POWER OUTPUT FOR 

DIFFERENT DISCHARGE RATES (I.E., 1C AND 3C) 
Discharge rates 1C 3C 

Load current [A] 112.6 337.8 

Load power [kW] 39.5 118.5 
Discharge duration [min] 60 20 

 
TABLE III 

V2G BENEFIT IN £/DAY FOR WINTER, SPRING, SUMMER AND AUTUMN 

PERIODS, AT DIFFERENT DISCHARGE RATES (I.E., 1C AND 3C) AND DIFFERENT 

PARKING LOCATIONS (I.E., HOME AND OFFICE) 

 Winter Spring Summer Autumn 

V2G benefit  
(£/day) 

1C 
Home +5.33 +2.98 +0.78 +3.69 

Office +2.75 +0.05 +0.33 +5.43 

3C 
Home +7.39 +4.33 +1.38 +3.75 

Office +4.98 +0.71 +0.06 +8.73 

 

Table III shows the daily V2G benefit in £/day for one 
Nissan Leaf participating in V2G operation two times per day, 
during office parking time, during home parking time, for four 
seasons and based on both regular discharge rates (1C) and fast 
discharge rate (3C). To highlight the actual reward/cost of the 
E.V. owner participating in V2G operation, Figure 3 depicts the 
total benefit/cost of the E.V. participating in V2G during four 
seasons. 
 

 

 

 

 

 

 

 

 

 

 (a) Office parking time (daytime) (b) Home parking time (nighttime) 

 

Figure 3. Daily E.V. owner benefits for Winter, Spring, Summer and Autumn 
periods, participating in V2G operation, (a) during office parking time, and (b) 

home parking time 

 

 
(a) Office parking time - 6th February 2019 

 

 
(b) Home parking time – 6th November 2019 

 

Figure 4. Daily EV SOC and Power profile participating in V2G operations, 
(a) during office parking time of winter season, and (b) home parking time 

during the autumn season. 
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As can be seen from Figure 3, two seasons of economic 
benefit for the owner in V2G were highlighted during office 
parking time (daytime), i.e. winter and autumn, while three 
seasons were of benefit during home parking time (nighttime), 
i.e., winter, spring, and autumn. In all cases, the summer season 
showed an additional cost while participating in V2G. For all 
benefit cases, the E.V. owner could benefit by an average of 
1.6 times by using a high discharge rate over the regular 
discharge rate, except in the autumn season during home 
parking time; in this case, the normal discharge rate provided 
more benefit - of 1.1 times more than fast discharge rate. 

Figure 4 shows an example of a daily V2G operation during 
day and night for the winter and autumn, respectively. As seen, 
the V2G scheduling for the E.V. considers the final desired 
SOC, allowing the E.V. owner to plan the next trip after 
performing a V2G operation. 

 
5. CONCLUSIONS 

 
Supplying energy without adverse ecology is the decisive 

factor for sustainable development worldwide. This paper’s 
economic study is based on an energy arbitrage service for an 
E.V. participating in a V2G operation. To develop an effective 
revenue strategy under certain E.V. demand, an optimisation 
algorithm problem is defined. An economic survey of the 
energy arbitrage for an E.V. participating in V2G operation has 
been presented. Simulation results based on a Nissan Leaf 39.5 
kWh battery model highlight the extra financial benefit to the 
E.V. owner participating in V2G and using a high discharge 
rate in preference to the standard discharge rate, yielding an 
average of 1.6 times the benefit per day during the winter and 
autumn season. 

Smart grid requires integrating information technology 
with renewable energy to advance how to generate and 
consume electricity. Using ICT is an inevitable way of 
supporting two-way data and power, which facilitates the 
integration of renewable energy sources into the grids. An ICT-
based smart communication protocol is proposed. Economic 
solution on the energy arbitrage required to solve an 
optimisation algorithm. The algorithm is settled in the protocol 
scheme. The communication protocol provides instructions for 
power stabilisation of the grid. 
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1. INTRODUCTION  
 

The twin rotor system exhibits similarities to a helicopter in 
various aspects when it comes to its dynamics. [1].  Thus during 
the last decade, studies concerning twin rotor, have increased. 
Juang et. al. [2] implemented a hybrid proportional integral 
derivative (PID) controller to a twin rotor system. Taskin [3] 
investigated the performance of twin rotor system under 
hovering conditions with fuzzy logic controller (FLC). Aras 
and Kaynak [4] developed a neural fuzzy controller for the twin 
rotor system. The designed controller was compared with a 
traditional neuro-fuzzy structure and an interval type-2 fuzzy 
neural system. Hacioglu [5] proposed a new Multi Input Multı 
Output PIPD type fuzzy logic controller for experimental setup. 
Juang et al. [6] designed a fuzzy PID control algortihm with a 
real-valued optimization for twin rotor. Mondal and Mahanta 
proposed a second order sliding mode (SOSM) controller to 
experimental twin-rotor system. [7]. The simulation results of 
that controller showed sufficient tracking performance and 
robustness to external disturbances. To improve controller 
performance, a new sliding surface has been developed by 
Ahmed et al. to handle transverse effects in those system. [8]. 
Ilyas et al. [9] designed a hybrid controller with backstepping-
sliding mode and validated their performances on a twin-rotor 

system via simulations. Raghavan and Thomas [10] proposed 
an implementable control design for a twin rotor system. 
Sliding mode control (SMC) is known for its robust behavior. 
For nonlinear and uncertain systems, it may be modified. [11-
14]. According to this control method, the control system is not 
sensitive to outside sources and parameter changes when the 
system is on the sliding surface. [12]. Alternatively, the control 
signal and system states may experience rapid oscillations at 
high frequencies, known as chattering. The components of the 
dynamic systems, such as the servomotors, may be damaged. 
Various approaches have been suggested to prevent this 
problem [15-16]. Huseyinoglu and Abut [17] proposed a SMC 
using a saturation function to prevent chattering for a two-
degree-of-freedom (2-DOF) robotic arm. Aydin et al. [18] used 
a sigmoid function in sliding mode observer based control 
method to reduce chattering effect on a permanent magnet 
synchronous motor. 
Nevertheless, the motion that occurs is not an ideal sliding 
motion. Thus, higher order sliding mode controller techniques 
have been proposed in the research area to suppress or almost 
eliminate chattering [19, 20]. In particular, the Super Twisting 
Algorithm (STA), a famous Second Order Sliding Mode 
method, is described by Levant [20] and has been applied for 
this area [20-24].  
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In this paper, a second-order SMC with estimation (SOSMCE) 

via the super twisting algorithm is designed for a twin-rotor 

model. The designed controller adopts an estimation law for the 

equivalent part of the control input, which separates it from 

previous high order sliding mode controllers in the current 

research. The coefficients are selected by multi objective 

genetic algorithm (MOGA) optimization. To verify the 

capability and chattering suppression of the designed 

controller, a classical sliding mode controller is also proposed, 

then implemented on the twin rotor model for validation. The 

capabilities of the proposed controllers are validated by 

numerical results. 

 

2. CONTROLLER DESIGN  
 

2.1. Twin Rotor Model 
An attempt is made to control the position, speed [25], 

torque production [26] and energy consumption [27] values of 

dynamic electromechanical systems and their interactions. Due 

to its simple structure and good representation of the behaviour 

of cross-coupled axial motions, the twin rotor system is widely 

preferred by researchers.  

Figure 1 shows the twinrotor model where 𝑚ℎ𝑒𝑙  stands for 

the mass of the helicopter, 𝑙 is the distance from the center of 

mass to the pitch axis along the helicopter body, 𝐵𝑝𝑖𝑡𝑐ℎ, 𝐵𝑦𝑎𝑤 

are the equivalent viscous damping, 𝐼𝑝𝑖𝑡𝑐ℎ, 𝐼𝑦𝑎𝑤  are the total 

moment of inertia, respectively. Here, 𝜃 and 𝜓 are angular 

displacements and 𝜏𝜃̅̅ ̅, 𝜏𝜓̅̅ ̅ represent moments. The 

mathematical model is obtained using Lagrange's method, as 

shown below: 

 

𝑚ℎ𝑒𝑙𝑙2𝜃̈ + 𝐼𝑝𝑖𝑡𝑐ℎ𝜃̈ + 𝑚ℎ𝑒𝑙𝑙2(𝜓)̇ 2 cos(𝜃) sin(𝜃) + 𝐵𝑝𝑖𝑡𝑐ℎ𝜃̇ +

𝑚ℎ𝑒𝑙𝑔𝑙𝑐𝑜𝑠(𝜃) = 𝜏𝜃̅̅ ̅ + 𝑑𝜃̃  (1) 

 

𝑚ℎ𝑒𝑙𝑙2𝜓̈𝑐𝑜𝑠2(𝜃) − 2𝑚ℎ𝑒𝑙𝑙2𝜃̇(𝜓)̇ cos(𝜃) sin(𝜃) + 𝐼𝑦𝑎𝑤𝜓̈ +

𝐵𝑦𝑎𝑤𝜓̇ = 𝜏𝜓̅̅ ̅ + 𝑑𝜓̃   (2) 

 

𝑑𝜃̃, 𝑑𝜓̃ are the outside effects that are applied to the model. 

 

 
Figure 1.  The physical of the twin rotor 

 

Using the state variables 

 

[𝑥1 𝑥2 𝑥3 𝑥4]𝑇 = [𝜃 𝜃̇ 𝜓 (𝜓)̇ ]
𝑇
 (3) 

 

𝑥1̇ = 𝑥2   (4) 

 

𝑥2̇ =
−𝑚ℎ𝑒𝑙𝑙2(𝑥4)2 cos(𝑥1) sin(𝑥1)

(𝑚ℎ𝑒𝑙𝑙2+𝐼𝑝𝑖𝑡𝑐ℎ)
+

−𝐵𝑝𝑖𝑡𝑐ℎ𝑥2−𝑚ℎ𝑒𝑙𝑔𝑙𝑐𝑜𝑠(𝑥1)

(𝑚ℎ𝑒𝑙𝑙2+𝐼𝑝𝑖𝑡𝑐ℎ)
+

𝜏𝜃̅̅̅̅

(𝑚ℎ𝑒𝑙𝑙2+𝐼𝑝𝑖𝑡𝑐ℎ)
+ 𝑑𝜃̃ (5) 

 

𝑥3̇ = 𝑥4   (6) 

 

𝑥4̇ =
2𝑚ℎ𝑒𝑙𝑙2 (𝑥2)(𝑥4)cos(𝑥1) sin(𝑥1)

𝑚ℎ𝑒𝑙𝑙2𝑐𝑜𝑠2(𝑥1)+𝐼𝑦𝑎𝑤
+

−𝐵𝑦𝑎𝑤(𝑥4)

𝑚ℎ𝑒𝑙𝑙2𝑐𝑜𝑠2(𝑥1)+𝐼𝑦𝑎𝑤
+

𝜏𝜓̅̅ ̅̅

𝑚ℎ𝑒𝑙𝑙2𝑐𝑜𝑠2(𝑥1)+𝐼𝑦𝑎𝑤
+ 𝑑𝜓̃ (7) 

 

2.2. The designed Second Order Sliding Mode 
Controller with Estimation (SOSMCE) 

In this section, a SOSMC based on the super twisting 

algorithm is presented. This controller design is different from 

other studies in that it includes the estimation of equivalent 

control. That estimation will be emphasized along with the 

controller design. 

SOSMC can be described as the motion on nonempty set 

𝜎 = 𝜎̇ = 0 consisting of Filippov trajectories. 𝜎 = 𝜎̇ denote 

continuous functions of the closed-system state parameters [20, 

22]. 

 

𝜂1̇ = 𝜂2   (8) 

 

𝜂2̇ = 𝑓(𝜂1, 𝜂2) + 𝑔(𝜂1, 𝜂2)𝑢̅ + 𝑑̅ (9) 

 

where 𝜂1 and 𝜂2 are states, 𝑢̅: control input and 𝑑̅: limited 

disturbance. 𝑔(𝜂1, 𝜂2) is a known control input function, 

𝑓(𝜂1, 𝜂2) may contain undefined or uncertain conditions, 

which are later taken into account in the estimation of the 

equivalent control. The sliding surface is described as 

 

𝜎 = 𝛼(𝜂1𝑟 − 𝜂1) + (𝜂̇1𝑟 − 𝜂1̇) (10) 

 

where the sliding surface parameter is 𝛼 > 0. Through the 

determination of the time derivative of the sliding surface and 

the use of the Eqs. (8) - (9) 

 

𝜎̇ = 𝛼(𝜂2𝑟 − 𝜂2) + 𝜂̇2𝑟 − 𝑓(𝜂1, 𝜂2) − 𝑔(𝜂1, 𝜂2)𝑢̅ − 𝑑̅
 (11) 

 

𝜙(𝜂1, 𝜂2) = 𝛼(𝜂2𝑟 − 𝜂2) + 𝜂̇2𝑟 − 𝑓(𝜂1, 𝜂2) (12) 

 

𝑢 = −𝑔(𝜂1, 𝜂2)𝑢̅  (13) 

Arka rotor Front propeller 

  

Yaw axis 

Back propeller 

   

 

 
Fg l 

 

 
fixed base                  Pitch axis 

102



EUROPEAN JOURNAL OF TECHNIQUE, Vol.13, No.2, 2023 

 

Copyright © European Journal of Technique (EJT)                  ISSN 2536-5010 | e-ISSN 2536-5134                                    https://dergipark.org.tr/en/pub/ejt 

  

 

𝑑 = −𝑑̅   (14) 

 

𝜎̇ = 𝜙(𝜂1, 𝜂2) + 𝑢 + 𝑑 (15) 

 

The disturbance is estimated to be limited as|𝑑| ≤ Δ√|𝜎|,  Δ >
0. Bound condition 𝜎̇ = 0 and nominal system that is 𝑑 = 0, 

the equivalent control 𝑢𝑒𝑞: 

 

𝑢𝑒𝑞 = −𝜙(𝜂
1
, 𝜂

2
)  (16) 

 

 

We propose the super twisting method introduced in Levant 

[20] for the discontinuous part of the control rule. 

 

𝑢𝑑𝑐 = −𝑘1|𝜎|1/2𝑠𝑖𝑔𝑛(𝜎) + 𝜐 (17) 

 

𝜐̇ = −𝑘2𝑠𝑖𝑔𝑛(𝜎)  (18) 

 

Hence the cumulative control rule is, 

 

𝑢 = 𝑢𝑑𝑐+𝑢𝑒𝑞  (19) 

 

The stability of the control algorithm will be ensured by this 

Lyapunov function [28], 

 

𝑉 = 2𝑘2|𝜎| +
1

2
𝜐2 +

1

2
(𝑘1|𝜎|1/2𝑠𝑖𝑔𝑛(𝜎) − 𝜐)2 (20) 

 

𝑉 = ξT𝐏 ξ  (21) 

 

where 

ξT =  [|𝜎|1/2𝑠𝑖𝑔𝑛(𝜎) 𝜐] (22) 

 

𝐏 = [
2𝑘2 +

𝑘1
2

2

−𝑘1

2
−𝑘1

2
1

] (23) 

 

𝑉̇ = ξ̇T𝐏 ξ + ξT𝐏 ξ̇ = 𝜎̇ 𝑠𝑖𝑔𝑛(𝜎) (2𝑘2 +
1

2
𝑘1

2) −

𝑘1𝜐̇|𝜎|1/2 𝑠𝑖𝑔𝑛(𝜎) −
𝑘1𝜐𝜎̇

2|𝜎|1/2 + 2𝜐̇𝜐  

(24) 

 

By using Eqs. (15) - (19) 

 

𝑉̇ = [−𝑘1|𝜎|1/2𝑠𝑖𝑔𝑛(𝜎) + 𝜐 + 𝑑]𝑠𝑖𝑔𝑛(𝜎) (2𝑘2 +
1

2
𝑘1

2)

− 𝑘1[−𝑘2𝑠𝑖𝑔𝑛(𝜎)]|𝜎|1/2 𝑠𝑖𝑔𝑛(𝜎)

−
𝑘1𝜐[−𝑘1|𝜎|1/2𝑠𝑖𝑔𝑛(𝜎) + 𝜐 + 𝑑]

2|𝜎|1/2

+ 2[−𝑘2𝑠𝑖𝑔𝑛(𝜎)]𝜐 

      = − (𝑘1𝑘2 +
𝑘1

3

2
) |𝜎|1/2 + 𝑘1

2𝜐𝑠𝑖𝑔𝑛(𝜎) −
𝑘1𝜐2

2|𝜎|
1
2

− 𝑑(𝑡, 𝜎)
𝑘1𝜐

2|𝜎|
1
2

+ 𝑑(𝑡, 𝜎) [(2𝑘2 +
1

2
𝑘1

2) 𝑠𝑖𝑔𝑛(𝜎)] 

      ≤ − (𝑘1𝑘2 +
𝑘1

3

2
) |𝜎|1/2 + 𝑘1

2𝜐𝑠𝑖𝑔𝑛(𝜎) −
𝑘1𝜐2

2|𝜎|1/2

+ Δ (2𝑘2 +
1

2
𝑘1

2) |𝜎|1/2 −
𝑘1𝜐

2
Δ𝑠𝑖𝑔𝑛(𝜎) 

 (25) 

 

𝑉̇ ≤
−𝑘1

2|𝜎|1/2 ξT𝐐 ξ  (26) 

 

𝐐 = [
2𝑘2 + 𝑘1

2 − (
4𝑘2

𝑘1
+ 𝑘1) Δ −𝑘1 +

Δ

2

−𝑘1 +
Δ

2
1

] (27) 

 

If 𝑘1 and 𝑘2 provide, 

 

𝑘1 > 2Δ   (28) 

 

𝑘2 >
𝑘1Δ2

8 (𝑘1−2Δ)
  (29) 

 
𝑉̇ < 0 will be negative definite, and attaining to the sliding 

surface is ensured. 𝜙(𝜂1, 𝜂2) can be undetermined or 

unidentified. Hence, the developed equivalent control signals 

can be different from the actual equivalent control signals. In 

this way, an estimated equivalent control 𝑢̂𝑒𝑞  is used in this 

research, which is obtained by filtering the cumulative control 

input signal through a low pass filter. The main concept of 

applying a low pass filter is that the low frequencies define the 

characteristics of the input and the high frequencies arise from 

unknown sources. The estimated equivalent control law: 

 

𝑢̂𝑒𝑞 =
𝜀

𝑠+𝜀
𝑢  (30) 

 

The output of the low-pass filter tends towards equivalent 

control if the cut-off frequency ε is large enough to preserve 

the slow component undistorted, but small enough to eliminate 

the high-frequency component [11]. The system stability is 
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therefore guaranteed. The cumulative control signal rule for the 

designed SOSMC is described: 

 

𝑢̅ = −𝑔−1(𝜂1, 𝜂2)𝑢  (31) 

 

𝑢 = 𝑢̂𝑒𝑞 − 𝑘1|𝜎|1/2𝑠𝑖𝑔𝑛(𝜎) + 𝜐 (32) 

 

𝜐̇ = −𝑘2𝑠𝑖𝑔𝑛(𝜎)   (33) 

 

𝑢̂𝑒𝑞
̇ = 𝜀(𝑢 − 𝑢̂𝑒𝑞)  (34) 

 

By using the governing Eqs. (4) - (7) for the axial motions, the 

control inputs of the designed SOSMCE for the model are 

obtained: 

 

𝜏𝜃̅̅ ̅ = −(𝑚ℎ𝑒𝑙𝑙
2 + 𝐼𝑝𝑖𝑡𝑐ℎ)𝜏𝜃  (35) 

 

𝜏𝜃 = 𝜏̂𝜃𝑒𝑞 − 𝑘1𝜃 |𝛼𝜃(𝑥1𝑟 − 𝑥1) + 𝑥̇1𝑟 − 𝑥2|1/2 ×

𝑠𝑖𝑔𝑛(𝛼𝜃(𝑥1𝑟 − 𝑥1) + 𝑥̇1𝑟 − 𝑥2) + 𝜐𝜃 (36) 

 

𝜐̇𝜃 = −𝑘2𝜃 {𝑠𝑖𝑔𝑛(𝛼𝜃(𝑥1𝑟 − 𝑥1) + 𝑥̇1𝑟 − 𝑥2)}(37) 

 

𝜏̂𝑒𝑞𝜃
̇ = 𝜀(𝜏𝜃 − 𝜏̂𝑒𝑞𝜃) (38) 

 

𝜏𝜓̅̅ ̅ = −(𝑚ℎ𝑒𝑙𝑙2𝑐𝑜𝑠2(𝑥1) + 𝐼𝑦𝑎𝑤)𝜏𝜓 (39) 

 

𝜏𝜓 = 𝜏̂𝜓𝑒𝑞 − 𝑘1𝜓 |𝛼𝜓(𝑥3𝑟 − 𝑥3) + 𝑥̇3𝑟 − 𝑥4|
1/2

×

𝑠𝑖𝑔𝑛(𝛼𝜓(𝑥3𝑟 − 𝑥3) + 𝑥̇3𝑟 − 𝑥4) + 𝜐𝜓 (40) 

 

𝜐̇𝜓 = −𝑘2𝜓 {𝑠𝑖𝑔𝑛(𝛼𝜓(𝑥3𝑟 − 𝑥3) + 𝑥̇3𝑟 − 𝑥4)}(41) 

 

𝜏̂𝑒𝑞𝜓
̇ = 𝜀(𝜏𝜓 − 𝜏̂𝑒𝑞𝜓) (42) 

 

2.3. Search for optimal controller coefficients using 
multi-objective genetic algorithm 

Genetic algorithms (GAs) utilize mechanisms derived by 
genetical principles found in biology to solve real-world tasks. 
Genetic algorithms commonly include Reproduction, 
Crossover and Mutation operators. For each problem to be 
performed, a fitness function must be designed [29]. The 
purpose of Multi Objective Optimization with Genetic 
Algorithm (MOGA) is to minimize several fitness functions at 
the same time. Used to solve multi objective optimization 
problems by defining the Pareto front, the set of uniformly 
distributed, non-dominated optimal solutions [30, 31]. 
In this study, optimal controller parameters are searched using 
ten proposed fitness functions. It is aimed to reduce tracking 
errors and attenuate possible chattering.𝛽1, 𝛽2 represent 

reference tracking performance. 𝛽3, 𝛽4 represent fluctuations in 
control signal. 𝛽5, 𝛽6 represent number of passes from zero for 
acceleration input. 𝛽7, 𝛽8, 𝛽9, 𝛽10, represent the mean values for 
variables. The optimum parameters achieved by MOGA are 
listed in Table 2 in Appendix. 
 

𝛽1 = ∑ |𝜃𝑟𝑒𝑓𝑖 − 𝜃𝑖|
𝑛
𝑖=1   (43) 

 

𝛽2 = ∑ |𝜓𝑟𝑒𝑓𝑖 − 𝜓𝑖|𝑛
𝑖=1   (44) 

 

𝛽3 =
1

√𝑛
[∑ (𝑢̇𝜃𝑖)

2𝑛
𝑖=1 ]1/2  (45) 

 

𝛽4 =
1

√𝑛
[∑ (𝑢̇𝜓𝑖)

2𝑛
𝑖=1 ]

1/2

  (46) 

 

𝛽5 = 𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛 [𝜃̈𝑖 → {
𝜃̈𝑖 < 0       𝑎𝑛𝑑    𝜃̈𝑖−1 > 0   

𝜃̈𝑖 > 0    𝑎𝑛𝑑    𝜃̈𝑖−1 < 0
}]

 (47) 

 

𝛽6 = 𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛 [𝜓̈𝑖 → {
𝜓̈𝑖 < 0       𝑎𝑛𝑑    𝜓̈𝑖−1 > 0   

𝜓̈𝑖 > 0    𝑎𝑛𝑑    𝜓̈𝑖−1 < 0
}]

 (48) 

 

𝛽7 =
1

𝑛
∑ |𝑢𝜃𝑖 −

1

𝑛
∑ |𝑢𝜃𝑖|

𝑛
𝑖=1 |𝑛

𝑖=1  (49) 

 

𝛽8 =
1

𝑛
∑ |𝑢𝜓𝑖 −

1

𝑛
∑ |𝑢𝜓𝑖|

𝑛
𝑖=1 |𝑛

𝑖=1  (50) 

 

𝛽9 =
1

𝑛
∑ |𝜃̈𝑖 −

1

𝑛
∑ |𝜃̈𝑖|

𝑛
𝑖=1 |𝑛

𝑖=1  (51) 

 

𝛽10 =
1

𝑛
∑ |𝜓̈𝑖 −

1

𝑛
∑ |𝜓̈𝑖|

𝑛
𝑖=1 |𝑛

𝑖=1  (52) 

 

2.4. Performance indicators 
In evaluating the results of this study, the following 

performance indicators will be used. 
Integral Time Absolute Error (ITAE) [13, 32]: 
 

𝐼𝑇𝐴𝐸 = ∫ 𝑡|𝑒|𝑑𝑡
𝑡

0
 (53) 

 
Control effort indicator (CEI) [33]: 
 

𝐶𝐸𝐼 = √
∑ (𝑢𝑖)2𝑛

𝑖=1

𝑛
  (54) 

 
Chattering indicator (CI) [33]: 
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𝐶𝐼 = √
∑ (𝑢̇𝑖)2𝑛

𝑖=1

𝑛
  (55) 

 

Here ITAE presents the error value of the angular displacement 
on time vector and penalizes the errors late in time heavily. The 
CEI is a measure of the control performance. The CI measures 
the amount of chattering in the control input. 
 

3. NUMERICAL RESULTS 
 

The simulation results of the twin rotor model are shown in 
this part for the designed second order sliding mode controller 
with estimation. To investigate the achievement of the designed 
controller in the presence of outside effects, the disturbance 
with 2 Hz and 0.26 Nm (𝑑̃𝜃), 2 Hz and 0.14 Nm (𝑑̃𝜓), as 
presented in Figure 2, is applied to the control signal. For 
comparison purpose, the classical sliding mode controller was 
also developed and adapted to model. 

Figure 3 presented the time versus motions. From this 

figure it is observed that both proposed SOSMCE and first 

order SMC tracked the reference angles for motions precisely. 

It is also seen that both controllers well coped with the 

disturbances since they continued to track the desired motion 

angles. Figure 4 presents the control signals. For the first order 

SMC it can be seen that there is chattering. Conversely, the 

proposed controller produced much smoother control signals. 

 

 
Figure 2.  Disturbing torques 

 

 
(a) 

 
(b) 

Figure 3.  Tracking reference a) pitch motion, b) yaw motion 

 

 
Figure 4.  Pitch and yaw control signals 

 
The performance indicators were also calculated and 

presented in Figure 5. It is seen that the proposed SOSMCE 
provided lower ITAE for the pitch motion whereas for the yaw 
motion performances are approximately same. The same figure 
also shows that although CEI both controllers are almost the 
same values, the proposed SOSMCE significantly suppresses 
chattering in the control signal. 

 
Figure 5.  Performance indicators 
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4. CONCLUSION 
 

In this study, a second order sliding mode controller with 

estimation (SOSMCE) was presented for the twin rotor model. 

The controller coefficients were provided by performing multi 

objective genetic algorithm searches. The classical sliding 

mode controller (SMC) was also provided and implemented to 

the twin rotor system for validate. 

It was observed from Figure 5 that when there is external 

disturbance the ITAE indicator for SOSMCE (13.6) is smaller 

than the one for classical SMC (16.6) for pitch motions. In 

addition, the ITAE indicator for SOSMCE (12.6) is almost 

same the one for classical SMC (12.1) for yaw motions. 

Furthermore, it is seen that the designed SOSMCE used less 

control effort than the classical SMC, and the chattering 

indicator value is bigger for the classical SMC. 

It was observed from numerical results that tracking 

performance was increased while chattering in the control 

signal was reduced with proposed controller. 

For this reason, the proposed SOSMCE may be highly 

recommended for the control of aerial vehicles. 

 

APPENDIX 
 

Classical Sliding Mode Controller (SMC) Design 

 

𝜉1̇ = 𝜉2   (56) 

 

𝜉2̇ = 𝑓(𝜉1, 𝜉2) + 𝑔(𝜉1, 𝜉2)𝑢̅ + 𝑑̅ (57) 

 

𝜎 = 𝛼(𝜉1𝑟 − 𝜉1) + (𝜉1̇𝑟 − 𝜉1̇) (58) 

 

𝑉 =
1

2
𝜎2  (59) 

 

𝑉̇ = σσ̇   (60) 

 

with bounded condition the Eq. (60) 

 

𝜎̇ = 𝛼(𝜉1̇𝑟 − 𝜉1̇) + (𝜉1̈𝑟 − 𝜉1̈) = 0 (61) 

 

Eqs. (56) - (57) and (61), equivalent control 𝑢̅𝑒𝑞 is defined as: 

 

𝑢̅𝑒𝑞 = 𝑔−1(𝜉1, 𝜉2){𝛼(𝜉2𝑟 − 𝜉2) + 𝜉2̇𝑟 − 𝑓(𝜉1, 𝜉2)} (62) 

 

𝑢̅ = 𝑢̅𝑒𝑞 + 𝑘𝑔−1(𝜉1, 𝜉2)𝑠𝑖𝑔𝑛(𝜎) (63) 

 

 

 

 

 

 

Lyapunov function’s derivative: 

 

𝑉̇ =  σσ̇  = 𝜎{𝛼(𝜉2𝑟 − 𝜉2)

+ (𝜉2̇𝑟 − 𝑓(𝜉1, 𝜉2) − 𝑔(𝜉1, 𝜉2)𝑢̅ − 𝑑̅)}

= −𝑘𝜎𝑠𝑖𝑔𝑛(𝜎) − 𝜎𝑑̅ 

≤ −|𝜎|(𝑘 − Δ)   (64) 

 

𝑘 > Δ, 𝑉̇ < 0, In this way, it is obliged to approach the sliding 

surface. Control law of is defined as 

 

𝜏𝜃̅ = 𝜏𝑒̅𝑞𝜃̂ + 𝑘𝜃 (𝑚ℎ𝑒𝑙𝑙2 + 𝐼𝑝𝑖𝑡𝑐ℎ) × 𝑠𝑖𝑔𝑛{(𝛼𝜃(𝜉1𝑟 − 𝜉1) +

𝜉1̇𝑟 − 𝜉2)} (65) 

 

(𝜏𝑒̅𝑞𝜃̂)̇ = 𝜀(𝜏𝜃̅ − 𝜏𝑒̅𝑞𝜃̂)  (66) 

 

𝜏𝜓̅ = 𝜏𝑒̅𝑞𝜓̂ + 𝑘𝜓 (𝑚ℎ𝑒𝑙𝑙2𝑐𝑜𝑠2(𝜉1) + 𝐼𝑦𝑎𝑤) × 𝑠𝑖𝑔𝑛{(𝛼𝜓(𝜉3𝑟 −

𝜉3) + 𝜉3̇𝑟 − 𝜉4)} (67) 

 

(𝜏𝑒̅𝑞𝜓̂)̇ = 𝜀(𝜏𝜓̅ − 𝜏𝑒̅𝑞𝜓̂)  (68) 

 

 
TABLE I  

THE PARAMETERS OF TWIN ROTOR MODEL 

Model Parameters Symbol Value Unit 

helicopter mass 𝑚ℎ𝑒𝑙 1.3872 kg 

helicopter body 
length of pitch axis 

𝑙 0.186 m 

pitch damping 𝐵𝑝𝑖𝑡𝑐ℎ 0.8 N/V 

yaw damping 𝐵𝑦𝑎𝑤
 0.318 N/V 

pitch inertia moment 𝐼𝑝 0.0384 kgm2 

yaw inertia moment 𝐼𝑦 0.0432 kgm2 

θ initial value 𝜃(0) -40.3 ° 

ψ initial value 𝜓(0) 0 ° 

 
TABLE II 

CONTROLLER WITH MOGA 

Controller Parameter Value 

SMC 
𝑘𝜃 6.37 

𝑘𝜓 3.20 

SOSMCE 

𝑘1𝜃 5.80 

𝑘2𝜃
 0.67 

𝑘1𝜓 3.83 

𝑘2𝜓 0.15 
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1. INTRODUCTION  
Today, free, flexible, cloud-based information technology (IT) 

applications and services that are easily accessible over the internet 

are increasing rapidly [1]. In order to work more efficiently, people 

can use these IT applications or services from home, at work, or 

while traveling on personal laptops, tablets, and smartphones. 

While the use of these IT technologies provides an advantage in 

accelerating the digital transformation, on the other hand, it causes 

the employees to turn to IT offers without the approval of the 

organization they work for, in short, to increase the shadow IT 

[2,3]. Shadow IT is the usage of information technology systems, 

devices, software, applications, and services without the open 

approval of the IT department. The fact that software as a service 

(SaaS) applications are easily accessible over the internet and can 

offer different solutions for different problems is very attractive to 

users [4-6]. This situation causes different departments to purchase 

SaaS applications without the knowledge of the IT department, in 

other words the emergence of Shadow IT. Shadow IT plays a 

critical role in both security and financial investment in 

companies. Employees' use of some features such as file sharing, 

storage, and collaboration may result in the leakage of sensitive 

data [7]. The increase in the use of mobile devices in business 

environments, the use of wearable devices, that is, bring your own 

(BYO) devices, causes new forms of devices to enter businesses 

and all these devices to offer different operating system types. 

BYO devices create an increasingly heterogeneous and difficult 

space for IT to manage.  This trend often referred to as "shadow 

IT", creates a significant security risk for companies [8,9]. In 

addition, IT has little visibility into the implications of corporate 

data in cloud environments. As a result, it becomes very difficult 

to manage BYO devices that contain both company-provided 

applications and personally owned applications [10,11]. With the 

increasing use of shadow IT, it becomes more difficult for 

organizations to adjust to legal or contractual IT regulations. The 

reliability and accuracy of big data analytics are weakening 

because shadow IT increases in unknown corporate data sources. 

All these difficulties add great importance to the studies on shadow 

IT detection. Another concept, IT consumerization, refers to the 

transportation of software and hardware products designed for 

personal use to the organization and their use for business 

purposes. Companies can provide consumption IT or enterprise IT 

to their employees [12,13]. Enterprise IT is a concept that includes 

enterprise services and support, as well as their strategy, 

management, budgets, and policy. Figure 1 outlines the distinction 

between shadow IT and current concepts [14,15]. 
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Figure 1. Shadow IT and closely related concepts [1] 

 

1.1. Current Problems with Shadow IT and Motivation. 
In order to keep security at the highest level in a company, the IT 

department must be aware of every software used in the company. 

In this way, it can be decided whether the software used in the 

company is safe or not. If there is a lack of control over the 

software used in an organization, this will cause the organization 

to experience different security vulnerabilities. One of the main 

problems that Shadow IT can cause is the loss of important internal 

data. An unauthorized SaaS application used can take data that 

should not go out of the organization by backing up/storing it 

without permission, and if this confidential data is in the hands of 

malicious people, a cyber security breach may occur within the 

organization. Therefore, an unauthorized SaaS application will 

cause a legal violation. An unauthorized SaaS application may also 

be in conflict with an agreement that the organization has to 

comply with. In order not to be exposed to all these problems, the 

IT department should have full authority over the SaaS 

applications used in the organization. Another problem that we 

may encounter within the organization as a result of Shadow IT is 

the updates for SaaS applications because SaaS applications are 

centrally distributed on the cloud, users do not have a choice 

whether to accept updates to their SaaS applications. Therefore, 

the IT department of the organization should be prepared to avoid 

errors, legal incompatibilities, and security vulnerabilities that 

may be caused by a new update to a SaaS application, and for this, 

the IT department should be aware of all the SaaS applications that 

the organization uses. In addition, there may be updates on the 

pricing of the SaaS applications used over time, and as the 

institution becomes dependent on this SaaS application, it has to 

comply with the new pricing, which means a financial risk for the 

institution. Finally, another problem created by Shadow IT is 

efficiency. A SaaS application may lose its efficiency over time, 

and put its customers in trouble, or a SaaS application in use may 

lose its ability to meet the demands of the organization. In order 

for the organization to cope with all these problems, shadow IT 

detection must be done correctly. In this study, unauthorized SaaS 

software currently used in Arçelik Global company in Turkey has 

been identified, with a suggested approach to avoid the problems 

that may be caused by Shadow IT in a company. In addition, in the 

future, a detection system has been developed in the company for 

SaaS applications that may be used without permission. 

 

1.2. Main Contributions 
The main contributions of this paper are outlined below: 

 Shadow IT detection was performed using statistical and 

machine learning algorithms on firewall log data in a 

corporate-sized company. 

 A novel shadow IT detection system was developed that 

works on the data flowing over the firewall. 

 The number of research articles on shadow IT detection in the 

literature is quite low. This study will shed light on future 

academic studies for shadow IT detection. 

1.3. Novelty. 
    Although the importance of Shadow IT in the business world 

has increased recently, it still does not receive the necessary 

attention in the academic world. Even if there are articles in which 

the concept of shadow IT is mentioned, there are very little 

experiments on shadow IT detection. As far as we know, there is 

no research paper in the literature that distinguishes shadow IT 

detection as low risk, medium risk and high risk. In this study, a 

new approach for detection of shadow IT was proposed and the 

performance of this approach was compared with existing methods 

and divided according to risk groups. Therefore, we believe that 

this study will contribute to the scientific world in detecting 

shadow IT. 

 The remainder of this paper is organized as follows. Section 2 

presents related works and general information about K-Means 

and Interquartile algorithms used for shadow IT detection. Section 

3 includes details of the materials and implementation. Section 4 

presents the experimental results and discussion. Section 5 

presents the conclusion. 

 

2. RELATED WORK 
This section examines the state of the art on the topic of 

shadow IT such as detection of shadow IT, and review papers. 

Although the importance of Shadow IT has increased a lot in the 

business world, there are not many scientific studies on this 

subject. There are hardly any articles on scanning Shadow IT. As 

far as we know, our study will be the first study to detect Shadow 

IT. Therefore, in the literature review section, the most 

considerable studies in which the term Shadow IT is used are 

mentioned. In the studies that have been cited as [16,17], it is 

mentioned that Shadow IT increases the security vulnerability in 

companies and damages the organizational data flow. In [18], 129 

best shadow applications were classified as excel macro, cloud 

solutions, software, ERP, business intelligence systems, hardware, 

websites. In [19], the authors also explained other system concepts 

such as rogue IT and shadow, workaround and feral, which are 

closely related to this concept, apart from shadow IT, and stated 

the differences between these concepts and shadow IT. In [20,21] 

studies, the authors interpret shadow IT as an insider threat 

because a non-malicious employee is installing unapproved 

software. They also stated that it was caused by the company's 

employees not complying with the information security policies. 

In the studies referenced as [22,23], the authors argued that 

Shadow IT systems are more efficient and effective in practice 

than the existing official and standard systems used in companies. 

In [24,25], the authors discussed the concept of shadow IT in 

determining the relationship between business and IT. They also 

explored the role of social media software and self-made macros 

in Excel or Access software for shadow IT. In [26-28], the 

difficulties experienced in detecting shadow IT with increasing 

new technologies were mentioned. These studies stated that there 

are very few academic publications on shadow IT detection, which 

is largely due to the difficulty of accessing the data and the fact 

that they are unregistered. In [29], the authors did a study on the 

relationship of shadow IT with security. An evaluation model for 

shadow ITs in a company is presented in [30]. A sample shadow 

assessment document is presented based on several weighted and 

evaluated criteria. In [31], the authors conducted a review article 

on shadow IT. 

The acquisition and preprocessing of log files from servers are 

of paramount importance in the realm of cybersecurity, system 

performance monitoring, error analysis, and overall information 

security management. Log files are text documents that 

meticulously record events in a system, and they are employed for 

monitoring activities, detecting errors, identifying cybersecurity 

109



EUROPEAN JOURNAL OF TECHNIQUE, Vol.13, No.2, 2023 

 

       Copyright © European Journal of Technique (EJT)                  ISSN 2536-5010 | e-ISSN 2536-5134                                    https://dergipark.org.tr/en/pub/ejt 

 

 

 

threats, and defending against security breaches. Initially, the 

preprocessing stage of log files obtained from servers involves 

transforming this data into meaningful and usable information [32, 

33]. This stage encompasses steps such as cleaning up unnecessary 

information, organizing log records, and standardizing them into a 

consistent format. This process enables log data to be more 

effectively analyzed and interpreted. The cleaning and analysis of 

log files form the cornerstone of an organization's information 

security strategies. For instance, analyses performed on log files to 

detect abnormal activities can identify potential security breaches 

in advance, allowing for preventive measures to be taken. 

Moreover, the utilization of log files for monitoring system 

performance and error analysis facilitates the swift identification 

and resolution of issues. Therefore, the routine collection of log 

files from servers plays a critical role in maintaining a secure 

network and ensuring the healthy operation of information systems 

[34, 35]. 

 

2.1. k-Means Algorithm. 
The K-Means algorithm is a clustering algorithm that tries to 

divide the dataset into groups it belongs to and is an unsupervised 

learning [36]. It makes elements within the same group as similar 

as possible, but tries to keep the clusters apart. The k value in K-

Means determines the number of clusters. The algorithm has a 

simple working logic. Assigns data points to a cluster so that the 

sum of the squared distance between the data points and the 

cluster's centroid is minimal. This is how it calculates that the data 

belongs to that cluster. While calculating the centroid of the 

clusters, it takes the arithmetic average of all data points belonging 

to that cluster. The fact that the data in the clusters is similar to 

each other is determined by the fact that the data has little variation 

[37,38]. Since the K-Means algorithm uses distance-based 

measurement to determine the similarity between data points, 

normalization is recommended to determine which cluster the data 

belongs to. Because of K-Means is an iterative algorithm and 

centers are randomly started, using different centroids could 

provide a solution when K-Means stays at a local optimum and not 

converge to the global optimum. 

2.2. Interquartile Range Algorithm. 
     Quartile range, which is widely used in statistics, is the rule of 

dividing an ordered data set into four equal parts, each consisting 

of quarter data. In this rule, the middle half (50%) of the data is 

represented as medians, while the third quartile (25%) and first 

quartile (25%) are represented as quartiles. The interquartile range 

(IQR) is calculated by subtracting the first quartile from the third 

quartile. The interquartile range indicates the range where most of 

the data values are found. The interquartile range is also expressed 

by Equation 1. 

 

IQR = Q3 - Q1 (1) 

     
    In this equation; Q1 is a number between the smallest number 

and the median of the data set. Q2 is the median of the data. Q3 is 

a number between the median and the highest value of the data set. 

The quartiles gap is preferred as a statistical measure of spread 

since it is not affected by extremely small or extremely large 

extremes in the sorted data. If there is a very extreme outlier in the 

dataset, the quartile range may be preferred. While IQR is used to 

identify outliers in a data set, it indicates where most of the data is. 

It also shows the central trend of the data [39, 40]. Figure 2 shows 

the graphical representation of the interquartile range. 

 

Figure 2. The graphical representation of IQR 

 

 

3. MATERIALS AND METHODS 
In this section, the steps of the application carried out for 

shadow IT detection to detect unauthorized SaaS software within 

Arçelik Global company are explained in detail. The Shadow IT 

detection system consists of 3 main parts: (i) data set collection (ii) 

data preprocessing (iii) data analysis. Figure 3 shows the flowchart 

of the proposed shadow IT detection approach. 

 
Algorithm 1. The algorithm of the shadow IT detection model 

Procedure: The shadow IT detection model 

Input: Log data stored by IBM Qradar software 

Output: Low, medium, high risk SaaS applications 

Step 1: Collecting log data 
Step 2: Extracting unnecessary columns from data stored in Qradar (Data 

refining)  

Step 3: Extracting the matching records by filtering the data  
Step 4: Converting the data to json format in Qradar and sending it to an 

API written in python. 

Step 5: Saving the data coming to Rest API directly to a collection in 
Cosmos DB before analysis as a daily-report collection 

Step 6: Processing of incoming data to Rest API at pre-process stage 

             - data transformation for analysis 
             - min-max normalization for K-Means algorithm 

             - calculating date from timestamp value 

Step 7: Detection of low, medium, high risk anomalies by K-Means, IQR 
and Stabilization algorithms  

Step 8: Saving the detected anomalies to a collection in Azure Cosmos 
DB as anomalies collection 

 

3.1. Data Collection. 
The log data used as a data source in this study were stored 

with the IBM Qradar software, which was created with the Fortinet 

Firewall solution. These data are taboos and raw log data that are 

formed as a result of requests made out of Arçelik company. In 

terms of volume, terabytes of data are generated monthly. Table1 

shows a small and anonymized example of the used tabular log 

data. 
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Figure 3.  The shadow IT detection model 

 
Table I 

An example of tabular log data. 

 Hostname Request URL 
Request 

Time 

Source 

IP 

1 e.g.1.com /login 16410 10.92.* 

2 e.g.2.com /homepage 164114 10.134.* 

3 e.g.3.com /list/1 165064 10.86.* 

4 e.g.4.com /services/add 165134 10.134.* 

5 e.g.5.com  /register 164624 10.92.* 

6 e.g.6.com  /login 1647106 10.86.* 

7 e.g.7.com  /livecall/s2 164736 10.17.* 

 

Our log data kept in IBM Qradar software is in tabular format 

and is stored in a table called events. There are 89 columns in this 

table. The most important columns that can be used in the 

application are extracted in the Data refining section and are also 

used in the analysis section. 

 

3.1. 1. Data Filtering and Refining 
 In this subsection, filtering and refining are performed on the 

monthly terabytes of data stored in the log server. In this study, we 

did not deal with all the data generated by Arçelik employees. We 

only used the requests sent by the employees of Arçelik company 

to the SaaS applications. Therefore, a filter was applied to extract 

the needed data, and after the filtering was completed, only the log 

data of the requests sent to the SaaS applications by Arçelik 

employees remained, and then the columns needed for this log data 

were extracted. Table 2 shows the event matrix after filtering and 

refining. The event matrix is the number of requests made by 

Arçelik employees to websites belonging to SaaS applications via 

their browsers. On the event matrix, each column corresponds to a 

SaaS company, and each row corresponds to a day. For example, 

a request made by any employee of Arçelik company to 

xyzsaas.com company on 01.01.2022 via browser increases the 

number in the relevant cell on the event matrix by one.  

 
Table II 

An example of event matrix. 

Date  e.g.1.com e.g.2.com e.g.3.com e.g.4.com 

01.01. 2022 5 14 23 16 

02.01.2022 16 25 34 47 

03.01.2022 68 77 86 75 

04.01.2022 91 99 83 3 

05.01.2022 98 89 98 0 

06.01.2022 53 62 30 41 

07.01.2022 56 65 74 83 

08.01.2022 87 96 11 7 

09.01.2022 30 49 42 51 

 

Then, we converted the data into json format and sent it to the web 

service running in the cloud environment. Figure 4 shows the json 

object that belongs to the requests sent by three Arçelik employees 

to the examplesaas.com application on a daily basis. 

 
Figure 4. Json Ocject Example for Requests of the Three Arcelik Employees. 
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3.2. Preprocessing 
The data preprocessing is a crucial step in the data analysis 

pipeline, involving the cleaning and transformation of raw data 

into a format that is suitable for analysis. It is an essential phase 

that directly impacts the quality and effectiveness of subsequent 

data modeling or analytical processes. Preprocessing sub-stage 

performs the transformation and normalization of the data. 

Therefore, these processes make the data analyzable.  The key 

steps involved in data preprocessing include: 

 

3.2.1 Data Transformation 
In this preprocessing subsection, a data transformation takes 

place. The Start time (Minimum) field in the data we obtained in 

json format represents a data in timestamp format. Date is 

calculated from this timestamp data. Date data is needed because 

we analyze according to days in the analysis phase. No other type 

of data transformation is needed in this part. 

3.2.2 Normalization 
Normalization is to treat the data in a single order in cases 

where the difference between the data is too great. By applying the 

normalization process, the number group is multiplied by a fixed 

number without disturbing the ratio between them, and by adding 

a fixed number, the numbers are taken into a certain range. 

Although there are different normalization methods, min-max 

normalization is a well-known and used method. In this method, 

the largest and smallest values in a group of data are considered. 

All other data is normalized to be 0 for the smallest value and 1 for 

the maximum value, and all data is spread over this 0-1 range. We 

applied min-max normalization to the data in the K-Means 

algorithm. Normalization is not performed in other algorithms. 

3.3 Data Analysis 
In this subsection, the use of 3 different algorithms for shadow 

IT detection is explained. k-Means and IQR algorithms are 

previously known algorithms used in data clustering in the 

literature. Here, these algorithms are not used for clustering, but 

for the detection of SaaS applications that can be purchased 

without the knowledge of the IT department. The other algorithm 

is an algorithm that we proposed and we call stabilization. The 

Stabilization algorithm is an algorithm that is used to detect the 

SaaS applications currently used in Arçelik Global, the constraints 

and steps are developed by us, and we derive from the Interquartile 

Range algorithm. 

3.3.1 Analysis with k-means 
We have previously mentioned that the K-Means algorithm is 

a distance-based unsupervised machine learning algorithm that 

tries to find k number of clusters in a data set, and that these 

clusters are as separate from each other, but the elements are tried 

to be kept as close as possible. In this study, we used the K-Means 

algorithm as an anomaly detection algorithm, not as a clustering 

algorithm. In our Shadow IT detection system, our cluster number 

is one and the anomalies we are trying to detect are events that are 

far from this cluster on the event matrix. Before an event occurred 

on the event matrix, we brought all the events back 30 days in the 

relevant column where that event would occur, and ran the K-

Means algorithm on them. Since we made anomaly analysis 

separately for each column on the event matrix, this algorithm was 

applied separately for each column. Our aim is to determine a 

major cluster in each column on the event matrix and to determine 

the outlier values that are far from this cluster. In order to evaluate 

an event as an anomaly, the exact midpoint of the cluster is 

determined by the K-Means algorithm. Then, the Euclidean 

distance of all events is checked for this middle value. The 

Euclidean distance between the points p and q is given in Equation. 

d(p, q)= √p2+q2 (2) 

 

The following conditions were checked to rank the detected 

anomalies as low, medium and high. 

 

i. The Euclidean distance is between 0.75-0.85, then low. 

ii. The Euclidean distance is between 0.85-0.90, medium. 

iii. The Euclidean distance is between 0.90-1, then high. 

 

3.3.2 Analysis with IQR 
The interquartile rule is a statistical algorithm that measures the 

distribution and variability of the data by dividing the dataset into 

quarters. In the IQR algorithm, first the median of the data set is 

taken and the data is divided into three parts as first quartile (Q1), 

second quartile (Q2) and third quartile (Q3). The value of Q2 is 

directly equal to the median itself. Then, the Q1 value was 

subtracted from the Q3 value to obtain the IQR value. We added 

the IQR value to the Q3 value to obtain the upper threshold value. 

The formula we used to obtain the upper threshold value is shown 

in Equation 3. 

Upper threshold= Q3 + IQR*1.5             (3)          

 
In order to evaluate an event as an anomaly, we evaluated the 

values above the upper threshold as anomaly in the analyzed data 

set. In addition, the following conditions were checked in order 

to rank the anomalies detected here as low, medium and high. 

 

i. The values > upper threshold then low risk. 

ii. The values > (upper threshold) *2 then medium risk. 

iii. The values > (upper threshold) *4 then high risk. 

 For this algorithm, we performed a 15-day backward analysis 

on the event matrix. We ran the IQR algorithm for each column on 

the event matrix. 

3.3.2 Analysis with Our Approach 
     This proposed approach, unlike the other two algorithms, tries 

to detect continuity, not exactly an outlier anomaly on the data set. 

The basis of this proposed approach, which we named 

"Stabilization", is based on the IQR algorithm. For this algorithm, 

not the upper limit, but the lower limit and an additional tolerance 

value are used. In the proposed approach, unlike the algorithm 

above, for determining the lower limit, the IQR value is not added 

to the Q3 value, instead it is subtracted from the Q1 value. The 

formula used for the lower bound is shown in Equation 4. 

 

Lower threshold= Q3 + IQR*1             (4)          

Here, in order to decide whether a new event will be marked as an 

anomaly, it is checked whether the lower limit has been exceeded. 

If a stable request has been sent to the said SaaS application from 

within the Arçelik company in the last 30 days, we have marked it 

as an anomaly. We used the tolerance value so that the Arçelik 

company is closed on holidays, holidays and similar special days 

and no requests are made to prevent this anomaly. As a result of 

such an analysis, we decided that if the number of data below the 

lower limit determined on the 30-day dataset is more than the 
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tolerance value, there is an anomaly in the dataset. In order to rank 

the anomalies detected here as low, medium and high, first the 

tolerance value was set as 10 and the following conditions were 

checked in turn. 
 

i. High risk if the number of data below the lower limit is 

less than ((tolerance)/ 22) 

ii. If the number of data below the lower limit is less than 

((tolerance)/ 21), medium risk. 

iii. If the number of data below the lower limit is less than 

((tolerance)/ 20), that is, less than the direct tolerance, 

low risk. 

 

4. EXPERIMENTAL RESULTS AND DISCUSSION 
The proposed approach for detecting Shadow IT is an 

algorithm based on the interquartile rule statistical algorithm, 

the rules, and constraints of which were developed by us. With 

our approach, which we call stabilization, the software used by 

Arçelik employees without the permission of the IT department 

has been identified. As in other algorithms, low, middle, and 

high-risk shadow IT detections were made. Table 3 shows the 

detection results of low, medium, and high-risk shadow ITs 

with three algorithms for Arçelik company. 

 
Table III 

Some of the detected shadow IT incidents 

Domain Algorithms Count Date Importance 

E.g.1 Stabilization 915 22-05-13 High 

E.g.2 Stabilization 114 2022-05-13 High 

E.g.3 Stabilization 112 2022-05-13 High 

E.g.4 k-means 1340 2022-05-12 Low 

E.g.5 k-means 5565 2022-05-13 High 

E.g.6 k-means 2126 2022-05-13 Middle 

E.g.7 
IQR, 

Stabilization 
119 2022-05-11 High 

E.g.8 Stabilization 935 2022-05-09 High 

E.g.9 Stabilization 132 2022-05-07 Middle 

E.g.10.com k-means 128 2022-05-13 High 

E.g.11.com IQR 81 2022-05-07 High 

 
When K-Means and IQR algorithms were first to run to detect 

unauthorized SaaS software in Arcelik, it was seen that with these 

two algorithms, SaaS applications that did not only exist before 

but came into use suddenly could be detected. However, we 

needed to detect not only newly purchased applications but also 

previously purchased applications that have been in use for a long 

time. Based on this need, we developed the stabilization algorithm. 

After adding this algorithm to the system, the shadow IT detection 

approach we developed gained the ability to detect not only 

unauthorized software to be purchased after the day it was actively 

used, but also purchased and regularly used the software before the 

day it was used. According to the experimental results obtained, 

we could say that the stabilization approach detects shadow ITs 

much more than the other two algorithms and is a much more 

useful algorithm for the company. 

After detecting the shadow IT detections at Arçelik as low, 

medium, and high risk, one of the biggest problems we 

encountered was Cross-Origin Resource Sharing (CORS). CORS 

is simply a web page making a request to another web page, that 

is, to a domain belonging to that application. For example, when 

an employee requests the example1.com SaaS application, it may 

be requesting example2.com as well, regardless of the application 

that is actually making the request in the background. This request 

is stored as a firewall log. This scenario means the following for 

shadow IT: Company employee actually buys and uses the 

"example1" application, but because the "example1" application 

uses the services of the "example2" application in the background, 

it is stored in firewall logs as if the employee also purchased and 

used the "example2" application. Therefore, it is possible that the 

"example2" application will be detected as shadow IT in Arçelik 

company by the shadow IT detection system we have developed. 

To avoid this, when the system detects an anomaly, we created a 

dictionary of the most common keywords in SaaS applications that 

we know to determine whether it is a background service used by 

an application or a purchased SaaS application. We looked at how 

many times the values in this dictionary were passed in the path of 

the requests. Figure 5 shows the most frequent keywords and their 

numbers for the "vimeo.com" web request. 

 

 
Figure 5. Dictionary matches in request path. 

     In addition, by calculating how many times the subdomain 

values of the requested application are passed, we have created a 

different insight in order to determine whether the data we have is 

really a shadow IT. Figure 6 shows the number of subdomains in 

the requested web address. 

 

 
Figure 6. Subdomain counts. 

     In order to comprehensively enrich our study and develop a 

more robust analysis, we conducted a review of similar research 

efforts. Our investigation revealed a limited body of literature 

addressing the identification of shadow IT incidents, with most 

studies primarily focused on defining the concept of shadow IT. 

Notably, the works of Silic et al. [7] and Rentrop et al. [30] 

provided valuable insights into guiding our approach for this 

study. 

 

5. CONCLUSION  
In our study, we discussed the detection of Shadow IT that may 

exist within an institution with statistical and machine learning 

methods. Throughout the study, we applied one statistical, one 

machine learning algorithm and a new approach based on statistic 

to the event matrix obtained from the firewall logs of the company 

enabling the detection of SaaS applications currently used in the 

organization. In addition, we developed a detection system to 

identify SaaS applications that may be purchased without the 

knowledge of the IT department in the future. Our study is ready 

to use in the future to determine the Shadow IT situations within 

different institutions and organizations. Based on this paper, in the 

future, when it is desired to detect Shadow IT within an institution, 
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it will be sufficient to apply the detection algorithms to this event 

matrix by establishing the data pipeline in which the relevant 

institution creates the event matrix.  

Thanks to this end-to-end shadow-IT detection system we have 

developed, we have presented an effective solution in terms of 

manageable IT. Although the work we have presented is a general 

solution that can be applied by different institutions in the future, 

researchers who will apply to this study can contact the authors in 

the future as well. Based on this study, different shadow IT 

detection systems can be developed in the future using different 

algorithms (e.g. deep learning time series analysis). Within the 

scope of our study, we did not conduct a study on the actions that 

can be taken within the organization after a shadow IT incident is 

detected, but after a shadow IT incident is detected, actions such 

as legalizing this SaaS software within the organization or 

completely removing it from the processes within the organization 

should be taken, so studies can be carried out on the actions that 

can be taken against shadow IT incidents detected in the future. 
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1. INTRODUCTION 
 

Accurate forecasting of the active power from a wind turbine 

is critical for analyzing the energy demand [1], efficiency [2], 

and economic sustainability [3] of wind power plants. These 

forecasts are used to meet energy demand and reduce energy 

costs by influencing the structure of the energy grid [4]. 

Furthermore, the design and maintenance of wind turbines also 

rely on the predictions. If the power predictions are 

miscalculated, the energy production of the turbines may be 

lower or higher than expected. This can complicate the efficient 

use of resources and affect the stability of the energy grid [5]. 

Therefore, accurate active power forecasts are one of the key 

factors in the success of the wind energy industry [6]. 

Traditional statistical and machine learning-based prediction 

are the most widely used methods for turbine active power 

prediction [7]. Some common statistical techniques are time 

series analysis [8], Kalman filtering [9], and linear regression 

[10]. The fact that these methods are simple models is a great 

advantage. However, it is difficult to obtain satisfactory 

performance from statistical methods using big data from 

today's real-time applications [11]. When traditional machine 

learning-based methods are considered, there are some widely 

used algorithms such as support vector machines (SVM) [12], 

bagged trees (BT) [13], and extreme learning machines (ELM) 

[14]. In traditional machine-learning based methods, feature 

selection from the dataset is a difficult task [15, 16]. 

Machine learning technologies such as light gradient 

boosting machines (LightGBM), extreme gradient boosting 

(XGBoost), and recurrent neural networks (RNN) have been 

used for time series data analysis and prediction [17, 18]. 

XGBoost is a method that works well on datasets with large 

sizes. However, overfitting problems are encountered due to 

incorrect hyperparameters for this technique. Also, the method 

needs feature engineering, which requires technical skills and 

experience [17]. Another method, LightGBM is a method that 

stands out with its speed. However, it may require more 

memory compared to other traditional methods [18]. While 

RNN networks can be successful in short-time series, they face 

the problem of losing the information obtained in long-time 

interval dependencies. Due to this problem, called the 

vanishing gradient, the networks may experience various 

problems when analyzing time series consisting of large data 

[19]. For these reasons, LSTM networks are distinguished from 

other methods as an alternative machine learning method. They 

are especially used for long term time series analysis and have 

emerged as a solution method for these problems [20]. 

Recently, DL-based machine learning algorithms have 

achieved high accuracy in time series predictions [21]. Among 

these algorithms, the LSTM is frequently used in the literature 

as one of the most successful methods [22]. LSTM(s) can 
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analyze complex connections between time-series data 

features. Nevertheless, it is crucial for the data to be continuous 

in order to accurately discern the relationship between features 

and attain a high level of prediction accuracy [23]. 

Time series analysis has been successfully applied in many 

fields, such as construction [24], transportation systems [25], 

and energy forecasting [26]. Output power forecasting is 

valuable information for the continuous support of power grids 

[27]. A highly accurate forecasting model with a suitable 

performance curve provided by the manufacturer can help 

renewable-based power grids operate efficiently and safely 

[28]. In this paper, an LSTM-based DL architecture is proposed 

to predict wind turbine active power using wind turbine data as 

input. R2, MAE, MSE, and RMSE metrics are used to measure 

the prediction performance and accuracy of the proposed 

method. There are limited studies in the literature on energy 

forecasting using LSTM-based architecture, which is a 

relatively new technique. Therefore, encouraged by the above 

findings, we aim to design an LSTM-based architecture to 

estimate the active output power with high accuracy. Here is a 

synopsis outlining the main contributions of this study. 

 In the proposed architecture, high-accuracy power 

estimation is achieved by performing time series 

analysis. 

 The effectiveness of the LSTM-based method in 

power estimation is demonstrated with statistical 

performance indicators. 

 The actual power of a wind turbine data set obtained 

from real-world applications is estimated by time 

series analysis. 

As for the rest of the paper, Section II summarizes the study 

in the literature for turbine energy prediction. Section III 

presents the data acquisition process; the preprocessing steps 

used for the study and the method used in this study are 

described in detail. Section IV presents the results and 

discussion. This section provides information about the 

experimental settings. Then the results of the proposed method 

are described. Section V, the concluding section, discusses the 

results of the study and concludes the paper with future work. 
 

2. RELATED WORKS 
 

Forecasting methods using machine learning-based models 

can be broadly divided into two categories: shallow learning 

and DL-based models [29]. In some shallow studies, wind 

energy prediction has been performed with fuzzy logic [30], 

wavelet analysis [31], and least squares support vector machine 

(LSSVM) [32]. Another shallow learning model, artificial 

neural networks (ANN), has the ability to capture the high 

correlation between data [33–35]. Sun et al. developed an 

ANN-based model to predict wind turbine active power. They 

considered environmental factors in network training. In their 

study, they concluded that differently positioned wind turbines 

should use different yaw angle strategies [36]. DL is a machine 

learning approach using ANNs [37]. 

DL, a subset of machine learning, is a relatively new 

technique developed to overcome the shortcomings of shallow 

learning models [38, 39] DL-based methods have been 

successfully applied to classification [40] and prediction 

problems [41]. LSTM, a variant of RNN, can learn time-series 

information more accurately. It is capable of efficiently 

utilizing temporal information to predict new data points [42]. 

It has been successfully used in stock market forecasting [43], 

natural language processing [44], and medicine [45]. 

Studies using LSTM-based methods for energy estimation 

are available in the literature [46]. An LSTM method with 

physical constraints was proposed by Luo et al. When 

compared to conventional statistical and machine learning 

techniques, the physically constrained LSTM model greatly 

increased prediction accuracy [47]. Chen et al. selected 

strongly associated features using the Pearson correlation 

coefficient. Features related to temperature, humidity, and solar 

radiation intensity were chosen for the LSTM model's input. 

They contrasted the time series method, radial basis function 

(RBF) neural networks, and back-propagation (BP) neural 

networks with the one-layer LSTM model. When compared to 

previous methods, their suggested model made predictions 

with a higher accuracy [48]. Zherui et al. used the LSTM model 

as a deep network model to predict wind power output with 

appropriate reliability. To enhance the prediction outcomes, 

they suggested a double decomposition-based remedial method 

[49]. In addition, related works based on chaotic time series, 

hybrid back-propagation, decomposition, and wavelet 

transforms have been investigated in the literature [50]. 

Most of the methods proposed in the literature for predicting 

turbine output power are traditional machine learning-based 

techniques. These methods have problems, such as requiring 

feature selection engineering and overcoming the problems of 

dealing with big data. In addition, the studies lack visualization 

of time series that can help in understanding and analyzing the 

problems while evaluating the data set. Our research focuses 

on the visualization and forecasting of wind power generation. 

The proposed architecture helps to make sense of the problems 

that can be encountered in the energy forecasting process with 

the help of data preprocessing and visualization methods. 

 

3. MATERIALS AND METHOD 
 

3.1. Data Pre-processing 
To forecast wind power, the features that machine learning 

algorithms will use must be properly chosen. The 

environmental factors surrounding the wind turbine should be 

taken into account in this situation. Additionally, a thorough 

assessment of its effect on the wind turbine's active power 

generation is necessary. In this study, the dataset is provided by 

Kaggle [51]. Environmental factors such as wind speed and 

wind direction are used as inputs in the model. The dateset is 

obtained from a N117/3600 model wind turbine manufactured 

by Nordex. The SCADA system contains time series data of 

the wind turbine for one year (01.01.2018–31.12.2018) 

recorded in 10-minute periods. The dataset consists of 50530 

units and five attributes: Wind speed (m/s), wind direction (°), 

theoretical power (kW), active power (kW), and Date/Time 

(Table 1). 

 
TABLE I   

DATASET DESCRIPTION 

Feature Description 

Date/Time 10 minutes period. 
LV Active Power 

(kW) 

Power produced at that precise instant by the 

turbine. 

Wind Speed (m/s) Wind speed used by the turbine to generate 
electricity. 

Theoretical Power 

Curve (kW) 

The power expected to be generated by the 

turbine manufacturer at this wind speed. 

Wind Direction (°) Wind direction measured from the turbine hub. 
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3.2. Impact Factors Analysis 
It is of great importance to assess and quantify the effects of the 

characteristics in the dataset on active wind energy production. 

Considering the impact of several variables on energy 

production, understanding the relationships between these 

factors is a critical requirement. A correlation matrix could be 

used to investigate the correlations between different variables 

for this purpose. Pearson correlation coefficient analysis can 

select the appropriate influence factors of the input data for the 

model. Thus, it can investigate the degree to which different 

impacts are correlated factors of the data and active power. The 

Pearson correlation coefficient can be calculated using 

Equation 1 [52]. 

 

𝑟𝑗𝑘 =
∑  𝑛

𝑖=1 (𝑥𝑖𝑗 − 𝑥̅𝑗)(𝑥𝑖𝑘 − 𝑥̅𝑘)

√∑  𝑛
𝑖=1 (𝑥𝑖𝑗 − 𝑥̅𝑗)

2
√∑  𝑛

𝑖=1 (𝑥𝑖𝑘 − 𝑥̅𝑘)2

 
(1) 

 

Where, the variables 𝑥𝑖𝑗  and 𝑥𝑖𝑘 represent the i value of data 

for class j and class k, respectively. Similarly, 𝑥̅𝑗 and 𝑥̅𝑘 denote 

the arithmetic mean of the data for class j and class k, 

respectively. The heat map in Figure 1 illustrates the results of 

Pearson correlation coefficient analysis applied to the dataset. 

The matrix, which numerically expresses the relationship 

between input variables and active power, presents the effect 

of one variable on the other between -1 and +1. Figure 1 shows 

that the correlation between actual power and wind speed is the 

highest, approximately 0.9. It can be seen that power and wind 

direction are negatively correlated. The correlation coefficient 

value of the wind direction is -0.063, which is less than 0.1. 

Therefore, the degree of correlation is weak. 
 

 
Figure 1. Pearson correlation matrix between active power and impact 

factors 
 

3.3. Outlier Data Cleaning 
One of the most important factors that negatively affects the 

performance of a model is outliers. Outliers can occur for 

various reasons. Outliers may occur in unexpected situations, 

such as wind outages and malfunctions. Due to these situations, 

it is difficult to obtain reliable wind power curves from raw 

wind data. For these reasons, it is necessary to extract these data 

[53]. A turbine only begins to produce electricity when the 

wind speed reaches the start-up value. The wind speed at which 

the machine generates its rated power is known as the "rated 

speed". In order to avoid failure and damage, electricity 

generation is halted when wind speeds reach high levels. 

Manufacturers can generate theoretical power curves under the 

assumption of perfect topographical and meteorological 

circumstances [54]. 

The study begins with the cleaning of outlier data. Then, the 

"LV ActivePower (kW)" feature is divided into sub-datasets in 

the range of 50 kW. This process is performed in increments of 

50 between 20 and 3400 using a loop. At the end of this 

process, frames of 50 data points each are obtained. Since 

power generation starts when the wind speed reaches 3 m/s, this 

lower wind speed limit is taken as the starting value of power 

generation. 20 m/s is the upper wind limit of the turbine. After 

this speed, there will be no active power generation as the 

turbine will protect itself. After these filtering operations, 

outliers are removed from each sub-frame obtained. For this 

process, values other than 1.5 times the lower and upper 

quartiles of the data (qlow and qhi) are considered outliers. 

Figure 2 shows the raw data set and wind speed graph. Figure 

3 shows the plot of the cleaned data set obtained after the 

outliers are removed as a result of the data preprocessing 

described above. 

  
Figure 2. Relationship between 

actual power and wind speed in the 

raw data set 

Figure 3. Relationship between 

actual power and wind speed in the 

preprocessed data set 

 

At the end of the process, the sub-frames are merged to 

obtain a new data frame consisting of 37820 extracted data 

samples. Min-max normalization is applied to the input 

features to reduce the computational cost. At the end of 

normalization, the data range is compressed to [0, 1]. The 

normalization process is calculated using Equation 2 [55]. 

 

𝑋scaled =
𝑥𝑜 − 𝑚𝑖𝑛(𝑥)

𝑚𝑎𝑥(𝑥) − 𝑚𝑖𝑛(𝑥)
 (2) 

 

Here, 𝑋scaled  is the normalized number, 𝑥𝑜 is the original 

number, and max(x) and min(x) are the maximum and 

minimum numbers in the series, respectively. 

 

3.4. LSTM Structure 
The LSTM proposed by Hochreiter and Schmidhuber offers 

a solution to the problem of vanishing gradients in RNNs [56]. 

LSTM has a more complex structure than traditional RNNs, 

which includes cells and gates. An LSTM cell has the ability to 

preserve the temporal data from the earlier forecast and 

transmit this information to the network when needed [57]. The 

memory cell helps to preserve the temporal information of the 

previous prediction in the training of the LSTM and propagates 

it to the network when needed. Figure 4 shows the structure of 

a basic LSTM model. 
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Figure 4. Basic structure of the LSTM model [57] 

 

Compared with traditional RNN(s), the hidden layer of 

LSTM has more controllable units for information transfer to 

memory cells [58]. Three gates are added to the basic neural 

unit of the LSTM. These gates are input it, forget ft, and output 

ot.  The gates take values in the interval [0, 1]. The primary role 

of the input gate is to update some attributes and determine the 

new attribute's content. The forget gate is designed to forget 

information that was previously useless. The output gate is 

used to determine what the output will be. All gates are 

connected at any time with the previous unit ht−1 and the current 

input xt. Together, they decide the output. Below are the 

computational formulas for Equation (3) ft, Equation (4) it, 

Equation (5) ot, and the current neuron value, Equation (6) 𝐶̃𝑡 

[59]. 

 

𝑓𝑡 = 𝜎(𝑊𝑓𝑥𝑥𝑡 + 𝑊𝑓ℎℎ𝑡−1 + 𝑏𝑓) (3) 

𝑖𝑡 = 𝜎(𝑊𝑖𝑥𝑥𝑡 + 𝑊𝑖ℎℎ𝑡−1 + 𝑏𝑖) (4) 

𝑜𝑡 = 𝜎(𝑊𝑜𝑥𝑥𝑡 + 𝑊𝑜ℎℎ𝑡−1 + 𝑏𝑜) (5) 

𝐶̃𝑡 = 𝑡𝑎𝑛ℎ (𝑊𝐶𝑥𝑥𝑡 + 𝑊𝐶ℎℎ𝑡−1 + 𝑏𝐶) (6) 

 

Where Wfx, Wfh, Wix, Wih, Wcx, Wch, Wox, and Woh are the 

matrix weights obtained by multiplying the current input value 

xt by the previous unit output ht-1 of the relevant gate, 

respectively. bf, bi, bc, and bo represent the bias value and σ the 

sigmoid function. The input gate it, the forget gate ft, the 

previous state value 𝐶̃𝑡−1, and the current neuron candidate 

value 𝐶̃𝑡  are used to calculate the new state value 𝐶̃𝑡+1. 

Equation (7, 8) can be used to determine the output value ht 

after the new state value has been determined [59]. 

 

𝐶𝑡+1 = 𝑓𝑡 ∗ 𝑥𝐶𝑡−1 + 𝑖𝑡 ∗ 𝐶̃𝑡 (7) 

ℎ𝑡 = 𝑜𝑡 ∗ 𝑡𝑎𝑛ℎ (𝑆𝑡) (8) 

 

In this study, a multilayer LSTM network is designed to 

estimate active power. Table 2 shows the details of the 

designed architecture. The first layer contains 64 cell units and 

uses the ReLU activation function. The second layer contains 

32 cell units and uses the ReLU activation function. The third 

and fourth layers contain a dense layer and an output dense 

layer, respectively. The dense layers are fully connected and 

contain 16 and 1, neuron. The output of the model produces a 

single numerical value estimate. 
 

TABLE II   
LSTM STRUCTURE PARAMETERS 

Layer Output shape Parameter 

LSTM (0,0,64) 19200 

LSTM (0,0,32) 12416 

Dense (0,16) 528 

Dense (0,1) 17 

Total Parameter  32,161 

 
3.5. Error Metrics 

A range of statistical techniques were employed to assess 

the DL-based architecture's prediction. In this context, 

Equation (9) adjusted R-squared (R2), Equation (10) mean 

squared error (MSE), Equation (11) root mean squared error 

(RMSE), and Equation (12) mean absolute error (MAE) 

metrics were used to evaluate the discrepancy between 

predicted and actual values [60]. 

 

𝑅2 =
(∑ (𝑥𝑖

∗ − 𝑥𝑖
∗̅̅ ̅𝑁

𝑖=1 )(𝑥𝑖 − 𝑥𝑖̅))2

∑ (𝑥𝑖
∗ − 𝑥𝑖

∗̅̅ ̅𝑁
𝑖=1 )2 ∑ (𝑥𝑖 − 𝑥𝑖̅)

𝑁
𝑖=1

2 (9) 

 

In Equation 9, the R2 value ranges from 0 to 1, with a higher 

value indicating a better predictive performance of the model. 

N is the number of data points, x is the dependent variable, 𝑥𝑖
∗ 

is the independent variable,  𝑥𝑖
∗̅̅ ̅ is the mean value of the 

independent variable, and 𝑥𝑖
∗ is the mean value of the dependent 

variable. In Equation 10, MSE is a statistical measure of how 

much error a regression model's predictions make relative to 

the actual data. In Equation 11, the standard deviation in 

prediction errors is represented by RMSE, and a lower value 

denotes a better model. In Equation 12, the absolute difference 

between the variables' expected and actual values is measured 

by the MAE [60, 61]. 

 

𝑀𝑆𝐸 =
1

𝑁
∑(𝑥𝑖 − 𝑥𝑖

∗)2

𝑁

𝑖=1

 (10) 

𝑅𝑀𝑆𝐸 =  √
1

𝑁
∑(𝑥𝑖

∗ − 𝑥𝑖)2

𝑁

𝑖=1

 (11) 

𝑀𝐴𝐸 =  
1

𝑁
∑|𝑥𝑖 − 𝑥𝑖

∗|

𝑁

𝑖=1

 (12) 

 

Lower MSE, RMSE, and MAE values indicate that the 

model makes better predictions. For all three equations, N 

represents the number of data points, 𝑥𝑖 represents the actual 

values, and 𝑥𝑖
∗ represents the expected output. 

 

4. RESULTS AND DISCUSSION 
 

This section analyzes the performance results obtained 

from the proposed LSTM-based DL model. 
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4.1. Experimental Settings 
In this study, the data was tested using Python 3.10.12, 

TensorFlow 2.12, and a 64-bit system with a 2199 MHz 4-core 

processor and 32 GB of memory. 

 

4.2. Hyperparameter and Optimization Techniques 
The dataset was divided into training (60%), validation 

(20%), and testing (20%) subsets. According to this ratio, 

22692, 7564, and 7564 were divided into three sets and used 

for training, validation, and testing, respectively. 

Hyperparameters are the settings that affect the performance 

results of the model. In order to determine these settings, the 

model was tested with different parameters, and the best-

performing settings were selected. The learning coefficient of 

our model was initialized at a rate of 1e-3, and the coefficient 

was tried to be improved with the Adam optimizer. The training 

was set to 100 epochs. Table 3 shows the hyperparameters used 

for DL-based time series analysis. 
 

TABLE III 

TRAINING HYPERPARAMETERS 

Hyperparameter Parameter 

Learning rate  1e-3 
Optimizer Adam 

Batch size 32 

Loss function MSE 

Number of epochs 100 

Re-scaling MinMaxScale [0,1] 

 

Test data is used to evaluate the accuracy of the proposed 

prediction model. The regression graph obtained from the test 

data set using the LSTM architecture is shown in Figure 5. It is 

seen that the actual values and the values predicted by the 

architecture are gathered on the regression line. It is clear that 

the proposed architecture has high prediction accuracy. 

 

 
Figure 5. Regression plot of test dataset 

 

The theoretical power curve is the graph of the power 

indicator expected from the turbine under ideal conditions. The 

prediction graph of the proposed model is consistent with the 

theoretical power curve graph. This shows that the model has 

good prediction performance. There is a direct proportionality 

between wind speed and actual power up to the turbine 

decommissioning speed point. Figure 6 shows the turbine's 

active power, the theoretical power, and the predicted power 

values obtained using the proposed method. When the graph is 

analyzed, the estimated power curve, the actual active power 

curve, and the theoretical power curve have a similar 

distribution. 

 

 
Figure 6. Graph of theoretical, active, predicted power and wind speed 

 

Figure 7 shows the actual active power and the predicted 
power values by the proposed architecture for the date range 
01.12.2018–05.12.2018 on the time axis graph. The actual data 
and the predicted data are given in the same figure. The 
proposed model performed well by overlapping with the actual 
value. 

 

 
Figure 7. Time slice of predicted and active power 

 

In this study, the performance of the model was evaluated 

according to the indicators described in Section 3.5. According 

to the results presented in Table 4, the proposed method has 

achieved high performance with an R2 value of 96.10% on the 

training dataset. In addition, MAE, MSE, and RMSE values are 

0.0190, 0.0034, and 0.0584, respectively. In addition, the 

proposed architecture achieved an R2 score of 94.71% on the 

test dataset. This shows that the model is not overfitting and 

can capture the connection between the data in the newly 

encountered test dataset well. The MAE, MSE, and RMSE 

values in the test dataset are 0.0047, 0.0685, and 0.9471, 

respectively, and a good prediction result is obtained with low 

error metrics. 

 
TABLE IV   

PERFORMANCE RESULTS OF THE MODEL FROM THE TRAINING AND TEST 

DATASET 

 Training Dataset Testing Dataset 

MAE 0.0190 0.0226 

MSE 0.0034 0.0047 

RMSE 0.0584 0.0685 

R2 0.9610 0.9471 
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Training time (s) 44.02  

 

When the results are examined, the model is able to analyze 

the data well and shows a successful prediction capability. This 

is due to the ability of the LSTM-based machine learning 

method to capture long-term dependencies. Compared to 

classical machine learning-based methods, LSTM uses a 

special mechanism called memory cells. The cells have the 

ability to store previous knowledge and use it later. This allows 

the model to make predictions based on previous data. 
 

5. CONCLUSION 
 
Wind energy forecasting is an important component of 

energy management systems. In this study, an LSTM-based 

architecture for active power energy forecasting is proposed 

using time series data from a wind turbine. The anomalous data 

in the dataset is extracted by dividing it into frames. Then the 

cleaned data is used to feed the LSTM-based architecture. The 

results and performance metrics show the high success rate of 

the model. LSTM is a method with high prediction 

performance, especially in large datasets, due to its ability to 

capture long-term dependencies. By utilizing this, the proposed 

DL-based LSTM method has achieved high prediction 

accuracy. 

For energy forecasting, LSTM-based methods can be used 

to achieve high accuracy in forecasting. However, the result 

can be improved by using different architectures. In addition, 

the LSTM model is a computationally expensive method due 

to its complexity. In our study, we used a multilayer LSTM 

model. These architectures are capable of successfully 

capturing complex relationships between data. However, 

increasing the number of layers may increase the 

computational cost. In future work, we plan to design fewer-

layer architectures without degrading performance. In this way, 

we aim to reduce the computational cost. 
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1. INTRODUCTION 
 

Digital Logic Design course has an important position in the 

curriculum for both computer engineering and the electrical 

engineering departments [1]. The objective of this course is to 

provide students to get their exposure to the hardware design 

by learning the basic concepts of digital design and performing 

their corresponding experiments.  It is very important that the 

content of the digital design course reflects the current design 

styles used in the industry. For this reason, FPGA (Field 

Programmable Gate Array) technology has been incorporated 

into the experimental education of digital logic design course 

in order to train expert engineers to adapt to the development 

trend of digital electronic technology that the industry requires.  

 FPGAs are programmable, reconfigurable 

semiconductor devices developed for the purpose of 

implementing and testing the digital circuits required by the 

designer [2-4].     

FPGAs are generally used to create prototypes of newly 

designed ASIC circuits or to test the physical implementation 

of an algorithm. Today, FPGAs are used in a wide range of 

areas, especially in the military and defense industry [5], 

communications [6], audio [7] and image processing [8], 

automotive [9,10] and consumer electronics [11,12].  

When developing FPGA-based applications, usually 

existing development boards are preferred. Procuring these 

development boards from abroad and their high costs create 

difficulties in accessing development boards for researchers 

who want to improve and progress in this field. For this reason, 

in this study, a low-cost FPGA development board has been 

designed that can be easily accessed by students studying in 

universities, especially engineering faculties and vocational 

schools, academicians who want to develop applications, and 

anyone interested in hardware design as a hobby. Thus, with 

this developed board, students studying in relevant departments 

of universities will be able to access this development board in 
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a cost-effective manner and thus, students who are more 

equipped on FPGA can be trained. By adding Bluetooth and 

Wi-Fi modules that are not included in the Altera DE2 board, 

which is closest to it in the market, a wider range of application 

development areas have been created in this designed board. 

The study is organized as follows: Related works about 

applications developed using the FPGA board are described in 

the second section, and the development of the FPGA 

development board is described in the third section. The VHDL 

software of the applications implemented using the FPGA 

development board and the processes regarding the results 

obtained as a result of assignment to the board are explained in 

the fourth section. In the fifth and last chapter, the cost study of 

the developed board was conducted and the results were 

interpreted. 

 

2. RELATED WORKS 
 

This chapter deals with FPGA technology under two separate 
subheadings. The first part presents the applications performed 
with the existing FPGA boards available in the market and 
produced by various companies. The second part presents new 
FPGA boards specially designed and developed by researchers 
for specific needs and the applications performed with these 
boards. 
 
2.1. Studies Performed Using FPGA Development 
Board  
Saif and et all. designed and implemented an educational 

processor based on RISC-V architecture on FPGA. 

Additionally, an assembler was designed and developed that 

can translate assembly code into RISC-V standard machine 

codes that can help the users to operate the CPU easily [13].  

Surekha and et all described the VLSI (Very Large Scale 

Integration) design of an Arithmetic Logic Unit (ALU). The 

design has been simulated and tested by using Xilinx ISE 

design suite 14.7 that is a prominent tool in FPGA 

development. The proposed ALU design is generated a delay 

of 125.711 ns [14]. 

Panigrahi and et all. designed a 4-bit ALU using Xilinx 

VIVADO 2016.2 and analyze the design parameters on FPGA 

by using VERILOG. They simulated and synthesized the 

various parameters such as speed improvement, less power 

consumption and better utilization of ALU to measure the 

efficiency of an algorithm [15].  

Sağlam and Kaçar designed a 64-bit ALU by using the 

VHDL and Altera FPGA families, synthesized and simulated 

with the help of Altera Quartus II and Modelsim-Altera v10.1d 

software. The proposed design allows the processing of the 

signed numbers and also Conditional Sum Adder (COSA) is 

used in addition operation instead of Carry Ripple Adder 

(CRA) or Carry Look-ahead Adder (CLA). The output of the 

addition operation was obtained in a shorter time that the adder 

with COSA is approximately 6 times faster than adder with 

CRA [16]. 

Karakaya and et all. introduced a systematic methodology 

for implementing digital piecewise linear (PWL) functions 

within nonlinear dynamical systems, enabling the 

representation of complete behaviors within a single model. 

The proposed design takes the number of scrolls as input and 

efficiently generates chaotic PWL signals using a reduced 

number of FPGA resources. The implementation stage of the 

study realized by using Xilinx Kintex-7 KC705 Evaluation 

Board [17]. 

 

2.2. Studies Designing and Developing FPGA 
Development Board 
Keskin and Koyuncu designed an FPGA-based development 

board in their study. The development board was developed by 

selecting the FPGA chip of the XC2C64A-7-VQ44 family 

from Xilinx, and half adder and up counter applications were 

implemented as sample applications [18]. 

Zhao and et all designed a pocket development board that 

consists of two parts: the core circuit and the peripheral circuit. 

The core circuits include Altera company Cyclone IV series 

EP4 CE10 f-17 type FPGA chip, as the core of the hardware 

circuit of the control unit.  Also the hardware circuit of the 

development board consists of the peripheral circuits that are 

LED lights, 6 seven-segment digital tubes, buttons and buzzers. 

These peripheral circuits can carry out independent 

experiments, and they can be combined with each other [19].  

Gao developed Altera EPM7164S chip based FPGA 

Experiment and Development Board that has high on-board 

resource utilization, expandable, easy self-design and 

reasonable cost to overcome the shortcomings of fixed 

connections, large and fully functional of FPGA experimental 

box. FPGA Experiment and Development Board can use 

Quartus II integrated development environment to complete the 

design. It is suitable for VHDL hardware language and Verilog 

hardware language [20]. 

 

3. DESIGN PROCESS OF FPGA DEVELOPMENT 
BOARD  
 

In this study, an FPGA development board was designed to 
execute fundamental digital logic design applications as well 
as Bluetooth and Wi-Fi applications. EP4CE6E22C8N chip 
from the Altera Cyclone IV family was used as the FPGA chip 
in the design of the development board. 

 In the development of the FPGA board, first the 
connections of the FPGA chip with the peripherals were 
determined and the necessary PCB drawings were made using 
the EasyEDA program.  

The features of the developed FPGA board can be listed as 
follows: EP4CE10E22C8N was used as the FPGA chip. There 
is an integrated JTAG interface for programming and 
debugging FPGA chip, 50MHZ crystal, 5 button inputs and 
AT24C04 Serial EEPROM for I2C serial communication 
protocol on the board. With the USB-TTL serial port on the 
board, it will be possible to communicate with external 
hardware units such as PCs and embedded systems in 
accordance with RS232 standards. 

The board also includes 1 X 12 slide switches to obtain 
input at logic 0 and logic 1 levels in the experiments, 12-bit 
LEDs, 8 pieces of 7 segment displays with common anode 
coded 3461BS (4x2 indicator block) and a buzzer. There is also 
a 1602 character-type LCD (Liquid Crystal Display) interface, 
VGA display port for visual applications, Input/ Output Pins, a 
Bluetooth and Wi-Fi modules communicating with UART 
protocol on the board. The FPGA development board PCB 
layout and feature callout is shown in Fig. 1.   
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Figure 1. FPGA board PCB layout design and feature callout 

 
 

4. SAMPLE APPLICATIONS REALIZED ON 
DEVELOPMENT BOARD  
 

Altera Intel® Quartus® Prime Lite Edition design software 

was used for testing this FPGA-based development board and 

coded using the VHDL language. 4-bit Arithmetic Logic Unit 

(ALU) design, 3- bit Down Counter design and Bluetooth 

application were realized on this board. 

 

4.1. ALU Design  
ALU is the main component of the central processing unit 

in the computer system, which means arithmetic logic unit and 

performs arithmetic and logic operations [14]. ALU mainly 

handles arithmetic operations such as addition, subtraction, 

division, multiplication, and logical operations such as “AND”, 

“OR”, “EXCLUSIVE OR (XOR)”, etc., and performs scroll-

rotation operations [15]. 

 In this study, a 4-bit ALU design, the diagram of which is 

shown in Fig. 2, was realized by using the switches and LEDs 

on the designed FPGA development board. 

 

 

 
Figure 2.  ALU Design Diagram  

 

In this application, which is carried out using the VHDL 

hardware description language, the x and y inputs given as N 

bits, are set to 4 bits. The first 3 bits of the selective inputs, 

which is determined as 4 bits, are used to select arithmetic and 

logical operations, and the 4th bit determines which operation 

result will be transferred to the output in the MUX circuit. The 

table of arithmetic and logic operations that can be performed 

with this ALU design is given in Table I.  

In this application, which was carried out using VHDL 

structural style, the necessary VHDL code files were first 

created to perform arithmetic and logical operations.  Then, a 

main file called ALU was created to interconnect the 

components (arithmetic and logic) within an architecture. The 

VHDL code of the ALU main file is shown in Fig. 3. 

 
TABLE I   

ALU OPERATIONS AND SELECT LINES  

Operation Selective 

 inputs 

Function 

 

 

 

Arithmetic 

operation 

0 0 0 0 transfer the x value to the output 

0 0 0 1 x value increased by 1 

0 0 1 0 x value decreased by 1 

0 0 1 1 transfer the y value to the output 

0 1 0 0 y value increased by 1 

0 1 0 1 y value decreased by 1 

0 1 1 0 add the value of x to the value of y 

0 1 1 1 subtract the value of y from the 

value of x 

 

 

 

Logical 

operation 

1 0 0 0 NOT x  

1 0 0 1 NOT y  

1 0 1 0 AND (x and y) 

1 0 1 1 OR (x or y) 

1 1 0 0 NAND (Not AND) 

1 1 0 1 NOR (Not OR) 

1 1 1 0 XOR (Exclusive OR) 

1 1 1 1  XNOR (Exclusive NOR) 

 

Before testing the created ALU application on the FPGA 

development board, it is necessary to test whether the codes 

work correctly or not as a simulation. MODELSIM program 

was used for this. For this process, first a test file was created. 

The testbench file of the ALU design is shown in Fig. 4. 

 

 
Figure 3. ALU Design VHDL File      
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RTL (Register Transfer Level) diagram visually illustrates 

how a design written in a hardware description language will 

be converted into gate-level logic during the logic synthesis 

process. This visualization allows the designer to evaluate the 

behavior and performance of the design and make 

improvements where necessary. The RTL diagram of the ALU 

design is shown in Fig 5.  

 

 
Figure 4. Testbench File for ALU Design     

 

 
Figure 5. RTL Schema for ALU Design 

 

In the test file, x input value was selected as “0101 (Decimal 

5)” and y input value was selected as “1010 (Decimal 10- 

Hexadecimal A)”. The first 8 states of the 4-bit selective bit are 

used to select arithmetic operations and the last 8 states are used 

to select logic operations. The result screen obtained by 

running this simulation, in which all arithmetic and logic 

operations are tested, is shown in Fig. 6.   
 

 
Figure 6. MODELSIM Simulation Result for ALU Design 

 
In the next stage, the pin assignments of the FPGA chip are 

carried out so that the code tested to work correctly as a result 

of the simulation can be tested by placing it on the FPGA 

development board. The first 4 keys of the 12 keys of the FPGA 

board are designated for the selector bits, the next 4 keys are 

determined for the x value, and the last 4 keys are determined 

for the y value. In order to observe the results, 4 LEDs were 

selected as seen in Fig. 7. 

 

 
Figure 7. Pin Assignment for ALU Design 

 

After the pin assignment is completed, the FPGA 

development board is programmed. Images of the ALU 

application performed on the designed FPGA development 

board are presented in Fig. 8 and Fig. 9, respectively. 

 

 
Figure 8. Selection Bits 0000 and s<= x (x =1111) 

 

 
Figure 9. Selection Bits 0011 and s<= y (y =0011) 
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4.2. 3- bit Down Counter (Schematic Application)  
3-bit down counter circuit has been designed as a schematic 

application in the Quartus® Prime Lite Edition design 
software, where both schematic and code design is possible. 
Since the designed FPGA development board has a 50 MHz 
crystal oscillator, changes that will occur in a counter 
application using this internal clock pulse may not be 
discernible by the human eye. For this reason, in the design of 
this application, a schematic design for a five-bit frequency 
divider using J-K Flip Flop which is the one-bit memory 
element was initially designed to reduce the internal clock 
pulse as seen in Fig. 10. 

This frequency divider schematic file saved as symbol to be 
used in the 3-bit down counter circuit. The down counter 
designed by using J-K FF and 7447 BCD to Seven Segment 
Decoder was used to transfer the counter values to the seven 
segment display as seen in Fig. 11. 

In this application designed with positive-edge triggering, 

after creating BDF files, the developed study was tested in a 

simulation environment to verify its correct functionality. In 

this study simulated using the University Program VWF, the 

necessary signals for driving the seven-segment display are 

illustrated in Fig. 12. 

After the successful completion of the testing process in the 

simulation environment, the necessary pin assignments for the 

seven-segment display have been implemented, and the 

counting process has occurred as depicted in Fig. 13.  

 

4.3. Bluetooth Application  
 In the board design, a Bluetooth module is placed on the 

development board to enable easy communication between 

mobile applications and the FPGA. This module communicates 

with the FPGA chip via Universal Asynchronous Receiver 

Transmitter (UART) communication protocol. The oscillator 

on the development board operates at 50 MHz Bluetooth 

supports UART protocol communication utilizing a range of 

baud rates, from 1200 to 115200 baud and in this application, 

the baud rate was chosen 115200 baud. In the VHDL code, a 

generic is used to determine how many clock cycles there are 

in each bit by using the code: (Main Frequency) / (UART Baud 

Rate). The VHDL implementation of UART receiver is shown 

in Fig. 14.  

 

 

 

 

Figure 10. Frequency Divider (f clock /5) bdf file  

 
 

 

 

Figure 11. 3-bit down counter bdf file 
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Figure 12. 3-bit down counter wave chart 

 

 
Figure 13. 3-bit down counter 7 Segment Display Result 

 

In this study, an application was developed to display the 

binary equivalent of the data in the ASCII table on LEDs that 

we send from devices (tablet or phone) running on the Android 

operating system. Additionally, in this application, the RGB 

LED on the development board is set to light up in different 

colors for a few values. For example, when the value 1 is sent, 

it turns red, when the value 2 is sent, it turns blue, and when the 

value 3 is sent, it turns green. When a value outside of these 

specified values is encountered, the LED displays white, which 

is a combination of the three primary colors at equal intensities. 

In Fig. 15, the screenshot of the application is shown for the 

value G. 

 

 
Figure 14. VHDL file for UART application 

 

 
Figure 15. Bluetooth Application Result for the value “G” 

 

5. DISCUSSIONS AND RESULTS  
 
Without the need for additional wireless components, users 

may quickly and affordably develop and test design solutions 
for IoT applications with the help of the suggested FPGA 
evaluation board. Table II contains the table that displays the 
cost of this board. Additionally, this FPGA development board 
is approximately 50% below the price of other boards available 
on the market [21].  

The integration of an FPGA development board with 

internal modules for Bluetooth and Wi-Fi can prove to be 

especially helpful in fields like defense, aerospace, automotive, 

medical devices, and smart city infrastructure that demand 

high-performance hardware solutions and wireless 

communication. Since internal modules are usually pre-tested 

and integrated, their usage may be simple. In difficult 

environments, wireless communication is very beneficial. 
 

TABLE II   

COMPONENT PRICES USED IN FPGA DEVELOPMENT BOARD   

Component Quantity  Unit Price 

(Dollars) 

Total Price 

(Dollars) 

Altera Cyclone IV  

EP4CE6E22C8N 

1 16 16 

PIC16F45 1 0.8 0.8 

LCD 1 0.8 0.8 

Bluetooth Module 1 0.6 0.6 

ESP 12F Wi-Fi 

Module 

1 0.8  0.8 

7 Segment Display 2 0.2 0.4 

Switches 12 1 12 

Power Module 1 0.5 0.5 

VGA Socket 1 0.2 0.2 

SPI Flash and 

EEPROM  

1 1 1 

Other Materials 

(Led, resistor, 

buzzer, transistor, 

etc.) 

1 2 2 

PCB 1 2 2 

 Total   37.1  

 

 

 

 

128



EUROPEAN JOURNAL OF TECHNIQUE, Vol.13, No.2, 2023 

 

Copyright © European Journal of Technique (EJT)                  ISSN 2536-5010 | e-ISSN 2536-5134                                    https://dergipark.org.tr/en/pub/ejt 

  

6. CONCLUSION  
 

In this study, FPGA development board with the necessary 

hardware components has been designed in order to implement 

the real-time implementation of fundamental digital 

applications and designs in the field of engineering. EasyEDA 

program has been used to design the PCB for the FPGA 

development board. The development board is equipped with 

Bluetooth and Wi-Fi modules to offer a wider range of 

application development areas such as mobile, robotics, smart 

home systems, and remote monitoring and control devices. 

FPGA development board has been tested using Intel® 

Quartus® Prime Lite Edition software for sample digital design 

and Bluetooth applications that have been coded in VHDL 

language. Testing of sample digital system design projects was 

initially carried out in a simulation environment.  
After the successful execution of simulation tests, the 

necessary pin assignments for inputs and outputs have been 
done, and subsequently, FPGA chip has been programmed via 
JTAG interface. As a result, it was observed that sample digital 
system design projects and the Bluetooth project worked 
successfully on the FPGA development board.  

With the FPGA development board presented in this study, 
a cost-effective FPGA development board that can be used in 
basic engineering education fundamental applications as an 
alternative to the FPGA development boards procured from 
abroad at high expenses has been successfully implemented. 
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1. INTRODUCTION  
 

The Web consisted of HTML pages and the links between these 

pages until recently. However, the problem here is that the 

content of the Web pages can be understood only by people and 

not interpreted by machines. Semantic data models, such as 

Resource Description Framework (RDF), Resource 

Description Framework Schema (RDF Schema), and Web 

Ontology Language (OWL), which enable the machine 

interpretation of web content, have ensured that information 

can be processed not only by humans but also by machines. 

Linked Data (LD) [1, 2] is a set of best practices for publishing 

and connecting structured data on the Web using the expressed 

semantic data models. Linked Open Data (LOD) extends the 

principles of LD by emphasizing the use of open standards and 

licenses, ensuring that data is openly accessible and usable by 

anyone without restrictions. The Web of Data (WoD) is an 

evolution from the traditional Web of documents, embodying 

LD principles. While LOD is a specific approach to publishing 

and interlinking data on the Web, focusing on openness and 

reusability, the WoD is a broader vision of a globally 

interconnected data space enabled by semantic technologies 

and standards. The Data Space (DS) is a powerful conceptual 

model residing on heterogeneous data sources, providing a 

virtualization layer [3]. Linked Data combines data sources 

within Linked Dataspaces (LDSs) [4, 5], where applications are 

executed using the semantic data models and LD standards.  

The concept of the DS has already been defined in the field 

of databases to manage the distributed data utilized by an 

organization, and the core services in a DS have been 

determined [5-7]. Some of these services include querying, 

tracing the data sources, and managing changes to 

data/metadata [6]. While the concept of the DS has been 

explained in the literature for LD, the services and integration 

of these services with data have not been examined in detail. 

     When the DS is considered in terms of data management at 

the organizational scale, it is necessary to clarify the 

relationship between the organization and the services and data 

it will use. One of the most serious challenges faced by 

organizations today is the need for an excessive number of 

interrelated data sources. Relevant services should be available 

in the DS for organizations to effectively use the data sources 

they need within a specific domain. The DS should offer 

solutions that keep users within the organization independent 

when providing these services, addressing how the data is 

integrated. 

ARTICLE INFO 
 

ABSTRACT 

Received: Dec., 08. 2023 

Revised:  Dec.., 26. 2023 

Accepted:  Dec., 26. 2023 

 The importance of tracing the source of shared datasets has become evident. It is also crucial 
to monitor factors such as trust in the data, especially considering the widespread use of 
social media. The concept of Linked Data Space needs to be addressed in conjunction with 
organizations. From this point of view, provenance tracking in organizations, with respect 
to their origin, needs attention. This study elaborates on the concept of Linked Data Space, 
introducing the terms Interior Data and Exterior Data to the literature. Additionally, an 
architecture for Linked Data Space and data management for organizations is defined. 
Furthermore, the study explains how organizations can access Exterior Data in the Linked 
Data Space and how provenance metadata and ontologies will be created. These developed 
methods are illustrated in the News Aggregator Scenario, a main scenario for provenance, 
demonstrating how it can work in a use case. 

Keywords:  
Linked data space 

Organization 

Ontology 
VoID 

Metadata 

 

Corresponding author: Fatih Soygazi 

ISSN: 2536-5010 | e-ISSN: 2536-5134 

DOI: https://doi.org/10.36222/ejt.1402149 

 

130

https://orcid.org/0000-0001-8426-2283
https://orcid.org/0000-0001-6797-3913
https://orcid.org/0000-0001-7948-7453
user
Typewritten text
Research Article



EUROPEAN JOURNAL OF TECHNIQUE, Vol.13, No.2, 2023 

 

Copyright © European Journal of Technique (EJT)                  ISSN 2536-5010 | e-ISSN 2536-5134                                    https://dergipark.org.tr/en/pub/ejt 

  

      This manuscript proposes a data architecture in terms of 

organizations. We propose that the data used by organizations 

is expressed in two different ways: Exterior Data (ED) and 

Interior Data (ID). ID defines the organization's own data, 

organizational preferences, and metadata of accessible datasets 

on the Web needed by the organization. Organizational 

preference expresses the demand for the dataset to be obtained 

when accessing ED. For example, an organization may prefer 

to receive datasets only published in Turkey related to news. 

ED represents data located in the WoD. It covers whole 

accessible raw or semantic data on the Web and the metadata 

of those data. 

      Provenance is a concept guiding the processes of 

establishing trustworthiness and ensuring data quality [8]. In 

this paper, we focus on provenance from LD perspective [9]. 

Applications that publish and consume LD represent 

definitions of trust through the use of provenance metadata. 

Our proposal also concentrates on provenance for ED and ID 

to conduct a quality assessment of the data architecture for an 

organization operating within an LDS. We express provenance 

metadata to extend dataset metadata which belongs to ED. 

Additionally, provenance definitions related to raw dataset, 

semantic dataset and dataset metadata are clarified. 

Furthermore, we built an ontology that considers 

organizational and provenance concepts to construct ID.  The 

ontology covers terms for querying provenance independent of 

the domain. 

      Organizations may have diverse preferences, one of which 

pertains to provenance. Consequently, another ontology has 

been developed to represent the provenance preferences of the 

organizations. Despite the existence of various provenance 

dimensions and the associated provenance preferences, this 

ontology addresses sample preference dimensions under 

different conditions. As a result, the method for establishing 

organizational preferences is exemplified. 

      The contributions of this manuscript are: 

 the description of the architecture for organizations 

gathering data from an LDS.  

 proposing Interior Data (ID) and Exterior Data (ED) 

concepts to the LD literature by explaining these 

concepts in the context of LDS. 

 the development of provenance ontologies with 

respect to ED and ID perspectives. 

 the development of a provenance preference ontology. 

2. PROVENANCE 
 

A vast amount of data on the Web is created through copying, 

modifying, or combining. The same data or dataset can be 

copied or presented at different locations. Datasets can be 

linked together using RDF links created with different tools. 

Thus, conflicting copies of the same sets of entities can be 

linked to each other. It is necessary to consider the quality of 

the data thus produced. This is important because this type of 

data can rapidly spread on the web and lead to the WoD being 

comprised of low-quality data. 

      When attempting to find an entity, data from various 

sources linked to many URIs can be returned. At this point, the 

question that needs to be answered is which links to follow to 

reach the desired data. The data source to be used should be a 

source that provides more reliable or up-to-date data. When 

accessing a data source, it is not sufficient to have only data 

about the entity. Furthermore, metadata expressed with a 

dictionary for the discovery of the data source can not also 

answer questions about how or when the data source was 

produced. Therefore, data or metadata about data discovery is 

not sufficient, and additional metadata for provenance tracking 

is also needed. In this respect, it should be considered how the 

data and provenance-related metadata should be used in the 

WoD. 

     There is a need for a provenance data model that expresses 

how actions such as the creation of provenance data, its 

publication on the Web, and the access to published data. An 

ontology is a semantic data model that provides shared 

representation of knowledge. Ontologies have been developed 

for the modeling of provenance [10-13]. RDF-based 

provenance descriptions can be published on the Web and 

consumed by relevant actors in organizations. 

 

2.1. Provenance ontologies 
It is necessary to first clarify the core concepts of the 

provenance when defining a provenance model. Although core 

concepts are expressed similarly in all ontologies, the most 

popular and commony used work is the W3C PROV Ontology 

(PROV-O) [12, 13]. PROV-O is composed of domain-

independent and general-purpose concepts. Its most important 

reason for being created as a general-purpose ontology is to 

produce a dictionary that can cover different needs and to 

encourage studies addressing provenance [14-18]. It represents 

tracking changes that occur during the creation or updating of 

sources on the Web. The basic concepts are defined as Entity, 

Agent, and Activity in PROV-O, as shown in Figure 1. An 

Figure 1. The PROV-O [11] Ontology  
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entity can be derived from another entity, produced by an 

activity, or attributed to an agent. For example, let’s consider a 

journalist working at a news agency. When creating a news 

article, the news entity is attributed to the journalist as the 

agent. Since the news agency is also expressed as an agent, it 

can be indicated that the journalist works at the news agency. 

The news creation activity is associated with the journalist, and 

this activity is linked to the created news. 

      Provenance, Authoring and Versioning (PAV) ontology 

[19, 20] extends PROV-O to focus on the authoring, editing, 

and digital creation of data (Figure 2). The PAV ontology has 

introduced terms to distinguish between the different roles of 

agents providing content to existing Web-based systems. These 

roles concern the stages involved in the creation of a document 

in textual form and its publication on the Web, such as resource 

authoring, contribution, creation or curation. Hence, the 

provenance of digital resources can be traced during creation, 

retrieval or derivation processes. The PAV ontology 

customizes the general-purpose model of the PROV-O 

ontology to provide a more comprehensive and interoperable 

approach. There is an important distinction between authoring 

and creation of a resource that is described by PAV ontology. 

Provenance defines the creation of digital data, while 

Authoring describes the actual creation of data and its related 

features. For example, although the novel "İnce Memed" was 

written in 1955 (Authoring), it was first published as an e-book 

in 2010 (Provenance). Versioning shows the evolution of 

digital assets over time. 

      The creation of data, data derivation, data acquisition from 

another source, versioning, and similar concepts related to 

origin are found in PROV-O and PAV ontology, so the 

developers of the PAV ontology have expanded similar terms 

found in the PROV-O ontology. Especially the 

prov:wasAttributedTo property used for attribution in PROV-

O, which has been expanded to include giving existence to the 

work expressed by the digital resource (pav:authoredBy), 

contribute to the work by the given agent (pav:contributedBy), 

specify an agent specialist responsible for shaping the 

expression in an appropriate format (pav:curatedBy), create the 

digital artifact or resource representation (pav:createdBy),  

indicate the software/tool used by the creator when making the 

digital resource (pav:createdWith), describe an entity 

responsible for importing the data (pav:importedBy), and 

define entity to retrieve the data from a specific source without 

transformation (prov:retrievedBy).  

      A standard vocabulary is required to define the metadata of 

the datasets [21] and an extension of this vocabulary with 

provenance is also necessary. VoID (Vocabulary of Interlinked 

Datasets), a dictionary enabling the discovery and utilization of 

linked datasets, defines the metadata of datasets found on the 

WoD [22, 23]. In addition to a general provenance model 

created to define the provenance, customized approaches 

should also be expressed at the dataset level in the context of 

VoID. The extension of provenance to VoID, VoIDp [24], can 

be described as an enhanced version of the VoID vocabulary 

with provenance information. The aim of VoIDp is to assist 

dataset publishers in providing metadata related to the origin of 

their datasets so that data-consuming tools (or organizations) 

can access more reliable and higher-quality data. VoIDp 

provides a metadata extension within VoID that allows for the 

storage of information specifically about the origin of the 

source and modified resulting datasets. However, considering 

only the source and modified resulting datasets for their origin 

is not sufficient when filtering among the many datasets 

available. In this paper, one of our objectives is to define a 

broader vocabulary that extends VoID, covering more general 

Figure 2. The PAV [19] Ontology  
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and usable situations by considering the provenance metadata 

of each dataset.  

      It has been observed that it can be used together with some 

extensions considering VoID, PROV-O and PAV ontologies to 

trace provenance in an LDS. In this paper, the ontological 

adaptation with provenance seems that it is related to 

Provenance and Versioning expressed in the PAV Ontology. 

Therefore, the creation of the VoID document and the 

processes through which the associated dataset was published 

are developed using the higher-level metadata from PROV-O 

and PAV ontology. The details of these ontologies are given in 

Section 4. 

 

3. THE INTEGRATED ARCHITECTURE OF 
ORGANIZATIONS AND LINKED DATA SPACES 
FROM PROVENANCE PERSPECTIVE 

The proposed conceptual architecture, which considers both an 

organization and LDS, is illustrated in Figure 3. An LDS 

encompasses LD services, with organizational LD applications 

consuming data provided by these services. Organizational LD 

applications may concurrently use one or more LD services 

based on their objectives.  

Figure 3. The architecture for integrating an organization and LDS 
 

      In order for ED to be discovered by LDS services, it is 

necessary to define the metadata of the data sources. 

Organizational Data Source Metadata stores these metadata of 

the datasets to be accessed by the organization. The data about 

datasets (metadata) in WoD should be defined by a vocabulary. 

VoID is used to create examples in Global Data Source 

Metadata and it is also commonly used by data federation 

systems [25] to define upper-level standards. Federated query 

engines [26-28] discover relevant datasets in WoD by querying 

with the help of VoID. An LDS is responsible for providing the 

organization with a service related to the selection of these 

datasets (One of the Linked Data Services from S1,...,Sn in 

Figure 3). 

     When the data consumer (organization in our case) attemps 

to obtain data on the Web, the requested data may be available 

from multiple sources. For example, when searching for a 

photograph of a person for a news article to be published in a 

newspaper, the most up-to-date accessible photograph is 

obtained and intended to be published. The data consumer (or 

organization) similarly demands that the news content and the 

media related to the news (such as photographs) be current and 

reliable. The application in the Organizational Domain, which 

is expected to take into account similar situations, 

organizational data, organizational preferences, and local VoID 

metadata, is considered within the ID scope. The metadata of 

datasets relevant to the organization should be stored locally 

within the organization, referred to as local VoID metadata. 

Organizational Data Source Metadata should be able to keep 

up-to-date by tracking changes in Global Data Source Metadata 

[29, 30]. This allows the organization to access the data it needs 

in a way that meets its expectations in a current form. ED 

encompasses all linked data sources that can be queried via 

global VoID metadata in Global Data Source Metadata and the 

data accessed by these global VoID metadata in the WoD. 

     Provenance is a research direction that can be expanded by 

adding metadata to ED [31]. In the literature, there are similar 

extension studies using VoID [32, 33], but these studies are not 

sufficient to express the provenance in detail. Our manuscript 

emphasizes semantically expressing organizational preferences 

in ID with the added provenance metadata in ED. Therefore, a 

provenance-aware approach has been suggested. 

      According to Heath and Bizer [5], the data consumption 

method in LDS involves various LD services, such as access to 

WoD, data quality assessment and more. Our paper specifically 

focuses on provenance, and the detailed representation of  

Figure 3 is provided in Figure 4, considering provenance from 

an organizational perspective. 

      In Figure 4, Query Service gathers instances from WoD. 

The Provenance-Aware Filtering Service filters datasets based 

on provenance using the Organizational Data, Organizational 

Preferences, Enriched Organizational Data Source Metadata  

and stores them as Filtered Organizational Data Source 

Metadata. The Query Service uses Filtered Organizational Data 

Source Metadata to query the data in the WoD with respect to 

organizational expectations. The Monitoring Service is 

responsible for tracking changes in the Provenance-Enriched 

Global Datasource Metadata. The objective of the Monitoring 

Service is to report the modified VoID documents to the  

Enriched Organizational Data Source Metadata to keep it up-

to-date. The actors in the organization are the Organizational 

User and the Organizational Infrastructure Administrator. The 

Organizational User accesses WoD via the Query Service and 

consumes the required data within the organization. The 

Organizational Infrastructure Administrator executes 

administrative services with the aim of providing the data to be 

used in LD applications as organization-specific data. The 

Administrative Application uses the Administrative Service(s) 

within each organization, and these services generate 
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Organizational Data and Organizational Preferences or provide 

datasets that could be published about that organization. 

 

4. PROPOSED ONTOLOGIES FOR PROVENANCE-
AWARE ORGANIZATIONS IN LINKED DATA 
SPACE 

 

The data on the Web represents all data on the Web 

independently of semantics. Web of Data (WoD) [34] is a term 

that emerged to combine data sources containing a large 

amount of data. WoD  aims to create a usable structure by 

leveraging non-semantic web data and semantic web 

technologies together. 

      Raw data is the data expressed in a representation format 

other than RDF that humans can understand (for example, 

Wikipedia). Semantic data is data that can also be understood 

by machines and is represented with RDF (for example, 

DBpedia). The data on the Web encompasses raw data and 

semantic data, but there are not many semantic connections 

between these different types of data. The WoD has emerged 

as a result of establishing links between these data and making 

these links explicit and discoverable. For example, documents 

on the Web are mostly presented with HTML pages. It is 

observed that raw data is represented on Wikipedia web page 

in Figure 5.  In HTML documents, there are links within the 

document, and when these links are clicked, access to other 

documents on the internet is achieved through the HTTP 

protocol. When considering data on the Web, one should think 

at the data level, which is a more granular structure than the 

document level. Therefore, rather than reading an entire 

document, semantic meaning should be taken into account to 

elements within sentences, establishing links with relevant 

entities. In Figure 5, there is a semantic representation of data 

in triple format for the DBpedia and DBLP datasets. By using 

the concept of Paul Erdös mentioned in the example, links can 

be established with relevant entities published in hundreds of 

datasets across different datasets. When linking all of these 

relevant elements, it introduces another challange in 

discovering the required entity in WoD. VoID [22, 23] 

documents  are being created to establish the metadata of 

datasets for the purpose of improving data discovery. The 

relationship between the DBpedia dataset and the DBLP 

dataset, which contains publication information for academics, 

is established at the dataset level using a VoID document in 

Figure 5.  

      It has been observed that in addition to publishing raw data 

as semantic data and creating VoID descriptions for semantic 

data, it is also necessary to express the provenance. At this 

point, one should consider what kind of metadata needs to be 

provided for each of the three data levels (raw level, semantic 

level, metadata level). 

      Dublin Core Metadata refers to a set of standardized 

metadata elements used to describe digital resources such as 

documents, images, web pages, and other types of media. The 

Dublin Core Metadata Initiative (DCMI) [35] developed and 

maintains these standards to facilitate the discovery, sharing, 

and management of information resources on the internet. 

Dublin Core (dc) is widely used in various digital libraries, 

archives, and content management systems. In Figure 5, dc is 

used to illustrate the relationship between entities in DBLP 

Figure 4. The architecture for integrating an organization and LDS considering provenance 
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dataset where the knowledge of researchers are stored 

semantically. However, there is potential ambiguity when 

representing the author of the paper, as it is defined  as the 

creator term in dc, while in Section 2.1, we defined it as 

“Authoring” in the PAV ontology. This discrepancy reflects 

different perspectives among ontology developers. In this 

paper, we aim to renconcile these viewpoints by considering 

the data elements and the dataset that includes these data 

elements.  

 

4.1. Proposed ontologies considering Linked Data 
Space 
Data from different datasets is merged to generate knowledge 

in the LDS. During this merging process, the links between 

datasets are taken into account (Figure 5). When dealing with 

these links, it is necessary to select the dataset that can provide 

higher quality data from  datasets capable of offering similar 

data. Systems suitable for making such selections should 

present the user/organization with the most suitable integrated 

data using data about the provenance, such as where the data 

came from, when it was obtained, or how the links were 

created. On the other hand, it is necessary to provide upper-

level data (metadata) regarding data creation and versioning, 

along with establishing links using this data during the dataset 

description. 

      The dataset metadata provided by VoID (that is supplied as 

metadata of datasets in ED) is not sufficient to meet all the 

requirements, needed on the Web [36]. Dataset publishers 

should think from a broad perspective to adapt the metadata of 

datasets along with the data to meet new requirements. 

Therefore, quality requirements such as provenance should be 

expressible with the metadata enriched by dataset publishers by 

using vocabularies such as VoIDp [24], as explained in Section 

2.1. However, VoIDp is not sufficient for the requirements in 

[36] and another proposal is required, which we focus on in this 

paper. 

      There is a need for a comprehensive vocabulary that can fit 

into the working domain of organizations to consider 

organizational data alongside metadata of datasets in ED. 

While creating this vocabulary, it is considered that it should 

be aligned with the fundamental concepts of organizational 

preferences and organizational data in ID. The same 

considerations about ID should also be applicable to Enriched 

Organizational Data Source Metadata. Therefore, it is 

considered necessary to use ontologies containing established 

concepts related to provenance and expand them according to 

the requirements from ED and ID perspectives. 
 

Figure 5. A sample representation of raw data, semantic data and VoID metadata  
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4.2. Perspective of Exterior Data 
Our proposal anticipates that VoID should be extended to 

define metadata for datasets and provenance expressions for 

organizational data. With this regard, these enhanced 

requirements should be considered in a layered manner as the 

Data Layer and the Organizational Provenance Layer, as shown 

in Figure 6. The Data Layer consists of the concepts and 

relationships required to express the provenance of the datasets. 

The Organizational Provenance Layer expresses the agents 

(person, software or organization) that are involved in the 

creation or update of the Entities. While the Organizational 

Provenance Layer is developed as a contribution, its namespace 

is given as prov4org. 

      As seen in the Data Layer of Figure 6, all these operations 

are defined by prov:Entity, however the operations on the 

entities differ. Accordingly, the concept referred to as an entity 

can be a VoID document, a raw dataset, or a semantically 

published dataset. During the creation of the provenance 

information, attention should be paid to three points with 

respect to these entities.  First, attention should be paid to the 

provenance information of the created VoID metadata, second, 

if available, the provenance data before the dataset becomes 

semantic, and third, the expression of the provenance data for 

the semantically published dataset. The provenance data of the 

VoID metadata includes who (pav:createdBy) or which tool 

(pav:createdWith) created the document, made contributon 

during creation (pav:contributedBy), when it was created 

(pav:createdOn), and when it was last updated 

(pav:lastUpdateOn). 

      Secondly, the provenance data before the dataset becomes 

semantic includes the data about the dataset creation process 

and the agents in this process. The raw dataset mentioned can 

be obtained from any data source and used without 

modification. In order to express this situation, the software 

agent retrieving the data (pav:retrievedBy) and the source from 

which it is retrieved (pav:retrievedFrom) are important for 

knowing who originally created the data. In addition to 

obtaining and using the raw dataset without making any 

changes, it may also be possible to have a processed dataset 

that provides insights and comments about the data. Let's 

assume that after obtaining data from the E-Government 

website and processing it, it becomes the data presented by the 

Turkish Statistical Institute. In this case, the primary source of 

the data is the E-Government website. To enable provenance 

tracking, the software accessing this data 

(pav:sourceAccessedBy) and the actual location of this data 

(pav:sourceAccessedAt) should be expressed within VoID. The 

raw dataset may be modified despite being obtained in the same 

data format. In this case, metadata regarding from which 

dataset the dataset is derived (pav:derivedFrom) needs to be 

expressed. The data about the organization providing the 

source (pav:providedBy) should also be expressed as metadata. 

Defining data about the versions of datasets that are derived 

with these changes (pav:hasVersion, pav:hasCurrentVersion, 

pav:previousVersion) helps in understanding whether there are 

major or minor changes during data modification. 

      For the third and last consideration, it is necessary to keep 

data about the transformation of the content of the raw dataset 

into a semantic format. Specifying the software 

(pav:importedBy) that performs the transformation from the 

source dataset (pav:importedFrom) to the semantic dataset is 

necessary for provenance tracking. It is also important to 

specify the creator (pav:createdBy) of newly generated 

semantic datasets, the person who contributed to the creation 

of the dataset (pav:contributedBy), and the software tool 

(pav:createdWith) used in creating the dataset. Just like in the 

raw dataset, for the semantic dataset, it is important to express 

the data about the organization providing the primary source 

(pav:providedBy). 
 

4.3. Perspective of Interior Data 
The ontology that defines the concepts required for each 

organization is shown in Figure 7. The details and relationships 

of our definitions, prov4org:Agent and 

prov4org:Organization, using prov:Agent in Figure 6 are 

illustrated in Figure 7. This ontology has been developed by 

reusing organization ontology (ORG) [37], PROV-O [12, 13], 

and SWP (Semantic Web Publishing Vocabulary) [38] for 

provenance adaptation to the organization. 

Figure 6. VoID enhancement by using PROV-O and PAV  
 

136



EUROPEAN JOURNAL OF TECHNIQUE, Vol.13, No.2, 2023 

 

Copyright © European Journal of Technique (EJT)                  ISSN 2536-5010 | e-ISSN 2536-5134                                    https://dergipark.org.tr/en/pub/ejt 

  

      prov4org:Agent can refer to a person within the 

organization as well as to a software. When considered as a 

person (Organizational User in Figure 4), it is necessary to take 

into account that the agent is a member of the organization 

(org:Membership). The concept of membership represents the 

hierarchical position within a company. Membership is 

expressed through a relational structure that includes the 

individual's role (org:Role), the organization he/she belongs to 

(org:Organization), and his/her personal information 

(foaf:Agent). Therefore, every employee in the organization 

has a membership. It has been observed that the concept of 

membership needs to considered for tracking the duration of 

membership and changes in roles (such as employees being 

promoted over time). The position information (org:Post) 

represents situations in the organizational hierarchy where it is 

expressed, but it is not necessary for there to be a person 

assigned to the position. In this sense, a position can exist 

without being filled by a person. However, membership 

represents a relationship that connects the organization and the 

agent and does not exist without them. When creating an 

organizational profile, usually either a position or membership 

is preferred for defining it. If an independent structure of 

individuals working in the organization is desired, positions are 

defined. If the goal is to keep records of the individuals who 

constitute the organization and to make queries about their 

provenance according to their abilities, then the concept of 

membership needs to be created. Organizational Unit 

(prov4org:OrganizationalUnit) represents smaller units within 

a large organization, such as departments. Therefore, it is seen 

that the concept of organizational unit needs to be expressed 

for the provenance of rules to be created at the organizational 

unit level for the execution of certain operations 

organizationally. There are two concepts defined for the 

expression of trust within the organization, namely, agent 

authority (prov4org:AgentAuthority) and organization 

authority (prov4org:OrganizationAuthority). 

      Another important point with respect to Interior Data (ID) 

is taking into account the preferences of the organization itself 

or other agents within the organization. Therefore, a domain 

independent ontology is required to express these preferences. 

Thus, by considering organizational preferences, the most 

suitable dataset from the datasets in the Exterior Data (ED) can 

be selected to meet the needs of the organization. When 

considering preferences, two scenarios are observed: the 

preferences of the organization (ID) for the Linked Data Space 

(ED) or the preferences of the Linked Data Space (ED) for the 

organization (ID). As illustrated in Figure 8, preferences should 

be adaptable to organizational ontological definitions 

independently of the domain. The development of a general 

preference ontology also enables the transfer of individuals' or 

organizational units' preferences (such as the continuation of an 

employee's preferences when moving from one organizational 

unit to another or the use of an organizational unit's preferences 

in different units). 

      As illustrated in Figure 8 adapted from Figure 7, 

prov4org:Agent and prov4org:Organization demonstrate that 

preferences can be expressed at the agent or organizational 

level. Preferences actually represent the constraints of the 

elements in ID. Therefore, provpref:Restriction is used to 

indicate the constraints on the preference of an agent or 

organization within an organization, or on another agent, 

organization, or entity. The filtering condition within the 

constraint (provpref:FilterCondition) indicates the expectation 

regarding the element on which the preference is made. The 

filtering condition is associated with different preferences via 

the blank node. Blank nodes nodes in a graph data structure that 

does not have an explicit identifier or a value. They are used 

when a web resource wants to define multiple pieces of data. 

For example, when expressing a professor, if we assume that 

the professor worked in different places at different times, this 

structure can be used to express the institution and department 

where he/she worked. In our work, we have resorted to the use 

Figure 7. Organizational Provenance Ontology  
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of blank nodes because Agents or Organizations can create 

preferences with different expectations in various situations. 

When considering the filter condition in the ontology, the 

preference types have been inspired by [39],  where the terms 

provpref:Trust, provpref:Reliability, provpref:Timeliness, and 

provpref:AccuracyofDerivation are described. Trust represents 

the preference of whether the actor involved in generating the 

data is reliable or not during provenance tracking. Reliability is 

taken into account at the point of preference for activities 

during the derivation of the data (such as the creation of raw 

data, the transformation of raw data into semantic data). The 

data that is reliable may have been published in an unreliable 

manner through a different transformation by an activity. In 

this case, defining the reliability of the activity as a preference 

by the organization becomes important. Timeliness is related 

to tracking the times of creation and update of the data and 

creating preferences for the organization accordingly. 

Accuracy of Derivation focuses on tracking the changes made 

to the data since its creation. In data evaluation, the data is 

preferable if it has been generated with the least number of 

derivations. 

      The critical point in this study is to enable provenance 

tracking for the dataset at the metadata level. Thus, it is possible 

to create examples of how Agents, Activities, and Entities that 

affect the metadata of the dataset have made changes. From the 

perspective of preference, the important point is which features 

related to Agents, Activities, and Entities that affect the 

metadata of the dataset should be taken into account by the 

organization. Figure 9 illustrates how preferences are 

expressed for defined different filter conditions of the datasets. 

      Figure 9 illustrates how preferences will be expressed in 

terms of the datasets. Trust preference is used to express which 

agents are involved in creating, assisting in the creation, or 

providing access to the datasets that the organization will use. 

If the agent is a software agent, trust preferences can also be 

specified in the stages of data creation, acquisition, and transfer 

to the organization. If the data is provided by an organization, 

preferences specific to that organization can also be 

established. In the Reliability preference, preferences regarding 

the activity that creates the dataset are specified. The 

Timeliness preference reveals the preferences regarding the 

times when the dataset is acquired, created, or accessed by the 

organization. Additionally, preferences regarding the current 

version of the dataset can also be defined. The preference for 

Accuracy of Derivation anticipates obtaining the dataset with 

the least amount of change by examining the operations that 

have occurred since the dataset was acquired by the 

organization.  
 

4.3. Sample use case for provenance 
The ontology related to the organizational provenance layer 

should be created differently for each field of study, as the 

scope of each organization varies. In order to express the 

provenance concepts, there are three main scenarios defined in 

[36]. These scenarios are the News Aggregator Scenario, the 

Disease Outbreak Scenario, and the Business Contract 

Scenario. In the scope of this article's case study, the News 

Aggregator Scenario has been selected. This scenario aims to 

combine news items obtained from different sources (such as 

news websites, social media feeds, and news-related images).  

      The sample data to be generated in the News Aggregator 

Scenario consists of media such as photographs, videos, or the 

content of the news produced. For the generated data to be 

selected based on the origin of the media or news content, it 

must be licensed or published by a reliable provider. The 

requirement for selection is for the metadata that defines the 

provenance to be accessible to all data consumers. Therefore, 

the provenance metadata needs to be published along with the 

data. This way, the most suitable data source can be selected 

from data sources with similar accessible data.  

Figure 8. Organizational Preference Ontology  
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      Figure 10 illustrates the provenance metadata to be 

expressed for the New York Times (NYT) data in News 

Aggregator Scenario instantiating Figure 6. There can be three 

types of Agents for creating data and all other operations: user, 

organization, or software. The important point for raw NYT 

dataset is the creator of the dataset. However, when looking at 

the related NYT dataset, the focus should not be on the creation 

of the data but rather on the user and organization providing the 

created data or the software converting the raw data into 

semantic data. Another point is the activity that transforms the 

data from raw form to semantic data. Entity, Agent and Activity 

classes with their relationships have all been represented in 

terms of this use case.  

Figure 9. Representation of Various Organizational Filter Condition Preferences  
 

Figure 10. The Scenario Used to Express Provenance on VoID  
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      Figure 11 deals with the organizational provenance 

ontology for the News Aggregator Scenario instantiating the 

ontology in Figure 7. The agent (prov4org:Agent), organization 

(prov4org:Organization), and organizational authority 

(prov4org:OrganizationAuthority) are the fundamental 

elements that constitute the News Aggregator Scenario in 

Figure 11. In the scenario, the agent can be expanded as the 

news supplier (prov4newsorg:NewsSupplier) as the person 

producing the data or the news requestor 

(prov4newsorg:NewsRequestor) as the person consuming the 

data. The organization can be a newspaper 

(prov4newsorg:Newspaper), a media monitoring corporation 

(prov4newsorg:MediaMonitoringCorporation), or a news 

agency (prov4newsorg:NewsAgency). The organizational 

authority (prov4org:OrganizationAuthority) indicates who is 

responsible for publishing or modifying the news in the 

newspaper. In the example, it is anticipated that the news 

agency will assume the authority role. SWP [38] was used and 

associated with the organizational provenance ontology to 

express the concepts related to authority in order to fulfill the 

trust requirement for the selected scenario. Considering only 

trust is not sufficient as the sole dimension of provenance 

where the other dimensions have been mentioned in Figure 9. 

This ontology has been worked on to be expressed 

appropriately for the example, so only trust has been taken into 

account. 

 

5. CONCLUSION 
 

The widespread publication of linked datasets leads to the 

availability of similar data sources, creating a scenario where 

the selection of the most suitable and reliable dataset becomes 

essential. In order to make a selection from similar datasets 

based on higher quality or personal preferences, data sources 

need to be considered with certain processes. One of the 

objectives of this study is to establish processes for selecting 

datasets using and extending VoID metadata. It is envisioned 

that VoID should maintain metadata based on provenance-

aware quality criteria using additional ontological definitions 

on VoID. The process of this selection demonstrates how an 

organization can access the Linked Data Space (LDS) and 

acquire suitable data or datasets through specific data and 

processes. In this context, the proposed method is illustrated 

through a scenario. 

      Complex rules can be generated for preferences in the 

organizations within its own dimension or in conjunction with 

different preferences. The representation of how more 

preferable datasets can be created will be emphasized by 

defining the superiority of preferences over each other [39] or 

by assigning separate weights to provenance preferences [40]. 

In future work, linked rules and provenance-based preferences 

will be combined for a more comprehensive provenance 

tracking.  

      In future studies, all the proposed methods for provenance 

will be executed within an LDS, and experiments will be 

conducted to explore the details of the query process, as well 

as the applicability and performance of the developed method. 

Additionally, Trustworthy AI (TAI) will be examined to see 

how provenance can serve as a means to enhance 

trustworthiness in LDSs [41]. Furthermore, constructing 

knowledge graphs and training them in graph neural networks 

(GNNs) [42], considering provenance might lead to 

explainability of these graphs by provenance features. Hence, 

Explainable AI (XAI) also could be examined in our proposed 

method by projecting the GNNs’ decision boundary onto the 

interpretable feature space [43] from an organizatonal 

perspective in LDSs. 

      The actors in the organizations may exhibit certain attitudes 

that can be learnt by some organizational data. Considering 

these attitudes [44] may lead to learning and providing data 

with respect to preference-based biases. Hence, another area 

for future work could involve learning the attitudes of the actors 

and adapting the dataset selections in LDSs based on these 

attitudes. 
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1. INTRODUCTION  
Real-world problems, in general, can be expressed as 

complex non-linear programming problems. Due to their 

combinatorial nature, these problems have been described as 

hard problems [1]. The structure of the objective functions at 

the core of these problems also determines the optimization 

process leading to the solution. Non-linear programming 

(NLP) is a mathematical programming technique in which 

the objective function is non-linear or one or more of the 

constraints have a non-linear relationship. NLP problems can 

be modeled in Eq. 1 given below [1]. Here, the objective 

function n is the number of variables, g and h are the 

constraints.    

                      

𝑓𝑚𝑖𝑛(𝑥) = 𝑓(𝑥1, 𝑥2, 𝑥3, … 𝑥𝑛)

𝑔𝑖(𝑥) ≤ 0, 𝑖 = 1,2, … , 𝑛

ℎ𝑗(𝑥) ≤ 0, 𝑗 = 1,2, … , 𝑛
}                     (1) 

Traditional methods exist in the literature for solving the 

NLP problem. These methods, defined as gradient 

optimization techniques, attempt to solve these problems by 

using special mathematical structures and formulations [1]. 

Examples of these methods include the sequential 

unconstrained minimization technique [2], the augmented 

lagrangian [3], Newton-Raphson [4], the successive 

quadratic programming algorithm [5], the steepest descent 

algorithm [6], dynamic integer programming [7], and the 

stochastic Newton optimization method [8] as optimization 

techniques. The disadvantage of these techniques is that they 

are not suitable for solving complex optimization problems. 

Especially as the complexity of the problem increases with 

the addition of uncertainties to the system, more complex 

optimization techniques that overcome the limitations of 

classical approaches should be used. Metaheuristics have 

been developed with this goal in mind [9, 10]. Since 

metaheuristic algorithms do not use the derivative or second 

derivative of the objective function, they produce solutions 

in the neighborhood of the optimal solution. They avoid 

getting stuck in the local search space, reach the global 

solution in less time, and can hybridize with other algorithms 

to deal with different problems, having a flexible structure 

with all these features [11-13]. Due to their repetitive 

working methods and memory utilization, they can make 

new explorations without having to go back to the beginning 

each time [14]. Metaheuristic algorithms consist of three 

different mechanisms: the initialization phase, containing the 

candidate solution set; the exploitation phase, which divides 

the search space into regions to concentrate on narrow areas; 

and the exploration phase, which scans the entire space, 

selects, and improves the best solutions obtained in the 

exploitation phase. The success of metaheuristic algorithms 

is directly proportional to the strength of the balance between 

the exploitation and exploration phases [15]. The CapSA 

algorithm considered in this paper is one of the current and 

efficient metaheuristic algorithms produced in 2021 [16].  
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Many studies on CapSA can be mentioned in the literature. 

The main ones are explained as follows. In the first paper 

introducing the algorithm, Braik et all experienced the 

optimization power of the CapSA algorithm in classic 

engineering design problems such as welded beam design, 

pressure vessel design, tension-compression spring design, 

speed reducer design [16]. Braik, one of the inventors of the 

CapSA algorithm, proposed the MGP-CapSA algorithm by 

combining the CapSA algorithm with the multigene genetic 

algorithm, and with this algorithm, he produces a new 

simulator model for the wrapping problem from non-linear 

problems and uses CapSA to optimize the coefficients of the 

regression equations of MGP [17]. Kanipariya et all 

produced the ICSA algorithm by hybridising the CapSA 

algorithm with adversarial learning and chaotic local search 

algorithms and used it to classify lung nodule abnormalities 

[18]. Fathy et all used the CapSA algorithm to minimize grid 

active power loss by maintaining power flow, bus voltage 

and transmission line within their normal ranges in 

electricity distribution networks [19]. A similar study was 

conducted by Zakaria et all [20].  Ramu et all used the 

modified CapSA algorithm (MCS) to solve the cloud 

performance scheduling problem, which minimizes the 

completion time and improves resource utilisation [21]. 

Broumandnia et all hybridized the CapSA algorithm with the 

inverted ant colony optimization (IACO) algorithm for the 

optimization of some processes related to the cloud system 

and obtained better performance [22].  Qin et all, CapSA 

based PID control system for solving industrial problems 

[23]. Kumar et all used CapSA algorithm as an optimizer to 

classify normal and malicious attacks by strengthening the 

security scheme of IoT (Internet of Things) [24]. In a similar 

study, Rani and Burty hybridized CapSA with different 

machine learning algorithms for smart home energy 

management [25]. Ehteram et all used the CapSA algorithm 

as a basis for training ANNs to carry out evaporation 

prediction [26]. Alphonse et all used the ECapSA technique, 

a combination of CapSA and wild horse optimizer, to enable 

the simultaneous allocation of electric vehicle charging 

station (EVCS) and photovoltaic (PV) energy sources in the 

smart grid [27]. The gear train design problem, which is 

optimized in this study, has been studied by many 

metaheuristic algorithms before and effective results have 

been obtained [28-32]. 

The organization of the paper is as follows. Section 1 

consists of the introduction and the optimization process of 

the study. The second section consists of the introduction and 

mathematical modelling of the CapSA algorithm. 

Experimental studies are included in the third section. The 

sub-sections of this section consist of the introduction of the 

CEC 2019 function set and the comparison of the CapSA 

algorithm with alternative algorithms through statistical 

results and observing the performance superiority of the 

CapSA algorithm through tables and converge curves. The 

other subsection includes the optimization of the Gear train 

design problem with the help of CapSA and alternative 

algorithms, The performance results are shown through 

tables and convergence curves, and the fourth section 

contains the conclusions of the study. 

 

2. CAPUCHIN SEARCH ALGORITHM (CapSA) 

    The CapSA algorithm, based on swarm intelligence, was 

created by simulating the foraging behavior of Capuchin 

monkeys living in the Americas, with a particular emphasis 

on their jumping abilities [16, 33]. The mathematical model 

of the CapSA algorithm is constructed to align the jumping 

movements of Capuchin monkeys with the exploration 

phase, while the swinging and climbing movements 

correspond to the exploitation phase. In the first stage, a 

random initial set of a specific number of candidates is 

created [16]. The initial set is represented by a matrix of size 

dxn. 

                      𝑥 = [
𝑥1

1 … 𝑥𝑑
1

⋮ … ⋮
𝑥1

𝑛 … 𝑥𝑑
𝑛

]

𝑑×𝑛

                               (2) 

The initial location of each Capuchin monkey is expressed 

in Eq. 3. Here 𝑢𝑏𝑗 and 𝑙𝑏𝑗, denotes the upper and lower 

boundaries of the i. monkey in the jth dimension, 

respectively operator 𝑟 corresponds to a 

random number uniformly distributed in the closed interval 

[0,1]. 

                       𝑥𝑗 = 𝑢𝑏𝑗 + 𝑟 × (𝑢𝑏𝑗 − 𝑙𝑏𝑗)                               (3) 

The position of the leader monkey during the tree climbing 

behavior is modelled in Eq. 4. Here, the i. positions of the 

leader and accompanying monkeys in the j. dimension 𝑥𝑗
𝑖, 𝐹𝑗  

the location of the food, 

𝑣𝑗
𝑖  the speed of the monkey, 𝑃𝑏𝑓 ,  the probability of balance 

provided by the monkey’s tail throughout the jumping 

movement, The gravitational force, 𝑔, corresponding to the 

number 9.81, 𝜀 operator expresses a random number 

informly distributed in the interval [0,1]. 

                                                                                  

𝑥𝑗
𝑖 = 𝐹𝑗 +

𝑃𝑏𝑓(𝑣𝑗
𝑖)

2
𝑠𝑖𝑛(2𝜋)

𝑔

𝑖 <
𝑛

2
, 0.10 < 𝜀 ≤ 0.20

}                          (4)   

Monkeys jump angle (𝜃) is given in Eq. 5. Here operator 𝑟 

expresses a random number irregularly distributed in the 

interval  [0,1]. 

                         𝜃 =
3

2
𝑟                                                                     (5) 

In Eq. 6, we show that CapSA is a system that updates the 

monkeys' locations to quickly detect the location of the food 

source by exploring and exploiting the search space. 𝜏 

operator is defined. 

                    𝜏 = 𝛽0𝑒𝛽1(
𝑡

𝑇
)

𝛽2

                                                  (6) 

where t and T, denote the current iteration and maximum 

iteration, respectively, 𝛽0, 𝛽1, 𝛽2 it is stated that after many 

experimental studies, the author has chosen 2, 21 and 2 as 

the most appropriate values for the parameters, respectively. 

The appropriate value of the parameter 𝜏 strengthens the 

exploration and exploitation capabilities of the CapSA 

algorithm.  

       In Eq.7, the speed of monkey i. in the jth dimension is 

modelled. Here, the velocity of monkey ith in the jth 
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dimension 𝑣𝑗
𝑖, their location 𝑥𝑗

𝑖 ,  best location 𝑥𝑏𝑒𝑠𝑡𝑗

𝑖  refers to 

𝑟1 ve 𝑟2 is a random number uniformly in the range [0,1]. 𝜌, 

coefficient of inertia controls the effect of the previous 

velocity on the motion. In this equation, there are also two 

fixed control parameters namely 𝑎1 and 𝑎2  that control the 

speed of the monkeys by adjusting the parameters  𝑥𝑏𝑒𝑠𝑡𝑗

𝑖 and 

𝐹𝑗. 𝜌, 𝑎1 and 𝑎2 are parameters arbitrary. 

    𝑣𝑗
𝑖 = 𝜌𝑣𝑗

𝑖 + 𝜏𝑎1 ( 𝑥𝑏𝑒𝑠𝑡𝑗

𝑖 − 𝑥𝑗
𝑖) 𝑟1 + 𝜏𝑎2(𝐹𝑗  − 𝑥𝑗

𝑖)𝑟2     (7) 

     The new position of the leader and the accompanying 

monkeys as a result of the jump is modelled in Eq.8 

      𝑥𝑗
𝑖 = 𝐹𝑗 +

𝑃𝑒𝑓𝑃𝑏𝑓(𝑣𝑗
𝑖)𝑠𝑖𝑛(2𝜃)

𝑔
,𝑖 <

𝑛

2
,0.20 < 𝑒 ≤ 0.30       (8) 

given 𝑃𝑒𝑓 is the probability of the monkey yawning. The new 

position of the Alpha monkey is modelled in Eq. 10. Given 

by 𝑃𝑏𝑓 = 0.7 and 𝑃𝑒𝑓 = 9. 

                       𝑥𝑗
𝑖 = 𝑥𝑗

𝑖 + 𝑣𝑗
𝑖 , 𝑖 <

𝑛

2
, 0.20 < 𝑒 ≤ 0.30      (9)  

      Local foraging is achieved by the swaying movement 

that alpha and its companion monkeys use to collect food. 

The positions of the monkeys in this situation are formulated 

below. 

     𝑥𝑗
𝑖 = 𝐹𝑗 + 𝜏𝑃𝑏𝑓 × 𝑠𝑖𝑛(2𝜃), 𝑖 <

𝑛

2
, 0.50 < 𝑒 ≤ 0.75   (10) 

     Similar to local foraging, the leader and its companion 

monkeys may repeat the behavior of foraging repeatedly. 

The positions of monkeys displaying this behavior are 

modelled following. 

      𝑥𝑗
𝑖 = 𝐹𝑗 + 𝜏𝑃𝑏𝑓(𝑣𝑗

𝑖−𝑣𝑗−1
𝑖 ) 𝑖 <

𝑛

2
, 0.75 < 𝑒 ≤ 1.00    (11) 

where the 𝑖𝑡ℎ monkey in the jth dimension 𝑣𝑗
𝑖  current speed, 

𝑣𝑗−1
𝑖  indicates the previous speed.  

      Monkeys can also move randomly to find food. This is 

given in the equation below. In the equation 𝑃𝑟  is equal to 0 

and expresses the random search probability of the monkeys. 

The randomization capability    and the monkey herd 

behavior expressed here improves the global search 

capability of the algorithm and supports the escape from 

local optimum points. 𝜏 parameter has the role of 

strengthening the equilibrium position between exploration 

and exploitation. 

       𝑥𝑗
𝑖 = 𝜏 × (𝑙𝑏𝑗 + 𝑒 × (𝑢𝑏𝑗 − 𝑙𝑏𝑗) ), 𝑖 <

𝑛

2
, 𝑒 ≤ 𝑃𝑟       (12) 

      Eq. 13 models the leader monkey updating the position 

of its followers based on the third law of motion. 

                          𝑥𝑓 = 𝑥𝑖 + 𝑣0𝑡 +
1

2
𝑎𝑡2                                     (13) 

                          𝑎 =
∆𝑣

∆𝑡
=

𝑣𝑓−𝑣0

𝑡1−𝑡0
                                                  (14) 

                          𝑣𝑓 =
∆𝑥

∆𝑡
=

𝑥𝑓−𝑥0

𝑡1−𝑡0
                                        (15) 

given in Eq.13   𝑥𝑓 and 𝑥𝑖 with the displacements in the initial 

and final phases 𝑡 time,  𝑣0 initial speed,  𝑎  is the slope 

whose formula is given in Eq. 14.    𝑣𝑓 final speed, 𝑣0   initial 

velocity, respectively 𝑡1ve 𝑡0 give the final and start times. 

In Eq. 16 𝑣0 = 0 when taken 𝑎 becomes as formulated in 

Eq.16. 

                  𝑎 =
𝑥𝑓−𝑥0

(𝑡1−𝑡0)2                                                          (16) 

Since Capuchin monkeys live in herds, it is important to 

simulate the behavior of the leader as well as the behavior of 

the followers as they follow the leader. 

                     𝑥𝑗
𝑖 =

1

2
(𝑥′𝑗

𝑖 +  𝑥𝑗
𝑖−1),

𝑛

2
≤ 𝑖 ≤ 𝑛                   (17) 

      From the expressions given in Eq.17, 𝑥𝑗
𝑖 current position 

of the followers in dimension jth, 𝑥𝑗
𝑖−1 previous location, 𝑥′𝑗

𝑖  

is the current position of the leader. Since the time intervals 

in the simulation refer to iterations 𝑡𝑖 − 𝑡𝑖−1 = 1.    

The fitness function for each monkey is evaluated by 

adjusting the solution vector values in a fitness function and 

stored in a matrix as expressed in Eq.18, which serves as a 

memory.       

                       𝑓 = [
𝑓1([𝑥1

1, 𝑥2
1, … , 𝑥𝑑

1])
      ⋮        ⋮            ⋮

𝑓𝑛([𝑥1
𝑛, 𝑥2

𝑛, … , 𝑥𝑑
𝑛])

]

𝑑×𝑛

                   (18) 

3. EXPERIMENTAL RESULTS 
 

       The CEC2019 function set was employed to assess the 

optimization capability of the CapSA algorithm. This set 

consists of difficult problems. The goal of these problems is 

to highlight the optimization capability and competitive 

aspect of the algorithm by compelling it to reach the global 

solution [15]. For the alternative algorithms that CapSA will 

compete with, we selected current and efficient algorithms. 

These include the grey wolf optimizer (GWO) [34], sea-

horse optimizer (SHO) [35], sine-cosine algorithm (SCA) 

[36], and smell agent optimization (SAO) [37]. When 

evaluating the performance of the algorithm, we conducted 

30 independent runs with 500 iterations and 30 search agents 

in each run.  In this study, CapSA parameters took arbitrary 

values 𝜌, 𝑎1 and 𝑎2 which were set to 0.7, 1, and 1 

respectively.  
TABLE I   

CEC 2019 FUNCTIONS 

Functions Dimension [ Lower&Upper bound] Fit. V 

Function 1 9 [−8192, 8192] 1 

Function 2 16 [−16384, 16384] 1 

Function 3 18 [-4,4] 1 

Function 4 10 [−100, 100] 1 

Function 5 10 [−100, 100] 1 
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Function 6 10 [−100, 100] 1 

Function 7 10 [−100, 100] 1 

Function 8 10 [−100, 100] 1 

Function 9 10 [−100, 100] 1 

Function 10 10 [−100, 100] 1 

     In Table 1, the optimal values of CEC 2019 are provided. 

As the optimal value for all functions is 1, the algorithm 

observed to be the most effective experimentally is expected 

to be closer to 1 than the others. For this reason, optimal 

results are expected from both the best value and the average 

value. The difference between the best value and the worst 

value should not be too significant, indicating that the 

standard deviation value should be low. 

  

TABLE 2 

. PERFORMANCE OF CEC2019 

CEC2019 

Functions 
Metrics Algorithms 

  CapSA SHO GWO SCA SAO 

F
u

n
ct

io
n
 1

 Mean 4.1043E+04 4.5384E+04 1.3297E+08 8.5744E+09 3.3710E+11 

Std.dev. 2.6591E+03 2.5926E+03 2.4538E+08 9.4139E+09 4.2532E+11 

Best 3.7079E+04 4.0869E+04 9.0425E+04 4.5544E+07 1.0675E+06 

Worst 4.8634E+04 5.0757E+04 1.0915E+09 4.5484E+10 1.5831E+12 

Run time (sec.) 6.2867 9.4452 6.2162 6.1441 24.0524 

Rank 1 2 3 4 5 

F
u

n
ct

io
n
 2

 Mean 1.7342E+01 1.7386E+01 1.7344E+01 1.7485E+01 2.1755E+03 

Std.dev. 6.4444E-05 1.0166E-01 3.4780E-04 6.6712E-02 2.1538E+03 

Best 1.7342E+01 1.7343E+01 1.7343E+01 1.7397E+01 1.7881E+01 

Worst 1.7343E+01 1.7677E+01 1.7345E+01 1.7710E+01 8.3069E+03 

Run time (sec.) 0.2711 0.8144 0.3256 0.3926 0.6813 

Rank 1 3 2 4 5 

F
u

n
ct

io
n
 3

 Mean 1.2702E+01 1.2702E+01 1.2702E+01 1.2702E+01 1.2703E+01 

Std.dev. 9.0336E-15 4.8734E-06 3.4200E-04 9.4149E-05 8.5018E-04 

Best 1.2702E+01 1.2702E+01 1.2702E+01 1.2702E+01 1.2702E+01 

Worst 1.2702E+01 1.2702E+01 1.2704E+01 1.2703E+01 1.2706E+01 

Run time (sec.) 0.3935 0.8796 0.4922 0.4089 0.8863 

Rank 1 2 4 3 5 

F
u

n
ct

io
n
 4

 Mean 4.3731E+01 1.4375E+03 6.1384E+01 1.5444E+03 1.6066E+04 

Std.dev. 1.9984E+01 1.5552E+03 2.2991E+01 5.5463E+02 5.1770E+03 

Best 1.0950E+01 9.5000E+01 2.0309E+01 6.3374E+02 7.1411E+03 

Worst 8.6579E+01 4.7645E+03 1.0763E+02 2.6895E+03 2.8970E+04 

Run time (sec.) 0.3186 0.7399 0.3504 0.2304 0.79839 

Rank 1 3 2 4 5 

F
u

n
ct

io
n
 5

 Mean 1.3192E+00 1.7793E+00 1.4540E+00 2.2394E+00 5.3936E+00 

Std.dev. 1.7340E-01 2.5219E-01 2.5398E-01 1.2223E-01 1.2545E+00 

Best 1.0689E+00 1.2928E+00 1.0790E+00 2.0473E+00 2.8281E+00 

Worst 1.6598E+00 2.4198E+00 1.8360E+00 2.6946E+00 8.2563E+00 

Run time (sec.) 0.1385 0.4208 0.1983 0.1867 0.6286 

Rank 1 3 2 4 5 

F
u

n
ct

io
n
 6

 Mean 7.9079E+00 8.0011E+00 1.1066E+01 1.0843E+01 1.0121E+01 

Std.dev. 1.3018E+00 9.9758E-01 7.0067E-01 6.3186E-01 6.9379E-01 

Best 4.8923E+00 5.7081E+00 9.7446E+00 9.3411E+00 8.9621E+00 

Worst 1.0783E+01 1.0004E+01 1.2501E+01 1.1967E+01 1.1699E+01 

Run time (sec.) 2.3342 3.5275 2.2171 2.2328 10.2188 

Rank 1 2 5 4 3 

F
u

n
ct

io
n
 7

 Mean 4.3136E+02 2.8850E+02 4.3643E+02 7.7376E+02 1.1062E+03 

Std.dev. 3.2594E+02 1.0717E+02 3.0061E+02 1.7682E+02 3.9157E+02 

Best -6.3737E+01 -1.4686E+01 5.8673E+01 3.9072E+02 3.7941E+02 

Worst 1.3055E+03 5.3524E+02 1.2014E+03 1.0398E+03 2.2533E+03 

Run time (sec.) 0.1595 0.4134 0.1704 0.1974 0.5529 

Rank 2 1 3 4 5 

F
u

n
ct

io
n
 8

 Mean 5.4122E+00 5.4523E+00 5.2877E+00 6.1099E+00 6.4154E+00 

Std.dev. 6.899E-01 5.4020E-01 9.0214E-01 4.5161E-01 3.4621E-01 

Best 3.9460E+00 4.4703E+00 3.5009E+00 5.0269E+00 5.7638E+00 

Worst 6.6099E+00 6.3853E+00 6.9706E+00 6.8575E+00 7.2611E+00 

Run time (sec.) 0.1443 0.4205 0.2034 0.1816 0.6881 

Rank 2 3 1 4 5 

F
u

n
ct

io
n
 9

 Mean 2.7197E+00 1.5525E+02 4.4281E+00 1.4306E+02 2.6530E+03 

Std.dev. 0.3344E-01 2.7471E+02 9.2393E-01 1.1088E+02 8.8512E+02 

Best 2.4323E+00 4.4605E+00 2.5669E+00 3.2968E+00 6.0353E+02 

Worst 4.1519E+00 8.0767E+02 6.3641E+00 4.7436E+02 4.6614E+03 

Run time (sec.) 0.1644 0.4103 0.1806 0.1978 0.5266 

Rank 1 4 2 3 5 
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F
u

n
ct

io
n
 1

0
 Mean 1.95338E+01 2.0112E+01 2.0503E+01 2.0467E+01 2.0455E+01 

Std.dev. 2.9277E+00 7.8076E-02 8.1513E-02 9.1492E-02 1.6069E-01 

Best 4.0361E+00 1.9993E+01 2.0299E+01 2.0280E+01 2.0223E+01 

Worst 2.0231E+01 2.0280E+01 2.0648E+01 2.0632E+01 2.1142E+01 

Run time (sec.) 0.1457 0.4087 0.3611 0.3172 0.6346 

Rank 1 2 5 4 3 
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Figure 1.  Convergence curve of algorithms via CEC 2019 function
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In this context, upon analyzing Table 2, it is observed that 

the CapSA algorithm is more advantageous from function 1 

to function 5. It is advantageous in terms of both average and 

best value in function 6, and it is superior in functions 9 and 

10. While it completed the optimization process in the 

shortest time for almost all functions, it took slightly longer 

in functions 1, 4, and 6. When looking at the average values, 

except for functions 7 and 8, it has consistently held its status 

as the most superior algorithm. The CapSA algorithm was 

run for the first time with the CEC 2019 function set and it 

was clearly seen that it has a strong competitive aspect and a 

structure that can reach global results without getting stuck 

in the local area. Convergence curves are statistical measures 

that indicate whether algorithms are converging early or 

sticking to local optimum points as they iteratively progress 

through the process of optimizing a function. In the Figure1, 

when the CAPSA algorithm is compared with alternative 

algorithms, the algorithm is labelled as 1. It is observed that 

it cannot progress to the local optimum point in the function,  

 

but it progresses steadily towards the optimum point in the 

other functions for 500 iterations. In the 7th and 8th 

functions, GWO algorithm shows better convergence, while 

CapSA shows the best convergence in all other algorithms.  

4. GEAR TRAIN DESİGN PROBLEM 

    Figure 2 shows the design of a gear train, which is set up 

to determine the number of teeth in each gear to produce a 

given speed ratio between the input and output shaft. Here 

A, B, C and D indicate the number of gears in each wheel. In 

order to minimize the ratio of angular velocity variation 

between input and output in accordance with the objective of 

the gear train design problem, a mathematical model is 

established by Eq. 19 [38-40].   

    
𝑚𝑖𝑛𝑓(𝑥) = (

1

6.931
 −

𝑥2𝑥3

𝑥1𝑥4

)
2

 𝑥⃗ = [𝐴, 𝐵, 𝐶, 𝐷] = [𝑥1, 𝑥2, 𝑥3, 𝑥4],   12 ≤ 𝑥𝑖 ≤ 60

}      (19) 

In Eq. 18,  
𝑥2𝑥3

𝑥1𝑥4
 expression gives the gear ratio.   

 

 

C

A

D

B
 

 

Figure 2. GTD model 

 

TABLE 3 

. GTD ANALYSIS RESULTS 

 Parameters Metrics  

Algorithm 𝑥1 𝑥2 𝑥3 𝑥4 Mean Std. Dev. Best Worst Rank 

CapSA 12 32 52 51 2.3987e-19 1.3080e-18 1.2326e-32 7.1655e-18 1 

GWO 15 22 55 45 5.2328e-12 1.0711e-11 1.3783e-15 4.5145e-11 4 

SCA 15 29 60 51 1.5854e-09 2.2843e-09 6.9337e-13 7.4779e-09 5 

SHO 12 12 48 21 7.4748e-09 1.7250e-08 7.5125e-17 7.1094e-08 6 

SAO 21 58 58 18 3.0622e-03 1.6206e-02 2.0291e-17 8.8858e-02 7 

SC-
GWO[40] 

43 16 19 49 2.7009E-12 - - - 3 

GA[41] 19 16 43 49 2.7000E-12 - - - 2 

     The results of the performance comparisons of competitive 

metaheuristic algorithms help to determine the most effective 

algorithm in the optimization of the problem and the emergence 

of the optimum model. In this context, the analysis results of 

the CapSA, GWO, SCA, SHO, SAO, SC-GWO and GA 

algorithms for the GTD problem are shown and evaluated in 

Table 3. Here, the optimization results of SC-GWO algorithm, 

which is a hybrid algorithm of SCA and GWO, and Genetic 

algorithm (GA) for GTD problem are taken from previous 

studies. [40, 41]. 
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     When Table 3 is observed, the optimal result is found for 

the gear arrangement ratio generated by the CapSA algorithm. 

Here, the approximate number of gears and the synchronized 

encounter with each other reveal that it shows high 

performance compared to other algorithms. When Figure 3 is 

analyzed, it will be seen that the visual dimension of the table 

is parallel to the results in Table 3. In fact, in the convergence 

curve, it can be seen that the CapSA algorithm is quite stable 

and gets results around zero. 

 

Figure 3. Convergence curve of GTD model via algorithms 

 

5. DISCISSION 

The aim of this paper is to reveal the competitiveness and 

performance superiority of the CapSA algorithm by comparing 

it with alternative algorithms through the CEC 2019 quality 

function set and to optimize the gear train design problem, 

which is one of the classic engineering problems. CapSA has 

experimentally shown that it is an algorithm with more 

advantageous results compared to alternative algorithms with 

various statistical measurements. Likewise, it has been 

experimentally observed that CapSA algorithm has the most 

optimal results in the optimization of GTD problem. Based on 

these results, it can be stated that the CapSA algorithm has a 

strong competitive structure, is stable in solving real world 

problems and has the flexibility to overcome the problems of 

getting stuck in the local algorithm in some functions seen in 

the structure of the algorithm when it is developed. For this 

reason, the CapSA algorithm is a promising algorithm that can 

be addressed in future studies with different aspects. 
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1. INTRODUCTION 
 
Developments in technology are constantly increasing in the 
world, especially in science and industry. This situation 
creates increasing energy demand and the need to use energy 
resources efficiently. Poor design of lighting systems is the 
cause of many problems in society [1-5]. The presence of 
unnecessary lighting on the road causes light pollution, which 
negatively affects the illuminated place and the natural 
environment, and this creates various negative effects on 
people's mental health [6,7]. Some of these negative effects 
on individuals include sleep disturbance, cancer, unsafe 
driving, etc. [8]. For such reasons, providing the most 
appropriate visibility for users according to the traffic 
situation in road lighting is of great importance for safe night 
driving. According to statistics, the accident rate that occurs 
on a poorly lit road is three times the accident rate that occurs 
during the daytime. This shows that a well-lit road will 
reduce night accidents by 30% [9,10]. It has also been 
concluded that it reduces fatal accidents occurring at night by 
65%, injury accidents by 30%, and property damage 
accidents by 15% [11,12]. The need for lighting on intercity 
roads, as well as urban roads, is an important fact. The 

purposes of road lighting are to illuminate all objects on and 
around the road, including the road surface, and to provide 
the best visibility for drivers and pedestrians in various traffic 
conditions [13-15]. According to statistical studies on this 
subject, it has been concluded that illuminating urban roads 
and areas in accordance with the criteria reduces the crime 
rate by 20% and the crime severity rate by 40% [16]. In a 
different study, disruption of driving due to distraction and 
the resulting accidents were examined [17]. In addition, for 
drivers to have a comfortable driving experience while 
driving, it is desired that the light level of the road be within a 
certain range and the brightness distribution be as close to 
homogeneous as possible [18,19]. For this reason, it is of 
great importance to adjust the location and power of road 
lamps correctly. Road illumination is based on measuring 
brightness values for individual points determined on the 
road, and in road illumination measurements, the brightness 
value of an area is traditionally measured with a gloss meter. 
First of all, it is necessary to determine the calculation area 
where the measurement will be made. The calculation area is 
considered as the area between two determined poles in the 
longitudinal direction of the road where the measurement will 
be made [20]. On roads where seeing objects is vital, special 
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national and international standards have been determined to 
ensure that lighting meets adequate safety and comfort 
requirements. EN 13201 European Standard for Road 
Lighting is the basic lighting standard for the design and 
evaluation of these road parameters, and road lighting 
calculations are made taking into account EN 13201-3 [21-
25]. In addition, road lighting standards are included in the 
CIE 115 standard, and in this standard there are 6 different 
road lighting classes discussed under the title "Lighting 
Recommendations for Motor and Pedestrian Traffic of 
Roads" [26]. On surfaces that normally cannot illuminate 
themselves, the brightness varies depending on the reflection 
product of that surface and the light level on the surface 
[27,28]. Safe roads are only possible by ensuring drivers' 
visual comfort and proper distribution of brightness. The aim 
of the lighting method is to create a bright road surface by 
preventing objects on the road from appearing as shadows. 
Therefore, glare control as well as the gloss level and 
smoothness of the road surface are important. If the 
brightness in the field of vision of the eye reaches too high 
values, it may cause accidents because the eye cannot see the 
surroundings as a result of glare [29,30]. Brightness values 
are measured according to road classes R1, R2, R3 and R4, 
which are the four ideal categories specified in the TS EN 
13201 standard [31]. In the experimental study conducted by 
V. Gyurov and his colleagues, the lighting, technical and 
energy parameters of road lighting systems in Varna, 
Bulgaria were examined. It has been confirmed that the 
measurements made are in accordance with the standards and 
the results obtained provide the desired solution [32]. In a 
field study conducted by K. Markvica et al., the effects of 
conventional luminaires, state-of-the-art LED luminaires and 
optimized LEDs used in road lighting on people in Vienna's 
Blumauergasse Street were examined. It was concluded that 
LED luminaires have positive effects on both pedestrians and 
vehicle drivers in terms of street lighting integrity and 
comfort [33]. The study by S. Bozorg et al evaluates the 
potential of dimming road lighting to save energy and reduce 
costs, while also preventing negative effects on drivers' 
visibility. It has been concluded that for better visibility, road 
lighting should have a full 100% brightness level or an 
average brightness level of 0.19 cd/m2, which does not rely 
on the influence of vehicle headlights [34]. In the study 
conducted by S.B. Chenani et al., the interaction between 
road lighting and vehicle headlights was examined at target 
detection distance. In this study, it was concluded that the 
lighting can be dimmed in order to save energy without 
disturbing the perception of objects [35]. S. Yoomak et al., 
also conducted research on LED luminaire technology and 
HPSV luminaire technology for road lighting applications on 
the highway. This research concluded that the power quality 
and energy savings of the LED luminaire are approximately 
40% more efficient than the HPSV luminaire and perform 
better in terms of index reduction [36]. B. Xu et al,. tried to 
develop a new lighting method to increase the visibility of the 
road and the road ahead while driving in heavy fog. As a 
result of the research, important reference information for 
autonomous driving technology was obtained. It was also 
concluded that if these researches are developed, they will 
make a great contribution to autonomous driving technology 
[37]. A. Ogando-Martínez et al., proposed a geometric 
estimation method based on three ellipsoid surfaces to reduce 
road brightness coefficients. The approach created to update 
the reflection properties of asphalt and adapt it to r-tables was 

carried out within the framework of calibration and applied 
on a real situation. The measured luminance data via 
configuration by variables, optimized for modeling r-tables, 
were supplemented with experimental luminances [38]. 
Calculations have been made by A. Ekrias et al., by 
transferring the numerical data of the photometer to Road 
LumiMeter using the LumiMeter computer program. The 
image in the main window of the program has been converted 
into numerical data and associated with photometric values. 
A brightness map has been created from the images, the 
brightness has been analyzed on the captured scene, and the 
measurement results of the analysis have been recorded [39]. 
Artificial intelligence and web-based software that can make 
road illumination measurements using road photographs has 
been developed by M. Kayakuş et al., T. Kazanasmaz et al. 
and D. Tran et al. For this purpose, reference points have 
been determined on the road. The correlation between the 
brightness values of these points and the pixel values has 
been established using artificial intelligence techniques. In 
order to see the results obtained from the measuring device 
and artificial intelligence techniques more clearly, color 
mapping has been made according to the brightness value of 
the road [40-42]. Z Ok Davarci et al., performed with ANN 
estimation of luminance in road illumination on different 
roads [43, 44]. 

In most of the above studies, measurements and 
calculations used in traditional road lighting were used. In 
some studies, comparisons of lamps used in road lighting 
have been made. Some of them focus on the energy 
efficiency of lighting. Road lighting studies using artificial 
intelligence techniques are very few, and these studies are on 
road imaging or color mapping and brightness level 
estimation with artificial intelligence methods.  

2. MATERIAL AND METHOD 
 

This study was carried out on a two-lane road located on 
Sakıp Sabancı Street in İzmit district of Kocaeli province. By 
measuring at certain points on the right and left corners of the 
road, the luminance value of the entire road was intended to 
be estimated using ANN and FL. It is aimed to find the road 
brightness level with the ANN and FL artificial intelligence 
methods used and to determine whether it is time for 
maintenance of the road lighting system with the data 
obtained. The view of the road is given in Fig.1, its width is 7 
m, it is bidirectional and the lighting fixtures are installed on 
14 m high poles on the side of the road, on 2 m long 0 degree 
angled consoles, 33 meters apart. 

 

 

 
Figure 1. Image of the measured road 
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There are single-sided luminaires on both sides of the road 
and the road is illuminated from both sides. 78 (6 transverse 
points x 13 longitudinal points) measurements were made by 

the observer on the road surface with double-sided 
illumination. The measurement points of the selected road 
were determined as seen in Fig.2. 

 

The values measured from the road surface to be used in 

ANN training were brought together and converted into 

matrix format. In addition, the weight values used in ANN 

are stated as measurements made in the areas marked in 

Table I 

TABLE I 

LUMINANCE VALUES MEASURED IN THE OBSERVER DIRECTION (Cd/m2) 

 

2.1. Application of Prediction with ANN  
 
80% of the values obtained in the measurements are used for 
training and 20% for testing purposes. The ones used for 
ANN training are input (weight) values and output (target) 
values. In order not to disrupt road traffic and to ensure that 

the road is not closed, the input data values are marked with 
dashed lines on the right and left sides of the road determined 
in Fig.2. After the training process was completed, the data 
was predicted by the ANN. The weight and target values of 
the created ANN Model are shown in Fig.3.  

Road Luminance Values ​​(cd/m
2
)

Input Values

X1...X13

Y1...Y13

Y1...Y13

Y1...Y13

Y1...Y13

Y1...Y13

Output ValuesHidden Layer

Luminance Values ​​Measured from the 
Side of left the Road (cd/m2)

Input Layer

Y1...Y13

Luminance Values ​​Measured from the 
Side of right the Road (cd/m2)

 
Figure 3. Input and Output values of the ANN model 

 
 

Figure 2. Observer and measurement points 
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With the back propagation algorithm of ANN, it is aimed to 

minimize the error, that is, the difference between the desired 

output from the network and the produced output. In the 

feed-forward ANN calculation, the input values coming to 

the input layer are arranged with weight matrices and the 

output values are determined. Then, according to the training 

algorithm, the difference between the network output and the 

real output is found, that is, the error is propagated backwards 

again and the network weights are rearranged. This process 

continues until the desired output is obtained from the 

network. In the training phase, one of various model 

algorithms is selected for the input and target values and the 

forward output values of the js in the "q" layer are calculated 

according to equation 1. Here, q refers to the unit output 

result and i refers to the layer. 

 

 

    𝑦𝑖
𝑞
= 𝑓(∑ 𝑦𝑖

𝑞−1
𝑤𝑖𝑗
𝑞

𝑖 )                                   (1)  

 

 
Error calculation of output units is as given in Eq. (2). 

 

 

   𝛿𝑖
𝑄 = (𝑦𝑖

𝑄 − 𝑦𝑖
𝑞
)𝑓′(𝐻𝑖

𝑄)                           (2) 
 

 

 

The backpropagation error calculation for units i in layers is 

given in Eq. (3). 

 
 

𝛿𝑖
𝑞−1

= 𝑓′(𝐻𝑖
𝑞−1

) (∑𝛿𝑖
𝑞
𝑤𝑖𝑗
𝑞

𝑖

)                (3) 

 

 

Where; 

 

𝑦𝑖
𝑞
   ∶ i′th output values, 

𝑓′    ∶Activation Function, 

𝑤𝑖𝑗
𝑞
 ∶Weight values from input to hidden layer 

𝑄     :Number of training pairs 

𝐻𝑖    ∶ Hessian matrix 

 q     : unit output result value 

 I     : number of layers 

 𝛿𝑖   ∶ Output unit error value 

 

 

Levenberg-Marquardt (LM) algorithm was preferred in ANN 

training. The main reason for this is the speed and stability 

features it provides. Log-sigmoid was used as the transfer 

function in ANN. The graph showing the error rate of the 

ANN model created with the Matlab nntool program is as 

shown in Fig.4. 

As seen in Fig.4, the desired result was obtained and recorded 

in the 100th iteration for the minimum error rate as a result of 

network training. As seen in Fig.5, the ANN training value of 

the weight values was carried out with a regression of 

0.95699. The validation value of the created ANN prediction 

was 0.98525, and the test regression values of the target 

values were 0.96366 with a high validity. The regression 

value of the entire input was found to be 0.96085.  

From this situation, it was observed that the training values 

were correct at a rate of 95.699%. 

 

As seen in Fig.6, the best performance value in the developed 

model was determined as 0.02439. Since the correlation 

value is equal to 1, it can be seen that there is a perfect 

similarity between the network output and the target output. 

 
Figure 4. Graph showing the error rate of the created ANN model 

 
 
 

Figure 5. Training, Validation, Test, and All Values in the Estimation Made.  
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Fig.7 shows the 3D view of the data resulting from ANN 

prediction. Here, the brighter and clearer yellow color scale 

indicates that the luminance values are increasing, and the 

closer it gets to the dark blue color, the more luminance 

values are decreasing. 

 

2.2. Prediction with FL 
 

In the prediction made with the FL method, 2 input and 1 

output parameters were used. The parameters used were 

determined with reference to previous studies. The input 

parameters are the luminance value measured from the right 

side of the road (cd/m2) and the luminance value measured 

from the left side of the road (cd/m2). The predicted 

luminance value of the entire path (cd/m2) is the output 

parameter. The representation of the created model in the 

MATLAB program Fuzzy Logic Toolbox is shown in Fig.8. 

 
 

Membership functions were created for the input and output 

parameters determined in the FL application. While creating 

membership functions, membership functions that are widely 

used in the literature were preferred. Here, it is as shown in 

Table II, which shows the effect of the luminance values 

(cd/m2) measured from the right edges of the road with FL on 

the output value, which is the luminance value of the road 

(cd/m2). 
 

TABLE II 

EFFECT OF LUMINANCE VALUES (Cd/m2) MEASURED FROM THE RIGHT 

AND LEFT EDGES OF THE ROAD ON THE OUTPUT VALUE 

VS S N B VB

VVS
VVS VS N VVS VVS

VS
VS VS N VVS VVS

S
VS VS N VS VVS

N
N N N N S

B
VS VS N B VB

VB
VB VB N B VB

R
o

a
d

 L
u

m
in

a
n

c
e

 V
a

lu
e

Road Right-Left Side

 
 

The membership functions shown in Fig.9, Fig.10 and Fig.11 

define fuzzy sets identified as Ai and Bi. Triangular 

membership function was used in equations (4) and (5) for 

input and output variables. The clusters defined in Fig.9, 

Fig.10 and Fig.11 have been verified with membership 

functions. Cells within μA are clusters. Here a, b and c are 

the boundary ranges of comprehensive logical sets, and x is 

the searched variable value. The σ value is the learning rate 

[45,46]. 

 

 

       𝜇𝐴 = 𝜇𝐴(𝑥; 𝑎, 𝑏, 𝑐) =

{
 
 

 
 

(𝑥 − 𝑎)

(𝑎 − 𝑏)
         𝑖𝑓          𝑎 ≤ 𝑥 < 𝑏

(𝑐 − 𝑥)

(𝑐 − 𝑏)
        𝑖𝑓          𝑏 ≤ 𝑥 ≤ 𝑐

                       0              𝑖𝑓        𝑥 > 𝑐    𝑜𝑟    𝑥 < 𝑎     }
 
 

 
 

   (4)   

 

 

 

                             𝐴 = ∑ µ
𝐴 
(𝑋𝑖)
𝑋𝑖

𝑛

𝑖
 ⇒ {( 𝑥, µ𝐴(𝑥))}  𝑥                                                      (5)    

 

 
 

Figure 9. Membership function for the luminance parameter measured from 

the right edge of the road.  

 
 

Figure 8. Display of the created model in the MATLAB program Fuzzy 

Logic Toolbox.  

 
 

Figure 6. Best Validation performance of the created ANN. 

 
 

Figure 7. 3D image and glare distribution of the prediction result obtained in 

ANN. 
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In the designed study, it is aimed to determine the luminance 

value of the entire road by using the luminance values 

measured from the right and left edges of the road. Range 

values in membership functions are shown in Table III. The 

rules of the Fuzzy method were determined according to the 

cluster numbers coming from the membership functions of 

the input parameters. The luminance value of the entire road 

(cd/m2) was created in 7 clusters, the luminance value 

measured from the right side of the road (cd/m2) in 5 clusters, 

and the luminance value measured from the left side of the 

road (cd/m2) in 5 clusters. 

The luminance (cd/m2) value measured from the right side of 

the road was created with a triangular membership function 

and consists of 5 clusters: Very Small (VS) - Small (S) - 

Normal (N) - Large (B) - Very Large (VB). The membership 

function for the measured luminance value parameter is 

shown in Fig.9. In the function, data is in cd/m2. 

 

 
TABLE III 

RANGE VALUES IN CREATED MEMBERSHIP FUNCTIONS 
CLUSTER NAME MINIMUM VALUE MAXIMUM VALUE

Inputs Measurement from the Right of the Very Small 0.00 1.18

the Road(Cd/m
2
) Small 0.41 2.21

Normal 1.63 3.50

Big 2.85 4.65

Very Big 4.00 5.00

Measurement from the Left of the Very Small 0.00 1.00

the Road(Cd/m
2
) Small 0.50 2.23

Normal 1.69 3.42

Big 2.94 4.58

Very Big 4.08 5.00

Outputs Luminance Value of the Road(Cd/m
2
) Very very small 0.00 0.83

Very Small 0.46 1.44

Small 1.12 2.20

Normal 1.85 3.01

Big 2.51 3.75

Very Big 3.26 4.43

Very Very Big 4.10 5.00

 
 

The triangular membership function of the luminance value 

(cd/m2) parameter measured from the left edge of the road is 

created from 5 clusters: Very Small (VS), Small (S), Normal 

(N), Large (B), Very Large (VB). The membership function  

for the measured luminance values parameter is seen in 

Fig.10. 

 

The luminance value parameter of the road is determined by 

triangular and trapezoidal membership functions as Very 

Very Small (VVS) - Very Small (VS) - Small (S) - Normal 

(N) - Large (B) - Very Large (VB) - Very Very Large 

(VVB). It contains 7 clusters: The membership function for 

the road luminance value (cd/m2) parameter is seen in Fig.11. 

In the function, data is in cd/. 

 

After entering the rules in FL, the 3D graph resulting from 

road luminance (cd/m2) value estimates is as seen in Fig.12. 

 
Figure 12. Result and distribution of estimation of road luminance (cd/m2) 

values 

As can be seen here, there is less prediction similarity 

compared to the values obtained in ANN. An approximately 

correct result was obtained, but it is less clear than ANN.

 
 

 Figure 11. Membership function for the estimation parameter of road 

luminance (cd/m2) values 

 
 
 Figure 10. Membership function for the luminance parameter measured 

from the left edge of the road 
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3. IMPLEMENTATION 
 It can be seen in Fig.13 that the desired values and the 

predicted values in the training carried out with the ANN 

here coincide exactly with the reference values. A successful 

prediction was achieved with a verification value of ANN 

prediction of 0.98525.  

The accuracy rate of the prediction corresponding to the 

rules defined in FL was found to be 97.43%, and a part of the 

image of the results obtained by using different input values 

in addition to the defined rules is shown in Fig.14. 

The comparison of ANN and FL methods used to find 

the luminance value on the road surface is as follows; 

 

 The predicted values of the prediction models 

created with ANN and FL for estimating the luminance value 

(cd/m2) on the road surface are not far from the experimental 

results. The graphs obtained as a result of the predictions 

showed that an accurate prediction can be made through 

ANN and FL. However, the accuracy rate of those obtained 

with FL was slightly lower than the prediction method with 

ANN. 

 The accuracy rate in prediction with ANN was 

found to be 98.525%, and the accuracy rate in prediction with 

FL was found to be 97.43%. This shows that the prediction 

error made with ANN is lower. 

 Although prediction with ANN performs slightly 

better than FL, prediction with FL may be preferred in 

estimating the luminance value. 

 While FL is encoded similar to the human mind, the 

ANN prediction model is a black box that humans cannot 

see. 

 With normalization in ANN, input and output values 

must be in the range (0.1). It is not necessary to normalize in 

FL. However, inference must be made by blurring the data. 

Specific rules must be defined and formulated. 

 In ANN, input, output and test data and some 

functions are introduced to the program. In FL, in addition to 

input and output, membership functions are defined and a 

table is created. 

 2 input data and 6 output data were used with ANN. 

Additionally; 8 neurons were used as hidden layers. nntool  

 Software in Matlab was used. The same input and 

output data were used in FL. Significantly, FL used “fuzzy” 

software in Matlab. 

 In FL, membership functions were required as 

estimation conditions. However, introducing the inputs and 

outputs of the system was sufficient for ANN.  

 
4. RESULTS  

In this study, the values found using ANN and FL methods 
were compared. ANN made its prediction with a validation 
value of 98.525%. The test regression value of the target 
values was achieved with a high validity of 96.366%. The 
entire input regression value was found to be 98.525%. We 
see that the training values in Training are 95.699% correct. 
It is observed that the prediction was 96.085% correct in 
total. When the results obtained in the prediction made with 
FL were tested with the approximate values given, it was 
seen that it was realized at a rate of 96%. 4% of the errors 
were obtained depending on the defined rules. As a result of 

 
Figure 13. Graph showing the overlap between the desired luminance value (cd/m2) and the predicted luminance value (cd/m2) 

 
Figure 14. Membership function for the road luminance value (cd/m2) estimation parameter 
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the predictions made by classifying numerical data according 
to qualitative characteristics in FL, the accuracy rate in 
prediction with FL was found to be 97.43%. Approximately 
2.57% incorrect results were obtained depending on the 
defined rules. According to the results of both prediction 
methods, the accuracy rate in the calculation with ANN was 
found to be approximately 98.525% and in the calculation 
with FL was approximately 97.43%.  

 

5. CONCLUSION  

It has been shown that the most efficient results can be 
obtained from the predictions created with ANN and FL. 
Looking at the estimation results obtained as a result of the 
application, it has been observed that the estimation of 
luminance values in good and qualified road lighting can be 
achieved with these methods. It is also thought that it will 
contribute to the studies to be carried out on this subject. 
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1. INTRODUCTION  
 

Environmental issues such as ever-increasing energy 
demand, decreasing fossil fuel deposits, global warming and 
higher levels of air pollution; require the transition to 
renewable fuels. Engineering studies; aim to develop a cleaner, 
safer, sustainable and renewable alternative to fossil fuels. In 
the process, it is important to use wastes that can be converted 
into fuel. In this regard, it has been proposed to convert waste 
transmission oil to produce such fuels using thermochemical 
processes [1]. 

Production of various fuels; thermochemical conversion, 
torrefaction, pyrolysis and gasification etc. possible by using 
various methods [2]. Fast pyrolysis, it is considered an 
important route as it results in a high energy density diesel fuel. 
These diesel fuels, oil products that are not suitable for use, etc. 
can be produced from fuels [3]. Thus, the abundance of raw 
materials suitable for the fuel production process, promotes 
thermochemical transformations. 

Carbon and hydrogen, it forms the origin of diesel fuel, like 
most fossil fuels. For ideal thermodynamic equilibrium, a full 
combustion of diesel fuel will only produce CO2 and H2O in 
the engine combustion chambers [4]. However, many reasons 
(air-fuel ratio, ignition timing, turbulence in the combustion 

chamber, combustion form, air-fuel concentration, combustion 
temperature, etc.) make this impossible and a number of 
harmful products are produced during combustion. The most 
important harmful products are CO, HC, NOx and Particulate 
Matter (PM).  

Any mineral oil or synthetic oil becomes chemically and 
physically contaminated and loses its originality after a certain 
period of use in industrial or non-industrial areas. These types 
of oils cannot perform well due to long usage over time. In this 
direction, it is preferred to replace used oils with new oils in 
order for the engine to work better. 

On the other hand, waste oils have eco-toxic properties, 
pollute the environment they are in and harm all living 
organisms in the environment. It is forbidden to dispose of 
them in places such as stoves or small ovens. The reason for 
this is that the heavy metal and chlorine compounds in the 
waste oil are released into the atmosphere together with the 
waste air, polluting the air and harming human health.  

Arpa et al. [5] conducted an experimental study on diesel-
like fuel (DLF) for engine performance and exhaust emission 
change. In the study, it was observed from the test results that 
approximately 60 cc of waste oil was converted to DLF from 
every 100 cc of waste oil. This result showed that the produced 
DLF can be used in diesel engines without any problems in 
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terms of engine performance. DLF increased torque, brake 
average effective pressure and brake thermal efficiency, and 
also reduced the brake-specific fuel consumption of the engine 
for full operating power. 

In addition to the information given above, we can mention 
that the properties of fuels and distillation temperatures are 
other effects on performance parameters [6]. Obviously, these 
properties lead to the fact that fuels give better mixing and 
combustion properties and reduce heat loss Because lower 
distillation temperatures ensure better performance results [7]. 

İlkılıç and Aydın [8] conducted an experimental study on an 
alternative fuel obtained by pyrolysis of waste vehicle tires. In 
the study, pure diesel, pure tire pyrolysis oil and their mixtures 
in different fractions were used. At the end of the study, it was 
determined that the power values of all fuel mixtures of 
pyrolysis fuel and diesel fuels showed increasing trends 
according to the increase in engine speed.  

Pyrolysis is the thermochemical decomposition of organic 
matter caused by heat, in the absence of oxygen or any other 
reagent. During the pyrolysis process, large complex 
hydrocarbon molecules are converted into different smaller 
molecules of gas, liquid and coal. While temperatures of 450 
°C and above are preferred for obtaining liquid products, lower 
temperatures are preferred for liquid production. Although the 
pyrolysis liquid has a dark color, it may vary depending on the 
sample used and its content [9]. The processed raw material 
enters the reactor, where it is heated up to the pyrolysis 
temperature (maximum temperature) at which decomposition 
will begin. The next stage is when the condensable and non-
condensable vapors released from the feedstock leave the 
compartment. Although the vast majority of the solid coal 
produced remains in the compartment, a small part of it also 
remains in the gas. The next stage is to separate the gas from 
the coal and cool the downstream of the reactor. The final stage 
is the condensation of the condensable steam as pyrolysis oil, 
it is the process of separating the non-condensable steam from 
the reactor as product gas. In this process, solid coal is collected 
as a commercial product or used as a combustible to produce 
the heat necessary for pyrolysis [10]. 

 

  

Figure 1.  Pyrolysis Cycle [Abnisa and Wan Daud, 2014] 

The most important products to be obtained by pyrolysis 

method are liquid products. Because liquid products can be an 

important substitute for fossil fuels, the nature of which 

depends on different parameters. The factors mentioned are; 

the type of raw material used in the process, temperature 

depending on the characteristics of the raw material, heating 

rate, reaction time and the particle size of the feed. The 

parameters affecting the pyrolysis process at this point are the 

type of raw material used in the process, the temperature which 

depends on the characteristics of the raw material, heating rate, 

reaction time and particle size of the feed [11].  

 

2.  MATERIALS AND METHODS  
In this research, fuel obtained from waste transmission oil 

by pyrolysis method and pure diesel fuel were used in a single 
cylinder generator engine as a mixture. Volumetric ratios of 
diesel and mixed fuel are given in Table 1.  

TABLE I   

VOLUMETRIC RATIOS OF DIESEL AND DIESEL-LIKE FUEL 

 Volumetric Percentage 
of Diesel Fuel 

Volumetric Percentage of 
Waste Transmission Oil 

D80WTO20 80 20 

DIESEL  100 0 

 

Table 2 provides information about the chemical and 
physical properties of the fuels to be used in the experiments. 

 

TABLE II 

THE DETERMINATION OF THE PHYSICAL AND CHEMICAL PROPERTIES OF 

FUELS TO BE USED IN DIESEL ENGINE EXPERIMENTS 

Properties DF Pyrolytic Fuel 

Density (gr/cm3) 0,830 0,860 

Viscosity (mm2/sn) 2,90 3,60 

Flash Point (oC) 60 51,5 

Lower Thermal Value (kj / kg) 43200 40400 

The Amount of Sulfur (ppm) 50 >1000 

Cetane Number 53 48 

 

A schematic representation of the experimental setup 
created for the study is given in Figure 2. 

 
Figure 2. Schematic Representation of the Experimental Setup 

 

3.  RESULTS AND DISCUSSIONS  
 

At the point of meeting the increase in energy demand which 
is an increasing value every day, we are faced with two options. 
The first is to find new renewable energy sources. The second 

160



EUROPEAN JOURNAL OF TECHNIQUE, Vol.13, No.2, 2023 

 

Copyright © European Journal of Technique (EJT)                  ISSN 2536-5010 | e-ISSN 2536-5134                                    https://dergipark.org.tr/en/pub/ejt 

  

is to obtain fuel from waste. In order to serve this purpose in 
the study, waste transmission oils (WTO), which pollute the 
nature, have been converted into a form that can be used in 
engines. After that, combustion, performance and emission 
tests were performed. Two types of fuel were used in the 
experiments. These fuels have been subjected to engine tests 
under 3 different loads. These loads are respectively; no load, 
5 kg and 10 kg. At the end of the study, the engine test results 
of two different fuels under different loads. 

 

3.1. Statistical analysis 
In order to better confide on the measurement data from the 

experimental engine, this section of the paper has been presented. 

The confidence level of 0.95 or α=0.05, standard error, means and 

confidence intervals of the test values of the test engine operated 

with varied test fuels are included in Table III for emissions and in 

Table 4 for engine performance that contains statistical analysis 

parameters. For all experiments, the target level of test confidence 

was 95%. The test findings include standard error and mean those 

were computed. These data were used to compute the confidence 

intervals, which are displayed in Table III and Table IV as the level 

of deviation from means for each parameter of the applied tests. 

The experimental data points' confidence intervals are calculated 

by subtracting and adding the confidence from the mean values. It 

is simple to conclude that the confidence intervals and other 

statistical parameters for the chosen confidence levels are 

significant and well-concordant, indicating that the used tests 

parameters are quite stable and reliable. 

 

TABLE III 

THE STATISTICAL ANALYSIS PARAMETERS OF EXPERIMENTAL 

POLLUTANT EMISSION INDICATORS 

                                                                        D100   D80WTO20 

CO Confidence Level 0.05 0.05 

Standard Error 0.01 0.01 

Number of Experiments 3.00 3.00 

Mean Values 0.02 0.02 

Confidence interval 0.01 0.01 

CO2 Confidence Level 0.05 0.05 

Standard Error 0.55 0.65 

Number of Experiments 3.00 3.00 

Mean Values 1.27 1.57 

Confidence interval 0.62 0.74 

HC Confidence Level 0.05 0.05 

Standard Error 0.58 1.73 

Number of Experiments 3.00 3.00 

Mean Values 11.3 7.00 

Confidence interval 0.65 1.96 

NOx Confidence Level 0.05 0.05 

Standard Error 95.7 132.5 

Number of Experiments 3.00 3.00 

Mean Values 126 146 

Confidence interval 108 150 

 

TABLE IV 

THE STATISTICAL ANALYSIS PARAMETERS OF EXPERIMENTAL 

PERFORMANCE INDICATORS  

  D100 D80WTO20 

ηth (%) Confidence Level 0.05 0.05 

Standard Error 22.18 21.70 

Number of Experiments 3.00 3.00 

Mean Values 26.94 26.43 

Confidence interval 25.10 24.56 

Be 

(gr/kWh) 

Confidence Level 0.05 0.05 

Standard Error 147.64 143.95 

Number of Experiments 3.00 3.00 

Mean Values 458.63 466.12 

Confidence interval 167.06 162.89 

ηe (%) Confidence Level 0.05 0.05 

Standard Error 0.55 0.65 

Number of Experiments 3.00 3.00 

Mean Values 1.27 1.57 

Confidence interval 0.62 0.74 

 

3.2. Performance Parameters Tests  
Equivalent heater resistance groups were used to draw energy 
from the engine generator group. In order to determine the 
engine performance parameters in the experimental setup, fuel 
consumption values were taken from precision scales. For this 
purpose, 1-minute fuel consumption values were determined in 
order to stabilize the engine operating conditions during fuel 
changes, and the average value obtained was accepted as kg/h 
fuel consumption value with the formula below. The 
performance characterizes of both fuels are analyzed and 
depicted in Fig. 3. 

 

Figure 3. Performance Parameters of fuels 

 

 

161



EUROPEAN JOURNAL OF TECHNIQUE, Vol.13, No.2, 2023 

 

Copyright © European Journal of Technique (EJT)                  ISSN 2536-5010 | e-ISSN 2536-5134                                    https://dergipark.org.tr/en/pub/ejt 

  

 

The ŋ-thermic values of the blended fuel compared to the diesel 
fuel were found to be very close to each other for all loads. In 
both types of fuel, the values in the unloaded state are quite low 
compared to the ŋ-thermic values in other loads. In addition, as 
the amount of load increased in both fuels, their ŋ-thermic 
values have also increased. In other words, a direct proportion 
was found between them. 

Specific fuel consumption is expressed as the value in grams 
(g/kWh) of the fuel that the engine should consume per kWh of 
work in stable operation. As can be seen, the highest specific 
fuel consumption was recorded in the no-load condition. As the 
load amount increased, the specific fuel consumption was 
decreased. In other words, an inverse proportion was observed 
between them. In addition, the specific fuel consumption of 
blended fuel is slightly higher than that of diesel. Specific fuel 
consumption is an important parameter for determining 
performance in engines and can be defined as the amount of 
fuel that must be spent to obtain unit power. There is higher 
specific fuel consumption compared to diesel since the heating 
value decreases in the use of the mixture. 

The effective efficiency is described as the ratio of the work 
received from the motor shaft to the total energy delivered. The 
thermal values of the fuels used in the experiments are given in 
Table V. 

TABLE V 

THERMAL VALUES OF THE FUELS USED IN THE EXPERIMENTS 

Fuel Thermal Value 
(kJ/kg) 

Diesel 42700 

Waste Transmission Oil 41500 

 

According to the data, the effective efficiency increased as the 
load amount increased in both types of fuel. The effective 
efficiency in the no-load state is quite low compared to the 
conditions under load. The effective efficiency of the blended 
fuel is close to that of diesel. However, with the increase in 
load, partial reductions have appeared, depending on the 
development of the combustion process, its duration and 
thermal value. 

3.3 Emission Tests 
 

        The emission characterizes of both fuels are analyzed and 
depicted in Fig. 4. Oxygen emission has been measured as a 
percentage by volume of the total air expelled from the exhaust. 
As the speed of the test engine operated with diesel fuel is 
increased, the amount of oxygen emitted from the exhaust also 
decreases. It is thought that the reason for this is the combustion 
efficiency of the parameter. When there is a lack of oxygen in 
combustion, carbon (C) does not burn sufficiently. When the 
speed is increased, the amount of fuel that needs to be burned 
per unit time and the amount of O2 that will be used in the 
combustion reaction will also increase. Therefore, due to the 
increase in speed, the amount of oxygen needed in the face of 
fuel has increased. Thus, the amount of oxygen entering into 
the reaction also has increased. In this respect, it is thought that 
the O2 released from the exhaust decreases. The amount of 
oxygen emitted by diesel and D80WTO20 fuels from the 
exhaust has been obtained inversely proportional to the 

increase in the amount of load. In other words, as the amount 
of load increased, the amount of O2 released has decreased. As 
can be understood from here, it can be said that the combustion 
efficiency is well realized. 

 

Figure 4. Emission formation of fuels 

Carbon monoxide (CO), when taken too much into the human 
body, sticks to hemoglobin, reducing the oxygen carrying 
capacity of the blood. In the brain and heart, which are the basic 
organs of life, functional disorders occur due to oxygen 
deficiency. For this reason, it is not desirable that the amount 
of CO in vehicle exhaust waste is excessive. As can be seen in 
the given graph, CO emissions has decreased for both fuels 
depending on the increase in the load. CO emissions are 
greatest at no load. In other loads, the CO release is the same 
amount. In addition, the emission amounts of both fuels has 
given the same result. While the highest CO emission is 0,03 
%vol, other emission amounts are 0,02 %vol. However, 
emissions are at an acceptable level in both these fuel samples. 
High temperature, incomplete air and incomplete combustion 
have increased the amount of CO at low speeds. 

Carbon dioxide (CO2) is odourless, colorless and tasteless. 
CO2 does not appear as a toxic gas, but when it exceeds 30%, 
it causes damage to breathing [12]. Depending on the load 
increase in both fuel types, an increase in CO2 emissions was 
observed. However, the amount of CO2 emission of 
D80WTO20 fuel was found to be more than diesel in each load 
amount. As the load amount increases, the better the 
combustion has given off due to increased air movements. In 
addition, combustion at low loads gave a better result. In this 
case, while the amount of CO decreased, it has caused an 
increase in CO2. The increase in CO2 emissions can be 
explained by the improvement of combustion and therefore the 
conversion of more CO to CO2. 

Hydrocarbons (HC) are unburned fuel components that arise 
as a result of an irregular reaction in which combustion does 
not occur to the desired extent. These components, which can 
come out of the exhaust in different forms, have negative 
effects on human health, such as cancer [13]. While a decrease 
is expected in the number of carbons released from the cylinder 
with a good combustion, an increase in the number of carbons 
is expected in the exhaust with a bad combustion. While the 
increase in the amount of HC continued, it was determined that 
the amount of HC in diesel fuel was higher. The D80WTO20 
is more efficient than diesel in terms of the amount of HC. It 
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can be said that the reason for the high level of HC emissions 
is insufficient combustion. It has been shown that the reason 
why fuels produce high HC emissions is that the thickness of 
the extinction zone increases due to low temperature. 

Internal combustion engines powered by diesel fuel account for 

more NOX than gasoline engines. Nitrogen oxides are released 

due to engine operation under high temperature conditions 

[14]. The main reason for this is that diesel fuel needs more air 

for combustion. During combustion, nitrogen (N2) and oxygen 

(O2) combine at high temperatures to form Nitrogen oxides 

(NOx).  Arpa et al. [15] in the study of, NO emissions of diesel-

like fuels were higher than diesel. NOX values are highest at the 

moment when the weight was highest. Figure 6 was shown data 

on NOx emissions of nitrogen oxides. Accordingly, the NOX 

emission of the blended fuel is much higher than that of diesel 

fuel at all loads. When D80WTO20 fuel was examined, it was 

seen that NOX emissions increased in direct proportion with 

increasing the load amount. It can be said that at low speeds, 

poor combustion occurs due to excessive load and insufficient 

air. The temperature increase due to the load has increased the 

amount of NOX. Evaporation of fuel depends on its properties, 

such as its interaction with air and viscosity. All these factors 

affect the spray advance, ignition delay, pre-combustion and 

flame spread, that is the formation of NOx as a result. 

 
4. CONCLUSIONS 

 
As a result of the conducted experimental research, the 

following conclusions were reached: 

● As a result of the pressure increase rate test; as the 
load amount increased, the characteristic similarity of the fuel 
types increased. With the increase in the load amount, the 
pressure increase rate also has increased. 

● The cumulative heat release between fuels has 
differed depending on the content of the fuels. The cumulative 
heat release for the D80WTO20 has steadily increased as the 
amount of load has increased. But it consistently has a lower 
cumulative heat release value than diesel fuel. The heat release 
for D80ASY20 is close to 90% of the diesel fuel value. The 
reason for this situation is that the emulsified mixture contains 
low heat. 

● As the load amount increases, the cylinder pressure 
increases. The cylinder pressure in diesel fuel has always given 
more results than in D80WTO20 fuel. 

● It is observed that the specific fuel consumption of 
D80WTO20 fuel is higher than diesel fuel. The change is 
limited to 2.5-3%. 

● It has been determined that the amount of oxygen 
released from the exhaust of the D80WTO20 fuel mixture is 
inverse with the increase in the load it carries. It can be said 
that an efficient combustion has taken place. 

● With the increase in the load amount, the CO emission 
decreased for the blended fuel. 

● It has been observed that CO2 emissions increase in 
diesel and blended fuels with the increase in the load amount. 
However, compared to diesel fuel, the CO2 emission of the 
blended fuel is lower. 

● Since hydrocarbons (HC) enter the combustion 
reaction at desired levels, the amount of O2 and HC discharged 

from the exhaust is lower than diesel fuels. The change is 
limited to 25%. 

 The NOX emission of blended fuel is much higher than 
diesel fuel at all loads.  At low speeds, it can be said that 
poor combustion occurs due to overload and insufficient 
air. The change with increasing load is limited to 18.5-25%. 

Due to the excess of waste transmission oil, using it instead 

of fuel will be beneficial for both the environment and fuel 

economy. 

 

REFERENCES  
 
[1] Roy, P. ve  Dias, G. Prospects for pyrolysis technologies in the 

bioenergy sector: A review, Renew. Sustain. Energy Rev. 77 (2017) 
59–69. 

[2] Bridgwater, T.  Biomass for energy, J. Sci. Food Agric. 86 (2006) 
1755–1768. 

[3] Sipra, A.T.  Gao,N.  Sarwar,H. (2018).  Municipal solid waste (MSW) 
pyrolysis for bio-fuel production: A review of effects of MSW 
components and catalysts, Fuel Process. Technol. 175 (2018) 131–147. 

[4] Prasad R, Bella VR (2010) A review on diesel soot emission, its effect 
and control. Bull Chem React Eng Catal 5(2):69–86 

[5] Arpa O, Recep Y, Zeki A Experimental investigation of the effects of 
diesel-like fuel obtained from waste lubrication oil on engine 
performance and exhaust emission. Fuel Process. Technol. 91:1241- 
1249 (2010a). 

[6] Koç M, Sekmen Y, Topgul T, Yucesu HS (2009). The effect of 
ethanoleunleaded gasoline blends on engine performance and exhaust 
emissions in a sparkignition engine. Renew. Energy 34:2101-2106. 

[7] Al-Ghouti MA, Al-Degs YS, Amer M (2008). Determination of motor 
gasoline adulteration using FTIR spectroscopy and multivariate 
calibration. Talanta 76:1105e12. 

[8] İlkılıç, C., Aydın, H. Fuel production from waste vehicle tires by 
catalytic pyrolysis and its application in a diesel engine, Fuel Processing 
Technology, 2011 – Elsevier. 

[9] Uyar M, Aydın H; Production of low sulfur diesel-like fuel from crude 
oil wastes by pyrolytic distillation and its usage in a diesel engine. 
Energy, Volume 244, Part A, 1 April 2022, 122683 

[10] Basu, P. Biomass gasification, Pyrolysis and Torrefaction, Second Edi. 
2013. 

[11] Abnisa F.  and W. M. A. Wan Daud, “A review on co-pyrolysis of 
biomass: An optional technique to obtain a high-grade pyrolysis oil,” 
Energy Convers. Manag., vol. 87, pp. 71–85, Nov. 2014. 

[12] Ayaz, M. E. (2003). Hacıali ve Karayün (Sivas) Çevresinin Jeolojisi ve 
DoğalKarbondioksit Potansiyeli. FÜ Fen ve Mühendislik Bilimleri 
Dergisi, 15(4), 523-538. 

[13] Aydoğan, H. (2006). Dizel Motorlarında Çeşitli Yakıt Enjeksiyon 
Sistemlerinin EgzozEmisyonlarına Etkilerinin Deneysel incelenmesi. 
Yüksek Lisans Tezi, Gazi Üniversitesi,Ankara. 

[14] Hanbey H, Uyar M, Aydın H; The Effects of Apricots Seed Oil 
Biodiesel with Some Additives on Performance and Emissions of a 
Diesel Engine. International Journal of Automotive Engineering and 
Technologies Vol. 5, Issue 3, pp. 102 –114, 2016 

[15] Arpa O, Yumrutas R, Alma MH Effects of turpentine and gasoline-like 
fuel obtained from waste lubrication oil on engine performance and 
exhaust emission. Energy 35:3603-3613, (2010b). 
 

BIOGRAPHIES  
 

Mehmet Zerrakki IŞIK obtained his BSc degree in mechanical engineering 

from Fırat University in 2004. He received the MSc diploma in Mechanical 

Engineering from the Fırat University  and Phd degree in Graduate School of 
Science from Batman University. His research interests are energy, internal 

combustion engine systems. In 2010 he joined the Faculty of Mechanical 

Engineering, Batman University as a research assistant, where he is presently 
a asistant professor.  

 
Serkan DEMİR obtained his BSc degree in Petroleum and Natural Gas 
Engineering from Batman University in 2017. He received the MSc diploma 
in Mechanical Engineering from the Batman University in 12021 respectively. 
Her works as an workover and well completion engineer. 
 

163



Copyright © European Journal of Technique (EJT)                  ISSN 2536-5010 | e-ISSN 2536-5134                                    https://dergipark.org.tr/en/pub/ejt 

 

 

European Journal of Technique 
 

journal homepage: https://dergipark.org.tr/en/pub/ejt 
 

Vol.13, No.2, 2023 
 

Changes in the Electrical Output Power and Efficiency 
of a Photovoltaic Panel Cooled by a Hybrid Method 

Ömer Karaozan1 , Mehmet Emin Asker2* ,  
 

1Dicle University, Electrical Engineering Department, Diyarbakır, Turkey. (e-mail: karaozan_47@hotmail.com). 
2*Dicle University, Department of Electricity and Energy, Vocational School of Technical Sciences, Diyarbakır, Turkey (e-mail: 
measker@dicle.edu.tr). 

 

1. INTRODUCTION  
 

The interest in renewable energy sources has increased due 
to the rapid depletion of conventional energy sources, 
environmental concerns, and energy security issues. Solar 
energy emerges as a significant energy source due to its 
unlimited and clean nature [1]. Photovoltaic (PV) technology 
offers several advantages, including various power options, 
low operational and installation costs, and lower maintenance 
costs compared to other renewable energy technologies. 
However, PV systems are adversely affected by factors such as 
shading, hail, humidity, dust accumulation, and heating. 

Factors like wind speed, ambient temperature, relative 
humidity, dust accumulation, and solar radiation affect the 
surface temperature of PV panels. Due to the increase in 
temperature, PV cells cannot convert all solar energy into 
electrical energy. To adhere to the law of energy conservation, 
the remaining solar energy is converted into heat [2]. The 
heating of PV cells increases the current while decreasing the 
voltage, resulting in decreased output power and electrical 
efficiency [3]. Additionally, non-uniform heating in PV panels 
can lead to hotspots due to uneven temperature distribution. 
This condition can cause damage to the PV panel, reducing its 
lifespan and safety [4,5]. 

Solar energy systems can be categorized into three main 
groups: solar thermal systems, solar PV systems, and combined 
photovoltaic/thermal (PV/T) systems [6]. In PV systems, 
efforts are made to increase electrical power and efficiency, 
while PV/T systems also aim to harvest thermal energy in 
addition to electricity. Studies have shown that, despite higher 
cell temperatures in PV/T systems, they produce more 
electricity compared to traditional PV systems. Therefore, 
improving the physical properties of materials and integrating 
PV and thermal systems can enhance electrical efficiency [7]. 

PV panels can overheat due to factors such as high ambient 
temperatures, intense sunlight exposure, and partial shading, 
leading to hotspots and reduced energy efficiency. Continuous 
heating of PV cells over extended periods can also shorten their 
operational lifespan [5,8]. 

Various cooling techniques have been developed to address 
the overheating issues of photovoltaic panels. Active cooling 
methods involve using energy to cool panels with air, water, or 
nanofluids. This process employs fans for air cooling and 
pumps for water or nanofluid cooling. Passive cooling, on the 
other hand, is an energy-free method. Passive cooling methods 
can include passive air cooling, passive water cooling, and 
conductive cooling [5]. Additionally, liquid immersion 
cooling, phase change materials (PCM) cooling [9,10], Peltier-
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based thermoelectric cooling, and microchannel evaporative 
foils have been used as different approaches [2,11,13]. 

Air cooling methods can be both active and passive, with 
some cooling techniques involving no energy consumption. 
Increasing the air gap behind the panel or attaching finned 
metal materials to the back surface of the panel can provide 
cooling without energy consumption [14]. In addition, in some 
cooling methods, a reservoir created on the back of the panel 
with aluminum fins is used to transfer heat from the panel to a 
liquid, and this liquid is circulated to provide cooling through 
a high-surface-area element. The use of nanofluids has been 
prevalent in recent PV panel cooling studies [8,15,18]. 
However, the cooling capacity of nanofluids depends on the 
appropriate mixture of nanoparticles and base fluids, and over 
time, the efficiency of the cooled panel decreases, negatively 
affecting its lifespan [5]. Studies have also explored cooling 
methods involving fans with various structures and air blowing 
[13,14,21]. 

Liquid cooling methods include forced water circulation, 
water spraying, liquid immersion cooling, and combinations of 
water and air spraying [2,11,22]. Additionally, simultaneous 
application of water spraying and air blowing has been tested 
in some methods [23]. 

Power transformers are used in power generation, 
transmission, and distribution systems, where voltage levels are 
changed. They operate at high power levels and can heat up. 
Transformer oils are used as cooling fluids in transformers. In 
addition to having high electrical insulation properties, 
transformer oils also possess reasonably good thermal 
conductivity properties. The thermal conductivity of 
transformer oils ranges from approximately 0.13 to 0.17 (W/m 
K) at temperatures around 20°C [24]. 

In this study, two different setups were created. In the first 

setup, active cooling was achieved by passing copper pipes 

through a reservoir filled with transformer oil, located behind 

the panel and sealed with a metal plate. The copper pipes were 

connected to an automotive radiator for heat dissipation. In the 

second setup, aluminum heat sinks with a rectangular geometry 

replaced the metal plate in the same configuration. In the first 

panel, the performance of active cooling was measured, while 

in the second study, the effect of aluminum fins was also 

evaluated. PV panel performance analysis was conducted 

based on electrical power increase and electrical efficiency 

increase. All measurements in the experiment were automated 

using sensors. Values such as solar radiation, wind speed, 

ambient temperature, liquid temperatures, surface 

temperatures, humidity, radiation, and water flow rate were 

automatically measured and recorded using suitable sensors.  

 

2.  M ATERI ALS  AND  M ETHODS  
 
2.1. Experiment Setup 

The experiment setup was installed on the terrace of the 
Technical Sciences Vocational School building at Dicle 
University, Diyarbakır province, Turkey, located at GPS 
coordinates 37° 55' 5" North and 40° 15' 47" East. The 
mounting platform used for the panels was adjusted to have a 
360-degree orientation, considering local conditions in 
Diyarbakır, which has a high solar radiation potential. 

Three identical 100 W monocrystalline photovoltaic panels 
were used in the study, with one serving as a reference. The 
reference panel remained unchanged, while the other two 

panels had a 1.5 cm high liquid reservoir created on their rear 
surfaces for transformer oil, with copper pipes installed inside. 
The first panel served as the reference panel, the second panel 
had active cooling (AC) applied, and the third panel had a 
hybrid cooling (HC) method applied. 

In the AC method, a liquid reservoir was created on the rear 
surface of the panel to fill it with transformer oil. The oil 
reservoir was sealed with a flat metal plate with a thickness of 
2 mm. A 0.5-inch copper pipe was placed inside the oil 
reservoir and connected to an automotive radiator with 
appropriate converters. Approximately 1.5 liters of water in the 
radiator was circulated through the copper pipe placed on the 
back of the panel using a 27W electric combination pump. The 
circulating water continuously absorbed heat stored in the 
transformer oil and transferred it to the connected radiator, 
where it was cooled. This process was repeated in a loop, with 
part of the heat being dissipated from the radiator's large 
surface area fins through air convection. This effectively 
removed heat from the oil reservoir. The radiator was cooled 
by a fan, which also cooled the water inside it. Thus, active 
cooling was achieved by cooling the heated water in the 
reservoir on the rear side of the panel. 

In the HC method, the liquid reservoir on the rear surface 
of the panel was covered with a rectangular aluminum heat sink 
with fins, unlike the AC method that used a flat metal plate. 
The active cooling part was the same for both panels. This 
allowed for separate observations of the effects of active and 
passive cooling. Active cooling was achieved through the 
radiator, while passive cooling occurred with the assistance of 
the aluminum heat sink. Therefore, this method was named the 
hybrid system. 

In both methods, transformer oil was used on the back of 
the panel to ensure both electrical insulation and heat 
conduction between the panel and copper pipes. Transformer 
oil is widely used in transformers for cooling purposes due to 
its excellent electrical insulation properties. 

Figure 1. Front View of the Experimental Setup (1-Reference panel 2-Ref. 

panel surface sensor 3-HC panel 4-HC panel surface sensor 5-HC radiator 

and fan 6-HC pump 7-Liquid flow sensor 8-HC panel liquid inlet temperature 

sensor 9- HC panel liquid outlet temperature sensor 10-AC panel 11-AC panel 

surface sensor 12-AC panel liquid inlet temperature sensor 13- HC panel 

liquid outlet temperature sensor 14-AC radiator and fan 15-AC pump 16-

Mounting platform 

In the AC method, the rear side of the panel was sealed with 
a metal plate, while in the HC method, it was covered with an 
aluminum heat sink with a rectangular fin geometry to create a 
reservoir for transformer oil. The preparation process of the 
solar panel covered with the metal plate and the heat sink is 
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illustrated in Fig. 3. The purpose of using transformer oil is to 
benefit from its electrical insulation and thermal heat 
conduction properties. Moreover, the use of transformer oil 
ensures a relatively homogeneous heat distribution on the 
backside of the PV panel. 

 

Figure 2. Back View of the Experimental Setup. 1-Refrans panel electrical 

load 2- HC Panel electrical load 3- AC Panel electrical load 4- SCN 100 data 

transfer device 5- USB-RS485 Converter 6- Arduino UNO R3 7-PC(laptop) 8-

Mounting platform 

 

Figure 3. Preparation Process of Panels with Cooling. 1-PV panel 2-Copper 

tube 3-Copper tube mounting behind the panel 4- Metal plate 5-AC panel 6-

Aluminum led heatsink 7-HC panel 

In the experimental setup, an electric pump commonly used 
in electric boilers was employed for the circulation of water. 
For the cooling process, an automotive radiator, radiator fan, 
adjustable electrical load (rheostat) for consuming electrical 
energy, hoses, a pump, converters to connect the radiator and 
copper pipes to hoses, and various sensors for measuring data 
such as current, voltage, and temperature were used. Sensor 
data was transferred to a PC via a USB-RS485 converter using 
an SCN 100 Scanner and Alarm Device. Data was processed 
using the OPiK 2016_scn 100 data transfer software on the PC. 
A liquid flow sensor and Arduino were used to measure the 
liquid flow rate. The block diagram of the cooling and 
measurement elements used for the HC panel in the 
experimental setup is shown in Figure 4. Data on radiation, 
ambient temperature, wind, and some meteorological data were 

collected from a meteorological solar data station, as seen in 
Fig. 5. 

In the conducted experiment, one liquid temperature sensor 
was used to measure the inlet and outlet temperatures of both 
the AC and HC methods. Surface temperature sensors were 
placed approximately in the middle of each panel's surface, 
taking care to avoid shading from the sensors. A liquid flow 
sensor was positioned between the pump and the inlet sensor to 
measure the flow rate of the water. 

In this study, the energy required was sourced from a 
previously established 0.4 kW wind energy system, as per our 
previous research. During periods of insufficient wind, an 
adjacent 1 kW solar power plant was utilized. 

 

Figure 4. Experimental Setup Cooling and Measurement Block Diagram. 1-

PV panel 2-Liquid temperature sensor 3- Surface temperature sensor 4-

Radiator 5-Radiator fan 6-Liquid flow sensor 7-Pump 8-Current sensor 9- 

Voltage sensor 10-Adjustable electrical load (rheostat) 11- SCN 100 data 

transfer device 12- USB-RS485 Converter 13- Arduino UNO R3 14- 

PC(laptop) 

 

Figure 5. Image of the Meteorological Measurement Station. 1-Solar panel 2-
Solar radiation sensör (Pyranometer) 3-Sunshine duration sensor 4-

CR800(Dataloger), battery, Solar charge controller 5-Air temperature and 

relative humidity meter 6- Wind direction meter 7-Wind speed meter 
 

166



EUROPEAN JOURNAL OF TECHNIQUE, Vol.13, No.2, 2023 

 

Copyright © European Journal of Technique (EJT)                  ISSN 2536-5010 | e-ISSN 2536-5134                                    https://dergipark.org.tr/en/pub/ejt 

  

 
2.2. Materials Used in the Experiment 
 

In the study, three identical 100 W monocrystalline 
photovoltaic panels were used, one of which served as a 
reference while the other two had a 1.5 cm high liquid reservoir 
created on the back surface to accommodate transformer oil, 
and copper pipes were placed inside these reservoirs. The first 
panel was taken as the reference panel, the second one was 
subjected to active cooling (AC), and the third one was 
subjected to hybrid cooling (HC) methods. In the AC method, 
a liquid reservoir was created on the back of the panel to fill 
transformer oil, and the reservoir was sealed with a 2 mm thick 
flat metal plate. Copper pipes with a diameter of 0.5 inches 
were placed inside the reservoir and connected to an 
automotive radiator using suitable converters. Approximately 
1.5 liters of water was circulated through the copper pipes using 
an electric combi pump (27W) connected to the back of the 
panel. With the help of the pump, the circulating water in the 
oil reservoir continuously absorbed the heat and transferred it 
to the radiator connected to the system, where it was cooled. A 
portion of the heat was dissipated through the large surface 
radiator fins in contact with the air. Thus, the heat in the oil 
reservoir was removed from the system. Active cooling was 
achieved by cooling the water inside the reservoir. In the HC 
method, the liquid reservoir was covered with an aluminum 
cooling plate with a rectangular fin geometry instead of a metal 
plate. The active cooling part was the same in both panels. 
Therefore, while active cooling was achieved through the 
radiator using a fan, passive cooling was achieved through the 
aluminum cooling plate. For this reason, this method was 
named the hybrid system. 

In both methods, transformer oil was used to ensure both 
electrical insulation and heat conduction between the panel and 
the copper pipes on the back. Transformer oil is commonly 
used for cooling purposes in transformers due to its excellent 
electrical insulation properties. Additionally, transformer oil 
has reasonable thermal conductivity properties, with thermal 
conductivity coefficients ranging from approximately 0.13-
0.17 (W/m K) at 20°C. 

In this study, a circulation pump commonly used in electric 
combi boilers (capable of continuous operation and resistant to 
high temperatures) was used for the circulation of water in the 
cooling system. The experiment also utilized an adjustable DC 
power supply capable of supplying 0-50 Ohm resistance and a 
power of 1000W for the electric load, copper pipes with a 
length of approximately 7 meters and a diameter of 1.5 inches 
for each panel, a liquid flow sensor for measuring liquid flow, 
an Arduino for processing the measured liquid flow data and 
transferring it to a PC, and a triangular-type adjustable panel 
mounting platform with an adjustable angle for mounting the 
panels (the panel angle was set to 36 degrees for the conditions 
in Diyarbakır). Approximately 8 liters of Hyvolt Power Oil 60 
UX (inhibited transformer oil) were used for transformer oil. 
Additionally, a meteorological measurement station was set up 
to measure parameters such as radiation, relative humidity, air 
temperature, wind speed, wind direction, and sunshine 
duration. 

All measurements were automatically recorded using 

appropriate sensors in the experimental setup. 

 

  

 

 

TABLE I 

CHARACTERISTICS OF THE SOLAR PANELS USED 

Specifications                                             Value 

Tipi Monokristal 

Power 100W 

Number of Cells 36 

Open-Circuit Voltage (Voc) 23,8V 

Maximum Voltage (Vmp) 20,70V 

Short-Circuit Current (Isc) 5,07A 

Maximum Current (Imp) 4,83A 

Maximum System Voltage 1000V 

Module Dimensions (mm) 791*679*25 
 

(Standard Test Conditions: Am=1.5 E=1000W/m2 Tc=25°C) 

 

 

 
2.3. Photovoltaic Panel Electrical Circuit  
 

The electrical equivalent circuit of the PV cell is modeled as 
shown in Fig. 6. This PV equivalent circuit consists of a current 
source, a diode in series, and parallel resistors. 

 

 

Figure 6. Equivalent Circuit of the Photovoltaic Cell 
 

The output current of a PV cell; 

 

𝐼 = 𝐼𝑝ℎ − 𝐼0 (𝑒
−

𝑞(𝑉+𝐼𝑅𝑠)

𝑛𝑘𝑇𝑐 − 1) − (
𝑉+𝐼𝑅𝑠

𝑅𝑠ℎ
)                (1) 

 

It is found with the formula. In PV systems, PV cells are 
connected in parallel to increase current, and in series to 
increase voltage. If the PV panel current is rearranged based 
on 𝑁𝑠, the number of series cells on the PV panel, and 𝑁𝑝, the 
number of parallel cells used on the panel 

 

𝐼 = 𝑁𝑝𝐼𝑝ℎ − 𝑁𝑝𝐼0 (𝑒
−

𝑞(
𝑉

𝑁𝑠
+

𝐼𝑅𝑠
𝑁𝑝

)

𝑛𝑘𝑇𝑐 − 1) −
1

𝑁𝑝
(

𝑉+𝐼𝑅𝑠

𝑅𝑠ℎ
)              (2) 
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The 𝑅𝑠ℎ parallel resistance, which represents the effect of 
leakage currents in the equivalent circuit, is much larger than 
the 𝑅𝑠 series resistance that represents the voltage drop at the 
output. In the equivalent circuit of the PV cell, when 𝑅𝑠ℎ = ∞  
is taken (open circuit), the PV cell current and voltage; 

 

𝐼 = 𝑁𝑝𝐼𝑝ℎ − 𝑁𝑝𝐼0 (𝑒
−

𝑞(
𝑉

𝑁𝑠
+

𝐼𝑅𝑠
𝑁𝑝

)

𝑛𝑘𝑇𝑐 − 1)                                            (3) 

 

𝑉 =
𝑛𝑘𝑇𝑐

𝑞
Ln (

𝐼𝑝ℎ+𝐼0−𝐼+𝑁𝑝

𝐼0
) − 𝑅𝑠𝐼                                           (4) 

 

 

Here; 𝐼 is the cell output current, Iph is the current generated 
by photons, 𝑅𝑠  is the series resistance, the voltage drop at the 
output, 𝑅𝑠ℎ  is the parallel resistance, n  is the ideality factor, 𝑉  
is the cell output voltage, 𝑘  is the Boltzmann constant 
(1.380622×10-23 J/0K), 𝐼0 is the reverse saturation current of 
the diode, 𝑞 is the charge of an electron (1.6021917×10-19 C), 
𝑇𝐶  is the cell temperature (Ambient temperature: 25 (°C), 
Irradiance value: 1000 (W/m2), Wind speed: 1 (m/s)). 

 

2.4. Energy analysis 
The calculated current and voltage-dependent electrical 

power output of the PV panel; 

𝑃𝑒 = 𝑉 ∗ 𝐼                                                                                  (5) 

Here, V corresponds to voltage, I to current, and Pe to 
electrical power. 

The power generated by the PV panel varies depending on 
the angle of incidence of incoming sunlight, the degree of 
pollution on the panel surfaces, and whether the weather is 
clear or cloudy. The calculation of how much of the sunlight 
falling on the solar panel is converted into electricity is 
expressed as efficiency. 

Efficiency; 

 

ƞ𝑒 =
𝑃𝑚𝑎𝑥

𝐺∗𝑆
∗ 100 =

𝐼𝑚𝑎𝑥∗𝑈𝑚𝑎𝑥

𝐺∗𝑆
∗ 100                                    (6) 

 

ƞ𝑒 electrical efficiency (%) can be expressed as follows, 
where Imax is the maximum panel current (A), 𝐼𝑚𝑎𝑥 is the 
maximum panel voltage (V), 𝑃𝑚𝑎𝑥 is the maximum power 
generated by the panel (W), G is the irradiance (W/m2), S is the 
panel surface area (m2); 

 

𝐹𝐹 =
𝐼𝑚𝑎𝑥∗𝑈𝑚𝑎𝑥

𝐼𝑜𝑐∗𝑈𝑜𝑐
                                                                           (7) 

When expressed as 𝑉0𝐶 (open-circuit voltage) and ISC (short-
circuit current), FF (fill factor) is defined as the fill factor.  

In the study, the electrical power increase (P_inc) was 
calculated as follows by comparing the cooled panel power 
(P_col) with the reference panel. 

 

P_inc =
P_col−𝑃𝑟𝑒𝑓

𝑃𝑟𝑒𝑓
100                                                             (8) 

 

Similarly, electrical efficiency increase  (ƞ𝑒𝑖𝑛𝑐) can be 
expressed as the difference between the efficiency of the cooled 
panel (ƞ𝑒𝑐𝑜𝑙) and the efficiency of the reference panel ƞ𝑒𝑟𝑒𝑓.  

 

ƞ𝑒𝑖𝑛𝑐 = ƞ𝑒𝑐𝑜𝑙 − ƞ𝑒𝑟𝑒𝑓                                                                          (9) 

 

2.5. Effect of Temperature and Irradiance on PV Panel 
Power, Current, and Voltage  

The mathematical model of the PV panel, as described 
earlier, was simulated in MATLAB Simulink to calculate the 
maximum current, voltage, and power. The intended model is 
presented in Figure 7. 

 

Figure 7. Solar panel MATLAB Simulink model 

 

The impact of temperature is shown in the obtained I-V and 
P-V characteristics in Figures 8 and 9. When examining 
Figures 8 and 9, it can be observed that an increase in 
temperature, with constant irradiance, slightly increases the 
current while decreasing the voltage. Therefore, an increase in 
temperature reduces the power output. 

 

Figure 8. I-V characteristic of the panel under constant irradiance conditions 

(Irradiance = 1000 W/m2 at temperatures of 20, 40, 60, and 80 °C) 
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Figure 9. P-V characteristic of the panel under constant irradiance 

conditions (Irradiance = 1000 W/m2 at temperatures of 20, 40, 60, and 80 

°C) 

When observing the effect of irradiance, the temperature 
was kept constant at 45°C, and changes in current, voltage, and 
power due to irradiance were investigated. While keeping the 
temperature constant, current, voltage, and power values were 
calculated for different irradiance levels (i = 400, 600, 800, and 
1000 W/m2). The I-V and P-V characteristics obtained to 
observe the effect of irradiance are presented in Fig.10 and 
Fig.11. When examining the figures, it can be observed that, 
under constant temperature conditions, an increase in 
irradiance slightly increases voltage and significantly increases 
current, thereby increasing power. 

 

Figure 10. The panel I-V characteristic under constant temperature 

conditions (T=45°C) for irradiance levels of 400, 600, 800, and 1000 W/m2 

 

 

Figure 11 presents the panel P-V characteristic under constant temperature 

conditions (T=45°C) for irradiance levels of 400, 600, 800,  and 1000 W/m2. 

 

3. DISCUSSION AND RESULTS 
 

In this experimental study, instant measurements were 
taken for two days from 11:00 AM to 4:00 PM. Since the 
results for both days were very close to each other, data from a 
single day were used. During the experiment, temperature 
sensors were used to measure the inlet and outlet temperatures 
of the water passing through the copper pipes behind the 
panels, as well as the temperature of the transformer oil. 
Surface temperature sensors were used to measure the panel 
surface temperatures. Current and voltage sensors were used to 
measure the maximum current and voltage values of each 
panel. Sensor data were recorded on a computer using the SCN 
100 scanner and alarm device. 

Measurements were taken for aluminum AC panels and HC 
panels, including water inlet and outlet temperatures, 
transformer oil temperature, surface temperatures, and 
electrical parameters (current and voltage). For the reference 
panel, only surface temperatures and electrical parameters 
(maximum current and voltage) were measured. The 
measurements are presented in Figures 12-22. 

 

Figure 12. Variation of Ambient Temperature, Wind Speed, Irridance, and 

Reference Panel Surface Temperature 

 

Figure 13. Maximum Current, Voltage, and Power of the Reference Panel 
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Figure 14. Changes in Inlet-Outlet Water Temperature and Panel Surface 

Temperature of the HC Panel 

 

 

 
Figure 15. Changes in Inlet-Outlet Water Temperature and Panel Surface 

Temperature of the AC Panel 
 

 

Figure 16: Changes in Surface Temperatures of HC, AC, and Reference 

Panels and Ambient Temperature 

 

 

 

 

Figure 17. Measured Maximum Currents for HC, AC, and Reference 

Panels 

 

Figure 18. Measured Maximum Voltages for HC, AC, and Reference 

Panels 

 

Figure 19. Measured Maximum Powers for HC, AC, and Reference Panels 
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Figure 20: Decrease in Temperature for HC and AC Panels Compared to 

the Reference Panel 

 

Figure 21. Increase in Electrical Power for HC and AC Panels Compared 

to the Reference Panel 

 

Figure 22. Increase in Electrical Efficiency in HC and AC Panel 

Temperatures Compared to the Reference Panel 

 

In this experimental study, instant measurements were 
taken for two days from 11:00 AM to 4:00 PM. Since the 
results for both days were very close to each other, data from a 
single day were used. During the experiment, temperature 
sensors were used to measure the inlet and outlet temperatures 
of the water passing through the copper pipes behind the 

panels, as well as the temperature of the transformer oil. 
Surface temperature sensors were used to measure the panel 
surface temperatures. Current and voltage sensors were used to 
measure the maximum current and voltage values of each 
panel. Sensor data were recorded on a computer using the SCN 
100 scanner and alarm device. 

Fig.12 and 13 provide the electrical parameters measured 
for the reference panel, including maximum current, voltage, 
and power, as well as irradiance, ambient temperature, wind 
speed, and surface temperature values. 

Fig. 14 and 15 present the results of the copper pipe inlet 
and outlet measurements and surface temperatures for the HC 
panel and AC panel subjected to cooling. When examining the 
results, it can be observed that the HC panel, with its cooling 
system, had lower inlet and outlet water temperatures 
compared to the AC panel. Additionally, the surface 
temperature of the HC panel was lower than that of the AC 
panel. While water was actively circulated through the 
aluminum AC panel using a pump in conjunction with car 
radiator and fan cooling, passive cooling occurred 
simultaneously through the aluminum cooler on the HC panel. 
As a result, the HC panel was effectively cooled more than the 
AC panel. 

Fig.16 displays the surface temperatures and ambient 
temperature for all three panels. As seen in the figure, the 
surface temperature of the reference panel, which was not 
subjected to any treatment, was higher than the two cooled 
panels. This temperature, which varies depending on irradiance 
and ambient temperature, reaches significantly high values 
during the noon hours when irradiance is high. 

Fig. 17-19 compare the electrical parameters, including 
maximum current, voltage, and power, measured for all three 
panels. When analyzing the graphs, it can be observed that the 
HC panel and AC panel had higher voltage and power values 
compared to the reference panel, while the current value was 
lower for both HC and AC panels. The change in voltage due 
to temperature variation is more pronounced among the three 
panels, whereas the change in current is less significant. This is 
theoretically expected since, under constant irradiance, an 
increase in temperature leads to a decrease in voltage and 
power while causing an increase in current. However, the 
change in current is limited. 

Figure 20 provides information about the temperature 
decrease in the HC and AC panels compared to the reference 
panel. The temperature decrease in the HC panel was greater 
than that in the AC panel. These temperature decreases were 
most significant around noon, between 13:00 and 13:30, where 
the temperature drop in the HC panel was approximately 
16.6°C, while it was around 10.3°C for the AC panel. Around 
11:00, the temperature decrease in the HC panel was about 
12°C, whereas it was approximately 5.2°C for the AC panel. 
At 16:00, the HC panel showed a temperature decrease of about 
4.1°C, while the AC panel displayed a negative value, 
indicating that the temperature was lower than that of the 
reference panel. This can be attributed to the closed heating of 
the transformer oil located behind the panel and the effect of 
wind. 

Figures 21-22 analyze the increase in electrical power and 
efficiency compared to the reference panel. When examining 
these figures, it can be seen that the power increase in the HC 
panel was higher at noon but decreased around 16:00. The 
highest recorded power increase was 4.7 % for the HC panel 

171



EUROPEAN JOURNAL OF TECHNIQUE, Vol.13, No.2, 2023 

 

Copyright © European Journal of Technique (EJT)                  ISSN 2536-5010 | e-ISSN 2536-5134                                    https://dergipark.org.tr/en/pub/ejt 

  

and 2.94 % for the AC panel at 13:00. The lowest recorded 
power increase was 1.11% for the HC panel and -0.32 % for 
the AC panel at 16:00, indicating a decrease in power for the 
AC panel. The electrical efficiency increase was also at its 
highest, with 0.84% for the HC panel and 0.52 % for the AC 
panel at 13:00. The lowest increase in electrical efficiency was 
0.11 % for the HC panel and -0.03 % for the AC panel at 16:00. 
These results indicate that cooling is more effective during the 
noon hours when irradiance and ambient temperature are high, 
resulting in an increase in electrical power and efficiency. 

Furthermore, the HC panel was equipped with a rectangular 
finned aluminum cooler and LED lighting. When comparing 
the results in Figure 12-22, it is evident that the aluminum 
cooler had a significantly positive effect 

  

4. CONCLUSION  
 

In this study, measurements of temperature, maximum 
current, maximum voltage, and maximum power generation 
were conducted at various points of the reference panel, HC, 
and AC panels. Additionally, meteorological data such as 
irradiation, ambient temperature, humidity, and wind intensity 
were measured. The measurements were carried out in 
Diyarbakır, over a one-day period in August, from 11:00 AM 
to 4:00 PM under the same conditions. Comparisons have been 
made based on these obtained data. The results have been 
written in bullet points:  

 The HC system was observed to provide more cooling 
compared to the others and was measured to have higher 
power generation and higher electrical efficiency. In the 
hybrid method, the highest increase in power and 
electrical efficiency was measured as 4.7% and 0.84%, 
respectively, while in the AC system, it was found to be 
2.94% and 0.52%, respectively.  

 The effectiveness of using the aluminum cooler in cooling 
is evident from the difference in power increase and 
efficiency gain obtained in both methods.  

 Although the thermal conductivity of transformer oil is 
not as high as water, it was used considering its insulation 
advantages, but no significant efficiency gain was 
recorded.  

 All necessary parameters for the study were recorded 
using sensors, thereby minimizing measurement errors 
due to human factors in the results. 
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1. INTRODUCTION 

With rapid technological progress, innovations have a 

decisive impact on our lives [1]. Production quality and 

availability of cheap products have come as an inevitable need 

in the global industry [2]. Automation automatically controls 

the system by taking into account observation, decision-

making and changes, rather than human interaction using 

mechanical or electronic devices [3]. Automation 

technologies are used both in order to accelerate serial 

production of parts and reduce production costs [4]. In order 

that a system to be fully automated, machine power must be 

superior than human power [5]. Manufacturers, who use 

modern techniques and applications, are provided by 

industrial automation in their production, have a strategy that 

will create competition among rival companies [6,7]. 

As we progress in the era of globalization, developments 

such as shortened product life cycles, reduced manufacturing 

cost, increasing innovations, shortage of skilled workers and 

continuous diversification of product range are observed in the 

manufacturing sector. Automation systems using industrial 

robots offer good solutions for productivity and flexibility 

[8,9]. With the developing technology, industrial robots also 

have high intelligence and sensitivity [10]. With the 

developments in robotics and mechatronics, they bring new 

advantages such as providing convenience for human life, 

working in risky places instead of human, obtaining autonomy 

in manufacturing, and using limbs that can serve as prostheses 

[11]. Robotics is one of the most important technologies that 

will affect life both in the twenty-first century and in the future 

[12]. 

Industrial robots, which are among the most critical 

elements of industrial automation systems, are widely used in 

a series of industrial production activities such as spraying, 

welding and handling and increasing their importance day by 

day [13,14]. They are also used to protect human life in 

dangerous conditions such as mechanical vibrations, high 

temperatures, chemicals and nuclear energy. They perform 

operations made manually for long periods of time by 

operators in production sectors in a faster and error-free way 

[15,16]. By using robots, production is ensured in a way to 

obtain more products to meet customer expectations in shorter 

times and does not compromise on quality. The most 

important features that an industrial robot should have are the 

repeatability of the process, accuracy and the load capacity it 

can carry [17]. The load capacity it can carry varies depending 

on the movement speed of the mechanism used in the robot. 

As the load carrying capacity increases, the speed of the 

mechanism decreases. In order to increase the load capacity, 

different designs have to be obtained for the motors to be used 
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at lower torques. Accuracy is affected by the size and type of 

load as opposed to repeatability [18]. 

Industrial manipulators must have six degrees of freedom 

to reach points in their working environment or space. While 

the first three axes of the robot that provide the body 

movement are seen as separate kinematics, the wrist forming 

the last three axes is defined separately [19]. While the use of 

actuators has become increasingly important in the field of 

robotics, their use in industry and scientific research has 

become popular with the successful advances in actuator 

technology in recent years. Actuators are often used in robot 

applications such as mobile humanoid robots, walking 

mechanisms, and biomedical devices. It is also used in robotic 

applications with high specific power such as push-pull, 

rotation, lift-release and positioning [20-22]. 

As in every system in which movement occurs, vibrations 

occur in robot arms [23]. Natural vibrations consist of robot 

manipulators being moved from one point to another and 

suddenly stop [24]. From an industrial point of view, the 

residual vibration of robot manipulators is one of the 

undesirable situations [25]. These vibrations are generally 

desired for minimizing as much as possible by vibration 

control methods [26]. In robotic manipulators, good position 

accuracy is achieved by minimizing vibration of the end-

effector. In conducted studies, it is generally preferred to use 

flexible links [27]. In addition, among the efforts to reduce the 

unwanted vibrations in the robot arms to low levels, it is 

preferred to perform the assembly process using bearings 

suitable for the joint parts [28]. Vibration analysis of a robotic 

arm with a single flexible link [29] and modal analysis of a 

robotic arm with a flexible link using the finite element 

method are examined up to the most dominant vibration 

modes [30]. A rigid two-degree-of-freedom robot arm forms 

modal analyzes using the finite element method in the Ansys 

workbench application [31]. 

When precision gear systems are used as a drive 

mechanism in industrial robots, high torque motors should be 

used to carry the load on the motors. The use of these motors 

causes weight on the system as well as increases the cost [32]. 

In order to enable the movement of a robot arm with a lower 

power motor, actuators that move linearly and can be 

controlled by stepper motors are used instead of precision gear 

systems. The use of this drive system, which consists of a ball 

screw system that delivers the same movement as linear 

moving systems, provides important advantages [33]. This 

system is designed at very small powers; and it is calculated 

to be able to lift more load when operated. 

 

 
Figure 1. Torque calculation on the robot axis [33] 

 

As shown in Fig. 1, at the O point on the 3rd axis, the motor 

performs movement by rotating the direct arm or by push-pull 

force of the actuator connected to the end of the arm. In order 

to calculate the torque on the motor directly connected to the 

O point, the weight of the bar is to be 4 kg, and the weight of 

the load and gripper connected to the end of the arm is 

accepted as 20 kg. To find the torque of the motor, the moment 

at point O is taken as; 

 

Tmotor = 4*9.81*0.17556+20*9.81*0.35111=75.78 Nm (1) 

 

Similarly, the moment is taken at O point to calculate the 

force drawn by the actuator and how much torque this force 

creates on the motor over the ball screw (see Equation 2-4): 

 

Fax*0.10672+Fay*0.10963 = Tmotor (2) 

Fa*(cos56.12)*0.10672+Fa*(sin56.12)*0.10963 = 75.78 (3) 

Fa = 503.5 N (4) 

 

When the shaft has a pitch of 5 mm and a diameter of 16 

mm, the torque to the motor (Equation 5-6): 

 

Ft = 0.005*503.5/(pi*0.016) = 50.08 N (5) 

Tmotor = 50.08*0.016/2 = 0.4 Nm (6) 

 

According to these calculations, the use of smaller motors 

in the actuator is provided a great advantage in terms of both 

weight and cost. 

In this study, the results are obtained by making a 

simulation that applies both rotation torque and linear 

movement in the analysis program to the rotation point that 

provides the movement of each arm in the robot arm that 

moves with the ball screw system. The aim of this study is to 

reveal the advantages provided by the reduction of the size of 

the motors used in the ball screw actuators, which produce 

force equivalent to the torque occurring in the arms in the 

propulsion system used in serial robots. In addition, when the 

robot is driven by a ball screw and torque, the forces applied 

to the system and the deformations that occur in the body of 

the robot are examined with the analyzes made under load. By 

making a modal analysis, the modes that give the behavior of 

the system under vibration and the natural frequencies of the 

system will be determined and the resonance situations will be 

examined. As a result of these analyses, the displacements 

caused by the weights on the robot arm while carrying the load 

and the vibrations that occur at the end of the robot are 

measured. 

2.  MATERIAL AND METHOD 

In order to be efficient and reliable for the robots in the 

manufacturing industry, the best model is created by 

analyzing different designs. To optimize and improve the 

design, design processes such as structural analysis and 

dynamic simulation are utilized by using the model creation 

and simulation tools [34]. Modeling and simulation of robot 

systems using different software programs provide great 

advantages in design, construction and control processes. 

With the use of simulation, programmers take the right steps 

in analyzing behavior, predicting, optimizing and planning. 
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Figure 2. Meshing of the robot arm 

 

The 3-axis robot arm is modeled in the Solidworks program 

as shown in Fig. 2 and moved to the Ansys program to perform 

the analysis. The mesh operation of the robot manipulator is 

applied by selecting the default setting in the mesh menu in 

the workbench interface.  

As a result of the size meshing, it is seen that a total of 193754 

points are formed on the body and all joints of the robot 

manipulator are divided into 85831 parts and the distance 

between the parts is also determined as 15 mm. 

2.1. Applying Rotational Torque and Linear Force to 
the Robot 

One of the aims of this study is to compare the torque on 

the motors by using the rotational torque and linear force. In 

order to provide three axes rotation, the robot arm is rotated 

by applying the linear force to the C, G and H points as shown 

in Fig. 3a. On the same body, torque is defined by applying 

rotational torque to C, G and A points as shown in Fig. 3b and 

as in Table 1 for moving the robot arm. When the analysis is 

performed, the rotation angle for the rotational movement and 

the progressing distance for the linear movement are defined 

for the driving parts. The torque applied to the axes of rotation 

is calculated by applying both linear force and torque to the 

robot. 

 

                         
Figure 3. Applying linear force and rotational torque to the robot arm 

 
Table 1. Angle and progression data for the movement of the robot arm 

 

Rotational Movement Analysis Data 

Motor 1 

Steps Time 
(s) 

Rotation 
(o) 

0 0 0 
1 1 -10 
2 2 -20 
3 3 -30 
4 4 -35 
5 5 -30 
6 6 -20 
7 7 -10 

 

Motor 2 

Steps Time 
(s) 

Rotation 
(o) 

0 0 0 
1 1 -10 
2 2 -20 
3 3 -30 
4 4 -35 
5 5 -30 
6 6 -20 
7 7 -10 

 

Motor 3 

Steps Time 
(s) 

Rotation 
(o) 

0 0 0 
1 1 10 
2 2 20 
3 3 30 
4 4 35 
5 5 30 
6 6 20 
7 7 10 

 

Linear Movement Analysis Data 

Motor 1 

Steps Time 
(s) 

Displacement 
(mm) 

0 0 0 
1 1 -25 
2 2 -50 
3 3 -75 
4 4 -80 
5 5 -75 
6 6 -50 
7 7 -25 

 

Motor 2 

Steps Time 
(s) 

Displacement 
(mm) 

0 0 0 
1 1 40 
2 2 80 
3 3 120 
4 4 130 
5 5 120 
6 6 80 
7 7 40 

 

Motor 3 

Steps Time 
(s) 

Displacement 
(mm) 

0 0 0 
1 1 -30 
2 2 -60 
3 3 -90 
4 4 -100 
5 5 -90 
6 6 -60 
7 7 -30 

 

  
2.2. Modal analysis 

Free vibration analysis of the system, as shown in Fig. 4, is 

the analysis without any external force on it. Every structure 

has a tendency to vibrate at certain natural frequencies. In 

modal analysis, an input vibration is applied to the structure 

and the response of the structure to this input is measured in the 

form of modes. The mode shape is the shape the structure takes 

as it vibrates at its natural frequency. At the same time, mode 

shapes are the view of deformation shapes as a result of 
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analysis. In these Modes, natural frequency, damping and 

mode shapes are determined.  

Modal analysis is examined in 6 modes in terms of the 

deformation of the structure. Thus, the vibration characteristics 

of the system are obtained. The linear contact group is selected 

for the analysis. The robot arm is fixed with four legs so that it 

is contacted to the ground from the bottom. Three stepper 

motors are placed in the robot arm. The rotational speed of each 

of these motors is assumed to be 500 rpm and their frequencies 

are calculated as 8.33 Hz. 

 
 

Figure 4. Modal analysis of the robot arm 
 

 

2.3. Harmonic response for rotational torque and 
pushing force 

In the rigid dynamic analysis, the robot arm is moved 
with a free movement to a coordinate point. In order to 
compare the harmonic angular motion analysis and 
harmonic linear motion analysis results, the rigid dynamic 
analysis is calculated by taking values from both the 
rotational movement model as shown in Fig. 5a and the 
linear movement model as shown in Fig. 5b. Thus, results 
are obtained under the same conditions in the harmonic 
vibration analysis for both models. 

In the harmonic analysis, a force of 200 kg is applied to 

the top axes of the robot arm as an external force in the 

direction of gravity, and a force of 4 kg in the direction of 

gravity is applied as the gripper weight in the same way.  A 

total force of 204 kg at the top axes of the arm, multiplied 

by the maximum acceleration values obtained in X, Y and 

Z coordinates of the rigid dynamic analysis, is defined as 

the outer boundary condition for the harmonic analysis. 

These external forces are applied respectively in the 

direction of X, Y and Z coordinates and at the top axes of 

the arm. These forces are defined as the rotational torque in 

the rotational movement analysis and the linear force in the 

linear movement analysis to the shafts to which the motors 

are connected. 

       
Figure 5. Modelling of harmonic analysis and frequency response a) linear b) rotational 

 
3. RESULTS AND DISCUSSION 

3.1. Torque and Force falling on the motor and the actuator 

In the rigid dynamic analysis, the linear force and rotational 

torque graphs on each motor by moving linearly with the help 

of the linear force of the motors and by moving the arms with 

the torque applied to the rotation axes are shown in Fig. 6. 

When the graphics are examined, it is ensured moving the arms 

with less force in motor 1. In addition, the forces on the motors 

are measured to be very small by using the bearings moving 

the first axis with the linear force. According to these values 

obtained in motor 1, motor selected very small provides great 

advantages in both weight of the robot and manufacturing cost. 

Likewise, when the force graphs on the motor 2 and motor 3 

are examined, it is seen that smaller motors can be used to 

rotate the axes in movements generated with linear force. 

According to the results of the analysis, larger loads can be 

carried with smaller linear motors by reducing the 

manufacturing costs consisting of the torques on the motors 

and the motor weights. 
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Figure 6. Forces falling on motors a) Motor 1, linear force b) Motor 1, rotational torque c) Motor 2, linear force 

d) Motor 2, rotational torque e) Motor 3, linear force f) Motor 3, rotational torque 

 

3.2. Accelerations at the end-point of robot arm 

According to the analysis results, the accelerations in the 

three-axis directions at the top axes of the robot arm are shown 

in Fig. 7. By using these accelerations, vibrations at the top 

axes are determined. The acceleration intervals in the X 

direction have changed between (22)-(-50) mm/s2 in the linear 

force and between (28)-(-70) mm/s2 in the rotational torque. 

The acceleration intervals in the Y direction have changed 

between (48)-(4) mm/s2 in the linear force and between (48)-(-

10) mm/s2 in the rotational torque. The acceleration intervals 

in the Z direction also have changed between (-2) -(-126) 

mm/s2 in the linear force and (-5) -(-98) mm/s2 in the rotational 

torque. The acceleration graphs in X and Z directions are 

similar to each other, but it is seen that the value range of the 

linear movement is low in the accelerations in the Y direction. 

When the accelerations occurring in the axes defined in X, Y 

and Z directions at the top axes are examined, it is seen that the 

use of actuators moving with linear force provides an 

advantage. 
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Figure 7. Accelerations at the robot end-point a) linear, in the X direction b) rotational, in X direction c) linear, in Y direction  

d) rotational, in Y direction e) linear, in Z direction f) rotational, in Z direction 

 
3.3. Results of modal analysis 

 Modal analyzes of the three-axis robot arm are measured 

in 6 modes as shown in Table 2. The 1st mode is the 

vibration caused by the robot's movement to the right and 

left. The 2 st mode is the vibration caused by the robot 

pulling backwards in the Y direction. The 3rd and 5th mode 

is the vibration caused by the movement of the 2nd and 3rd 

axis to the right and left. The 4th and 6th modes are 

vibrations caused by the robot's rotation around itself. 

 In the analyzes made considering the operating 

frequency of the motors, as shown in Fig. 8, a total 

deformation of 8.95 mm has occurred at the 1st mode 36.141 

Hz frequency. Similarly, respectively, the 2nd Mode is 7.89 

mm at 51.197 Hz, the 3rd Mode is 17.079 mm at 78.295 Hz, 

the 4th Mode is 14.747 mm at 89.014 Hz, the 5th mode is 

17.85mm at 100.86 Hz, and the 6th mode is 15.372 mm at 

115.56 Hz.   

By comparing the natural frequencies of the motors and the 

frequencies measured as a result of the modal analysis, the 

state of the system in resonance is examined. The purpose 

of the modal analysis of moving systems is to measure 

whether the system has come to its resonance value. While 

the natural frequency of the motors used in the three-axis 

robot is calculated as 8.33 Hz, the frequency values 

measured as the result of the modal analysis have changed 

between 36.141-115.56 Hz. 

 
Table 2. Modes and frequencies formed as a result of analyzes. 

 

         Mod     Frekans (Hz) 

1. Mod           36,141 

2. Mod           51,197 
3. Mod           78,295 

4. Mod           89,014 

5. Mod          100,86 
6. Mod          115,56 
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Figure 8. Total deformation in 6 modes a) mod 1 b) mod 2 c) mod 3 d) mod 4 e) mod 5 f) mod 6 

 
3.3. Results of forced vibration analysis 

In the harmonic analysis of the middle arm, which forms 

the 2nd axis of the robot, the maximum and minimum points, 

at which the total deformation and von-Mises stress have 

occurred in the arm, are shown in Fig. 9. When the harmonic 

analysis results of this arm are examined, it is observed that 

the maximum total deformation in linear movement in the 

middle arm is measured as 3.55 mm and von-Mises stress 

as maximum 64.825 MPa. Likewise, the maximum total 

deformation in rotational movement is measured at 1.5 mm 

and von-Mises stress as 50.63 MPa maximum. According 

to these results, it is determined that the values of 

deformation and von-Mises stress are greater in linear 

movement. It is seen that it is more advantageous to drive 

this arm with the rotational movement since the small 

deformation and von-Mises stress of the structure is 

considered to be a better design.

 

      

     
 

Figure 9. Results of 2nd arm harmonic analysis a) linear, total deformation (mm) b) rotational, total deformation (mm)  

c) linear, von-Mises stress (Mpa) d) rotational, von-Mises stress (Mpa 

 
In the harmonic analysis of the arm, which forms the 3rd 

axis of the robot, the maximum and minimum points where 

the total deformation and von-Misses stress have occurred 

in the arm are shown in Fig. 10. When the results of the 

harmonic analysis of this arm are examined, it is seen that 

the linear movement is measured the maximum total 

deformation as 3.52 mm and von-Mises stress as maximum 

50.42 MPa. Likewise, the rotational movement is measured 

the maximum total deformations as 2.8 mm and von-Mises 

stress as a maximum of 76.48 MPa. According to these 

results, it is determined that the deformation is greater in 

linear movement, and von Mises stress is greater in 

rotational movement. Since von-Mises stress is small in 

linear movement, moving the arm with the linear force is 

seen as a better design.
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Figure 10. Harmonic analysis results of the 3rd arm a) linear, total deformation (mm) b) rotational, total deformation (mm) 

 c) linear, von-misses (Mpa) d) rotational, von-misses (Mpa) 

 
The maximum and minimum points of the total von-Mises 

stress on the body in the harmonic analysis for the robot's 

body are shown in Fig. 11. According to the results of the 

harmonic analysis, the maximum von-Mises is measured in 

linear movement as 460.89 MPa and in rotational 

movement as 474.38 MPa. Although von-Mises stress has 

not changed much in the two different movements, it is 

more advantageous in linear movement as it is measured 

less. Thus, according to the results of all harmonic analyses, 

it is accepted that the robot driven by linear movement can 

be chosen as a better design model. 

 

        
Figure 11. Body results of harmonic analysis a) linear, von-Mises stress (Mpa) b) rotational, von-Mises stress (Mpa) 

 
In the forced vibration analysis of the system, the normal 

stress graph in linear movement and the normal stress graph 

in rotational movement are shown in Fig. 12. When the 

graphs are examined, in linear motion the maximum stress 

occurred at 100 Hz and the minimum stress at 35 Hz. In the 

rotational movement, the maximum stress occurred at 100 

Hz and the minimum stress at 112.5 Hz. In addition, the 

normal stress amplitude has increased up to 6 MPa in linear 

movement and up to 6.3 MPa in rotational movement. 

 

        
Figure 12. Graph of normal stress in a) linear movement and b) rotational movement 
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4. CONCLUSIONS 

 From past to present, the use of robots in developed 

industrial areas has gained importance day by day. The most 

important features of working robots in the industrial field 

have possessed the weight and the vibrations that have 

occurred at the endpoint. In robot arms used in industry, the 

parts used in drive and control should be chosen from quite 

light materials, since the weights of the parts are added to the 

weight on the previous arm. Since the size of the motors is 

increased in parallel with the magnitude of the force on the 

motor, the weight on each arm is also increased. In this study, 

the forces on the motors in the movements of the three axes 

industrial robot in two different drives and the torques 

created by these forces on the motor are examined. The robot 

is operated by applying torque to the rotation point of the 

arms with the linear force in the ball screw system. In the 

other system, it is also operated by applying a direct torque 

to the rotation point of the arms. The aim of this study is to 

determine which drive system is advantageous by comparing 

the torque created on the motor shaft by the forces falling on 

each motor in the linear drive system and the torque values 

applied to the rotation axis. In addition, the accelerations 

occurring at the endpoint of the robot during the operation of 

the motors in two different drive systems are measured, and 

the vibrations occurring at the endpoint of the system from 

these accelerations are compared.  

 As a result of the calculations, the torque value calculated 

for the 3rd motor in the drive system made with linear actuator 

was 0.4 Nm, while it was 75.78 Nm in the drive system made 

by applying rotation torque. The weight and cost of stepper 

motors increase in parallel with the torque they produce. The 

costs of the motors can be calculated by looking at the 

dimensions of the motors that must be used to meet these 

torques. In addition, as the dimensions of the engines 

increase, their weight will also increase, so the mass of the 

system and, accordingly, inertia will increase. As a result, it 

causes more weight on the system and increases its 

manufacturing cost. 

 As a result of the analyses, considering the torque on the 

motors and the vibrations at the endpoint, it is seen that the 

design created by applying linear force is more 

advantageous. In the modal analysis of the system, the 

natural frequencies and deformations occurring in 6 different 

modes and the resonance state of the stepper motors used in 

the robot arm at certain revolutions were examined. In 

addition, forced vibration and harmonic analysis of the 

system are made and total deformation, von Mises stress and 

normal stress graphs are obtained in each part and in all 

system. It has been calculated that this drive system can carry 

the same weight by applying approximately 1/20 of the 

torque value required to be applied according to the drive 

system used to move conventional robots. Thus, since the 

weights and costs of the motors will decrease at the same 

rate, the total weight of the robot arm, the weights of the arms 

forming each axis and the total cost will decrease.  
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1. INTRODUCTION  
 

Today, electric vehicles are used to reduce the increasing 
environmental pollution problems. Small and light electric 
vehicles (LEV) are preferred in large cities with dense 
population. Scooters are widely used in today's big cities as 
LEV. The range of electric vehicles is limited by their battery 
capacity. An electric vehicle with widely used batteries today 
has a shorter range. However, the battery charge time required 
for the electric vehicle to start again is quite high. In order to 
eliminate these disadvantages mentioned in electric vehicles, 
the energy in the battery should be used efficiently [1-3]. 
There are many methods used in the literature to increase the 
range of electric vehicles. Among these methods are 
increasing the efficiency of the electric motor, using different 
mechanical designs and using the regenerative braking 
method. These methods are used in all electric vehicles. In 
recent years, scooters have been widely used due to their 
practical use and the absence of traffic problems [4, 5]. 
Methods of optimizing electric motors and using different 
mechanical designs are the methods used to increase the range 
of scooters. However, the use of regenerative braking, which 
is one of these methods, is not preferred by the manufacturers 
in scooters that have a lot of use in urban transportation. 

The purpose of the regenerative braking method is to 
transfer the energy produced in the electric motor during 

braking of the vehicle to the battery group. Thus, the vehicle 
has the opportunity to store a certain amount of an energy in 
the battery while driving. The energy is used again for the 
movement of the vehicle. Thus, the range value of the vehicle 
is increased. 

The electric motors used in scooters are direct drive motors. 
The movement taken from the motor is designed without 
using any powertrain. Hereby, external rotor electric motors 
are preferred in scooters. The Brushless Direct Current Motor 
(BLDCM) is the most widely used in scooters. BLDCM 
controls are made with two methods, with and without 
sensors. In both methods, power electronic elements and 
microprocessor are used. The regenerative braking method 
used in BLDCM is unique to every electric vehicle. It is 
unique because of the power circuit components and software 
used [6]. 

Microprocessors suitable for Digital Signal Controller 
(dsPIC), Peripheral Interface Controller (PIC), Digital Signal 
Processing (DSP) and Sliding Mode Control (SMC) structure 
are used in sensor control algorithms. dsPICs are capable of 
stable, fast and high-resolution detection. In addition, it is 
preferred for regenerative control of electric motors used in 
electric vehicles, as it has special Pulse Width Modulation 
(PWM) channels for motor control [7, 8]. However, it is seen 
that the output of the microprocessor cannot provide sufficient 
current in the use of dsPIC. Therefore, motor driver 
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integration is used between the processor and semiconductor 
power electronics elements [9]. dsPIC needs the speed 
information obtained from the hall sensor and the data it 
receives from the current sensor in sensor control methods for 
system control [10]. It is important to use SMC as a control 
algorithm in regenerative systems using PIC. The SMC 
algorithm assists in detecting the time variation of BLDCM 
resistance and inductance values with temperature or other 
factors [11]. DSP is a special microprocessor that converts 
input signals from analog to digital and performs calculations 
on the signals more efficiently. One of the biggest advantages 
of DSP is that it allows system parameters to be easily 
changed to adapt to the application. Regenerative recovery 
circuits created with DSP are more complex than others. It has 
a more advanced architecture as software [12]. 

Sensorless algorithms are based on the back-EMF 
principle. The zero crossing points of the back-EMF are 
obtained by comparing the phase at the section with the star 
point. In some regenerative recovery systems, the back-EMF 
method is not preferred due to the noise and error rate in the 
signal. The noise and error rate in the signal create high torque 
vibrations. Therefore, vector control is preferred in system 
control. DSP is generally preferred in applications performed 
with Field Oriented Control (FOC). When the control is 
performed with FOC, the control algorithm is complex and the 
processor load is high. In such applications, DSP is used even 
if the software is complex [13, 14]. 

In this study, MATLAB/Simulink modeling of 
regenerative recovery circuit with bidirectional DC-DC 
converter for scooter is implemented. In the literature and 
applications, regenerative recovery system design has been 
found on the scooter, which is in the category of light electric 
vehicles. The outer rotor BLDCM used in electric scooters has 
been the focus of this study to fill this gap in the literature. In 
order for the BLDCM to work in the regenerative braking 
zone, the necessary control algorithm has been developed and 
the power electronics circuit has been modeled. The BLDCM 
used in the study has a rated power of 300 W, 24-36 V and a 
speed of 2120 rpm. Electronic circuit simulation was carried 
out with the LTspice software to determine the switching 
elements and other electronic elements that can be used in the 
driver circuit. The necessary algorithm for the control of the 
driver circuit and the test of this algorithm have been made. 
The model of the system required for the regenerative 
recovery circuit and the transfer of the recovered energy to the 
battery was created with the MATLAB/Simulink software. 
Recovery in scooters, which are frequently used in daily life, 
is an incomplete issue in the literature. In this study, the design 
of the bidirectional DC-DC converter regenerative recovery 
circuit, which is not included in the literature, has been 
realized. 

  

2. PROPOSED SYSTEM MODEL  
 

The outer rotor BLDCM works in 4 zones. BLDCM needs 
to operate in the regenerative braking zone for regenerative 
state. These regions are shown in Figure 1. The first quarter is 
the forward acceleration zone. This is the quarter positive 
speed-positive torque situation. The second quarter is the 
reverse braking zone. This is the quarter negative speed-
positive torque situation. The third quarter is the region of 
reverse acceleration. This is the quarter negative speed-
negative torque situation. The fourth quarter is the forward 
braking zone. This quarter is the positive speed-negative 
torque situation [15]. By changing the direction of the phase 
current in the regenerative braking region, a negative force is 
applied to the BLDCM. In this case, since the direction of the 

current is towards the battery, the mechanical energy of the 
motor can be stored as electrical energy.  

 
Figure 1.  Quadrants of Operation Using a BLDCM [15] 

 

If the switching sequence is set to reverse the direction of 

the current, the BLDCM will operate in the braking zone. The 

force to be applied to the motor can be adjusted in the opposite 

direction by adjusting the PWM. The operating zone of the 

BLDCM is determined by controlling the switching signals. 

This control is provided by the microprocessor. The signals 

received from the processor are transmitted to a driver circuit 

and transferred to the trigger terminals of the switching 

elements. The structure of the system is as in Figure 2. 

 

 
Figure 2.  System Flow Diagram 
 

The BLDCM is powered by the DC bus voltage, but the 

current is controlled by commutation stage semiconductor 

switching elements. The commutation time is determined by 

the rotor position. Rotor position is detected differently in 

sensorless and sensored motors. In this study, since sensor 

control is preferred, rotor position is obtained with hall 

sensors. When permanent magnets on the rotor surface pass 

by the hall sensors, the position of the rotor is known by giving 

a 0-1 digital signal. The digital signal string is transmitted to 

the microcontroller. This data is compared with the reference 

speed with the control algorithm. According to the 

comparison result, the PWM signal is generated. The digital 

code sequence coming from the hall sensor changes according 

to the rotation direction of the motor. The microcontroller 

controls the bidirectional converter according to which quarter 

mode the BLDCM operates. 

The truth tables for the operation of the motor operating 

zone and the regenerative braking zone are as in Tables 1 and 

2 [9, 16]. 
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TABLE I   

MOTOR OPERATING ZONE  

 Hall Signals Switching Signals 

Step H1 H2 H3 S1 S3 S5 S2 S4 S6 

I 1 0 1 0 0 1 0 1 0 

II 1 0 0 1 0 0 0 1 0 

III 1 1 0 1 0 0 0 0 1 

IV 0 1 0 0 1 0 0 0 1 

V 0 1 1 0 1 0 1 0 0 

VI 0 0 1 0 0 1 1 0 0 

 

TABLE II   
REGENERATIVE BRAKING ZONE  

 Hall Signals Switching Signals 

Step H1 H2 H3 S1 S3 S5 S2 S4 S6 

I 1 0 1 0 0 1 0 1 0 

II 1 0 0 1 0 0 0 1 0 

III 1 1 0 1 0 0 0 0 1 

IV 0 1 0 0 1 0 0 0 1 

V 0 1 1 0 1 0 1 0 0 

VI 0 0 1 0 0 1 1 0 0 

 

2.1. Simulation of LTspice Circuit 
The LTspice program was used to determine the current 

and voltage values and waveforms of the BLDCM driver of 
the proposed system. It is necessary to know the electrical 
characteristic Equation (1) of the motor for BLDCM driver 
design [17-19]. 

[

𝑉𝑎 −𝑒𝑎

𝑉𝑏 −𝑒𝑏

𝑉𝑐 −𝑒𝑐

] = [
𝑅 0 0
0 𝑅 0
0 0 𝑅

] [

𝑖𝑎

𝑖𝑏

𝑖𝑐

] + [
𝐿 𝑀 𝑀
𝑀 𝐿 𝑀
𝑀 𝑀 𝐿

] 
𝑑

𝑑𝑡
[

𝑖𝑎

𝑖𝑏

𝑖𝑐

]    (1) 

 

where V is the voltage applied to the stator windings, e is the 
EMF formed in the stator windings, R is the phase winding 
resistance of a phase, i is the current passing through the 
winding, L is the stator winding inductance, M is mutual 
inductance and a, b, c phase windings. 

The driver circuit designed with the LTspice program is 
shown in Figure 3. There are six IRF540N type MOSFETs in 
the inverter circuit. The drain-source voltage of this MOSFET 
is 100V and the continuous drain current is 33A. This 
MOSFET is suitable for fast switching as its input parasitic 
capacitance is low. 

Figure 3.  LTspice Model of Driver Circuit 

BLDCM's back EMF waveform is designed as trapezoidal. 
There is a 60º phase difference between the trapezoidal waves 
seen in Figure 4.  

 
Figure 4.  Back EMF voltages of phases A, B and C  
 
The maximum and minimum values of the voltage depend 

on the speed of the motor and the voltage coefficient. 
Commutation is performed electronically in BLDCM. In the 
proposed circuit, 120º square wave commutation is 
implemented. Phase currents are shown in Figure 5. While the 
BLDCM phases are energized, the current passes through one 
phase and returns from another phase. In this case, there is no 
energy in the third phase. This process is carried out in 
accordance with a certain phase sequence and the movement 
of the motor is provided. 

 

 
Figure 5.  Phase currents A, B, C for 90% pulse width 

 

It was observed that the phase current increased when the 

percentage of pulse width increased. This means more braking 

torque. Equation 2 is used to calculate the braking torque and 

compare the torque produced at two different pulse widths 

[17-19]. 

 

       𝑇 =   
(𝑒𝑎. 𝑖𝑎 + 𝑒𝑏 . 𝑖𝑏 + 𝑒𝑐 . 𝑖𝑐)

2𝜋𝑓⁄                        (2) 

 

where f is the frequency. e is the back EMF voltage of the 

phase, i is the phase current. a, b and c represent phases A, B 

and C. The electromagnetic torque produced by the BLDCM 

is as in Equation 3 [17-19]. 

 

 𝑇𝑒 =   
𝐾𝑡

2⁄  (𝑒(𝜃𝑟)𝑖𝑎 + 𝑒(𝜃𝑟 − 2𝜋
3⁄ )𝑖𝑏 + 𝑒(𝜃𝑟 + 2𝜋

3⁄ )𝑖𝑐    (3) 
 

where 𝐾𝑡 is torque constant and 𝜃𝑟 is the rotor angle. Braking 

torque is given by Equation 4 [20]. 

 

       𝑇𝑏𝑟𝑒𝑎𝑘 =   𝐾𝑡 . 𝑖           (4) 
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The output torques at 50% and 90% pulse width are 

compared for the increase of the braking torque specified in 

Equation 2. Figure 6 shows the electromagnetic torque. 

 
Figure 6.  Electromagnetic Torque of BLDCM a) 50% pulse width b) 

90% pulse width 
 

It is seen that an average braking torque of 0.275 Nm is 

obtained in the case of 50% pulse width. An average braking 

torque of 0.834 Nm is produced at 90% pulse width. The 

braking torque produced increased when the percentage of 

pulse width was increased. 

 

3. MATLAB/SIMULINK MODEL 
 

In the study, outer rotor BLDCM, which is preferred by 

many scooter manufacturers, was used. The subject of the 

study is the BLDCM hall sensor. The parameters of the motor 

are given in Table 3. 

 
TABLE III   

PARAMETERS OF BLDCM 
Parameter Value 

Power [W] 300 

Voltage [V] 24 

Speed [rpm] 2120 

 

3.1. Bidirectional DC-to-DC converter  
A bidirectional DC-to-DC converter is circuit that enables 

the conversion of DC power in both directions. It is commonly 

used in applications where power needs to be efficiently 

transferred and shared between two systems or energy storage 

devices. The bidirectional converter frequently consists of 

control circuits and power semiconductor switches. The 

control circuitry puts in order the switching of the 

semiconductor switches to acquire the target power flow 

direction and efficiency. It ensures that the power is 

warrantably interchanged between the input and output. 

Moreover, the converter contains feedback loops, control 

algorithms and protective features. The bidirectional DC-DC 

converter has many advantages. These are voltage regulation, 

energy efficiency and power flow control. It enables efficient 

energy transfer between different voltage levels or energy 

storage devices, enabling functions such as battery charging, 

discharging and power sharing between multiple sources or 

loads. 

In the proposed system, there is a bidirectional DC-DC 

converter between the inverter and the battery as in Figure 7.  

 

 
Figure 7.  Bidirectional DC-to-DC Converter  
 

When the motor is running in the forward direction 

(forward acceleration zone), the bidirectional converter works 

as a Buck DC-DC converter. In the regenerative braking state, 

the bidirectional converter works as a Boost DC-DC 

converter. Thus, bidirectional energy flow is provided both 

from the battery to the BLDCM and from the BLDCM to the 

battery. Another advantage of the bidirectional DC-DC 

converter is that the DC input voltage of the inverter can be 

adjusted. Thus, the speed control of the motor can be realized 

and the pulse width setting of the switch used in the step-down 

converter operating state is changed. 

 

3.2. Inverting Block  
The inverter block used for electronic commutation is 

given in Figure 8. This block consists of six power switching 

elements. Each switch has a control input. The data received 

from the Hall sensors are processed in the controller block and 

the order and duration of the power switches are set. 

 

 
Figure 8.  The Inverter Block and Motor Phase Windings 
 

3.3. Controller  
The internal structure of the controller block is shown in 

Figure 9. There are three basic structures in the controller 

block. These are inverter control, step-down converter control 

and step-up converter control. In the inverter control, the 

model in Table 1, which is used in the motor running 

condition, has been created.  
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Figure 9.  Controller Blocks of The System 

 

 

The switching elements of the inverter go to turn-off with 

the signal to switch to the braking state to the controller. In the 

case of regenerative braking, reverse parallel connected 

diodes in the structure of the switching elements act as 

uncontrolled rectifiers and rectify the voltage induced in the 

motor and transfer it to the DC bus. 

In the buck converter controller, the voltage of the DC bus 

can be adjusted by lowering the voltage in the battery. In the 

boost converter control, the DC bus voltage is compared with 

a saw-toothed signal and the control signal of the boost 

converter is produced. The battery is charged by increasing 

the voltage in the DC bus. 

 

3.4. MATLAB/Simulink model of the system  
A MATLAB/Simulink model of the system was created to 

find the energy transferred to the battery while the outer rotor 

BLDCM was operating in the regenerative braking zone. In 

this model, a bidirectional DC-DC converter is used to transfer 

the recovered energy to the battery and feed the vehicle in 

motor mode. The MATLAB/Simulink model of the proposed 

system is as in Figure 10. 

 

 

 
Figure 10.  MATLAB/Simulink Model of The System  

 

 

4. RESULTS OF SIMULATION 
 

The external rotor BLDCM used in the proposed system 

can operate in the 24-36V range. A battery with a nominal 

voltage of 24 V is preferred as the supply of the scooter motor. 

The voltage induced in the rotor decreases as the motor slows 

down during regenerative braking. The decreasing voltage is 

increased above the battery voltage by the bidirectional 

converter working as an amplifier. However, the converter can 

increase this voltage up to a certain rate. The energy flow to the 

battery stops when this value is lower than the battery voltage. 

The DC voltage at the input of the inverter during braking is 

shown in Figure 11. The current flowing towards the battery is 

shown in Figure 12 with the increase of this voltage and the 

State of Charge (SOC) of the battery is shown in Figure 13.  

  

 
Figure 11.  DC Bus Voltage of The Proposed System 
 

188



EUROPEAN JOURNAL OF TECHNIQUE, Vol.13, No.2, 2023 

 

Copyright © European Journal of Technique (EJT)                  ISSN 2536-5010 | e-ISSN 2536-5134                                    https://dergipark.org.tr/en/pub/ejt 

  

 
Figure 12.  Battery Current of The Proposed System 
 

 
Figure 13.  State of Charge of The Proposed System 
 

Braking was applied between 1 and 1.5s as shown on the 

MATLAB/Simulink model. This is done to test bidirectional 

recovery. The generated brake signal is as in Figure 14. 

 

 
Figure 14.  Brake Signal of The Proposed System 
 

The change in BLDCM acceleration and braking is as in 

Figure 15. 

 

 
Figure 15.  BLDCM Speed of The Proposed System 
 

Figure 16 shows the electromagnetic torque of the 

BLDCM. It produces negative torque and the system tries to 

bring the torque production to zero as soon as the braking starts. 

When the stator current reaches zero, the electromagnetic 

torque is zero. It is seen that it starts to produce torque positive 

torque again with the end of braking. 

 

 
Figure 16.  BLDCM Electromagnetic Torque 
 

The BLDCM is decelerating with the brake signal. 

Accordingly, the back-EMF voltage induced in the motor 

windings will decrease. The transfer of the recovered energy to 

the battery is provided by increasing this voltage with a 

bidirectional DC-DC converter. Since the battery voltage 

cannot be reached after a certain voltage, the regenerative 

braking torque becomes zero. The back-EMF formed by the 

deceleration of the BLDCM is as in Figure 17. 

 

 
Figure 17.  Back-EMF Curve of Phase A 
 

Since the back-EMF is zero at the start of the BLDCM, the 

inrush current is high. The current curve of one of the phases 

of the BLDCM is as seen in Figure 18. Since the back-EMF 

voltage opposes the battery voltage, the stator current decreases 

with the increase of the back-EMF. During regenerative 

braking, since the phase-to-phase voltage is higher than the 

battery voltage, a higher amount of reverse current flows 

towards the battery. In this case, since the back-EMF will 

decrease with the deceleration of the BLDCM, the current 

flowing in the opposite direction will also decrease. The current 

becomes zero, when the DC bus voltage cannot be increased 

above the battery voltage. 

 

 
Figure 18.  Current of Phase A 

  

5. CONCLUSION  
 

Scooters have become an integral part of life, especially in 

big cities. This transportation vehicle, which is in the class of 

light electric vehicles, has a very common use. The biggest 

problem with scooters is their short range. In this study, 

MATLAB/Simulink modeling of bidirectional DC-DC 

converter regenerative recovery circuit for scooter was carried 

out. The control algorithm required for BLDCM to operate in 

the regenerative braking region with regenerative recovery, 

which has not been given importance by scooter manufacturers 

and researchers, has been developed and the power electronic 
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circuit has been modeled. The biggest benefit of this modeled 

system is that the battery is charged with the regenerative 

recovery circuit during braking, thereby increasing the range. 

Although the proposed model is realistic, it is necessary to 

ensure the accuracy of the work with the real road test. In this 

study, a recovery was achieved within the first 0.2s with 

braking within a 0.5s time interval applied to the system as a 

regenerative brake. At the first moment, a pulse current of 10A 

was produced, and during the braking period, this current was 

damped and reached zero. It is predicted that the production of 

the prototype of the proposed system will be higher, since more 

braking time will be exposed with realistic road testing. In the 

near future, it is thought that this model will be produced and 

the gains obtained by the real road test will be modeled. It will 

be investigated how much the recovery will affect the battery 

for different operating situations with the work to be done. 
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1. INTRODUCTION 
 

Fossil-derived non-renewable fuels, when used as an energy 
source, contribute significantly to environmental pollution by 
releasing high amounts of carbon into nature, leading to 
diseases such as cancer.  

Moreover, considering the limited reserves of these 
resources, alternative ways for energy production have been 
explored, with renewable energy sources emerging as the most 
crucial solution. These sources, including solar, wind, 
geothermal, and bioenergy, are not only renewable but also 
environmentally friendly, causing minimal harm to the 
environment [1]. The amount of energy that humans require 
today is growing daily. PEM fuel cells create a substantial 
amount of energy. Thus, efforts to improve this fuel cell's 
efficiency are still ongoing. 

Currently, one of the most extensively researched energy 

types worldwide, including our own studies, is hydrogen 

energy. Fuel cell technology enables the most efficient 

utilization of hydrogen gas for energy production. Fuel cells 

operate with a simple and compact system compared to other 

energy systems. They generate direct electric current through a 

chemical reaction without the need for the combustion of 

hydrogen and oxygen gases, producing only pure water and 

low heat as byproducts. This heat is dissipated as the fuel cell's 

surface temperature, making it eco-friendly. The absence of 

moving parts and the presence of only gas inputs and outputs 

make fuel cells silent and, most importantly, safe. To generate 

more energy, multiple fuel cell units must be connected in 

series or parallel since the voltage of a single fuel cell unit 

ranges from approximately 0.9 to 1 volt. In the literature, this 

arrangement is referred to as a fuel cell stack [2].  
 
Currently, Polymer Electrolyte Membrane Fuel Cells (PEM 

Fuel Cells) are considered the most important technology. Due 
to their portability, compact size, lightweight, high efficiency, 
lack of moving parts, and straightforward operation, almost all 
recent studies have been conducted on PEM Fuel Cells. 
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However, it is observed that the performance decreases after a certain period of time in the 
values higher than 60%. 
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However, the use of a membrane with drying properties in the 
internal structure of PEM Fuel Cells leads to the formation of 
porous structures in the membrane, accelerating its 
degradation. It is reported that increasing the moisture content 
of hydrogen and oxygen gases supplied to the membrane 
enhances its durability and significantly impacts the fuel cell's 
performance. 

This article presents experimental studies on the effects of 
gas moisture content on fuel cell performance. The results 
obtained are presented graphically. 

 

2. LITERATURE SUMMARY 
 

Choi (2017) developed the water and thermal management of 

Proton Exchange Membrane (PEM) fuel cell in this study. 

They established a bubble humidification system, one of the 

Balance of Plant (BOP) systems, to control the humidity, a 

critical factor of the fuel cell. The proposed fuzzy control 

system significantly increased the efficiency of the PEM fuel 

cell's output power [3]. 
In their study, Wang et al. (2003) experimentally 

investigated the effects of various operating parameters on the 
performance of PEM fuel cells using air on the cathode side 
and pure hydrogen on the anode side. The experiments 
demonstrated the impact of different fuel cell operating 
temperatures, cathode, and anode humidification temperatures, 
as well as different operating pressures on the PEM fuel cell 
performance through V-I curves [4]. 

İçingür (2011) conducted a study focusing on the 
temperature, pressure, and humidification parameters that 
enhance the efficiency of PEM fuel cells suitable for use in 
cars. Two fuel cells were designed, one made of aluminum and 
the other made of stainless steel, both utilizing a Nafion 115 
membrane. The aluminum fuel cell achieved a maximum 
voltage of 2.98 volts, while the stainless steel one reached 3.12 
volts in the experiments [5]. 

Eker (2012) utilized Fluent PEMFC module for simulation 
and experimental studies, comparing the results. The study 
compared the effects of humidification temperature, hydrogen, 
and oxygen flow rates on the system's efficiency. It was 
observed that increasing the humidification temperature 
significantly improved the system's efficiency. However, after 
a certain level, the efficiency remained constant and started 
decreasing as the temperature further increased [6]. 

In his experimental study, Yılmaz Ulu (2010) established a 
hybrid solar energy system. The equipment used in the system 
was analyzed in detail through energy production calculations. 
The electrolyzer's performance was 54.4%, and the energy 
efficiency ranged from 28.1% to 42.2% [7]. 

In a laboratory setting, Çelik (2006) generated energy by 
directly using sodium borohydride. Recommendations were 
made regarding the production of different plates and pipes 
made of durable materials with good conductivity, such as 304 
stainless steel. [8]. 

Kaplan (2008) used Nafion 115 membrane, 304 stainless 
steel wire for the anode and cathode, and copper wire for the 
catalyst in his experimental study. The power obtained from the 
fuel cell was examined, and it was observed that the power 
value of the copper catalyst used was lower than that of 
platinum [9]. 

Ateş (2008) designed an algorithm using artificial neural 
networks, focusing on the control of a hybrid fuel cell/ultra-
capacitor vehicle's energy system. The control algorithm aimed 
to optimize the regular state for the fuel cell content, enabling 

the fuel cell system to meet the required load demand and 
respond to instantaneous load changes, as well as recover 
energy from the braking system [10]. 

Keskin (2014) integrated the energy control system into a 
PEMFC/Battery vehicle system. The application was designed 
to handle sudden load differences and recover excess energy 
during braking. The dual-sided DC-DC converter added extra 
cost to the system, but it significantly improved the system's 
efficiency and performance values [11]. 

In his study, Bilen (2015) developed a highly efficient 
electrolyzer by using pure water, aiming for a more economical 
hydrogen production method. The distance between the 
electrodes and increasing the electrode system's surface area 
were found to increase hydrogen production, as confirmed by 
theoretical calculations. However, it was observed in 
experiments that excessive electrode spacing led to decreased 
conductivity, resulting in reduced production [12]. 

Efendioğlu (2013) prepared a data system in line with the 
data obtained from his project for the "Response Surface 
Methodology of Central Compound Design," one of the five 
sections of his study. The study showed that the "Rate" factor 
significantly affected the "Power Density" at α=0.05 
significance level [13]. 

Türe (2006) compared the analysis of a hydrogen system 
operating with a photoelectrolysis cell, producing hydrogen 
from photovoltaic systems at 10% efficiency. Photoelectrolysis 
was considered the most efficient and economical production 
method among renewable energy sources. The high efficiency 
and economic viability of hydrogen production led him to 
combine the photovoltaic system, directly converting solar 
energy into electricity, with an electrolysis system using a 
semiconductor photoelectrode. Utilizing renewable and 
environmentally friendly hydrogen energy is essential for 
transitioning to hydrogen energy, and more studies should be 
conducted in this field [14]. 

In their study conducted abroad, Alnıak, Karakaya, et al. 
(2008) examined the production of hydrogen gas storage tanks. 
However, such studies in our country have not gained 
commercial recognition, and many designed projects have 
remained in the experimental project phase. This study 
primarily investigated the production of a high-pressure 
hydrogen gas storage tank made of aluminum. Various 
methods of manufacturing these tanks and their usage areas 
were examined. The experiments resulted in obtaining three 
different aluminum tanks in various sizes, using three different 
Aluminum 6000 series. Despite numerous challenges faced 
during the production stage, the designed tanks were subjected 
to a hydrostatic pressure test. Ongoing research focuses on 
suitable materials, storage tank forms, and other related topics 
[15]. 

In his study, Muhtarlıoğlu (2012) designed an 
environmentally friendly system capable of charging portable 
and lightweight electronic devices such as smartphones, 
utilizing solar energy to convert it directly into electrical 
energy. This system consisted of solar panels, charge control 
parts, and batteries. The solar panel converted solar energy into 
electrical energy in DC form. To enable the system to be 
utilized when sunlight is insufficient or absent, a battery was 
used. Charge control units were added to prevent the battery 
from overcharging or discharging excessively and to maintain 
a constant voltage value. These control units allowed real-time 
monitoring and control of transmission parameters through a 
user-friendly interface [16]. 

Silver (2008) synthesized an effective and inexpensive 
catalyst for the electrocatalysis of the Oxygen Reduction 
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Reaction (ORR) in the cathode part of PEM fuel cells. The 
study introduced alternative catalysts, PtCuFe/C-611, and 
PtAgFe/C-611, for the cathode section of PEM fuel cells [17]. 

Oral (2005) designed a theoretical model to determine the 
effects of selected fundamental parameters on the Proton 
Exchange Membrane (PEM) fuel cell. The study aimed to 
determine the optimal value range by identifying the influences 
of certain basic parameters on a theoretically designed model. 
It was observed that air pressure was the most effective 
parameter in the designed model, significantly enhancing 
performance. However, a significant decrease in performance 
was observed when the compressor was disengaged at an 
approximate pressure of 1 bar. After 1 bar pressure, the 
performance levels ranged between 55% and 76%, indicating a 
substantial increase in performance. These achieved 
performance levels were the best in the model, demonstrating 
that air pressure was the most influential parameter [18].  

 

3. MATERIALS AND METHODS 
 

3.1. The Installation of Proton Exchange Membrane 
Fuel Cell System 

 

Recent studies on PEM fuel cells have shown significant 
impacts on the efficiency and performance of the fuel cell 
system due to changes in parameters such as gas humidity, 
pressure, temperature, and flow rate. These changes affect the 
choice of membrane, catalyst, gas diffusion flow layer, flow 
channel variations, and other parameters. Additionally, 
excessive water in anode and cathode pipes can block pores and 
increase gas transfer resistance, leading to a decline in 
performance. Interestingly, in such fuel cells, it is necessary to 
both humidify the gases and remove accumulated water 
between the cells. Maintaining ideal humidity levels is a 
challenging task for all system conditions. Therefore, effective 
water management is crucial for PEM fuel cells to achieve high 
performance. Optimal parameters for the implemented systems 
need to be determined [20]. 

In this study, experimental research has been conducted on 
the effects of gas humidity on fuel cell performance. These 
experimental parameters were tested in a computer-assisted 
environment at TÜBİTAK-MAM Renewable Energy 
department, and the results were compared with differences 
observed in the system designed at the Batman University 
Technology Energy Systems Engineering Department 
Laboratory. The results obtained were compared, and the 
influence of humidity parameters on PEM Fuel Cell 
performance and efficiency was analyzed. Furthermore, to 
assess the performance and efficiency of these cells, 
simulations were conducted using the Fuel Cell 3 commercial 
software in a computer environment. The humidity levels of 
gases used in PEM fuel cells were measured using power, 
current, and voltage values recorded by measurement devices 
over time. The findings of these humidity-related 
investigations were presented in graphs and tables. 

The experiment involved supplying hydrogen and oxygen 
gases to the system at appropriate levels after the setup of the 
PEM fuel cell. These gases were humidified, and the 
experiment was concluded. The experiment was conducted 
using the system established in the Batman University 
Technology Faculty Laboratories and tested in the TÜBİTAK 
Renewable Energy Laboratory. Additionally, the data were 
analyzed in a computer environment, and evaluations were 
made accordingly. 

Study of Barbir, a PEM fuel cell produced with "Fuel Cell 3" 
technology was used. The fuel cell can generate a variable 
power demand with a maximum value of 35 W and consists of 
24 MEA cells covering a total electrode area of 45 cm². The 
performance of the fuel cell was measured by changing the DC 
electronic load, and the generated data were recorded. Based 
on the evaluations, the optimal humidification temperature for 
achieving maximum power in the PEM fuel cell was 
determined [19]. 

Figure 1. Schematic View of PEM Fuel Cell Experimental Setup 

This project involved the successful installation of 
equipment and materials, provided by the project team, onto 
the experimental setup in the Renewable Energy Systems 
laboratory of Batman University Technology Faculty. 
Additionally, a portion of the experiment was conducted at 
Ankara TÜBİTAK Renewable Energy laboratory, where all 
stages of the test were completed successfully. 

 

Figure 2.  Data recording and testing device at TÜBİTAK MAM facility 
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3.2. Experimental Procedure Steps 
1. The system design was initially drafted in a 

computer   environment. 

2. A list of required materials was compiled, and the 
materials were procured. 

3. Pneumatic pipes were used to connect the Oxygen 
and Hydrogen cylinders to the flow meters. 

4. Connections were established from the output 
points of Oxygen and Hydrogen flow meters to the 
humidification tubes via pipe connections. 

5. Electronic humidity sensors were connected to the 
input and output points of oxygen and hydrogen 
humidification tubes. 

6. Copper pipes, which would connect to the output 
pipes of Oxygen and Hydrogen humidification 
tubes, were procured and bent as necessary. 

7. After bending the output pipes of Oxygen and 
Hydrogen humidification tubes, they were covered 
with heating bands and insulating material, and the 
necessary electrical connections were made. 

8. Electronic thermometers were placed inside the 
copper pipes with heating bands for Oxygen and 
Hydrogen, and temperature control relays were 
installed to adjust and maintain the temperature. 

9. These copper pipes' output points, i.e., the outlets 
for Oxygen and Hydrogen, were connected to the 
PEM Fuel Cell. 

10. Voltmeter and ammeter, along with data logger and 
measurement devices, were attached to the PEM 
Fuel Cell transmission circuit for measurement 
purposes. 

11. A fan was installed to regulate the temperature of 
the PEM Fuel Cell. 

12. The system is up and running. 

 

4. RESULTS AND DISCUSSIONS  
 

In this section, the experimental setup we designed for the 
moisture-dependent variations of PEM fuel cell is described. 
The purpose was to observe the effects of moisture on 
efficiency using our PEM fuel cell system. The experimental 
method and the results obtained from the experiment are 
explained. We operated the P.E.M. fuel cell experimental 
setup, which we installed in the Batman University Technology 
Faculty laboratory, for a considerable period and stabilized it. 
Then, Hydrogen and Oxygen gases were gradually introduced 
into the system through the flow meters. The energy parameters 
of the system were observed. These observational data were 
recorded, graphed, and extensively analyzed using the Fuel 
Cell 3 commercial software. Parameters like moisture, flow 
rate, temperature, and line temperature were thoroughly 
examined, and optimal nominal values were determined. 

Our P.E.M. fuel cell has a standard size consisting of 3×3 
cells. However, due to membrane burning and piercing 
incidents in 5 of the cells during the experiment, the experiment 
continued with a single cell. 

 P.E.M. Fuel Cell Temperature: 41°C 

 Current: 1.8A, Hydrogen (H2): 300 ml/min, Oxygen 
(O2): 500 ml/min 

After setting the values at their optimal positions, the 
moisture temperatures of hydrogen and oxygen channels were 
gradually increased while keeping them stable. The efficiency 
results of the fuel cell were graphically obtained. 

In the experiments, the 6-cell fuel cell used in our P.E.M. 
experimental setup in the Batman University Technology 
Faculty laboratory was tested. Initially, as mentioned before, 5 
cells were used due to the burning of one cell. For the purpose 
of verifying the accuracy of our values, the single-cell version 
of our fuel cell was taken to TÜBİTAK's Renewable Energy 
Laboratory in Ankara and tested only for this purpose. The 
values obtained in our self-designed system at Batman 
University were almost identical to the results obtained during 
the tests. The experiments were conducted at humidity levels 
of 30%, 35%, 40%, 45%, 50%, 55%, 60%, 65%, and 70%, 
respectively. According to the data in Table 1 and Figure 3, we 
see the volt, ampere and watt values per cm2. 

 

 

 

 

 

 

 

 

 

Figure 3.Voltage, current and power polarization curve on unit cm2 area 

due to humidity change in PEM fuel cell 

 

TABLE 1.  VOLTAGE (VOLTS), CURRENT (AMPERES), AND POWER (WATTS) 

PER CM
2
 DEPENDENT ON PEM FUEL CELL  

Voltage Current Power mA/cm2 Voltage W/ cm2 

      

0.503 0.11 0.05533 12.22222 0.503 6.147778 

0.505 0.21 0.10605 23.33333 0.505 11.78333 

0.539 0.32 0.17248 35.55556 0.539 19.16444 

0.529 0.43 0.22747 47.77778 0.529 25.27444 

0.541 0.54 0.29214 60 0.541 32.46 

0.543 0.73 0.40077 81.11111 0.549 44.53 

0.57 0.81 0.46176 90 0.57 51.3 

0.53 1.105 0.58565 122.7778 0.53 65.07222 

0.461 1.807 0.83302 200.7778 0.53 65.07222 

0.467 2.01 0.93867 223.3333 0.467 104.2967 

0.47 2.507 1.17829 278.5556 0.47 130.9211 

0.398 3.03 1.20594 336.6667 0.398 133.9933 

0.347 3.507 1.21692 389.6667 0.347 135.2143 

 
The experiment was initially conducted with fixed values 

of hydrogen flow rate at 0.3, oxygen flow rate at 0.5, and cell 
temperature at 41°C. After operating in this stable condition for 
a day, gradual changes were made to other parameters, and data 
collection commenced. In the experiment, humidity levels were 
gradually increased to values of 30%, 35%, 40%, 45%, 50%, 
55%, 60%, 65%, and 70%, respectively. 

When observing the effect of moisture: 
 Anode input gas flow rate (H2): 0.300 l/min 

 Cathode input gas flow rate (O2): 0.580 l/min 
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 Current: 1.8 A were kept constant. 

The obtained Watt-Volt and humidity values from the 
experiment are outlined below:  

a) At 30%, we observe 0.432 V – 0.778 W.  

b) At 35%, the values are 0.501 V – 0.901 W. Here, we 
witness a sudden increase in our fuel cell's stability and 
efficiency, which is a crucial observation. During our 
experiment, seeing our fuel cell, which we worked hard to 
stabilize over 24 hours, suddenly become efficient indicates 
that our efforts were successful. 

 c) Progress remains steady between 35% and 40%.  

d) At 45%, the values are 0.922 V – 0.512 W, indicating 
another increase.  

e) At 50%, we observe a slight decrease, marking a turning 
point for further increases. Our Watt value stabilizes within a 
specific range, and this observation is a significant finding. The 
Watt value and its corresponding Volt value rise up to a point, 
then exhibit fluctuations but overall remain stable.  

f) The humidity level rises to 60%, and afterward, it shows 
a continuous decline trend. Voltage and power values rise 
initially, then begin to decrease, followed by another increase, 
and stabilize. In other words, at 60% humidity, we achieve the 
highest power and voltage values, recorded as 0.514 Volt, 1.8 
Amperes, and 0.954 Watts.  

g) Values obtained after 60% are at 65% and 70%. At 65%, 
the efficiency is 0.525 V – 0.945 W, and at 75%, the efficiency 
is 0.52 V – 0.936 W. However, what we observe from these 
values is that the cell stabilizes, operates steadily, and there 
won't be significant changes in temperature regardless of any 
subsequent additions. 

5. CONCLUSION 

 
As a result of our studies, the effects of the moisture 

parameter on the performance of PEM fuel cells have been 
investigated. In this study, consecutive tests were conducted at 
specific intervals to stabilize the fuel cell based on joint 
experiments conducted at Batman University and TÜBİTAK 
Renewable Energy laboratories. During these tests, the 
membrane of 5 fuel cells was pierced due to water 
accumulation inside the cells, caused by high humidity, 
rendering them unusable. Detailed images and diagrams related 
to this issue are attached. After this stage, experiments were 
continued with a single-cell PEM fuel cell at the TÜBİTAK 
Renewable Energy Laboratory. 

During the experiments: 
 Anode input gas flow rate (H2): 0.300 l/min 

 Cathode input gas flow rate (O2): 0.580 l/min 

 Current: 1.8 A 

After being kept constant at these values, moisture levels 
were gradually increased to %30, %35, %40, %45, %50, %55, 
%60, %65, and %70, respectively. When evaluating the data 
obtained from the experiment: 

In the power (watt) values, there was initially a good 
increase (0.123 W), followed by a period of stability, and then 
another increase of 0.021 W was observed. Upon further 
examination, a decrease occurred at a certain point. The highest 
efficiency obtained was 0.954 Watt at 60%, which was 
recorded as the highest electrical power value obtained from 
the experiment. However, we believe that this efficiency would 

further increase if water formation within the plates 
(membrane) is prevented. Since all cells are interconnected, the 
formation of water affects the entire fuel cell, hindering the 
acquisition of watt and volt values. To achieve the desired 
efficiency, it is essential to work with robust membranes and 
prevent water formation. We believe that if our suggestions are 
taken into account, the energy efficiency of the fuel cell can be 
further improved, making significant contributions to other 
experiments. 

Today, the energy needed by humanity is increasing day by 

day. The energy produced by pem fuel cells is at a significant level. 

Therefore, the search to increase the efficiency of this fuel cell 

continues. In this study, positive results were found as a result of 

the investigation of humidity in PEM fuel cells. In future studies, 

it is very important to continue studies to increase the efficiency 

of the PEM fuel cell. 
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1. INTRODUCTION 
 

With the ever-increasing demand for thermal management 

systems due to increasing energy cost and decreasing the 

traditional energy sources, there is a need for more efficient and 

reliable methods for controlling temperature, particularly in 

buildings with the highest energy consumption rates [1]. One 

of the most favorable technologies for thermal management is 

the use of phase change materials (PCMs) that can store and 

release thermal energy during phase transition [2]. However, 

traditional PCMs have some drawbacks, such as low thermal 

conductivity and potential leakage while melting [3,4]. 

Therefore, there is a need for the development of new PCM-

based composites with enhanced properties. Form-stable 

composite PCMs (FSC-PCMs) have emerged as a promising 

alternative to traditional PCMs. FSC-PCMs are materials that 

combine a PCM with a supporting material, such as clay-based 

materials, polymers, biochar or activated carbon [5,6]. The 

properties of FSC-PCMs can be tailored depending on the 

features of the selected supporting material and PCM. For 

example, the type of PCM and supporting material, the 

composition of components, the production route and the 

particle size of the components can all affect the thermal 

properties of the FSC-PCMs. By optimizing these parameters, 

it is possible to develop FSC-PCMs with specific thermal 

properties to suit different applications [7,8]. Therefore, the 

resulting FSC-PCMs materials have improved shape-stability 

and thermal conductivity, making them suitable for various 

applications, including building insulation, electronics cooling, 

temperature management of batteries, transportation of food or 

medical products, textile products, etc [9-12]. 

Activated carbon (AC) is an ideal supporting material for 

creation FSC-PCMs due to its high surface area, porous 

structure, and thermal stability. The AC provides a large 

surface area and porous structure for the PCM to be adsorbed, 

thereby preventing leakage and improving shape-stability. 

Furthermore, relatively high thermal conductivity of AC allows 

for efficient heat transfer between PCMs and the surrounding 

environment. Therefore, recently many researches focused on 

the fabrication and application of FSC-PCMs comprising of 

AC and PCM for thermal management systems [13-15].  

Gu et al [16] assessed the use of carbonized pepper straws 

as a carrier material to load palmitic acid and found that this 

composite had a fusion enthalpy of 95.50 J/g. Zhang et al. [17] 
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created a FSC-PCM of a fatty acid eutectic mix utilizing bio-

carbon from waste corn. This composite, which contained 

about 78% PCMs, reached a fusion enthalpy of 148.30 J/g and 

an 87.5% improvement in thermal conductivity. Xu et al. [18] 

combined paraffin with carbonized orange peels, resulting in a 

leakage-free composite with high thermal stability. Wen et al. 

[19] proposed FSC-PCM using sunflower straw-based carbon 

loaded with melted stearic acid for TES applications. 

In the current study, a novel FSC-PCM was developed by 

impregnating Methyl palmitate (MPt) selected as PCM into the 

pores of AC-derived from wood (ACW), which served as an 

effective framework. Wood is an important source of carbon 

due to its low cost and easy availability [20,21]. To date, there 

have been no investigations on the fabrication and extensive 

investigations of such a leak-resistant ACW/MPt composite in 

the literature. The composite's crystalline/chemical structures 

and surface morphology were analyzed using XRD, FTIR and 

SEM techniques. DSC and TGA analyses were conducted to 

evaluate the composite's TES potential, while its thermal 

reliability and conductivity were also measured. Overall, these 

analytical techniques provided comprehensive insights into the 

properties of the samples and facilitated a detailed assessment 

of their suitability for TES applications. The results indicated 

that the favorable energy storage capacity and thermal 

conductivity of this FSC-PCM make it a promising material for 

thermoregulation applications in different thermal 

management systems.  

 

2. EXPERIMENTAL  
 

2.1. Material 

 

Methyl palmitate (MPt, assay 99%) was purchased from 

Sigma Aldrich Company, while ACW was provided from Rota 

Chemical Company (surface area: 1150 m2/g, density: 0.25-

035 g/cm3, pore volume: 1.3 ml/g). 

 

2.2. Preparation of leakage-free ACW/MPt composite 
 

The leakage-free ACW/MPt composite was prepared using 

the sorption method with vacuum operation. Optimal 

impregnation conditions were achieved through a vacuum 

operation in a vacuum oven maintained at 80 kPa and 50 °C for 

a duration of 3 hours, facilitating the infiltration of liquid MPt 

into the ACW pores. To determine the maximum MPt loading 

capacity of ACW, various amounts (ranging from 30 to 70 

wt%) of MPt was impregnated into its porous network. To 

avoid clumping of the ACW/MPt mixtures, the samples were 

periodically taken out of the oven and stirred every 30 minutes, 

ensuring an even infiltration of MPt throughout the ACW 

matrix. The form-stability of each fabricated composite was 

assessed through leakage tests. For this, each composite was 

heated on filter paper above the melting point of MPt. The 

sample that demonstrated the highest MPt rate without leaching 

out after heating for 2 h was identified as FSC-PCM. The 

leakage-free ACW/MPt was found to have a MPt ratio of 53 

wt% and ACW ratio of 47 wt%, as depicted in the given test 

results in Fig. 1. 

 

 
 

Figure 1.  The leakage test result of ACW/MPt samples  

 

2.2. Characterization 
 

In this study, a range of experimental techniques were applied 

to reveal the micro-structure, chemical structure, TES 

properties, and thermal stability of ACW, MPt, and resulting 

ACW/MPt specimens. FTIR (Shimadzu, IRSpirit), DSC 

(Hitachi 7020), SEM (Zeiss LEO 440) and TGA (PerkinElmer) 

analyses were utilized to examine the samples. The thermal 

cycler device (Prime3Techne) was conducted to assess the 

cycling stability of the ACW/MPt. The thermal conductivity of 

the specimens were measured using a thermal conductivity 

meter (Decagon KD2 Pro).  

 

3. RESULTS  
 

3.1. SEM Results 
 

SEM images in Fig. 2 illustrate the morphology of pure ACW 

and the ACW/MPt samples prepared in the study. The SEM 

image of pure ACW reveals the presence of numerous pores, 

predominantly micro-sized, which is consistent with its high 

PCM loading capacity findings. These pores provide abundant 

space for loading MPt and were successfully occupied by the 

MPt, indicating good physical compatibility between the ACW 

and MPt. Additionally, ACW/MPt composite exhibited a 

uniform distribution of MPt embedded within the porous 

network structure of ACW. Consequently, the pores of ACW 

were compacted with the loadage of MPt, leading to a relatively 

smooth surface. Overall, the results suggest that the MPt was 

effectively integrated with ACW. 

 

 
Figure 2.  SEM images of ACW (a) and ACW/MPt (b)  

 

3.2. FTIR Results 
 

The FTIR spectra of MPt, ACW and ACW/MPt were 

demonstrated in Figure 3. The spectrum of MPt exhibited peaks 

at 2910 and 2857 cm-1, which corresponded to CH2 group 

stretching vibrations. Additionally, peaks at 1734 and 1169 cm-
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1 were observed, which were attributed to the carbonyl groups 

and the stretching vibrations of C-O-C, respectively. Peaks at 

1460, 885, and 716 cm-1 were representative of the vibrations 

of the -OH functional group. The FTIR spectra of ACW was 

found to be similar with general carbon-based materials, with 

absorption bands between 1924 and 2285 cm-1. Notably, the 

impregnation of MPt into ACW resulted in negligible changes 

in the position and intensity of the peaks, indicating that the 

MPt retained its phase change and chemical properties in the 

composite structure without the formation of new peaks. 

 

 
Figure 3.  FTIR spectra of MPt, ACW and ACW/MPt  

 

3.3. DSC Results 
 

Figure 4 shows the DSC thermograms for MPt and ACW/MPt, 

while Table 1 presents the TES data for these materials. Three 

measurements were conducted for each sample to calculate the 

mean deviations. The results indicated that the mean deviations 

in phase transition temperatures and enthalpy values were 

±0.17 °C and ±0.82% J/g, respectively. The pure MPt has 

melting and freezing temperatures of 26.97 and 25.15°C, 

respectively, and its fusion and freezing latent heats are 245 and 

-242 J/g, respectively. The melting/freezing temperatures of 

ACW/MPt composite only changed slightly, with 

measurements of 27.59/26.27°C. The measured latent heats of 

ACW/MPt are 129/-127 J/g, respectively. The high surface 

area and porous structure of ACW led to higher latent heat 

capacity of ACW/MPt composite. The fusion and freezing 

enthalpy of ACW/MPt is about 52.65% and 52.47% of the pure 

MPt, respectively, which aligns with the impregnation ratios of 

MPt. Furthermore, the DSC thermogram for ACW/MPt is 

similar to that of MPt, indicating that MPt maintains its TES 

role throughout the phase changes. 

It is worth noting that the fusion enthalpy of the leakage-

free ACW/MPt composite is comparable to that of different 

bio-carbon-based FSC-PCM reported in the literature 

[14,16,22-24]. More specifically, the fusion enthalpy of the 

mentioned leakage-free AC-based composites was reported as 

87.42, 95.5, 84.74, 108.0, and 90.2 J/g, respectively. When 

considering the measured fusion heat of 129 J/g for the 

suggested ACW/MPt composite, it is highly competitive. 

 

 
Figure 4.  DSC thermograms of MPt and ACW/MPt 

 

To assess the cycling thermal stability of the leakage-free 

ACW/MPt, a thermal cycle test was conducted by subjecting it 

to 750 melting/freezing cycles. The DSC curves for this 

composite before and after 750 thermal cycles are presented in 

Fig. 4. The DSC results revealed that its melting/freezing 

temperatures and enthalpy values hardly changed. These 

findings infer the cycling stability of ACW/MPt, which is 

critical for TES applications. 

 
TABLE I  

DSC DATA OF MPT AND ACW/MPT 

Sample 

Melting 

Temperature 

(°C) 

Fusion 

Enthalpy 

(J/g) 

Freezing 

Temperature 

(°C) 

Freezing 

Enthalpy 

(J/g) 

MPt 26.97 245 25.15 -242 

ACW/MPt 27.59 129 26.27 -127 

ACW/MPt 

(750th 

cycle) 

27.55 128 26.25 -127 

 

3.4. TGA Results 
 

The TGA curves in Figure 5 depict the thermal stability of 

ACW, MPt and ACW/MPt. The results demonstrate that MPt 

remained stable up to a temperature of 174 °C, after which it 

experienced substantial decomposition. ACW exhibited good 

thermal stability, with no signs of major decomposition, except 

for minor weight loss due to the evaporation of water and 

volatile organic substances. It experienced weight loss of 

8.07% at 500 °C. Furthermore, the TGA curve of ACW/MPt 

not only determined its thermal stability, but also verified the 

amount of MPt present into ACW. It experienced similar rapid 

mass losses with pure MPt. Mass losses due to MPt in 

ACW/MPt occurred between 174 and 228 °C, and its 

corresponding mass losses were approximately 60%, which 

closely aligns with MPt impregnation rate and ACW-based 

mass losses. Overall, the decomposition temperature of 

ACW/MPt was significantly higher than its working 

temperature, indicating its high resistance to thermal 

degradation. In light of these findings, it can be concluded that 

ACW/MPt possess considerable strength against thermal 

degradation. 
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Figure 5.  TGA curves of MPt, ACW and ACW/MPt  

 

3.5. Thermal Conductivity Results 
 

Thermal conductivity (TC) is a key factor that significantly 

affects the period of heat charging/discharging of PCM-based 

systems. The TC values of pure MPt, ACW, and the ACW/MPt 

were measured at 0.24, 0.33, and 0.52 W/m.K, respectively, at 

a temperature of 20 °C. Based on this finding, the TC of the 

ACW/MPt composite was 2.16 times higher than that of MPt, 

owing to the carbon skeleton of ACW that provides heat 

transfer channels and heat conduction framework. However, 

the TC of the ACW/MPt composite was found to be slightly 

higher than expected, compared to that of ACW and MPt. 

Although the TC of ACW is not high enough to theoretically 

supply this increase in the TC of MPt, it boosted significantly 

its TC. This is since the majority of the air molecules in the 

pores of ACW, which have much lower TC (0.025 W/m.K), 

were displaced by the MPt. As a result, the TC of ACW/MPt 

could be higher than that of either the MPt or ACW alone. 

Therefore, the used ACW not only provided form-stability for 

MPt as a supporter matrix, but also acted as a doping agent, 

significantly enhancing the low TC of MPt. These findings 

were also reported in previous studies [15,25,26]. 

 

4. CONCLUSION  
 

This study utilized highly porous activated carbon derived from 

wood (ACW) to create novel leakage-free FSC-PCM for 

thermal energy storage (TES). Methyl palmitate (MPt) was 

successfully impregnated into the porous structure of ACW. 

The loading rate of MPt in the leakage-free ACW/MPt was 53 

wt%. The fusion enthalpy of ACW/MPt was 129 J/g with a 

melting temperature of 27.59 °C. The composite had high 

thermal stability up to 174 °C, and admirable cycling stability 

even after 750 melting-freezing cycles. The thermal 

conductivity of ACW/MPt was 2.16 times higher than that of 

the pure MPt. Overall, the used ACW not only allowed for high 

loading of MPt, but also significantly enhanced the thermal 

conductivity of MPt without the need for additional fillers. As 

a result, the leak-free ACW/MPt composite has high potential 

for various TES applications including solar passive thermal 

management of buildings, cooling of electronic 

devices/batteries and textile products etc.  
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1. INTRODUCTION 
 

Adhesive joints are widely used for joining due to their 

superior properties such as distributing the load over a wider 

area than the other connection types, not requiring holes, 

obtaining lightweight structures and having superior fatigue 

resistance [1]. Some of the factors affecting the performance of 

the bonded joints are; surface treatments applied to the bonded 

materials, the ambient temperature in which the adhesive joint 

is employed, the residual thermal stresses owing to the 

difference in the thermal expansion coefficient of the adhesive 

and the bonded materials, curing conditions, particles 

reinforcement to adhesive and joint geometry [2-3]. 

In bonding joints, the curing of the adhesive is a very 

significant issue that directly influences the strength of the 

joints. A poorly cured adhesive is a critical issue for the 

aerospace and automotive industries as it can jeopardize the 

integrity of adhesive joints [4]. Adhesion and cohesion forces 

are effective in bonding joints. Adhesion forces occur between 

the adhesive and adherent, the two surfaces are held together 

by interface forces. Cohesion occurs within the adhesive itself. 

In cohesion, the mass components that make up the adhesive 

are held together by chemical or physical forces. High-strength 

adhesives used in engineering applications were harden by 

chemical reaction. This chemical process in which adhesives 

obtain their strength is called curing. 

At the end of the curing process, chemical bonds are formed 

between the adhesive molecules and the necessary strength is 

gained. Since the adhesion properties of adhesives are very 

delicate to environmental circumstances, the load bearing 

capabilities of the adhesive joints are influenced by the pressure 

and temperature applied during curing operation. One of the 

adhesive types that cures by chemical reaction is epoxies. 

Epoxy adhesives can be in three different forms as one-

component, two-component liquid and film. The two-

component ones consist of an epoxy adhesive and a hardener, 

when both are mixed, covalent bonds are formed to become a 

thermoset polymer [6]. Covalent bonds are the primary bonds 

that hold atoms together. It is very strong in covalent bonds 

such as ionic and metallic bonds. Therefore, the strength values 

of adhesives cured by chemical reaction are considerably 

higher than adhesives cured by physical change [7]. 

Pure epoxy molecules at room temperature do not normally 

react with each other. Types of chemicals added to epoxy to 

provide network formation; it is divided into two parts as 

curing agents and catalysts. Curing agents, sometimes called 
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 It is a common method to apply a certain pressure to the bonded surfaces while bonding. In 
this way, it is ensured that the adhesive covers all surfaces and the air in the adhesive is 
evacuated. However, the effects of pressure changes on the curing process and mechanical 
properties, especially in adhesives that harden by chemical reaction, are an issue that should 
be handled with numerical data at a scientific level. When the literature is examined, there 
are limited studies on the effects of curing pressure on mechanical properties of adhesive 
joints.  

In this study, the effect of curing pressure on bond strength in adhesive joints was 
investigated experimentally. Single lap adhesive joints were manufactured using steel plate 
and DP460 epoxy adhesive. At this stage, bonding joints with different curing pressure 
conditions were obtained by placing unit weights on the adhesive area. The samples 
fabricated five different curing pressure values were subjected to tensile tests. In 
consequence of the experiments, a reducing in the joint endurance was observed after a 
certain pressure value.  When the test results are reviewed, by increasing the curing pressure 
from 0.22 N/cm2 to 0.44 and 0.66 N/cm2, the decrease in the failure loads was calculated as 
0.8% and 6.8% respectively, while the decrease in the values of 0.88 and 1.1 N/cm2 was 
computed as 20.9% and 49% respectively. Thus, it has been understood that the pressure 
applied to the adhesive area affects the curing process significantly, and must be taken within 
certain limits. 
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hardeners, are added to epoxies in considerable quantities and 

react with the epoxy to build a cross-linked network. Cured 

resins become insoluble, used to join almost all types of 

materials (metals, glass, ceramics, wood, composites). They 

are chemically resistant and have striking dielectric properties. 

Regarding the curing method, adhesives can be divided into 

three parts. These; curing at room temperature, curing at 

average temperature (up to 120 °C), curing at elevated 

temperatures (up to 250 °C). The mechanical properties of 

structural epoxy adhesives are strongly dependent on the curing 

temperature [8]. Curing times are directly related to the heat 

implemented to the adhesive. Curing time can be reduced at 

higher temperatures. For epoxy adhesives, curing times at room 

temperature are up to 24 hours, while curing times decrease 

with increasing temperature values. The curing times of DP460 

Epoxy adhesive, which was also used in this experimental 

study, are recommended as 24 hours at 23 °C, while it can be 

reduced to 1.5 hours at 49 °C and 1 hour at 60 °C [9]. 

There are studies on the effect of curing temperature and 

curing times on the adhesion performance of structural and 

non-structural adhesives [10-17].   

It is a common method to apply a certain pressure to the 

bonded surfaces while bonding. In this way, it is ensured that 

the adhesive covers all surfaces and the air in the adhesive is 

evacuated. However, the effects of pressure changes on the 

curing process and mechanical properties, especially in 

adhesives that harden by chemical reaction, are an issue that 

should be handled with numerical data at a scientific level. 

When the literature is examined, there are limited studies on 

the effects of curing pressure on mechanical properties of 

adhesive joints.  

It has been stated that increasing the applied pressure during 

curing of cylindrical bonding joints produced using inflexible 

epoxy adhesive causes the residual stresses which reduces the 

joint performance. The curing process was done in an autoclave 

at different pressures [4]. The hydrostatic pressure applied to 

the adhesive injected between the shaft and the hub increased 

the performance of the joint in the shaft-hub connections [18]. 

In single-lap adhesive joints produced using flexible adhesive, 

the increase in curing pressure improved the joint performance 

[19]. 

In this experimental study, the effect of the curing pressure 

applied to the adhesion area on the tensile strength of the joints 

was examined in single-lap joints produced using inflexible 

epoxy adhesive. The purpose of the work is to show the effect 

of mechanically applied curing pressure on the on the strength 

of single-lap joints. The motivation of the study is that the data 

sheets prepared by the manufacturers of epoxy-type adhesives 

do not include detailed information on the effects of 

mechanically applied pressure on the adhesion performance. 

  

2. MATERIAL METHOD 
 
2.1. Adhesive and adherend materials  

In the experimental study, AISI 304 steel sheet with a 

thickness of 2 mm was employed as adherend parts. DP460 

epoxy manufactured by 3 M Company (St. Paul, MN, USA), 

was used as adhesive. DP 460 is a two-component and widely 

used structural adhesive. Mechanical properties of bonded and 

adhesive materials are presented in Table 1 [20-21].  
 

 
 

TABLE I   

MATERIAL PROPERTIES OF THE ADHERED AND ADHESIVE  

Proporties AISI 304 DP460 

Ultimate tensile strength, σt  (MPa) 515-720 44.6 ± 1.2 

Yield strength, σ  (MPa) 210 38.4 ± 1.1 

Modulus of elasticity, E (MPa) 190.000 1984 ± 43 

Poisson's ratio, ʋ 0.29 0.37 

Ultimate tensile strain, εt (%) ≥ 50 4.7 

 

2.2. Fabrication of the tensile test samples  
In order to produce single-lap adhesive joint samples, 

pieces of 130x25x2 mm were cut from AISI 304 plates by laser 

cutting method. The joint geometry and dimensions used in the 

study are shown in Figure 1.. Surface preparation process is 

necessary for adhesive joints to exhibit superior performance. 

Surfaces to be adhesive applied were eroded with P180 grade 

emery paper to take away pollutants and to roughen. 

Subsequent to this, abraded surfaces were washed with liquid 

detergent under tap water. Following this, the washed parts 

were dried with a cloth towel. The bonded surfaces were 

purified via acetone and washed by tap water again. Bonding 

surface conditioning procedures were completed by drying the 

adherends with paper towel and finally heated air. 

 

 
Figure 1.  Test specimen geometry 

 

Two-component epoxy adhesives consisting of hardener 

and epoxy resin were supplied in 50 ml tubes. The applicator 

was used to discharge equal amounts of hardener and epoxy 

resin. After the adhesive is poured into a clean container, the 

hardener and epoxy resin were blended using a wooden pin, in 

this way, the adhesive material was prepared (Figure 2). 

 

 
Figure 2. Adhesive pouring applicator and adhesive 

 

To fabricate test samples of single-lap joints in reference 

to  joint geometry, adhesive was implemented on the bonding 

area and the specimens were placed into the pattern (Figure 3, 

Figure 4). Three samples were produced at once in the mold. 
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Figure 3. Manufacturing steps of specimens 

 

 
Figure 4. The schematic diagram of the mold 

  

In this study, the effect of the pressure applied to the 

adhesive layer during the curing process on the tensile strength 

of the joints were examined. Pressure was applied to the 

adhesive layer using steel rectangular prism-shaped unit 

weights. Accordingly, in the bonding region; different pressure 

values were obtained by using one, two, three, four and five 

weights, respectively. The pressure values used in the study 

were calculated as 0.22 N/cm2, 0.44 N/cm2, 0.66 N/cm2, 0.88 

N/cm2, 1.1 N/cm2 according to the weights used. As an 

example, the molding step of samples produced at 0.88 N/cm2 

and 0.44 N/cm2 curing pressure using four and two weights is 

shown in Figure 5. Other curing pressure values were obtained  

with the same method using different numbers of weights. The 

samples were kept at the desired curing pressure in the mold 

for 24 hours. Then, after the samples were carried away from 

the mold, they were coded and stored in a protective container 

until the experimental stage. 

 

 
Figure 5. Applying pressure to the adhesive layer using weight 

 

In the study, samples were produced without applying 

pressure to the adhesive coating. However, as a result of the 

experiments, it was understood that the adhesive did not spread 

well on the surface and the adhesive thickness was not stable 

in the samples, so the samples prepared without applying 

pressure were excluded from the test program. Therefore, it has 

been understood that a certain amount of pressure must be 

applied to the adhesive area for fully spread the adhesive on the 

surface and to obtain an even adhesive thickness along the 

adhesive line. 

 
2.3. Tensile testing of  the joints  

A series of tensile test were implemented to decide the 

effects of pressure variation in the adhesive layer during the 

curing phase.  

Tensile tests were carried out under laboratory conditions 

at a tensile speed of 1 mm/min (Figure 6). Sample types were 

determined according to the curing pressure (Table 2). 

Experiments were made using five joint types. To raise the 

reliability of tests, four specimens were prepared for each 

specimen type, in all, 20 specimens (5 joint type x 4: 20). 

  

 
Figure 6. Tensile test application 

 

Figure 7, shows 5 test samples produced for the P-1 sample 

type. 

 

 
Figure 7. SLJs samples 

 

The samples were carefully monitored while testing and the 

maximum damage loads and maximum tensile strains of 

single-lap joints were reported. The adhesive thickness of all 

samples removed from the mold was measured in the range of 

0.05 mm-0.1 mm. The curing process of the pressure applied 

samples was completed in 24 hours under room temperature 

conditions (22 °C). Boundary conditions for single-lap 

adhesive joints were determined in accordance with the tensile 

test conditions (Figure 8). 
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Figure 8. The boundary setup of the joints 

 

TABLE 2   
JOINT TYPES  

Joint type Curing pressure(N/cm2) 

P-1 0.22 

P-2 0.44 

P-3 0.66 

P-4 0.88 

P-5 1.1 

  

3. RESULTS and DISCUSSION(Helvetica 10p Bold) 
 

The experimental tensile failure loads of single-lap joints 

are obtained according to the curing pressure (Figure 9). 

 
Figure 9. Failure load variation according to curing pressure 

 

When the results are examined, the failure loads of the 

Single-lap joints, at the pressure values of 0.22 N/cm2, 0.44 

N/cm2 and 0.66 N/cm2 are close to each other as 10.04 kN , 

9.96 kN and 9.35 kN, respectively. However, when the 

pressure values were increased to 0.88 N/cm2 and 1.1 N/cm2, a 

significant decrease was observed in the failure loads (At 

pressure values of 0.88 N/cm2 and 1.1 N/cm2, the failure loads 

were measured as 7.94 kN and 5.12 kN, respectively). When 

the adhesion theories in the literature are examined; the 

mechanical adhesion theory is based on the principle that the 

adhesive penetrates the pores on the surface of the material and 

is physically locked there [19]. Adsorption theory, developed 

by Sharpe and Schonhorn, suggests that adhesion occurs as a 

result of the formation of interatomic and intermolecular forces 

at the interface, provided that good contact between the base 

material and the adhesive is maintained [20]. Adsorption theory 

is still the most widely accepted and applicable theory in 

adhesive science. Therefore, it can be said that applying 

pressure to the adhesive layer increases the bond performance, 

as it allows the adhesive to spread better on the surface and 

penetrate into the pores, according to these theories. However, 

it is seen in this study that this approach can be correct up to a 

certain pressure value and that increasing the pressure further 

reduces the joint strength. Accordingly, with an rise of 5 times 

the curing pressure, the average tensile failure load decreased 

by 50 %.  

During the curing of the adhesive joints, residual thermal 

stresses occur because the adhesive and the bonded materials 

have different thermal properties. Especially in bonding 

processes at high temperatures, these stresses increase even 

more. At this stage, it can be thought that the pressure applied 

to the adhesive layer will affect the residual stresses that occur 

during curing. It is a research question, whether the pressure 

applied during curing will affect the joint strength positively or 

negatively. Another factor is the curing temperature. When the 

literature is examined, in a study using a flexible adhesive (SBT 

9244), the curing was made using a hot press at 145 °C at two 

different pressures as 0.1 MPa and 0.5 MPa, and the effect of 

the curing pressure was experimentally measured [16].  

Accordingly, it has been determined that the increase in 

pressure increases the joint strength. In another study, 

cylindrical bonding joints were formed by using steel as the 

bonded material and DP 460 (3M, USA) as the adhesive [1]. In 

the study, the effect of curing pressure on the joint strength was 

investigated experimentally by performing tensile tests. As a 

result of the experiments, it was determined that increasing the 

curing pressure decreases the joint strength. During the 

production of the test samples, the curing temperature was 80 

°C. In a experimental study, while explaining the effect of 

curing pressure on the joint strength, they stated that the 

pressure increased the heat transfer coefficient of the air in the 

autoclave where the curing was carried out, and as a result, the 

curing operation accelerated and the adhesive temperature 

increased [1]. It was stated that as a result of the increase in the 

adhesive temperature, the thermal residual stresses increased 

and the joint was damaged earlier. 

As stated in the literature, residual stresses negatively affect 

the joint performance. It is understood that the pressure applied 

to the adhesive layer during curing causes residual stresses and 

reduces the bond strength. It is known that the pressure applied 

to the adhesive causes the adhesive to completely wet the 

surface and establish a very good contact with the adhered 

material. However, after providing the required pressure value 

as seen in this study, the effect of further increasing the pressure 

on the strength was reduced. 

Two-component epoxy adhesives start to react at ambient 

temperature after the two components are mixed. The reaction 

rate is greatly affected by the reaction temperature. For every 

10 °C increase in temperature, the reaction time is doubled. Full 

cure times at ambient temperatures for two-component systems 

range from a few minutes to several days. The decrease in 

crosslinking levels results in low cohesion strength. Similarly, 

in this study, it is thought that the curing pressure change 

affects the bond strengths by changing the reaction rate. 

At the end of the tensile tests, load displacement graphs 

were obtained (Figure 10).  The load displacement graphs have 

been prepared by taking into account the data of the test sample 

with the largest failure load in the same test group. 

Accordingly, the displacement amount decreased with the 

increase of the curing pressure value. 
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Figure 10. Load displacement graphs according to curing pressure 

 

4. CONCLUSIONS and SUGGESTIONS 
 

In this study, the effect of the curing pressure applied to the 

adhesive area on the strength was investigated by performing 

tensile tests. The general results obtained experimental study 

are given below: 

In cases where two-component epoxy adhesives that can be 

cured at room temperature are used, pressure must be applied 

to the bonding area during curing in order to spread the 

adhesive over the entire surface and to obtain a homogeneous 

adhesive thickness. However, it should be noted that after a 

critical pressure value, there is a decrease in joint strength due 

to residual stresses. 

In the experimental study, the highest average damage load 

was obtained with a value of 10.04 kN at 0.22 N/cm2 curing 

pressure. Failure loads were close to each other at 0.22 N/cm2, 

0.44 N/cm2 and 0.66 N/cm2 curing pressure values. An 

important decrease in bond strength was seen at the curing 

pressure values of 0.88 N/cm2 and 1.1 N/cm2. 

By increasing the curing pressure from 0.22 N/cm2 to 0.44 

and 0.66 N/cm2, the decrease in the damage load value was 

calculated as 0.8% and 6.8%, respectively, while the decrease 

in the values of 0.88 and 1.1 N/cm2 was computed as 20.9% 

and 49%, respectively. Therefore, the curing pressure affects 

the joint strength negatively after a certain pressure range. 

According to this study, the recommended curing pressure 

range is 0.11 N/cm2 - 0.66 N/cm2.  

This study does not show how curing pressure affects the 

chemical mechanics/interaction in the adhesive. It would be 

beneficial to conduct studies on this subject in future. 
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1. INTRODUCTION  
 

In principles, this current work supplies a complementary 

part of the research conducted (c.f., [1]). As the authors now 

feel that the task is completed and demonstrated with both 

analytic expressions as well as illustrative data to interpret the 

newly devised research results. 

The non-extensive maximum entropy (NME) formalism 

was established in the aftermath of Rényi [2] and Tsallis [3]as 

a closed form expression tool for inductive reasoning mixed 

with "long-range" interactions-physical systems with non-

extensive order. Having said that, their technique has 

generalized the well-known "short-range" interactions of 

Shannon's conventional "extensive" ME (EME) formalism [4]. 

Introducing Ismail’s entropy, namely, 𝐻(𝑞,𝑈𝐺) as the most 

generalized form ever to uniquely generalize all the available 

known generalized entropies in the literature,  stable 𝑀 / 𝐺 / 1 

queueuing system  probabilistic descriptors corresponding to 

states { 𝒑𝒒,𝑼𝑮(𝒏), 𝒏 = 𝟎, 𝟏, 𝟐, …} based on the previous two 

applications in EME format to stable 𝑀 / 𝐺 / 1 queues is 

devised.  

Normalization, ∑ p(n)n = 1 and Pollaczeck-Khinchin (P-

K) mean queue length (MQL), < n > =  ∑ np(n)}n by Shore 

[5]. and Server utilization (SU), 1-p(0)} by [6]. 

 
Figure 1.  GE-type service time distribution with parameters {1/𝜇, 𝐶𝑆

2 >1} 

 

Notably, the   proposed closed form expression [6]was 

shown 

to be exact for a stable 𝑀/𝐺/1 queueing system when the 

service (S) times followed GE distribution as described by 

Figure 1 

Fs(t) = P(S ≤ t) = 1 −  τs exp(−μt τs)                (1) 

τs =  
2

1+CS
2                                            (2) 

𝜇 serves as service rate and Cs
2  serves as the service times’ 

squared coefficient of variation (SCV). More intriguingly, the 

GE distribution has numerous real-life applications 

[3,6,7,8,9,12]. 
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The Shannonian entropy functional H1,S(p) [4], is defined 

by: 

   
      H1,S(p) = −c ∑ p1,S(Sn) log p1,S(Sn)Sn∈S ,  n = 0, 1, 2, …    (3) 

 

with a constant c(c> 0) and {p1,S(Sn), Sn ∈ S} are the 

Extensive Maximum Entropy (EME) state probabilities, Sn  

serve as configurations or states. H1,S(p)  is an information 

measure acted by p1,S(Sn) to a "short range" interactions-

physical system [13]. 

   If the above defined set S (c.f., equation (3)) is countably 

infinite or finite over the “long-range interaction”-physical 

system, then the proposed IE functional is defined by 

 

𝐻(𝑞,𝑈𝐺) =  ∑ 𝜑((𝑝(𝑛)𝑞 , 𝑎1, 𝑎2,, . . . , 𝑎𝑘)∞
𝑛=0 , 𝑘 ≤ 𝑛     (4)               

 

Here 𝜑 serves as any well − defined function, 
𝑎1, 𝑎2,, . . . , 𝑎𝑘 serve as any universal paarmeters, 1 > 𝑞 > 0.5. 

The EME state steady probability of a stable 𝑀/𝐺/1 𝑞𝑢𝑒𝑢𝑒 

that maximises Shannon's entropy function [4] has been 

demonstrated [6]. 

   𝐻(𝑝1,𝑆) =    − ∑ 𝑝1,𝑆(𝑛) ln(𝑝1,𝑆)∞
𝑛=0                      (5)                        

Under the constraints: 

Normalization, 

                  ∑ 𝑝1,𝑆(𝑛) = 1∞
𝑛=0                                (6)                                                                                                         

 S𝐔,   𝑝1,𝑆(0) = ∑ ℎ(𝑛)𝑝1,𝑆(𝑛)∞
𝑛=0 = 1 −  𝜌 = λ/μ        (7)                                                                                     

where 

 ℎ(𝑛) = {
1, 𝑛 = 0
0,   otherwise

                     (8)                                               

P-K MQL,  

< 𝑛 > =  ∑ 𝑛𝑝1,𝑆(𝑛) =  
𝜌

2

∞
𝑛=0 (1 +

1+𝜌𝐶𝑠,1,𝑆
2

1−𝜌
)       (9)                                            

is given by 

    𝑝1,𝑆(𝑛) =   {
𝑝1,𝑆(0),                      𝑛 = 0

𝑝1,𝑆(0)τs𝑥𝑛              𝑛 > 0
              (10)       

where 𝑝1,𝑆(0) = 1 − ρ, τs = 2/(1+ 𝐶𝑠,1,𝑆
2 ) and 𝑥 =

<𝑛>− 𝜌

<𝑛>
. 

 

Theorem 1(c.f., [1]) The 𝐻(𝑞,𝑈𝐺) NME solutions pq,UG(n), 

for the   stable 𝑀/𝐺/1 queue subject to (6), (7) and (9) are 

given by 

𝑝𝑞,𝑈𝐺(𝑛) =  {
𝑝𝑞,𝑈𝐺(0),                                                                 𝑛 = 0

𝑝𝑞,𝑈𝐺(0)  𝜏𝑠
𝑏𝑥𝑛, 𝑏 =  𝐺(𝑞, 𝑎1, 𝑎2,, … , 𝑎𝑘) ,      𝑛 ≠ 0

 (11)                              

Such that pq,UG(0)satisfies (8), namely 

 

1 −  𝑝𝑞,𝐺𝑈(0) = 𝜌𝐺𝑈                                  (12) 

Here  τs and x serve as Lagrangian multipliers satisfying that: 

τs  =
2

1+ Cs,1,S
2 ,     𝑥 =

𝜌

(𝜌+(1−𝜌)(
2

1+Cs,1,S
2 )

𝑏

)

, 
ρ(1−𝑥)

(1−𝜌)𝑥
=  𝜏𝑠

𝑏    (13)                                                    

Theorem 2(c.f., [1]) 

𝐻(𝑞,𝑈𝐺) ’s NME steady-state probability, 𝑝𝑞,𝑈𝐺(𝑛)  is exact 

𝑓𝑠,𝑞,𝑈𝐺(𝑡) is determined by 

𝑓𝑠,𝑞,𝑈𝐺(𝑡) = (1 − 𝜏𝑠,𝑈𝐺  )𝑢0(𝑡) + 𝜇𝜏𝑠,𝑞,𝑈𝐺
2 𝑒−𝜇𝑡𝜏𝑠,𝑈𝐺 

with 𝑢0(𝑡) in the form 

u0(t) =  {
∞,    t = 0         
0,    otherwise

  with ∫ u0(t) = 1                          
∞

−∞
 (14) 

and  𝜏𝑠,𝑈𝐺 = 𝜏𝑠
𝑏 ,   𝑏 = 𝐺(𝑞, 𝑎1, 𝑎2,, … , 𝑎𝑘),   τs = 

2

(1+Cs,1,S
2 )

. 

Corollary 2.1 

The CDF, 𝐹𝑠,𝑞,𝑈𝐺(t)of the  𝐺𝐸𝑞,𝑈𝐺 −types of service time with 

the pdf  𝑓𝑠,𝑞,𝑈𝐺(t) (c.f., (14)) is fully determined by cumulative 

distribution function 𝐹𝑠,𝑞,𝑈𝐺(t),  of  𝑆𝑞,𝑈𝐺(t)and is determined 

by 

𝐹𝑠,𝑞,𝑈𝐺(t)= 1−𝜏𝑠
𝑏e−μ𝜏𝑠

𝑏𝑡 , τs  =  2/(1 +  Cs,1,S
2 )            (15) 

Corollary 2.2 Following CDF (c.f., equation (14)), the 

service time’s SCV, S are given by: 

E(sq,UG) =
1 

μ
                                                                (16) 

E(sq,UG
2 ) =

2

μ2𝜏𝑠
𝑏                                            (17) 

     Cs,q,UG
2 =

E(sq,UG
2 )

(E(Sq,UG))2 − 1 =  
(2−𝜏𝑠

𝑏)

𝜏𝑠
𝑏           (18) 

where τs = 2/(1+ Cs,1,S
2 ). 

 

[1] mainly contributes to: 

 The Ismail's entropy (IE) measure is a generalization of all 
existing entropic measures in the literature. 

 The provision of IE formalism of the stable 𝑀/𝐺/1 
queueeing system, which is the ultimate generalization to 
all up to date formalisms. 

 Highlighting possible ME applications to energy works, 
which will be critical in taking energy works to the next 
level. 

 
2. UNIFIED GLOBAL NME FORMALISMS VS EME 

CONSISTENCY AXIOMS 
1.  
2. 2.1. Uniqueness 

 
The uniqueness axiom reads as axiom, “If the same problem 

is solved twice in exactly the same way, the same answer is 

expected in both cases i.e., the solution should be unique” [14]. 

Let 𝑓𝑞,𝑈𝐺 , ℎ𝑞,𝑈𝐺  be defined on  S such that: 

𝐻𝑞,𝑎1,𝑎2,,…,𝑎𝑛,𝑈𝐺
∗ ( 𝑓𝑞,𝑎1,𝑎2,,…,,𝑁) =  𝐻𝑞,𝑎1,𝑎2,,…,𝑎𝑛,𝑈𝐺

∗ ( ℎ𝑞,𝑎1,𝑎2,,…,,𝑁)   (19) 

Hence, for  𝑘 ≤ 𝑛,                   
∑ 𝜑(( 𝑓𝑞,𝑎1,𝑎2,,…,,𝑁)

𝑞
, 𝑎1, … , 𝑎𝑘) =𝑁

𝑛=1

  ∑ 𝜑(( ℎ𝑞,𝑎1,𝑎2,,…,,𝑁)
𝑞

, 𝑎1, … , 𝑎𝑘)𝑁
𝑛=1                                  (20) 

 

This clearly implies  

 

𝜑(( 𝑓𝑞,𝑎1,,...,,𝑁)
𝑞

, 𝑎1, . . . , 𝑎𝑘) = 𝜑(( ℎ𝑞,𝑎1,𝑎2,,...,,𝑁)
𝑞

, 𝑎1, . . . , 𝑎𝑘) (21)       

Assuming the contradictory statement,   𝑓𝑞,𝑎1,𝑎2,,...,,𝑁  ≠

 ℎ𝑞,𝑎1,𝑎2,,...,,𝑁, hence there is a  constant 𝛾 > 1 satisfying:  

 

𝑓𝑞,𝑎1,𝑎2,,...,,𝑁
𝑞

 =  𝛾 ℎ𝑞,𝑎1,𝑎2,,...,,𝑁
𝑞

                             (22) 

Hence, 

∑ 𝜑((𝛾 ( ℎ𝑞,𝑎1,𝑎2,,…,,𝑁)
𝑞

, 𝑎1, 𝑎2,, … , 𝑎𝑘)

𝑁

𝑛=1

= ∑ 𝜑((( ℎ𝑞,𝑎1,𝑎2,,…,,𝑁)
𝑞

, 𝑎1, 𝑎2,, … , 𝑎𝑘)

𝑁

𝑛=1

, 

  𝑘 ≤ 𝑛                                                                                         (23) 

 

By (23) and component-wise equality, clearly it follows that 

 ℎ𝑞,𝑎1,𝑎2,,...,,𝑁
𝑞

=  𝛾 ℎ𝑞,𝑎1,𝑎2,,...,,𝑁   
𝑞

(Contradiction)             (24) 

 

(24) holds if and only if  𝛾 = 1, which is a contradiction. 

Since 𝜑 is uniquely represented by the definition of the UG 

formalism. Therefore, “there cannot be two distinct probability 
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distributions  𝑓𝑞,𝑎1,𝑎2,,...,,𝑁,  ℎ𝑞,𝑎1,𝑎2,,...,,𝑁ϵ Ω  with equal 

Ω′sNME.Thus, uniqueness holds[14]. 

 
2.2. Invariance 

Invariance reads as “The same solution should be obtained 

if the same inference problem is solved twice in two different 

coordinate systems” [15]. Following analogous logic to [14], 

let W be transformed into a new variable V by a continuous 

one-to-one transformation. If the density functions of the 

variates are 𝑓(𝑤) and 𝑔(𝑣), then  

𝑔(𝑣) = 𝑓(𝑤)|
𝑑𝑤

𝑑𝑣
|  =  |

𝑑𝑣

𝑑𝑤
| ∫ 𝜑((𝑓(𝑤) )𝑞 , 𝑎1, 𝑎2,, . . . , 𝑎𝑘)|

𝑑𝑤

𝑑𝑣
|𝑞∞

−∞
 𝑑𝑤                           

           (27)                                                         
 

The entropy functional therefore changes. If however we 

consider a linear transformation 

 

𝑉 = 𝐴𝑊 + 𝐵                   (28)                                                                  

We get after some manipulation, 

 

𝐻𝑞,𝑎1,𝑎2,,...,𝑎𝑛,𝑈𝐺(𝑔(𝑣)) =

|𝐴| ∫ 𝜑((𝑓(𝑤) )𝑞, 𝑎1, 𝑎2,, . . . , 𝑎𝑘) 1

|𝐴|𝑞

∞

−∞
 𝑑𝑤                 (29)                                          

 

So, it is obvious from (28) and (29) that if the unique 𝜑 

representation satisfies: 

 

𝜑(𝜂𝑞(𝑓(𝑤) )𝑞 , 𝑎1, 𝑎2,, . . . , 𝑎𝑘)= 𝜑((𝑓(𝑤) )𝑞 , 𝑎1, 𝑎2,, . . . , 𝑎𝑘)     (30)                                          

 

i.e., 𝜑 is invariant under scaling transformation it holds that in 

this case. For the case of multivariate distributions, 

𝐻𝑞,𝑎1,𝑎2,,...,𝑎𝑘,𝑈𝐺(𝑔) =  |𝐴| ∫ 𝜑((𝑓(𝑥) )𝑞 , 𝑎1, 𝑎2,, . . . , 𝑎𝑘)
∞

−∞
 𝑑𝑥    (31)                                                                         

 

Which show that 𝐻𝑞,𝑎1,𝑎2,,...,𝑎𝑘,𝑈𝐺 is invariant if and only if 𝜑  

 

is UG invariant under scale transformation.  

By (26) and (27), the change is q-dependent and generally 

speaking, 𝐻𝑞,𝑎1,𝑎2,,...,𝑎𝑘,𝑈𝐺 is not invariant under transfo-

rmation. 

For the case of multivariate distributions,  

 

𝐻𝑞,𝑎1,𝑎2,,...,𝑎𝑘,𝑈𝐺(𝑔) =   |𝐴| ∫ … …
∞

−∞
  

…∫ ((𝜑(𝑤1, 𝑤2, … , 𝑤𝑁))𝑞(|
𝜕(𝑤1,𝑤2,…,𝑤𝑁)

𝜕(𝑣1,𝑣2,…,𝑣𝑁)
|)𝑞  𝑑𝑤1 𝑑𝑤2 … 𝑑𝑤𝑁)

∞

−∞
                                                                                                         

                                                                                          (32)                                           

where 𝑓(𝑤1, 𝑤2, … , 𝑤𝑁) and  𝑔(𝑣1, 𝑣2, … , 𝑣𝑁) are the density 

functions. Hence, Invariance is defied. 

 

2.3. System Independence 
 

System independence reads as “It should not matter 

whether one accounts for independent information about 

independent systems separately in terms of different 

probabilities or together in terms of the joint probability” 

[15].In this context the joint probability is expressed by, 

𝐻𝑞,𝑎1,𝑎2,,...,𝑎𝑘,𝑁 (xm, ym ) = Pr(X = xm , Y = ym ) =

 𝑓𝑞,𝑎1,𝑎2,,...,𝑎𝑘,𝑁(xm ) 𝑔𝑞,𝑎1,𝑎2,,...,𝑎𝑘,𝑁(ym )                         (33)                          

 

For the joint probability𝐻𝑞,𝑎1,𝑎2,,...,𝑎𝑘,𝑁 (xm, ym ), 𝐻(𝑞,𝑈𝐺)  of 

(4), reads: 

 

  𝐻𝑞,𝑎1,𝑎2,,...,𝑎𝑘,𝑈𝐺
∗ (𝐻𝑞,𝑎1,𝑎2,,...,𝑎𝑘,𝑁 ) = ∑ ∑ 𝜑(ℎ𝑞,𝑎1,𝑎2,,...,𝑎𝑘,𝑁

𝑞
)𝑛𝑙      (34) 

Clearly, it follows from (4) that: 

𝐻𝑞,𝑎1,𝑎2,,…,𝑎𝑘,𝑁
∗ (ℎq,,𝑵) ≠  𝐻𝑞,𝑎1,𝑎2,,...,𝑎𝑘,𝑁

∗ (𝑓q,𝑵) +

𝐻𝑞,𝑎1,𝑎2,,...,𝑎𝑘,𝑁
∗ (𝑔(Yq,N ))                                                      (35) 

 

In information theory words, the un-equality (35) implies 

that "the joint EME state probability distribution of two 

independent non-extensive systems Q and V defies the axiom 

of system independence due to the presence of long-range 

interactions" [14]. 

As q→1, 𝜑(𝑝(𝑛)) = −𝑝(𝑛)𝑙𝑛(𝑝(𝑛)),  

our defined UG Entropian functional reduces to the Shannon 

Boltzmannian entropy and the un-equality (35) becomes  

equality, namely 

𝐻1
∗(ℎ1,𝑵) ≠  𝐻1

∗(𝑓1,𝑵) + 𝐻1
∗ (𝑔(Y1,N ))                              (36) 

By (36), system independence is satisfied [14], which is“an 

appropriate property of EME formalism, as a method of 

inductive inference, for the study of extensive systems with 

short-range interactions” [16]. 

 

2.4. Subset Independence 
 

Subset independence reads as “It does not matter whether 

one treats an independent subset of system states in terms of a 

separate conditional density or in terms of the full system 

density” [15]. 

 

Consider a general non-extensive system Q that has a finite 

number, L (𝐿 >  0)of disjoint sets of discrete states {𝑆𝑖
∗, 𝑖 =

1,2, … , 𝐿}, whose union is S. Let {𝑥𝑖𝑗 , i, j = 1,2,..., 𝐿}  be a 

conditional state in Si
∗. Let ξibe the probability that a state of 

the system Q is in the set {𝑆𝑖
∗, 𝑖 = 1,2, … , 𝐿} such that 

∑ 𝜉𝑖 = 1.𝑖 Moreover, let probability  𝑓𝑞,𝑎1,𝑎2,,...,𝑎𝑘,𝑁(𝑥𝑖𝑗)ϵ Ωi , 

where  Ωi , isthe closed convex set of all probability 

distributions on Si
∗, i. e. , { 𝑓𝑞,𝑎1,𝑎2,,...,𝑎𝑘,𝑁(𝑥𝑖𝑗) = 𝑃𝑟{𝑋𝑖 =

𝑥𝑖𝑗}}, where Xi is the state conditional random variable of the 

system 𝑆𝑖
∗, 𝑖 = 1,2, … , 𝐿. Moreover, let w be an aggregate state 

of system Q and probability 𝑓𝑞,𝑎1,𝑎2,,...,𝑎𝑘,𝑁(𝑥)ϵ Ω, where Ω is 

the closed convex set of all probability distributions on S i.e., 

 𝑓𝑞,𝑎1,𝑎2,,...,𝑎𝑘,𝑁(𝑥) = Pr {𝑋 = 𝑥}  where W is the random 

variable describing the aggregate state of the system S.  

Clearly, ξi, i = 1, 2, ...,𝐿 can be expressed by 

∑  𝑓𝑞,𝑎1,𝑎2,,...,𝑎𝑘,𝑁(𝑥𝑖𝑗) = Si
∗ ξi                           (37) 

The overall non-extensive entropy function of system 

Q,𝐻𝑞,𝑎1,𝑎2,,...,𝑎𝑘,𝑈𝐺
∗ (𝑓q) is defined on the total number of states 

in the union S of states {𝑆𝑖
∗, 𝑖 = 1,2, … , 𝐿}.   Hence, it can be 

shown that 

𝐻𝑞,𝑎1,𝑎2,,...,𝑎𝑘
∗ (𝑓q)  =  ∑ ∑ ξi  𝜑(𝑓𝑞,𝑎1,𝑎2,,...,𝑎𝑘,𝑁

𝑞
(𝑥𝑖𝑗))𝑆𝑖𝑖      (38) 

 

where 𝑓𝑞(𝑥) 𝜖 𝛺. Equ. (38) rewrites to 

𝐻𝑞,𝑎1,𝑎2,,...,𝑎𝑘
∗ (𝑓q)  =  ∑ ξi(∑   𝜑(𝑓𝑞,𝑎1,𝑎2,,...,𝑎𝑘,𝑁

𝑞
(𝑥𝑖𝑗)𝑆𝑖𝑖 )   (39) 

However, the conditional extensive entropy, 

𝐻𝑞,𝑎1,𝑎2,,...,𝑎𝑘
∗ (𝑓q,i) ,   defined on the set {𝑆𝑖 , 𝑖 = 1,2, … , 𝐿}  is 

expressed by the Poisson process as, 

 

209



EUROPEAN JOURNAL OF TECHNIQUE, Vol.13, No.2, 2023 

 

Copyright © European Journal of Technique (EJT)                  ISSN 2536-5010 | e-ISSN 2536-5134                                    https://dergipark.org.tr/en/pub/ejt 

  

𝐻𝑞,𝑖,𝑎1,𝑎2,,...,𝑎𝑘
∗ (𝑓q)  = ∑ 𝜑(𝑓𝑞,𝑖,𝑎1,𝑎2,,...,𝑎𝑘,𝑁

𝑞
(𝑥𝑖𝑗)𝑆𝑖

∗          (40) 

This implies 

𝐻𝑞,𝑎1,𝑎2,,...,𝑎𝑘
∗ (𝑓q)  = ∑ ξi(𝑖 𝐻𝑞,𝑎1,𝑎2,,...,𝑎𝑘

∗ (𝑓q,i))                 (41) 

 

Therefore, “maximizing the generalized aggregate entropy 

function, 𝐻𝑞,𝑎1,𝑎2,,...,𝑎𝑘
∗ (𝑓q), subject to an aggregate set of 

available constraints, it is equivalent to maximizing each 

generalized conditional entropy function, 

Hq,a1,a2,,...,ak
∗ (fq,i) individually, subject to a conditional set of 

available constraints. Thus, the Unified Global ME formalism 

satisfies the axiom of subset independence [14]. 

 
3. THE INFLUENTIAL ROLE OF INFORMATION 
THEORY TO ADVANCE 6G NETWORKS 
 

The traditional strategy of avoiding or ignoring interference 

in wireless networks is insufficient for the ambitious ultra 

dense cellular networks (CNs) have high quality-of-service 

(QoS) requirements. However, recent breakthroughs in 

information theory have shifted our perception of interference 

from a foe to a friend. [17] has shed light on how to reap the 

benefits of incorporating modern interference management 

(IM) techniques into future CNs. To that aim, a hybrid 

multiple-access (HMA) scheme that decomposes the network 

into sub topologies of alternative IM schemes for more efficient 

network resource utilization was developed [17], where 

preliminary findings indicate that an HMA method can 

improve nonorthogonal multiple-access (NOMA) 

performance, particularly in dense user deployments. 

    

 
       Figure 2.  Collaboration amongst 6G Scientific Challenges [18]. 

 

The sixth generation [18] of wireless networks faces new 

challenges in meeting the requirements of emerging 

applications, such as high data rate, low latency, high 

reliability, and massive connectivity. To address these 

challenges, the entire communication chain needs to be 

optimized, including the channel and surrounding 

environment. Investigating large intelligent surfaces, ultra-

massive multiple-input-multiple-output, and smart 

constructive environments, as well as considering semantic and 

goal-oriented communications, emergent communication, and 

end-to-end communication system optimization, are among the 

scientific challenges identified for rebuilding the theoretical 

foundation of communications.   

Figure 2 (c.f., [18]) shows how the scientific challenges 

discussed in [18] are key performance indicators (KPIs)-

related. The goal of 6G is to provide connectivity and 

computation to interconnect the digital, physical, and human 

worlds through a high-performance network that connects 

different types of sensors, actuators, and computation 

platforms. This concept is referred to as "connected 

intelligence". Thus, we can observe some triggering questions 

on how to steer future 6G networks. 

Electromagnetic information theory (EIT) is a field that 

explores the interplay between information theory and 

electromagnetism. It focuses on developing information theory 

principles and antenna engineering while considering the 

limitations imposed by the laws of electromagnetism. This field 

has emerged because of the interaction between wave physics 

and information theory and has been studied for decades.  

The development of 6G networks [18] has led to the 

emergence of new communication technologies such as RIS, 

TR, OAM, surface wave communications, and ultra-massive 

MIMO. However, current information-theoretic tools are 

insufficient to fully understand the performance limits of these 

technologies due to assumptions made in network design and 

performance analysis. EIT is expected to play a key role in 

characterizing the fundamental limits of these technologies and 

building better communication system models that are 

physically consistent with real propagation environments. 

To meet [18] the high data rate requirements of some 6G 

applications, exploiting ultra-wideband at the sub-THz band is 

a potential technology. However, this poses technical 

challenges in transceiver design due to the non-linear behavior 

of Radio Frequency (RF) components and hardware design 

constraints. To address these challenges, non-linear signal 

processing methods are necessary, which require proper 

modeling of transceiver components, developing low-

complexity algorithms, and evaluating information theoretical 

limits. 

  
Figure 3.  Multi-agent systems’ architecture [21]. 
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The development of 6G networks [19,20] is expected to 

support applications that require high data rates, low latency, 

and high quality of service. However, the feedback theory 

poses a challenge to realizing the full potential of 6G due to 

degraded spectral efficiency and increased delay.  

Multi-agent theory is a promising approach to improving 

network throughput and eliminating feedback overhead, but 

efficient mechanisms for coordinating agent formation and 

stability in highly dynamic networks are yet to be explored. 

Emergent communication in multi-agent systems can 

potentially reduce communication costs and processing 

overhead by allowing agents to learn messages instead of 

coding/decoding them. This is illustrated by Figure 3(c.f., 

[21]). 

Super-resolution [22] techniques can be used in 6G 

networks to extract information from radio signals, such as 

delay, Doppler, and angles, to achieve high position precision 

in various applications like robotics, healthcare, and augmented 

reality. However, the complexity of the problem increases with 

the number of signal sources and non-ideal effects like 

hardware impairments and interference can affect the 

performance of conventional approaches, as illustrated by both 

figures 4 and 5. Therefore, further research is needed to develop 

new methods and investigate the theoretical limits to optimize 

the performance and complexity trade-off. 

 
Figure 4.  High-resolution picture and observed image comparison [18]. 

  
Figure 5.  The observed baseband response and the multipath channel [18]. 

 

The upcoming 6G network [18] will enable new distributed 

applications that require extensive computation and high-speed 

communication with low latency. To ensure a sustainable 

system, new applications should consider joint optimization of 

communication and computation, with a focus on energy 

efficiency. While relying on the physical limits of 

communication and computation can provide insight into 

energy costs, practical constraints must also be considered 

when finding solutions to optimization problems. 

6G networks [18] aim to support high mobility for various 

applications, which poses a challenge for estimating the 

communication channel due to its time-varying nature. 

Spreading waveforms, which distribute symbols over time and 

frequency, have been shown to be resilient to channel 

variations, but require complex iterative receivers to mitigate 

interference. Therefore, designing low-complexity receivers 

for spreading waveforms is a crucial research direction for 

communication signals in time-varying channels. 

In [18], it is suggested that efforts should be made to 

integrate semantic communication in various use-cases of 

wireless networks, identify performance bottlenecks, and 

explore the potential of extending the semantic concept into 

communication protocol learning. Semantic communication 

protocols are expected to have task-specific control signaling 

messages, with acceptable communication, computing, energy 

consumption, and memory usage overhead, unlike classical 

medium access control (MAC) protocols. 

 Integrated sensing and communication [18]can be 

implemented using different radar architectures, such as 

monostatic and bistatic, but each presents its own challenges. 

One challenge with monostatic radar is signal leakage due to 

self-interference, which can be addressed by antenna 

separation or analog cancellation. A combination of these 

solutions can provide additional benefits, such as self-

interference suppression by more than 70 dB, while various 

performance indicators can aid in designing integrated sensing 

and communication waveforms based on different channel 

models and application needs. 

Large-scale communication networks [18]face challenges 

such as scalability, adaptivity, and automation, which can be 

addressed by incorporating AI. However, to better understand 

how AI operates and make informed decisions, it is important 

to develop solid mathematical foundations. Several tools, 

including RMT, decentralized stochastic optimization, and 

tensor algebra and low-rank tensor decomposition, offer 

potential approaches to achieve a flexible and reliable 

understanding of large-scale networks with AI. 

The development of 6G networks [18] requires revisiting 

current coding schemes to ensure they can serve various use 

cases with different quality-of-service requirements. Joint 

designs for channel and source coding are being explored to 

replace conventional coding schemes, with the goal of 

achieving high data rates, shorter code lengths, and low-

complexity decoding mechanisms.  

 
Figure 6.  Source and channel coding are combined [18]. 
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However, this approach comes with increased overhead in 

terms of compression complexity, minimum coding distance 

optimization, and sophisticated hardware design for supporting 

Tbps communication, this can be illustrated by figure 6(c.f., 

[18]). 

 Queuing theory and information theory [18] are often 

studied independently, which can lead to suboptimal solutions 

in scheduling algorithm design. Queuing theory focuses on 

delay analysis from a queuing perspective, while information 

theory ignores the bursty nature of data traffic and considers 

delay-insensitive sources. To address this issue, a cross-layer 

framework that combines both queuing theory and information 

theory is needed to jointly adapt to source and PHY layer 

dynamics. 

 Non-coherent schemes [18], such as Grassmannian 

signaling and non-coherent tensor modulation, are being 

explored as promising approaches to modulate waveforms in 

wireless networks. These approaches can relieve the pressure 

imposed by channel state information (CSI) acquisition and 

show superior performance in large-scale networks. However, 

before their adoption in 6G networks, concerns such as 

constellation design and symbols mapping/demapping need to 

be addressed. 

 

 

4.  CONCLUSION 
The current paper emerges a considerable number of open 

problems. 

 

IE Threshold 

 

This open problem considers the feasibility of obtaining the 

sophisticated thresholds for IE parameters, to decide the 

regions of increasability(decreasability) for IE expression as a 

starting step to the visualization of IE’s performance. 

 

Matching Theory 

 

Matching theory is a mathematical approach to solving 

problems of matching players in two groups. Depending on the 

players' quota, matching problems can be classified as one-to-

one, many-to-one, and many-to-many matching, and can be 

further categorized as matching with single- or two-sided 

preferences. The deferred acceptance algorithm is a powerful 

matching procedure in which players iteratively make 

proposals that are either accepted or rejected by players of other 

groups respecting their preferences and quota [23]. 

 

Game Theory 

 

Game theory is a mathematical framework used to analyze 

interactions between rational players, and it is classified as 

cooperative or noncooperative based on the nature of the 

interactions. In the context of network topology optimization, 

cooperative games are more suitable, and there are two main 

types: coalition formation games and network formation 

games. Coalition formation games seek optimal coalition size 

and members, while network formation games consider 

interdependencies among partitions. Auctioning games, on the 

other hand, involve bidders and an auctioneer who collects bids 

to decide who will buy which items at what cost, and they are 

well-suited for PST-based relaying schemes [24]. 

 

Auctioning games 

 

Auctioning games are a type of game theory that involves 

bidders and an auctioneer who collects bids to determine who 

will buy which items at what cost. In the context of HMA 

schemes, auctioning can be used for PST-based relaying 

schemes where users with strong channels can bid for power or 

spectrum from users with weak channels. Combinatorial 

auctions are particularly useful for modeling complex 

clustering scenarios where users can join multiple clusters as 

both spectrum sellers and power buyers [17]. 

 

Machine Learning (ML) 

 

ML techniques can adapt to the changing wireless 

environment and human behavior, enabling self-organizing, 

self-optimizing, and self-healing HMA schemes for beyond 

5G. Deep neural networks (DNNs) are a type of ML that can 

deal with complex and nonlinear problems, such as channel 

estimation, coding, modulation, and equalization. DNNs can 

also be used to predict traffic load, mobility patterns, and 

content interest, making them a powerful tool for designing and 

evaluating fitness functions in HMA schemes [17].  
 

This paper contributes to validating the credibility of IEF 

by investigating the four consistency axioms of choice on it. 

Some potential information-theoretic applications on 6G 

network were provided, combined with posing some intriguing 

research questions and open problems. Future road maps of 

research include the explorations of finding possible solutions 

to these research questions and the proposed challenging open 

problems. 
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1. INTRODUCTION  
 
Today, robots are used extensively in industry and provide 
significant benefits, and their impact becomes more visible as 
their usage increases in daily life [1]. They have great potential 
in teaching and research activities [2]. Robotics systems 
provide learners and researchers with education and research 
environments allowing them to incorporate ideas within 
science, technology, engineering, and mathematics (STEM) 
[3]. The basic concept of robot usage in teaching and research 
fields is to improve one’s soft skills and integrate technical 
knowledge with practical experience, enhancing interest, 
engagement, creativity, motivation, and accomplishments in 
various STEM fields [4]. Such systems have a wide range of 
usage from entry-level educational institutions [5] to 
universities [6]; they are also used for non-technical support, 
for instance, for those with learning disabilities [7].  

Many teaching strategies have been studied, and the 
methods are mainly designed to be cost-effective and time-
efficient [8]. The reader is addressed to [9] for more details 
regarding learning techniques and strategies. There is a 
growing interest in interactive learning methods, and emerging 
technologies have been prevalent and made learning easy to 
apprehend [10].  Although they are more costly than classical 
learning methods, such systems ensure that students are 
instructed using state-of-the-art technology, and researchers 
can have experience with advanced applications [11]. 

Several robot platforms, such as manipulators and mobile 
robots, have been developed for educational and research 
purposes [12,13]. However, price, functionality, compactness, 
and user-friendly interface are important to embark on the robot 
selection process before making the final decision. Ceccarelli 
[14] introduces some low-cost robots and discusses how the 
robots are appropriately adapted for research and teaching 
activities. Piepmeier et al. [15] discuss robotics education 
principles and how they enhance teaching quality with robots.  

The works related to the manipulators are given in [16– 19]. 
Those works related to robot manipulators cover student 
experiences with kinematic analysis and computer vision. 
Humanoid robots such as the NAO [20] are used in numerous 
institutions, allowing one to gain multi-disciplinary skills and 
develop content with seamless cases. However, they are pricey 
for teaching and research institutions have a limited allocation. 
Although their usages are feasible for graduate studies, they are 
expensive for undergraduate studies considering a class size of 
more than 30 students. For instance, the NAO AI edition costs 
$14990. 

Mobile robots offer a cost-effective solution to explore 
these new learning and research methods [21–23]. There are 
several mobile robots presented for teaching and research 
activities. In order to integrate robotics research with 
undergraduate education, a university team developed a mobile 
robot called Rusty [24]. E-puck [25], designed at a low cost 
$850, is a mobile robot platform operated as a swarm robot [26-
28] due to its small size and modular structure. The E-puck 
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consists of four parts: the main body, the led ring, and two 
wheels. 

The LEGO Mindstorms platforms allowing flexibility to 
construct various robot configurations are utilized in numerous 
educational institutions for basic and advanced classes [29–31]. 
Still, they have hardware and software limitations for research 
activities. The price of the LEGO Mindstorms Core robot kit is 
around $850. Do [32] presents a mobile robot to apply image 
processing algorithms for multi-objective robot vision projects. 
For secondary education, the Scribbler robot, designed by 
Parallax [33], costs $229. The Scribbler is sufficient for 
teaching activities for secondary education but has weak 
hardware equipment to fulfill the undergraduate and graduate-
level course requirements. 

The Quanser QBot 3 [34] is an autonomous two-wheel drop 
and cliff sensor, 3-axis gyroscope) and a Red-Green Blue-
Depth (RGB-D) camera. This robotic platform is mainly 
designed for undergraduate teaching and advanced graduate-
level research applications such as machine learning and 
computer vision. The Quanser QBot 3 deploys applications 
through Simulink, Python, and the Robot Operating System 
(ROS). Developed by Adept Mobile Robots, Pioneer 3-DX is 
also one of the mobile robots for research and teaching 
activities [35]. The microcontroller on the robot has firmware 
called ARCOS. There also exists its three-dimensional model 
in the Gazebo simulation environment. There are eight 
ultrasonic sensors, encoders, and microcontrollers on the robot, 
and sensors such as laser, microphone, and gyroscope are 
mounted when required. The robot’s production currently has 
been discontinued. 

Another mobile robot developed for educational and 
research purposes is Turtlebot 2, one of the most popular open-
source commercial educational robots [36]. Application for any 
teaching and research activity is executed with ROS, OpenCV, 
and Point Cloud Library (PCL). Its list price is about $1450. 
Studies by Gritti et al. [37], Wu et al. [38], and Barber et al. 
[39] are examples of works operated on this robot. The 
upgraded version of the Turtlebot 2 is named Turtlebot 3 [40]. 
It has two released versions: Burger and Waffle. The Waffle 
robot is larger and has extra sensors pushing it more expensive 
than the Burger. The Burger and the Waffle robot prices are 
approximately $660 and $1660, which are not high-cost robot 
platforms for higher education and research activities. The 
Turtlebot platform provides robust open-source software with 
the ROS environment. It has a modular plate so the user can 
modify the robot’s shape. The hardware mounting kit consists 
of two dynamixel motors, a Light Detection and Ranging 
(LIDAR) sensor, a camera, and a single board computer with 
Intel Joule 570x. Amsters and Slaets [41] investigate how they 
successfully employ the Turtlebot 3 in graduate-level classes. 

The latest version of the TurtleBot, called Turtlebot 4 [42] 
offers a Raspberry Pi 4 card running ROS 2, a spatial AI stereo 
camera, a LIDAR, an optical floor tracking sensor, and infrared 
and slip detection sensors. Turtlebot 4 costs $1850 for the 
standard model. All the TurtleBots and the Quanser QBots are 
powerful open-source platforms for learning and research 
development, but they are not fully operational when they work 
in outdoor activities. Such robotic systems mainly employ 
indoor laboratories, limiting operating real-time outdoor 
scenarios. 

The Symmetric Modular  Robot (SMaRt) provides services 
in both structured and unstructured environments. Outdoor 
robot experiences are significant to the researchers working in 
the field of robotics to handle many challenges regarding 
different working environments. The developed robot allows 

the implementation of advanced applications such as path-
planning, mapping, and real-time image processing. For 
example, one can apply and test any algorithm to the SMaRt 
under different weather conditions. Moreover, the robot works 
in the military, service, and health research fields due to its 
durable, symmetric, and shock-reducing spring structure. 

This paper presents the SMaRt design and its capabilities 
for both teaching and research activities. The developed robot 
is an affordable, modular, interactive, human-aware, 
autonomous, and four-wheel-driven system that is worked in 
structured and unstructured environments (see Figure 1), and it 
only costs $ 1521$. Thus, the students and researchers can 
operate many industrial and real-time scenarios with the 
developed robot; therefore, they can quickly adapt such 
experiences to real-time work and improve their debugging 
skills experimentally. 
  

2. THE SMaRt MECHANICAL DESIGN 
 
The mechanical design procedure of a mobile robot may not 
seem to be the central focus of the recent robotics work trend; 
however, it impacts the robot’s reliability, durability, 
aesthetics, robustness, and safety. Adjusting the robot’s 
weight-power ratio for energy efficiency with a low cost is one 
of the primary considerations of the mechanical design 
procedure; therefore, an ideal balance between robot 
dimensions and motor power is required to achieve a good 
design. Moreover, during the design procedure, it is important 
to consider how the robot will move, whether it will work 
around people, what kind of tasks it will perform, and how it 
will evaluate the environment. 

In this study, the mechanical and electronic components of 
the mobile robot are positioned on the static platform as 
balanced as possible. There are two essential parameters to be 
considered in terms of weight properties during the robot 
design: the total mass/the weight per wheel and the center of 
the total mass. Each wheel is treated as the vertex of a polygon, 
and a support polygon is established with four wheels. 
Moreover, having a center of mass as far as away from the 
edges of the support polygon makes the system more stable in 
tipping over. Therefore, the components are placed where the 
center points further away from the edges, and the mass is 
concentrated near the center. This study uses the four-wheel-
driven system to increase the support polygon’s size, 
improving the robot’s maneuverability and enacting its usage 
in indoor and outdoor applications. The SMaRt has wheels with 
wide, compliant tires suitable for traversal of mixed terrain 
with minor obstacles. 

Four main components shape the backbone of the system: 

mechanical parts, a static platform, wheels, and motor holders. 

The robot’s weight also plays a crucial role in the robot’s 

mobility. It is a fact that the torque required to drive the robot 

will exponentially rise when an increase in the robot’s weight 

is required. Lightweight metals are used to lighten the weight 

of the mechanical platform. Therefore, the design of the mobile 

robot with controllers and power supply is minimized for 

weight reduction to increase their moving abilities. The 

platform is constructed of 2-mm thick solid sheet metal, and 

holes are drilled to reduce the system’s overall weight, allow 

ventilation, and include other optional add-ons. The material 

used for the chassis is determined to meet the structural needs 

of the potential robot operations. The total weight of the robot 

prototype is 9396 grams. The robot calculations during the 

design procedure are made with 10 kg weight under 10- degree 

road slope conditions. The actuator section gives details 
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regarding the required power to drive the robot. The mobile 

robot’s mechanical design and its off-the-shelf component 

placements are shown in Figs. 1a and 1b, respectively. 

 

 
(a) 

 
(b) 

Figure 1.  (a) Views of the SMaRt from different angles and (b) the off-the-

shelf 3D model rendered in SketchUp. 

 

The wheels are inflatable and have a diameter of 21 cm and 

a width of 6 cm, providing the robot system with 5.5 cm ground 

clearance distancing from the platform to the wheel. The 

chassis length, height, and width are 40 cm, 10 cm, and 22.2 

cm, respectively. The platform also has an offset of 3.5 cm from 

the robot chassis in both the up and down directions due to the 

wheel size being longer than the platform size in terms of 

height to protect against possible chassis crushing. Moreover, 

the robot ground clearance dimensions are kept similar to either 

side of the robot to construct the robot symmetric. So, the robot 

can sense the turning upside down with an Inertial 

Measurement Unit (IMU) and continue to work due to its 

symmetric dimensions even when the flipping over occurs. 

The robot fix platform is easily attached and removed from 

the motor shafts with screws. Sensors and removable 

attachments are placed on the front. On the back side of the 

robot, there are connectors such as micro-universal serial bus 

(micro-USB), USB, and High-Definition Multimedia Interface 

(HDMI). Moreover, light-emitting diodes (LEDs), buttons, 

battery indicator, Light Dependent Resistor (LDR) module, and 

fan are mounted to the back panel with the robot’s external 

electrical connections (see Fig. 1a). As seen in Fig. 2, the motor 

and motor holders are fixed to the body with nuts. The springs, 

located between the body and the engine holder in the lower 

and upper parts, act as shock absorbents and reduce external 

disturbances. Therefore, the suspension system allows the 

robot to work in challenging terrain operations. Since the 

platform provides modularity, other add-ons are utilized for 

changing the driving system configuration if needed. 

Moreover, mechanical power generated from the actuators 

is supervised according to a regulation defining robots having 

less than 80W mechanical power as safe since the developed 

robot is used for indoor and outdoor applications without being 

separated by a fence. The SMaRt, with a motor power of less 

than 80W, can be operated without installing a fence; therefore, 

it allows the robot to interact with humans, leading to the 

utilization of the SMaRt in many fields. 

 

 
Figure 2.  The drive system is used in the mobile platform. 
  

3. THE SMaRt HARDWARE FEATURES 
 
This paper considers a fully open hardware approach to 
improving the quality of education and research, which sustains 
innovation and enables the system to be used more efficiently. 
In addition, open-source hardware can significantly reduce 
research and education costs and contribute to collaborative 
science. The hardware architecture of SMaRt is shown in Fig. 
3.  
 

 
Figure 3.  Hardware architecture of the SMaRt. 

 

Multiple sensor devices can be used separately or together 

depending on the robot's operations, allowing many different 

robot tasks. The robot is modular, so the sensors can be placed 

on the robot at any time and easily included on the circuit board 

(see Fig. 4). The hardware architecture will be described in 

three parts: control boards, motors and drivers, and sensors.  

1) Control Boards: This study uses two development 

boards, Arduino Due and LattePanda. While the Arduino 

controls the motor and peripherals as a central controller, the 

LattePanda is used as an auxiliary controller for the front 

camera, LIDAR, and sensors. 

The main reason for using the Arduino Due is that the 

Arduino architecture is compatible with the Arduino’s 

opensource programming interface; therefore, we can build 

different scenarios and operate them at once. This low-cost 

Arduino board has an Atmel SAM3x8E Arm Cortex-M3 

central processing unit built on easy-to-use open hardware [43]. 

It relies on a powerful 84 Mhz and 32-bit ARM-type core 

1:Boost converter 

2:3.3 V Buck converter 

3:Motor driver 

4:Bluetooth module 

5:Actuator 

6:Humidity and temperature sensor 

7:IMU 

8:Lidar 
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14:Arduino Due 
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18:Fan 
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microcontroller. It has more inputs and outputs than other usual 

Arduino boards, and it is faster and has more analog and 

communication pins. There are 54 digital input, and output 

pins, 12 of these pins provide pulse width modulation (PWM) 

output, 12 analog input pins, and 2 analog output pins. 

Moreover, the board can store enough data in the internal flash 

memory, around 512 KB providing more data allocation to 

operate complex tasks [44]. 

 

 
Figure 4.  The SMaRt circuit board and its back view. 

 

The developed robot has a wide range of sensor devices for 

interacting with the physical world. To process the sensors’ 

data, the LattePanda development board [45] is utilized for the 

SMaRt. The LattePanda is a development board capable of 

running Windows 10 and Linux. We may connect USB 

supported devices, such as LIDAR, or a camera, to USB 3.0 

and 2.0 ports. It is not only a low-cost regular Windows 

computer but also has a built-in Arduino that connects actuators 

and sensors if needed. The LattePanda has plug-and-play 

headers and general-purpose input/output (GPIO) pins that 

support standard 5V sensors and actuators, enabling the robot 

to interact with the working environment. Various information 

from the environment required is obtained instantly with the 

HDMI input or the display port, and the data is transferred to 

the secured digital (SD) card. As shown in Fig. 4, we also put 

a micro USB at the back side of the SMaRt to reprogram the 

Arduino card without removing it from the system. The 

LattePanda, connected to the system through HDMI or USB 

for motion vision, is an optional card exchanged with other 

cards such as Raspberry Pi 4 [46] and NVIDIA Nano [47]. The 

general circuit board and its back views are shown in Fig. 4. 

2) Motors and Drivers: The SMaRt is constructed for 

various purposes, functions, and working environments, so 

there are several elements to contemplate when selecting a 

proper actuator. The SMaRt uses four 12V brushed direct 

current (DC) motors to provide its mobility. For details, refer 

to [48]. Determining the type of actuator required for 

convenient functionality is essential. Brushed DC motors have 

been operated in many fields. They are inexpensive and deliver 

continuous power and good torque for extended research and 

education purposes. 

The physical size and weight of the actuator itself are also 

essential to see if it fits in the intended use and if the combined 

weight of the actuator and the static platform is appropriate. 

The actuators are chosen as much as lighter, and each weight is 

210 grams, and they may not cause the system to fail under the 

actuator weight. The size of the actuator (37Dx72.5L mm) suits 

the mounting space on the system properly. It is also crucial 

that the selected actuator is strong enough to fulfill the robot’s 

working requirements. It provides enough power to move the 

robot and the robot’s load in the operating environment. Its 

maximum output power and stall torque at 12V is 6W and 45 

kg.cm, respectively. The worst-case scenarios are that the 

robot’s load becomes overly heavy and the working condition 

is challenging to navigate, which are also considered during the 

actuator selection. The maximum weight of the system is 

presumed to be 10 kg. The criterion of climbing a 10-degree 

slope with an acceleration of 0.1 m/s is considered. 

The DC motors have a 131.25:1 metal gearbox and an 

integrated incremental optic encoder that provides a resolution 

of 64 counts per revolution of the motor shaft. The motors are 

driven separately by the Sparkfun Monster motor driver 

modules with a dual output control ability [49]. The modules 

have 2 VNH2SP30-E H-bridge integrated circuits and require 

a maximum of 16V, a continuous current draw of 14A, and a 

maximum PWM frequency 20kHz for each dual motor control 

performance. The drivers also have automatic shutdown in case 

of low voltage, over-voltage, overheating, and a current sensing 

feature. 

3) Sensors: This section introduces the sensor selections 

and their placements. The SMaRt includes ultrasonic sensors 

(USs), infrared sensors (IRs), a stereo camera, a LIDAR, IMU, 

a humidity and temperature sensor, and a LDR. There are 

several factors in choosing convenient sensors for the SMaRt, 

such as application type, working environment, power 

consumption, and costs. 

The SMaRt has three analog Sharp IRs [50] measuring 

distances from the obstacles and is used as an on-off switch to 

avoid obstacles. They are lower-cost sensors and offer faster 

response times than the US sensors, i.e., 38_10ms. However, 

infrared sensors have some limitations, like the inability to use 

them in sunlight, making it difficult for outdoor or dark indoor 

applications. Three affordable Hc-sr04 digital US sensors [51] 

installed on the robot are utilized to execute real-time obstacle 

avoidance. The robot can continually detect surroundings, 

avoid obstacles, and move toward the desired location. The US 

sensor, which works with 5V and draws a 15mA current, can 

measure distances up to 4 meters. However, US sensor 

measurement accuracy is sensitive to temperature and object 

shape changes. For example, US performance is ineffective on 

soft, curved, and thin object surfaces where there is low 

reflection. This study uses both US and IR sensors to decrease 

each sensor’s sensitivity changing with the working 

environment. 

The ambient temperature, humidity, and air pressure 

information are obtained from the pressure, temperature, and 

humidity sensor module connected to the Arduino. The robot’s 

interior temperature is also measured with this sensor. So, the 

fan on the rear panel is activated based on the internal 

temperature where cooling is required. In addition, the ambient 

light intensity is measured through the LDR module on the rear 

panel. Thus, the environment is illuminated with the LEDs on 

the front and back of the robot if needed. 

Moreover, the SMaRt requires an undersized, lightweight, 

compatible, and high-quality camera to identify objects,   avoid 

obstacles safely, and find the path without human guidance 

through a large-scale 3D map of the working environment. The 

ZED camera [52] allows the SMaRt to provide an extended 

range of computer vision abilities for education and research 

purposes. The robot can sense the surroundings in 3D for 

indoor and outdoor usage up to 20m. It has a high field of view, 

i.e., 110°(H)x70°(V)x120°(D) at max, and is compatible with 
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Linux and Windows. However, environmental and lighting 

conditions can affect camera vision performance; therefore, 

accurate 3D measurement data is required over short to long 

ranges. 

LIDAR technology can enable obstacle detection, 

avoidance, and safe navigation through various challenging 

terrain operations. This study uses a LIDAR designed by 

SLAMTEC [53]. It determines which obstacles are nearby and 

how far away they are. Not only do we detect and position 

objects, but we also identify what they are. We can even use it 

to predict how objects behave and adjust the SMaRt driving 

accordingly. However, the LIDAR system is an expensive 

sensor. It has moving parts, making it easier to break or 

malfunction and thus more costly to maintain. It also has 

difficulties in bad weather conditions such as heavy rain, snow, 

and fog. 

For system localization and control purposes, such as 

inquiring about the current mobile platform position and 

orientation, an IMU module is also mounted on the system. 

This sensor adds cost-effective, practical, and ease-of-use 

solutions to the SMaRt. However, the accuracy of such sensors 

is affected due to the noise and drifts. It is noted that their 

performances are sensitive and unstable to changing working 

conditions. 

The reason for installing the sensors mentioned above on 

the system is to overcome the individual sensor limitations 

through sensor fusion algorithms if required. Therefore, the 

students and researchers can build a variety of sensor fusion 

algorithms. Each sensor can be combined with other sensory 

data to provide more reliable required data in indoor and 

outdoor applications related to localization, mapping, path 

planning, and obstacle avoidance. 

 

4. THE SMaRt SOFTWARE SPECIFICATION 
 

As mentioned in the hardware section, the developed platform 

has two controllers: the Arduino Due and LattePanda. The 

main aim of this section is to present the software architectures 

used to program those control boards. This study uses the 

Arduino Integrated Development Environment (IDE) to 

manage the wheel control. The Arduino is used not only for the 

wheel but also for the IMU, LDR, pressure, temperature and 

humidity module, Bluetooth module, LEDs, and fan. Any 

control algorithm, either basic or advanced, can be written in 

the IDE and uploaded to the Arduino board quickly. The main 

reason for choosing the Arduino IDE is that it offers 

userfriendly and free-of-charge software; therefore, students 

and researchers can build, modify, and enhance their codes 

freely and operate many different operations ranging from 

building low-cost scientific instruments to advance robotics.  

 

 
Figure 5.  The power management scheme of the SMaRt. 

 

For instance, teachers can quickly build a code to prove 

physics principles with various robotics applications for 

educational purposes. At the same time, because of its 

flexibility, researchers can apply advanced algorithms related 

to engineering and science fields and exhibit their projects on 

the SMaRt. One can also share ideas online with Arduino’s 

open community and can improve their programming skills. If 

any problem occurs in the Arduino, one can easily 

communicate with the online forums and find answers freely. 

With advanced integrated sensors such as the camera and 

LIDAR, the SMaRt can collect data in real-time to make 

informed decisions through the LattePanda. They can provide 

positional information that allows the SMaRt to self-localize 

and react to change. However, processing such data with any 

programming language and sending them from the LattePanda 

to the Arduino to control the wheels is not as easy as it looks. 

To handle this challenge, we make a serial connection with 

Arduino and LattePanda through the universal asynchronous 

receiver transmitter (UART) protocol. 

The SMaRt allows the usage of many popular programming 

languages, such as Python and VB.Net, with its strong 

controller boards. For example, with its libraries, Python can 

detect obstacles with the ZED camera through the LattePanda. 

The instant robot information is transferred to the Arduino 

board to adjust the robot’s positioning. Since LattePanda is 

compatible with Linux, the ROS environment can also be 

installed and allow to execution of many applications such as 

Simultaneous localization and mapping (SLAM) and path 

planning. Moreover, the developed robot supports MIT App 

Inventor’s applications, allowing one to build fully functional 

applications for smartphones and tablets to control the robot. 

 

5. THE SMaRt POWER SYSTEM 
 

This section gives an overview of the robot’s energy 

management. We first show how to generate motor power to 

operate the robot; then, we examine the hardware’s energy 

consumption to uncover the system’s required battery power. 

 

5.1. Motor Power Management 
This study uses a PWM signal to change the motors’ 

speeds. The motor management scheme is shown in Fig. 5. 

PWM is an efficient and easy method to control the speed and 

manage motor power. It drives the motor with the desired speed 

through a series of ON-OFF pulses and the duty cycle 

alteration. The SMaRt has four 12V DC motors. Two Sparkfun 

Monster motor shields are used to manage the control signal of 

these motors, each with a double output. The PWM signals are 

sent to the motor drivers through the Arduino card to adjust the 

desired motor speed. Each of the motors’ working ranges is 

between 0 and 12V, and the motor speed varies linearly with 

the voltage. The PWM signals typically work with a duty 

period ranging from 0 to 255 and are obtained from a 

microprocessor with 8-bit PWM resolution. To raise the 

motors’ control precision, we adjust the PWM resolution to 16 

bits, which pushes the maximum PWM value to 65535 from 

255. So, the robot will not move with a 0 PWM value given to 

the driver fed with a 12V constant. When the PWM value of 

65535 is assigned, the driver output becomes 12V, and the 

motor runs with the maximum motor speed.  

The continuity of the robot’s performance is also essential 

during the task. The robot needs to maintain its voltage 
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throughout the operation to obtain the same mechanical power 

while running. However, as the motors are powered by a 3S 

lipo battery, not a constant voltage source, and the battery 

powering the robot is depleted, the required motor voltage 

applied to the motors will drop over time, degrading the robot’s 

motion performance. Therefore, the lower voltage provides less 

power and slower motor speeds. Moreover, the battery’s 

voltage values, which have a nominal value of 11.1V, are 

12.6V and 10V at full charge and critical level, respectively. So 

obtaining stable results with varying motor voltages is 

challenging. 
 

 
Figure 6.  A relationship between the motor speed and PWM value. 

 

DC-DC boost converters are used between the battery and 

the motor driver to stabilize the voltage applied to the motors, 

as seen in Fig. 5. The converter outputs are set to deliver a 

voltage of 14 V as they must be larger than the input. So the 

driver input remains constant at 14 V even if the battery voltage 

changes between 12.6 and 10 V. Thus, the maximum speed 

capability of the motors will not change over time. When the 

PWM value signaled from Arduino is limited between 0 and 

65535, the corresponding applied voltage to the motors will be 

0 and 14V, respectively. However, the motors run at a 

maximum of 12V. So we readjust the maximum PWM value to 

51500 to decrease the maximum voltage to 12V. Since the 

PWM values are important to adjust the motor speed, we 

present a relationship between the motor speed and the motor 

PWM values, which is demonstrated in Fig. 6. The results show 

a straight line relationship between the motor speed and the 

PWM values, and the maximum speed of 88 rpm is achieved 

with the value of 51500 at 12V. The motor speed is calculated 

as follows:  

 

𝑤𝑖 =
𝑇𝑤𝑚𝑎𝑥

𝑇𝑚𝑎𝑥
                                           (1)    

 

where 𝑤𝑖  denotes the i-th instant motor speed, 𝑇 is a given 

PWM value to adjust the speed, 𝑤𝑚𝑎𝑥  means a maximum motor 

speed capacity, and 𝑇𝑚𝑎𝑥  represents a maximum PWM value. 

From the experimental results presented in Fig. 7, it is observed 

that the measured motor speed matches the calculated motor 

speed. Moreover, it is seen that the relationship between the 

motor speed and period has an exponential decay characteristic, 

and the motor speed reaches its maximum speed at a period of 

0.2 ms. As seen in Fig. 7, the motor speed falls exponentially 

over time before reaching a plateau at 1 ms. 

 

 
Figure 7.  A relationship between the motor speed and motor period. 
 

5.2. System Power Management 
This section introduces the power management and power 

requirements of the SMaRt. The robot power supply impacts 

the robot’s performance, and any failure occurring in the power 

supply may prevent the completion of the task successfully. 

Therefore, it is necessary to calculate the required power to 

move the robot with a battery in unstructured and structured 

environments. The robot’s power consumption has been 

calculated by considering the amount of each device’s power 

consumption. When the system is activated without the motors, 

LattePanda, camera, IR, and US sensors, the electronic circuits 

draw a current of 0.23A. This provides the robot with 

approximately 26 hours of operation when the application is 

executed on the Arduino board with electronic circuits. When 

the robot is operated manually with the PWM value of 26000 

in the absence of the LattePanda, camera, and object detection 

sensors in the laboratory environment where it is a flat floor 

without slope, it draws an instantaneous current of 1.05A. The 

robot’s power consumption varies depending on the task’s 

difficulty, changing the battery’s service life. Moreover, we 

calculate the robot weight for two mounted batteries with 3S 

6Ah during the design procedure, so one can install an extra 

battery to double the robot’s operation time if required. 
 

6. EXPERIMENTS AND RESULTS 
 

This section presents the performances of the SMaRt system 

and its components. The experimental results are introduced in 

three parts. The first part of the experiments is conducted to 

show the IR and US sensors’ performances when they are 

operated in indoor and outdoor environments. Then, the second 

part of the experiments is realized to reveal the basic 

functionality of the motor control performances. The robot’s 

suitability for computer vision is examined at the end of this 

section. 

 

6.1. Performance results of the IR and US sensors  
The performance of the IR and US proximity sensors are 

demonstrated in Figs. 8 and 9 for indoor working environments 

with bright and dark light conditions. Fig. 8 shows the 

performance results of the percentage measurement error for 

each surface color of the obstacle using the IR and US sensors. 

Fig. 8 demonstrates that the IR sensor has better overall 

accuracy than the US sensor despite changing surface colors. 

The results show that the US sensor outperforms the IR sensor 

when measuring the obstacle distance in close proximity. 

However, the measurement error increases when the distance 

between the obstacle and the robot is more than 300 mm. The 

minimum error for the IR sensor is achieved with the red color 

obstacle surface. However, it is noted that the percentage error 
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for the IR sensor is higher for the transparent surface obstacle, 

as shown in Fig. 8. 

We also examine the impact of the changing environmental 

condition on the sensors’ performances. Fig. 9 shows the 

sensors’ performances in the dark indoor environment. The IR 

sensor outperforms the US sensor in case of measuring the 

obstacles in close proximity. The US sensor has a better 

performance when it is operated in a dark indoor working 

environment. Compared to long-distance measurement, the US 

sensor performs poorly when the obstacle is brought to a 300 

mm distance. The IR sensor can detect an obstacle in the range 

of 300 to 1200 mm. 

The sensors’ performances are also examined in an outdoor 

environment, and the results are shown in Fig. 10. It is seen that 

the US sensor outperforms the IR sensor. The IR sensors can 

measure the obstacle distance at only 300 mm with almost 50 

percent measurement error. However, the US sensor can 

measure distances ranging from 300 mm to 1500 mm except 

for the transparent surface at 300 mm. 

 

 
Figure 8.  IR and US sensors’ measurement errors in percentage with 
different surface colors in a bright indoor environment. 

 

 
Figure 9.  IR and US sensors measurement errors with different surface 
colors in a dark indoor environment. 

 

 
Figure 10.  IR and US sensors measurement errors with different surface 

colors in an outdoor working environment. 
 

6.2. Performance results of the motor speed control  
The experiments are performed at different motor speed 

levels for a closed loop case. The motor is assigned to the PWM 

generator, and the error is observed using the encoder. For the 

closed-loop case, we choose a PID controller to handle the 

motor speed error and show the closed-loop controller 

performance over the non-controller case. The motor control 

performances are demonstrated in Figs. 11-13. Fig. 11 shows 

the motor performance without a controller. From Fig. 11, it is 

seen that the motor speed does not converge to reference motor 

speed over time at different speeds. The motor control 

performance in tracking the reference is low at a slow pace. For 

the closed-loop scheme, we choose PID controller parameters 

after several trials to make the motor movement more smooth. 

Figs. 12 and 13 show the closed-loop motor performances with 

different controller parameters. The results shown in Fig. 12 is 

obtained from choosing kp = 0:1, kd = 0:1, and ki = 0:01. 

Keeping the derivative and integral control parameters the 

same and decreasing the proportional control parameter to 

0.05, we have a reduced steady-state error, thus making the 

system performance more stable, as shown in Fig. 13. In 

addition, considering different environmental conditions, it 

may be necessary to change the parameters since dynamic 

equations are not used. 

 

 
Figure 11.  The motor control performances at different speed references 

without a controller.  

 

 
Figure 12.  The motor control performances at different speed references 
with PID controller. The parameter coefficients are kp = 0:1, kd = 0:1, and ki 

= 0:01. 

 

 
Figure 13.  The motor control performances at different speed references. 

The parameter coefficients are kp = 0:05, kd = 0:1, and ki = 0:01. 
 

6.3. Performance results of the system motion  
This section shows a simple motion describing how the 

robot approaches a traffic light with a PID controller. We show 

the motor speed control performance during the operation and 

the applicability of the SMaRt’s camera. We also designed an 

Android app through the MIT App Inverter to set the desired 

robot position, speed, and PID controller gains. We propose a 

camera-based algorithm for locating the traffic light and 

detecting the light colour during the performance. 

The algorithm’s first part explores the You only look once 

(YOLO) architecture [54] for real-time traffic light detection. 

The SMaRt first need to locate the traffic light correctly and 

leave out the other objects around the working environment. So 

we can eliminate things lighting the green and red lights except 

for the traffic light. The YOLOv4 algorithm is used to predict 
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the traffic light probability and simultaneously bound it with a 

box. 

After detecting the traffic light location, the instant camera 

images are loaded to identify green and red traffic lights 

through classic image processing to get the RGB image values 

as a second part of the algorithm. The images in RGB colour 

space are then converted to hue, saturation, and value (HSV) 

colour space, and a mask is applied to detect the candidate 

colours. The light candidates are determined based on colour 

intensity on the obtained HSV colour space image. The camera 

images during the performance and the results after applying 

the masks are shown in Fig. 14. 

 

 
(a)                                         (b) 

Figure 14.  Traffic light detection and control (a) sensing the red traffic light 

and (b) sensing the green traffic light. 

 

During the performance, we set the system parameters such 

as desired robot position, speed, and controller parameters 

through the Android application, designed for convenient 

usage. The proposed application with MIT App Inventor 

consists of three components: the main screen, the manual 

control screen, and the automatic control screen. The main 

screen is where the actions of the control preference selection, 

such as manual control and automatic control and the Bluetooth 

connection between the mobile robot and Android phone occur. 

The manual control screen is employed to adjust the desired 

robot movement and speed by hand when the robot is operated 

manually for calibration or manual positioning purposes. In the 

case of the need for automatic motion control, the desired robot 

position, speed data, and control parameters are inserted into 

the mobile robot processor through the automatic control 

screen. The screen views of the mobile app are shown in Fig. 

15. As shown in Fig. 15b, the user can easily insert the desired 

parameters and operate the robot through the app screen. For 

details regarding the interactive Android application, the reader 

is referred to [55]. 

 

 
            (a)                                (b)                                         (c) 
Figure 15.  The SMaRt’s mobile application screen views are designed with 

the MIT app inverter: (a) the main screen view,(b) the automatic control screen 

view, and (c) the manual screen view. 
 

The predefined path is shown in Fig. 16. The motion 

planning scenario has three phases. The first is that the robot 

approaches the traffic light with a green light. Then, the robot 

continues to move toward the traffic light. The robot decreases 

speed and stops when the camera detects the red light. In the 

third phase, the robot starts to move forward when the red light 

turns green.  

The motors’ speed performances during the motion 

planning are given in Fig. 17. The robot moves through the path 

at 25 rpm for four seconds of motion. When it faces the traffic 

light at the red light, the motors stop for five seconds. When the 

traffic light turns green again, the motors start working at 25 

rpm. After several trials, the control design parameters are 

chosen, and the results show that the reference speed tracking 

is achieved with the developed PID controller. The results 

reveal that each motor speed of the SMaRt converges to the 

desired speed during the motion performance. In addition, it 

may be difficult to detect the traffic light in dark weather 

conditions. Moreover, since the connection is provided via 

Bluetooth, the user must be closer than ten meters to the robot. 

 

 
                              (a)                            (b)                            (c) 

Figure 16.  The SMaRt is on a pre-defined path: (a) moving through the path, 

(b) stopping at the red light, (c) moving at the green light and passing the traffic 

light.  

 

 
Figure 17.  The SMaRt’s motor speed performance with the PID controller 
during the motion planning. 

 

7. CONCLUSION 
 
This article presents SMaRt’s features and capabilities. The 

SMaRt is operated in many educational fields, especially in 

engineering, with its advantages, such as reprogramming, 

remote control, and modular design. Due to its durable, 

symmetric, and shock-reducing spring structure, the robot 

works in the military, service, and health fields. Any required 

information about the working environment is obtained from 

the sensors so that the robot can complete the operation 
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smoothly. The developed robot allows the realization of 

advanced applications such as path-planning, mapping, and 

real-time image processing. We can easily reprogram the robot 

without disassembling any parts because the Arduino’s 

programming port for the motor control and LattePanda’s USB 

and HDMI ports for image processing or other related 

algorithms are conveniently placed on the robot. The battery 

charging slot is also located at the back, so it is charged without 

dismantling the platform. To increase the robot’s mobility, the 

SMaRt allows quickly exchanging the wheels type for the 

Mechanum and integrating the pallet system if required. The 

robot circuit allows an extra battery connection in parallel, 

which provides a longer robot performance. For future work, 

we will generate the robot’s kinematic and dynamic models and 

apply advanced control algorithms for the system positioning. 

Moreover, path-planning algorithms will be performed so the 

robot can work autonomously in real time. 
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1. INTRODUCTION 
Electrical machines are indispensable for industry, especially 

in power generation, manufacturing and transportation. In these 

applications, they play a critical role in the conversion and 

control of energy and are essential to meeting the energy 

demands of modern society. Due to occasional malfunctions in 

electrical machines, they do not operate at high efficiency and 

may consume more energy than necessary. This leads to higher 

operating costs. Failures that occur can create safety hazards 

for workers, such as electric shock or fire. These hazards can 

cause injury, equipment damage, or even death. For these 

reasons, it is necessary to detect faults before they progress and 

to implement preventive maintenance and monitoring 

programs. 

Electric motors have complex internal structures and 

mechanisms that make it difficult for humans to visually 

inspect and identify faults. Many faults occur in motor parts or 

electrical windings that are not easily accessible or visible 

without disassembling the motor. Many motor failures present 

as subtle changes in performance or behavior that are not 

immediately noticeable to humans [1]. Identifying motor 

failures often requires a deep understanding of motor operation, 

performance characteristics and failure patterns. Some faults in 

motor may occur intermittently or under certain operating 

conditions. Detecting such errors in real time requires constant 

monitoring of various parameters and being able to analyze 

large volumes of data quickly. People can find it difficult to 

constantly monitor motors at such high frequencies and to 

analyze complex data patterns effectively. In contrast, 

machine-learning models can overcome these challenges by 

analyzing large amounts of data from engines, detecting fine 

patterns, and identifying error signatures more accurately and 

efficiently. These models process data in real time, providing 

continuous monitoring and timely fault detection, increasing 

overall motor reliability and minimizing downtime. Deep 

learning methods are based on the use of raw input data, unlike 

traditional approaches where it is necessary to manually extract 

the properties of the input data. Thus, the need for expert 

knowledge is minimized [2]. Due to these advantages, deep 

learning models have been applied in many different fields 

such as detecting brain abnormalities from magnetic resonance 

images (MRI) [3], diagnosing heart diseases from 

electrocardiography (ECG) signals [4, 5], face recognition [6], 

speech recognition [7], as well as motor fault detection [8-16], 

and successful results have been obtained. 
The most preferred input data for detecting faults in motor 

bearings are current [8-10] and vibration [11-16] data. 
Vibration signals are very sensitive to the presence of bearing 
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defects or anomalies. Within the realm of deep learning 
models, convolutional neural networks (CNN) excel at learning 
features from mechanical vibration signals. As a result, many 
studies have utilized CNNs for intelligent fault diagnosis of 
machines [11-14]. 

Jia et al. [11] proposed an approach called deep normalized 
convolutional neural network (DNCNN) to solve the problem 
that CNNs do not take into account the unbalanced distribution 
of machine health conditions. In this approach, normalized 
layers based on weight normalization strategy and ReLU 
activation function are used to improve the training process. A 
weighted softmax loss has been developed to deal with the 
unbalanced distribution data problem. In addition, a neuron 
activation maximization (NAM) algorithm was developed to 
understand how DNCNN learns features from vibrational 
signals. 

Machine learning models trained with data previously 
collected from another machine may not perform satisfactorily 
when the environment and operating conditions change on 
different machine instances. Asutkar et al. [12] presented a 
transfer-learning model to address this deficiency. With 1D-
CNN and transfer learning, it has been determined that the 
accuracy rates are high even if datasets from different machines 
are used in training and testing. Shen et al. [14] developed an 
approach that embed the physical knowledge of bearing faults 
into the model training process. Fault detection has been 
successfully achieved with this deep learning approach, which 
consists of a simple threshold model and CNN model for error 
detection. In addition, generative adversarial networks (GAN) 
[15], long-short-term-memory (LSTM) [16] models were also 
used in motor fault diagnosis and motivating results were 
obtained. 

Various sensor equipment and platforms installed around 

the motor are used to obtain vibration signals for motor fault 

diagnosis [10]. These platforms are both costly and impractical 

to use. In this study, motor vibration data were collected with a 

non-invasive mobile application in order to evaluate motor 

health with an easy method that does not require the use of 

expensive sensors and minimizes the need for expert 

knowledge. Today, the possibilities of smartphones, which are 

available to almost everyone, are used in motor fault diagnosis 

and the motor health status is evaluated without any cost. With 

the CNN model, which is one of the deep learning methods and 

has proven to be successful in diagnosis and classification in 

many areas, motor fault diagnosis has been carried out without 

error. Thus, a low-cost and practical method for the problem is 

presented.  

 

Segmentation

Vibrations signals 

from smartphone

Deep 1D-CNN 

Model

Healthy Faulty

Smart Phone

Train Set

Valid Set

Test Set

Figure 1.  Illustration of the flowchart to build proposed approach. 

 

2. MATERYAL VE METOD 
In this study, a mobile application has been developed to detect 

motor failures from vibration data with 1D-CNN model. 

Illustration of the flowchart to build proposed approach is given 

in Figure 1. The phone, on which the mobile application was 

installed, was placed on the motor and data acquisition was 

performed in three axes (X, Y, Z). The data is segmented and 

divided into train set, validation set and test set. The 1D-CNN 

model was trained with the vibration data received, and then 

the performance of the model was evaluated with the test data. 

 

2.1. Mobile Application  
The mobile application used to get vibration data from the 
electric motor was realized with Flutter based on Dart 
language. Developed in 2011 by Google, Dart is defined as an 
object programming language. Flutter, developed by Google, 
makes it possible to develop applications for Android, iOS and 
web through a single toolkit. The reason why Flutter 
environment was preferred in this study is that Flutter enables 
the development of applications for different operating systems 
and devices through a single code base. The interface of the 
mobile application is as shown in Figure 2. Vibration data in 
the X-, Y- and Z-axes can be easily obtained by placing the 
phone with the application installed on it on an electric motor, 
opening the application screen and pressing the "Start 
Recording" button shown in Figure 2 (a). After starting the 
application, the application can show the vibrations in the X-, 
Y- and Z-axes both graphically and numerically as shown in 
Figure 2 (b). When the "Stop Recording" button is pressed, the 
application stops receiving vibration data and saves the 
received data in an excel spreadsheet. To delete the received 
data from the excel table, press the "Clear Table" button. Thus, 
the application becomes ready again to receive new data.  

 

(a)                                           (b) 
Figure 2. Visual interfaces of the mobile application (a) Application opening 
screen (b) When receiving real-time vibration data. 

 

2.2. Proposed 1D-CNN Model 
The CNN model proposed in this study is realized with an end-
to-end learning structure. With this model, which does not 
require any feature extraction step, it is aimed to detect the 
motor health status. Since the vibration signals are one-
dimensional, a 1D-CNN model is used. 

The designed deep network model consists of 13 layers. 
The model has 1D Convolution (Conv1D), MaxPooling 
(MaxPool), flatten and dense layers. Figure 3 shows the 
structure of the proposed model for electric motor fault 
detection. Table I shows the parameters of the model in detail. 
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Figure 3. Architecture of proposed 1D-CNN model 

 
TABLE I 

DETAILED LAYERS AND PARAMETERS OF THE PROPOSED 1D-CNN MODEL 

Layer Layer Name Kernel×Unit 
Other Layer 
Parameters 

1 Conv1D 5×32 Activation = ReLu, 
Strides = 1 

2 MaxPooling1D - Strides = 2 

3 Conv1D 3×64 Activation = ReLu, 
Strides = 1 

4 MaxPooling1D - Strides = 2 

5 Conv1D 5×128 Activation = ReLu, 

Strides = 1 
6 MaxPooling1D - Strides = 2 

7 Conv1D 3×256 Activation = ReLu, 

Strides = 1 
8 MaxPooling1D - Strides = 2 

9 Conv1D 7×256 Activation = ReLu, 

Strides = 1 
10 Conv1D 3×32 Activation = ReLu, 

Strides = 1 

11 Flatten - - 
12 Dense 1×128 ReLu 

13 Dense 1×2 Softmax 

 

Convolutional layers are the fundamental building blocks 

of CNNs. Convolutional layers consist of filters that slide over 

the input image, scanning for relevant patterns and features. 

Pooling layers reduce the spatial dimensions of feature maps 

while preserving important information. Flatten layer flattens 

the feature maps into a 1D vector before transferring the data 

to the dense layers. The dense layer, also known as the fully 

connected layer, connects every neuron (or node) in the 

previous layer to every neuron in the current layer, creating a 

dense, fully connected network of neurons. In the last layer of 

the network, the softmax layer is used to predict the class to 

which the input signals belong. The optimizer selected was the 

Adam optimizer, and loss function was selected as the binary 

cross-entropy. After developing the model, the layer numbers, 

types and parameters of the deep algorithm are changed by 

brute force technique and the performance of the CNN model 

are observed. 

 

2.3. Dataset  
A three-phase, two-pole, 50 Hz, 5.5 kW asynchronous motor 

was selected for data acquisition. Firstly, data was obtained 

from the faulty motor and then the motor was repaired and data 

was obtained from the healthy motor in three axes (X, Y, Z). 

At 40 Hz operating frequency, vibration data of 64000×3 (1280 

seconds) from the faulty motor (F) and 64000×3 (1280 

seconds) from the healthy motor (H) were taken. These data 

were segmented in 500×3 dimension with 50 sample shifts. 

Thus, 1270 samples were obtained from each of the H and F 

classes, 2540 data samples in total.  Then 80% of all data was 

used for training, 10% for validation and 10% for testing. 

Figure 4 shows the X-, Y- and Z-axes vibration signal 

samples from the faulty and healthy motor. When the vibration 

samples are analyzed, it is seen that the peak value of the 

vibration amplitude of the defective motor is approximately 1.7 

and the peak value of the vibration amplitude of the healthy 

motor is approximately 0.9. 
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Figure 4. Vibration samples a) Faulty motor b) Healthy motor 

 
In this study, the performance of the proposed CNN model 

in motor fault detection is tested with four different cases: 

 Case 1: Motor fault detection using X-axis data. 

 Case 2: Motor fault detection using Y-axis data. 

 Case 3: Motor fault detection using Z-axis data. 

 Case 4: X-axis, Y-axis, Z-axis data were given to the 

deep learning model as three different features and 

motor fault detection was performed. 

 

3. EXPERIMENTAL RESULTS 
The 1D-CNN model was first trained on each axis data 

separately to obtain loss and accuracy values. Figure 5 shows 

the changes in the accuracy and loss values of the model over 

10 epochs for the cases where X-axis, Y-axis and Z-axis data 

are used, respectively. Looking at the performance graphs, it is 

seen that the model does not have an overfitting problem. 
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Figure 5. Accuracy and loss graphs for each case a) X-axis, b) Y-axis, c) Z-

axis 

 

The training performances of the model on each axis data 

were quite successful. However, considering the motor fault 

types, it was thought that providing all axis data to the model 

input would provide an even superior performance. In line with 

this idea, X-, Y- and Z-axes signals were combined and the 

training performance of the model was observed. Figure 6 

shows the performance graphs obtained by combining X-axis, 

Y-axis and Z-axis signals and feeding them to the model input. 

As can be seen in the graphs, combining X-axis, Y-axis and Z-

axis data provided similar performance in the performance 

measures of the model. 
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Figure 6. Accuracy and loss graphs for X-axis, Y-axis, Z-axis together 
 

Accuracy, the most widely used performance evaluation 

metric, is used to evaluate the performance of the model. The 

accuracy value is calculated as in Equation 1: 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 (%) =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
× 100                 (1) 

 

In the equation, TP represents true positives and TN 

represents true negatives. Similarly, FP represents false 

positives and FN represents false negatives. Table Ⅱ shows the 

validation accuracy values of the model at each epoch for the 

cases generated. When these values are analyzed, it is seen that 

the model quickly learns the motor fault condition. 

 
TABLE Ⅱ 

VALIDATION ACCURACY VALUES OF THE 1D-CNN MODEL AT EACH EPOCH  

(%) 

 X-axis Y-axis Z-axis X,Y,Z-axis 

Epoch 1 0.9724 0.9606 0.9685 0.9724 

Epoch 2 1.0 0.9881 0.9921 1.0 

Epoch 3 1.0 1.0 1.0 1.0 

Epoch 4 1.0 0.9960 1.0 1.0 

Epoch 5 1.0 1.0 1.0 1.0 

Epoch 6 1.0 1.0 1.0 1.0 

Epoch 7 1.0 1.0 0.9960 1.0 

Epoch 8 1.0 1.0 1.0 1.0 

Epoch 9 1.0 1.0 1.0 1.0 

Epoch 10 1.0 1.0 1.0 1.0 

 

The trained model was run on 254 test data. It was observed 

that the proposed model achieved 100% performance on the 

test data in all cases.  

 

4. DISCUSSION 
In this study, a deep learning model is trained using data 

obtained from a mobile platform to determine the motor fault 

status. The biggest advantage of the study is that it enables fault 

diagnosis only with the help of a smartphone without the need 

for any external sensor connection. Thus, fault conditions can 

be detected without the need for any platform installation inside 

or around the motor. The 1D-CNN model used in the study 

eliminates the need for any feature extraction step by providing 

end-to-end learning. The 1D-CNN model trained on the data 

obtained from the developed mobile application provided 

100% accurate detection. In addition, fault recognition can be 

achieved by using any of the X-, Y- and Z-axes for the motor 

used. 
In addition to its advantages, this study has several 

limitations. First of all, a single motor dataset was used for the 
study. Since the number of records in the dataset is limited, the 
number of data was increased with the 50-sample sliding 
window method. If more records are obtained, higher and more 
reliable accuracy values can be achieved. A single motor type 
was used in the study. The use of electric motors of different 
power and types will be useful in evaluating the 
generalizability of the proposed model. 

In this study, only faulty and healthy motor diagnostics 

were performed. No classification of the type of failure was 

performed. The detection of different types of faults with the 

vibration information received from the mobile phone will be 

the subject of future studies. 

 

5. CONCLUSION 
In this study, motor vibration data is obtained from a mobile 

application and the health status of a motor is evaluated with a 

1D-CNN model. The accuracy of the proposed 1D-CNN model 

is tested by first using the X-axis, Y-axis and Z-axis vibration 

data from the mobile application individually and then feeding 

these three axes data to the model simultaneously. In each case, 

the 1D-CNN model, which does not require any feature 

extraction and is easy to implement, performed an accurate 

classification with 100% accuracy rate. With this study, an 

experimental study is presented that the accelerometer sensors 
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in mobile phones are useful for evaluating the motor health 

status, and that healthy and faulty motor states can be detected 

without the need for any sensor or vibration meter. 
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1. INTRODUCTION  
 

Software development processes are generally referred to 

as the steps followed during the design of a software project. 

These steps commence with identifying the necessary analyses 

for the desired software. Subsequently, the process continues 

with stages such as design, coding, testing, and deployment [1]. 

During project execution, collaborative efforts among 

stakeholders lead to the creation of requirements. Following 

the identification of requirements, the transition is made to the 

coding phase for the designated structures in the design stage. 

Finally, a testing phase is implemented to measure the 

efficiency of the resulting product [2]. Software projects must 

be completed within the defined timeframe, within the 

financial resources allocated to the project, and with the best 

possible quality that meets expectations. Throughout these 

steps, effective communication among the teams and 

stakeholders within the project stands as one of the most 

critical factors contributing to the success of projects. Human 

resources are prominent in each phase of traditional software 

development processes. These processes involve a wide array 

of integrated development environments (IDEs), test 

automation tools, project management tools (such as Jira, 

Trello, Asana, etc.), and database management tools, which 

significantly support software developers [3]. Depending on 

project requirements and the team's preferences, appropriate 

tools are selected to manage the software development 

processes efficiently. Despite the facilitation provided by these 

software tools, there is a need for tools capable of making rapid 

and effective decisions and enabling automated process 

management in this domain. Therefore, Artificial Intelligence 

(AI)-based tools have gained significant usage in software 

development processes, just as they have in various other 

fields, as of late 
In its simplest form, AI can be defined as computer 

software capable of imitating the human mind and a set of tools 
integrated into this software [4]. With AI systems used in 
software development processes, tasks such as decision-
making, prediction, identification, and pattern recognition 
become more manageable. AI, which provides a different 
perspective to traditional software development coding, 
utilizes popular areas such as deep learning and machine 
learning in the process. Noteworthy applications of AI in social 
life include the generation of fake videos, creation of non-
existent human faces, and manipulative voice applications. 
Recently, ChatGPT [5] has been released as a tool that has 
made a significant impact in this field. Generative Pre-trained 
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Transformer - 4, also known as ChatGPT-4, is an AI 
application. Designed as a multi-language processing platform, 
ChatGPT is an application that can be beneficial in various 
processes within the software field. 

There are several research studies investigating how 
ChatGPT can assist in software development and engineering. 
Ahmad et al. [6] presented research on how architecture-centric 
software engineering (ACSE) professionals can benefit from 
ChatGPT. They focused on designing the software process 
with ChatGPT and the factors to consider in the ACSE & 
ChatGPT partnership. The authors discussed the advantages 
and disadvantages of ChatGPT-supported ACSE and provided 
solutions for implementing human-bot collaborative work. 
Nascimento et al. [4] compared the performance of software 
engineers and AI-based systems, including ChatGPT. Through 
various evaluation criteria, they analyzed the tasks assigned to 
ChatGPT and inferred that it outperformed engineers on certain 
software engineering tasks, especially those of easy to 
medium-level complexity. However, in some studies, human 
engineers were successful, while in others, AI prevailed. Katar 
et al. [7] employed ChatGPT in their research paper and 
presented results, highlighting both the positive and negative 
aspects of using ChatGPT as an auxiliary tool. The authors 
concluded that while ChatGPT is not yet efficient enough to 
write a research paper entirely on its own, it can be a valuable 
tool to assist researchers in the writing process. Akbar et al. [8] 
conducted a motivational, demotivational, and ethical 
evaluation of software engineers' usage of ChatGPT. They 
listed the ethical challenges posed by ChatGPT, such as risks 
of plagiarism, confidentiality breaches, data security issues, 
and the generation of malicious data. The authors conducted a 
comprehensive survey among software engineers and 
performed Cross-Impact Matrix Multiplication Applied to 
Classification (MICMAC) analysis to create a cluster-based 
decision model. Fraiwan and Khasawneh [9] provided an 
overview of emerging language models and chatbots. They 
emphasized that AI-based tools have the potential to offer 
different perspectives in areas such as education, software 
engineering, healthcare, and marketing. However, they also 
noted that these systems come with challenges, including 
issues of plagiarism and lack of transparency. The authors 
conducted a study investigating the positive and negative 
effects of language models actively used in fields like 
education, health, software engineering, and marketing, and 
discussed how to take precautions against potential negative 
consequences and misuse scenarios. 

This study presents both traditional software development 

processes and the use of AI tools in these processes. Traditional 

software development processes are explained in general terms 

and the effects of contemporary AI tools on these processes are 

discussed. The contributions of this article to the literature can 

be listed as follows: 
 As far as the authors know, the existing studies in the 

literature are generally completed with the support of a 
software development specialist. This study has been 
tried to be completed entirely with the support of AI. 

 The answers to these questions are included in the article 
without making any changes to the questions asked to 
ChatGPT-4 for an ERP project. 

 This article is of great importance as it sheds light on the 
effectiveness of using ChatGPT in software project 
development. 

The remaining parts of the study are as follows: Section 2 
gives general information about software development 

processes. In Section 3, the material and method are 
mentioned. Questions directed to the AI system are given in 
this section. Section 4 includes the results of the experimental 
study created in line with the answers from ChatGPT-4. In 
Section 5, discussions about the study and the general results 
of working with Section 6 are mentioned. 

2. SOFTWARE DEVELOPMENT PROCESSES  

Software is a tool used by a software team to define the way 

devices behave. The sequence of cyclical stages used to 

describe a software process is defined as the software life cycle 

[1]. Each software follows a predefined sequence of steps 

according to the Software Development Life Cycle (SDLC) 

[10]. The Software Development Life Cycle is defined as a 

guideline and logical process used by system developers to 

develop systems [11]. A basic diagram of the software life 

cycle is given in Fig.1. 
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DESİGN
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INTEGRATION

IMPLEMENTATION

MAINTENANCE
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LIFE CYCLE
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Figure 1. Software Development Life Cycle. 
 

The steps of a basic software lifecycle and the operations 

performed in each of these steps can be listed as follows [7]: 
 Planning: This is the first stage of the cycle where the 

requirements and needs of the users are taken into 
consideration. Here, the objectives are clarified by 
determining the systemic and technical needs required for 
the work to be created in parallel with the user 
requirements. The work given by the user for a purpose 
turns into a project at this stage.   

 Analysis: It is a stage in which the estimated time for the 
desired outputs within the project and the risky situations 
that may be encountered in the project during this period 
are revealed. Possible situations are detailed using UML 
diagrams. 

 Design: In line with the planning and analysis made in 
the previous stages, the drawing, i.e. the design of the 
project begins. The basic structure of the software to be 
used in the project, its algorithm, interface, software 
components and all kinds of technical details of the 
project are determined before proceeding to the next 
stage, implementation. All the theoretical and practical 
decisions regarding the project are made and the next 
phase begins.  

 Development: Development is defined as the part where 
the decisions made in the design phase are now poured 
into a code environment. It is the stage where the project, 
which has all the theoretical infrastructure ready, is put 
into practice. Programming languages and software 
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development tools determined in accordance with the 
project are used.  

 Testing: The start of the trial process of the codes, 
programs or software-based tools prepared for the project 
takes place in the testing phase. At this stage, the project's 
compatibility with real life is tested by applying 
techniques such as code correctness, detection of software 
errors, performance tests, usability evaluation. In addition 
to the control of software processes, providing software 
training to the people or units that will benefit from this 
project is also included in the testing phase.  

 Maintenance: Where tasks such as eliminating errors 
and making improvements are carried out as long as the 
software or project is used the stage. 

During the maintenance process, certain requirements that 

were not initially included in the software may arise in 

response to the users' needs. In this case, the cycle goes back 

to the beginning and is reconstructed from the planning stage. 

The reason why the software development process is presented 

as a life cycle can be summarized concisely. In this life cycle, 

which comprises fundamental stages, various traditional 

models are employed to organize and streamline the processes. 

Some of the traditional software development models include 

the 'Waterfall', 'V Model', 'Prototype', and 'Spiral'. The 

'Waterfall' model is the first of the process development models 

and is the oldest SDLC approach. It follows a linear and 

sequential approach, often referred to as the linear-sequential 

life cycle model in some sources [12]. It includes 6 steps: 

planning, design, implementation, testing, deployment, and 

maintenance [13]. It is easy to comprehend and yields 

favorable results, particularly for small projects with well-

defined requirements. The 'V Model' is often described as an 

extension of the waterfall model. This is because it has a 

similar sequential and linear flow. But differently, the process 

steps are bent upwards after the coding phase to form the V-

shape [14]. The planning, design, implementation, and testing 

steps take place before coding, which saves time [13]. While 

early test preparation offers the advantage of detecting bugs at 

an early stage, excessive focus on the product itself rather than 

the testing phase can lead to potential issues [15]. The 

'Prototype' model is an approach that facilitates the 

development of an initial prototype to comprehend customer 

requirements. Based on customer feedback, the prototype is 

continuously improved, and a process is followed to create the 

final product. The steps in this model encompass business 

modeling, data modeling, process modeling, implementation, 

and testing [14]. The 'Spiral' model was introduced in 1988 to 

solve the limitations of the waterfall model. It is an iterative 

software model, combining the features of prototyping and the 

waterfall model. The spiral model consists of four phases 

starting with planning, objectives, risk analysis, and 

development. The model organizes all activity inputs in a 

spiral, and all phases are repeated continuously. Spiral 

development commences on a smaller scale and expands based 

on the number of iterations. Since not all requirements are 

specified at once, additional studies may be needed [16]. 

2.1. Artificial Intelligence-Based Software Development 
Tools 
Software development is the foundation of the information 

age society. It is one of the most important elements of the 

world of information processing, as well as being a complex 

structure that is constantly changing. In the modern digital age, 

the development of software solutions is a crucial issue to keep 

pace with the rapidly evolving technology [17]. Software 

development processes play an active role in product quality 

and process efficiency. Issues such as requirements 

specification and error detection can be considered as basic 

initial activities. Supporting, changing, periodically evaluating, 

and increasing the potential of these activities requires 

continuous optimization. Software development processes are 

costly and time-consuming. At this point, AI-supported 

technologies work as a model that increases the effectiveness, 

speed, efficiency, and potential of software development 

processes [18]. 

AI has a long history in computer science, but more 

recently it has been making practical achievements, mostly in 

machine learning. It also develops software that can learn in an 

automated, human-free environment using sophisticated 

algorithms and large data sets.  This environment of success 

not only provides a good understanding of decisions in critical 

decision-making processes but also increases the acceptance of 

AI-enabled developments [19]. The use of AI applications in 

development processes is usually aimed at automating 

software cycle phases. It can be applied to every phase of the 

software development cycle, including analysis, design, code, 

testing, and maintenance. When the most popular AI models in 

recent years are examined, it is seen that they are classified 

under the headings of natural language processing, computer 

vision, autonomous driving, and health [17]. In order to draw a 

framework for the integration of AI technologies into software 

development processes, models can be emphasized. Many AI 

models such as Automatic Programming, Artificial Neural 

Networks, Machine Learning, Knowledge-Based Systems, and 

Natural Language Processing can be applied in software 

engineering stages [20]. 

The phases where AI models contribute the most are 

requirements analysis and testing. Requirements analysis is the 

first stage of the software process. Researchers often 

incorporate AI into this first step of the cycle. The Natural 

Language Processing model, a semi-automated approach, 

provides useful results here, shortening the time needed for the 

requirements step and improving its quality [21]. Automated 

Programming is involved in the automated process of 

generating code, reusing code, and refactoring code and offers 

an intermediary association. The possibility of automated 

programming assistants to provide pre-made models for 

specific situations and to demonstrate best practices is very 

important here [22]. Machine Learning is used to link 

information from structural and fault-based testing to 

functional aspects of the program. This linked information 

links results to different test technique implementations and 

offers ease of testing [23]. 

In summary, it can be said that the goal of AI is to achieve 

intelligence. The software development cycle, on the other 

hand, aims to create a system that is valid, verified, cost-

effective, and without any maintenance or user acceptance 

issues. Despite the dilemmas that these two fields have, it is 

also very difficult to achieve overlap. More studies are needed 

to increase the success and identify the needs correctly. At this 

point, some studies have raised questions such as "If the cycle 

succeeds in becoming fully intelligent, won't both domains 

become a single domain?", "if AI becomes the traditional 

software development life cycle itself, will this mean the end 

of the cycle?" [20]. There are some AI – support  programs 

currently used by software developers such as TensorFlow, 

PyTorch, Keras, Scikit-learn, Apache MXNet, Microsoft 
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Cognitive Toolkit, IBM Watson Studio, H2O.ai, Google Cloud 

AutoML, Amazon CodeGuru, Bugspots [24]. Each of these 

and similar programs aims to automate tasks, reduce errors and 

maximize efficiency. 

3. MATERIAL AND METHODS  
In this study, software development processes were 

implemented step by step on a project using an AI-based tool.  

Using the recently popular Chat-GPT model, software 

development processes were managed in line with the 

questions identified. The block diagram of the work carried out 

within the scope of this article is presented in Fig.2. As can be 

seen in Figure 2, the questions containing the parts of the 

software development processes are given as Q1, Q2,...,Q13. 

Prepared questions were directed to ChatGPT-4. Answers 

produced by ChatGPT have been evaluated by an expert. 
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Figure 2. Block diagram of the material and method. 

 

       In this study, appropriate questions were formulated for 

each step of the software development process using the 

ChatGPT-4 tool, and the corresponding answers were 

obtained. During the question preparation phase, a suitable set 

of inquiries was carefully crafted, taking into account the 

software development processes. The intended software 

system to be constructed using ChatGPT was determined as 

an enterprise resource planning (ERP) project. The ERP 

system is a software solution designed to address both specific 

and general needs across all units within a company [25]. 

Traditionally employed by large companies, the demand for 

ERP systems has expanded in recent years to include medium 

and small-sized companies. Consequently, the software 

development field has experienced accelerated growth to meet 

the increasing market demands. To swiftly address these 

requirements, the development of AI-supported solutions has 

become imperative, complementing the efforts of human 

personnel.  

This study seeks to address the question of "How can the 

software development process for an ERP project be 

realized?" utilizing ChatGPT, the most popular application of 

AI. Accordingly, various questions were posed to ChatGPT, 

and the ensuing answers are presented herein. 

3.1. ChatGPT Input Data 
   In this article, which aims to demonstrate the use of an 

AI tool in a software development process, ChatGPT-4 was 

used in the process creation phase. For the ERP project that 

ChatGPT was asked to do, questions were asked at each step. 

In line with the answers given by ChatGPT, some suggestions 

given by ChatGPT were directed to ChatGPT as questions 

again. The question-and-answer process was carried out 

mutually in this way. The questions prepared within the scope 

of the article study and the categories that these questions 

correspond to in software development processes are given in 

Table 1. 

 

TABLE I 

Questions asked to ChatGPT-4 to create a software development process 
Categories Q Questions 

Requirement 
Gathering & 

Analysis 

Q1 
Can you create a comprehensive flowchart for 
an ERP project? 

Q2 
Can you create a flowchart for the new ERP 

system with these modules you suggest to add? 

Q3 
Can you create a software lifecycle content in 

accordance with this flowchart? 

Q4 
What can be done during the requirement 
gathering and analysis phase for the ERP 

project we plan to do? 

Design 

Q5 
What can be done during the design phase for 
the ERP project we plan to do? 

Q6 
Can you draw a UML diagram covering each 

stage for this ERP project you have designed? 

Implementation/ 

Coding 
Q7 

What kind of process can be followed in 
implementation/coding? Can you inform me 

about the coding programs to be used, database 

system etc.? 

Q8 

It is planned to use Python programming 

language and Oracle as database for the 

designed ERP project. In this direction, can you 

first create the database? 

Q9 
Can you create the ER diagram for the database 
you created? 

Q10 
Can you give the Python codes for the ERP 

project based on the database created? 

Testing 

Q11 
What kind of process can be followed during 

the testing phase for the ERP project? 

Q12 
Can you give an example ERP project where 
the performance test is applied from these 

tests? 

Deployment & 

Maintenance 
Q13 

Can you talk about the steps required for 

deployment and maintenance in an ERP 
software development project? 

 
4. EXPERIMENTAL RESULTS  

Before designing an ERP project, ChatGPT-4 was asked 

to create a flowchart. The "Show Me Diagrams" plugin from 

the Plugin Store was used to generate the diagram. Figure 3 
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shows the question Q1 given as input for ChatGPT and the 

diagram created for this question. As can be seen in Figure 3, 

ChatGPT  

 

presented a project scope consisting of 4 parts for an ERP 

system in response to the question asked. ChatGPT also 

referred to the compartments that may be needed in the 

subsections of each chapter.  

 
Answer for (Q1): 

 
Figure 3. Flowchart for an ERP project 

 
After this answer, ChatGPT-4 suggested "To view ideas for 

improving the diagram, use the key phrase "show ideas"." 

This question was asked again, taking into consideration the 

advice given by ChatGPT-4. Afterward, the flowchart was 

expanded a little more based on the suggestions given by 

ChatGPT-4. 
Answer for (Q2): Ideas to improve the diagram: 

Add More Detail: You could add more detail to each 
module. For example, the Sales Module could be broken 
down into "Lead Tracking", "Sales Forecasting", "Order 
Management", etc. Similarly, the Finance Module could 
be broken down into "Accounts Payable", "Accounts 
Receivable", "General Ledger", etc. 

 

 
Figure 4. Code page for editing flowchart on Mermaid program 

 

There is a screen where the sections on the Code tab can 

be deleted and added and the given diagram can be edited as 

desired. A part of the new diagram obtained after various 

modifications is shown in Fig.5 below 
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Figure 5. A part from the final version of the modified flowchart on 
Mermaid 

 

After this diagram, ChatGPT-4 was asked to give the steps 
of the software lifecycle in accordance with the project (Q3). 
ChatGPT's mixed response to this request is presented in the 
following items. 

Answer for (Q3): 

 Requirement Gathering and Analysis: This is the 
initial stage where the project team (including business 
analysts, project managers, and key stakeholders) define 
the business requirements. They identify what modules 
are needed (Sales, Finance, Inventory, HR, etc.) and 
what features each module should have. 

 Design: Based on the requirements, the system 
architecture is designed. This includes how the different 
modules will interact with each other and the database 
schema. The user interface for each module is also 
designed in this phase. 

 Implementation/ Coding: In this phase, the actual 
coding of the system begins. Developers start building 
the system module by module. For example, they might 
start with the Inventory Module, implementing features 
like Stock Management, Inventory Tracking, Reorder 
Point Setting, etc. 

 Testing: After a module is developed, it's tested to 
ensure it works as expected. This includes unit testing, 
integration testing, system testing, and user acceptance 
testing. Any bugs or issues found are fixed. 

 Deployment: Once all modules are developed and 
tested, the system is deployed. This could be on-
premises or on the cloud, depending on the company's 
needs. 

 Maintenance: After deployment, the system enters 
the maintenance phase. This includes fixing any issues, 
adding new features, and improving existing ones. For 
example, if the company decides they want to add a 
"Product Identification" feature to the Inventory Module, 
this would be done in the maintenance phase. 

In line with these answers, the software development 
process will be started with ChatGPT-4. The questions and 
answers for each stage are given below. 

Answer for (Q4): During the Requirement Gathering and Analysis phase for the ERP project, several key activities should 

be undertaken: 

 

 

 

 

 

Answer for (Q5): During the design phase of the ERP project, several key activities should be undertaken: 
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Answer for (Q6): 

 

Figure 6. Drawing of the UML diagram for the project to be done. 

 

Fig. 6 shows the UML diagram of the proposed scheme. 
In the previous questions, the "Show ideas" statement 
suggested by ChatGPT-4 has been used again to see the 
suggestions that it would give. 

Ideas to improve the diagram: 

Add More Details: You could add more details to each 
phase. For example, during the Requirement Gathering 
phase, you could include activities like "Identify 
Stakeholders", "Conduct Interviews", "Document 
Requirements", etc. Similarly, you could add more details 
to the other phases as well. 

Add Interactions: You could add interactions between 
the phases. For example, after the Design phase, there 
could be a feedback loop back to the Requirement 
Gathering phase in case any changes are needed in the 
requirements. 

Use Different Colors: You could use different colors for 
each phase to make the diagram more visually appealing 
and easier to understand. You can use the 'init' directive to 

customize the theme of an individual diagram. For 
example, %%{init: {'theme':'forest'}}%%. 

Explore the following themes: 

default: This is the default theme for all diagrams. 

neutral: This theme is great for black and white 
documents that will be printed. 

dark: This theme goes well with dark-colored elements or 
dark-mode. 

forest: This theme contains shades of green. 

base: This is the only theme that can be modified. Use this 
theme as the base for customizations. 

To customize the theme of an individual diagram, use the 
init directive. For example, %%{init: 
{'theme':'forest'}}%% 
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Figure 7.  UML diagram edited using the "Forest" theme 

 

The diagram given in Fig 7. was drawn using the "Forest" theme. After drawing the UML diagram, the responses of GTP-4 
were taken again for the Implementation/Coding phase. 

Answer for (Q7): During the Application/Coding phase of the ERP project, you would be translating the design 

documents into actual code. Here are some steps that could be followed: 

 
Answer for (Q8): Creating a database for an ERP system 

is a complex task that involves careful planning and 

design. Here's a simplified example of how you might 

create a few tables in an Oracle database for your ERP 

system using SQL.  

-- Create a table for Employees 

CREATE TABLE Employees ( 

    EmployeeID INT PRIMARY KEY, 

    FirstName VARCHAR(50), 

    LastName VARCHAR(50), 

    Email VARCHAR(100), 

    PhoneNumber VARCHAR(15), 

    HireDate DATE, 

    JobID INT, 

    Salary FLOAT, 

    ManagerID INT, 

    DepartmentID INT 

); 

Please note that this is a very basic example and a real-

world ERP system would be much more complex. In this 

example, we have four tables: Employees, Departments, 

Inventory, and Sales. Each table has a primary key, which 

uniquely identifies each record in the table. There are also 

foreign keys which are used to link tables together. For 

example, the ManagerID in the Departments table would be a 

foreign key linking to the EmployeeID in the Employees table. 
After the database was created, the request to draw the 

Entity-Relation (ER) diagram was directed as specified. ER 
diagram generated by ChatGPT after this request is shown in 
Fig.8. 

Answer for (Q9): 
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Figure 8. ER diagram of the database. 

Answer for (Q10): Creating Python code for an entire 

ERP system is beyond the scope of this platform, as it 

would involve thousands of lines of code and a deep 

understanding of your specific business requirements. 

However, I can provide you with some basic examples of 

how you might use Python to interact with the SQL Server 

database we created earlier. Here's an example of how you 

might connect to the database: 

import pyodbc 

# Create a connection string 

conn_str = ( 

    r'DRIVER={ODBC Driver 17 for SQL 

Server};' 

    r'SERVER=your_server;' 

    r'DATABASE=your_database;' 

    r'UID=your_username;' 

    r'PWD=your_password;' 

) 

# Create a connection 

conn = pyodbc.connect(conn_str) 

Once you're connected, you can execute SQL queries. 

Here's an example of how you might insert a new 

employee into the Employees table: 

# Create a cursor 

cursor = conn.cursor() 

# SQL query 

sql = """ 

INSERT INTO Employees (EmployeeID, 

FirstName, LastName, Email, PhoneNumber, 

HireDate, JobID, Salary, ManagerID, 

DepartmentID) 

VALUES (?,?, ?, ?, ?, ?, ?, ?, ?, ?) 

""" 

# Values 

values = (1, 'John', 'Doe', 

'john.doe@example.com', '555-555-5555', 

'2023-01-01', 1, 50000, None, 1) 

# Execute the query 

cursor.execute(sql, values) 

# Commit the transaction 

conn.commit() 

You can also retrieve data. Here's how you might get all 

employees: 

# SQL query 

sql = "SELECT * FROM Employees" 

# Execute the query 

cursor.execute(sql) 

# Fetch all rows 

rows = cursor.fetchall() 

# Print rows 

for row in rows: 

    print(row) 

These are very basic examples. A real-world ERP system 

would have much more complex interactions with the 

database, and would likely involve a web interface or other 

user interface, business logic, error handling, security 

measures, and more. 

The code blocks given above contain some of the answers 
given by ChatGPT-4. it has the competence to realize the 
database connection of the ERP system with basic system 
codes. However, it needs an expert to do the necessary coding 
for the interface design. He was repeatedly asked in different 
ways to create a system in Python. But his answer to all of 
them was that he could not create such coding. Each time 
ChatGPT-4 provided Python code that provided a connection 
to the database. 

After the answers were received in the 
Implementation/Coding phase, questions were asked to 
ChatGPT-4 for the next phase, the testing phase (Q11). The 
answers given by ChatGPT are presented below. 

Answer for (Q11): The testing phase is a critical part of 

the software development lifecycle, especially for a 

complex system like an ERP. Here are the steps that can 

be followed during the testing phase of the ERP project: 

 Unit Testing: This is the first level of testing where 

individual components of the software are tested. The 

purpose is to validate that each unit of the software 

performs as designed. In the context of an ERP system, 

this could mean testing individual functions or methods in 

the code. 

 Integration Testing: After unit testing, integration 

testing is performed. This involves combining individual 

units and testing them as a group. The purpose of this level 

of testing is to detect any faults in the interaction between 

integrated units. 

 System Testing: In this phase, the entire system is 

tested as a whole. The purpose of this testing is to evaluate 

the system's compliance with the specified requirements. 

 User Acceptance Testing (UAT): This is the final 

phase of testing, where the software is tested in the "real 

world" by the intended audience. UAT can be done by the 

end-users of the software or subject matter experts in the 

business domain. 

 Performance Testing: This is done to ensure that the 

system performs effectively under varying loads and 

volumes. It includes load testing (testing under expected 

load) and stress testing (testing under extreme loads). 

 Security Testing: This is done to check how the ERP 

software protects against threats from external entities and 

maintains data integrity. 

 Regression Testing: This is done after modifications 

such as enhancements or defect fixes to ensure that the 

changes haven't introduced new faults. 
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 Compatibility Testing: This is done to ensure the 

ERP system can effectively run in different environments 

– different operating systems, browser types, hardware 

configurations, etc. 

 Usability Testing: This is done to ensure that the ERP 

system is user-friendly and easy to use. 

Based on the test suggestions given by ChatGPT-4, one of 
the tests was selected and Q12 question was asked to conduct 
a sample study. 

Answer for (Q12): Performance testing is a crucial part of 

ensuring that an ERP system can handle the expected load 

and perform optimally under different conditions. Here's a 

simplified example of how you might conduct 

performance testing on an ERP system using a tool like 

Apache JMeter, which is an open-source software 

designed to load test functional behavior and measure 

performance. 

Please note that this is a simplified example and actual 

performance testing can be quite complex depending on 

the specific requirements and architecture of your ERP 

system. 

Identify Key Scenarios to Test: Identify the most 

common and critical operations that users will perform on 

your ERP system. This could include operations like 

logging in, accessing and updating records, generating 

reports, etc. 

Create Test Plan: In JMeter, you would create a new Test 

Plan and add Thread Groups to it. Each Thread Group 

represents a user scenario that you want to test. For 

example, you might have one Thread Group for logging 

in, another for accessing records, etc. 

Configure Thread Properties: For each Thread Group, 

you would configure the number of threads (simulated 

users), the ramp-up period (how long to take to "ramp up" 

to the full number of users), and the number of iterations 

(how many times to execute the test). 

Add and Configure Samplers: Samplers tell JMeter to 

send specific types of requests to a server. You would add 

HTTP Request samplers to your Thread Groups and 

configure them to send requests that simulate the user 

operations you're testing. 

Add and Configure Listeners: Listeners provide access 

to the data gathered by JMeter about the test cases as a 

Sampler component is processed. For example, you might 

add a Summary Report listener to see a table of aggregated 

results for all samplers, or a Graph Results listener to see 

a visual graph of the performance results. 

Run Tests and Analyze Results: Once everything is set 

up, you would run your tests and then analyze the results 

to identify any performance bottlenecks or issues. 

As a result of the answers obtained from ChatGPT-4, it is 

foreseen that it can also provide ideas in the test phase. The 

answer to Q13 for the last two steps, distribution and 

maintenance, is as follows. 

Answer for (Q13): Sure, deployment and maintenance are 

critical phases in the software development lifecycle, 

especially for complex systems like an ERP. Here's a 

general outline of the steps involved: 

 

Deployment: 
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Maintenance: 

 

4. DISCUSSION  
Software development processes are one of the most 

fundamental elements that ensure the successful completion 

of the project given in the environment where engineers 

work. In order to accurately determine the inputs, outputs and 

requirements of the given project, each step of the software 

development life cycle must be worked carefully and 

diligently. By assigning employees to the necessary parts of 

the cycle according to their competencies, it ensures that the 

project emerges efficiently and quickly. The software 

development process can be a difficult process for engineers 

until they get to the coding part. AI multilingual chatbots 

have reached a level that can give ideas in the field of 

software development. These robots, which many 

researchers now include in their academic or non-academic 

studies, make the work of researchers easier. Despite various 

security vulnerabilities, many questions can be answered. 

Apart from the most popular ChatGPT, there are also robots 

such as YouChat, BingChat, JasperChat, Character.AI. 

After the latest updates of ChatGPT, its use in academia 

has become more widespread. The fact that it can provide 

visual results such as graphics, tables, and pictures are 

important factors that attract the attention of users. Some 

studies in the literature reveal the positive and negative 

aspects of ChatGPT, ethical violations, and various 

plagiarism possibilities [4-6]. Since ChatGPT is also utilized 

while conducting these studies, it is actually an example of 

intelligence whose active learning process is constantly 

ongoing. 

In this study, we investigated what role ChatGPT can play 

in a software development project. It was asked to realize an 

ERP project that constitutes the financial information 

systems of corporate companies by applying all stages of the 

software life cycle. All questions were planned step by step 

in accordance with the software life cycle and asked to 

ChatGPT-4 respectively. In addition to the planned 

questions, new questions were added to the question pool by 

taking into account the suggestions given by ChatGPT-4. As 

a result of the study, it is seen that ChatGPT-4 can be utilized 

as a very good guide in all steps except 

Implementation&Coding and Test phases. The ideas 

obtained from the ChatGPT-4 in the requirements 

determination and Analysis, Design, Deployment and 

Maintenance phases are in a structure that will make the 

software developer's job much easier in this process. If the 

right questions are directed to ChatGPT-4 at the right points, 

the completion time and efficiency of the project will 

increase. The situation that can be stated as a disadvantage 

during the service received from ChatGPT-4 is that it is not 

fully efficient in coding. ChatGPT-4, who could provide 

assistance in coding up to a certain point, stated that the codes 

should be written under the supervision of a software 

engineer after a certain point. The codes given by ChatGPT-

4 included the creation of the database system required in the 

software process and how the database connection can be 

made in Python in the codes to be used afterward. However, 

he stated that he could not help with the actual Python coding 

required to complete the project. Due to this shortcoming, the 

answers he gave in the Test phase could not go beyond 

suggestions. Although this may seem like a disadvantage for 

ChatGPT, it can be considered as an advantage from the point 

of view of the need for software engineers. When the 

limitations of working with ChatGPT are considered, it is 

seen that the most basic problems are plagiarism and security 

vulnerabilities. If questions about a project planned to be 

implemented are directed to ChatGPT by a third party, it may 

be possible for others to access the project details. In 

academic-based research, the literature sources given may be 

incorrect or non-existent. Although the plagiarism issue has 

been corrected a little more in ChatGPT-4, it still has 

deficiencies. The results obtained with the help of ChatGPT 

should always be checked by the user. 

It is envisaged that a software development specialist can 

facilitate the processes in the initial stages by getting help 

from a multilingual robot such as ChatGPT while developing 

a project. Due to the lack of performance in the 

Implementation & Coding step, it is necessary to complete 

the software development process under the supervision of a 
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software developer. Due to ChatGPT's lack of performance 

in this area and its many disadvantages in terms of security, 

the need for software engineers continues. 

In future studies, it is planned to create a software 

development project with the help of AI-supported robots 

other than ChatGPT. It is considered to design a working 

system by completing the missing points of AI systems by a 

software development specialist. For both ideas, the use of 

AI-supported software is inevitable. 

 

5. CONCLUSION 

The use of AI systems in software development processes 

has positive effects such as automating the process, reducing 

errors, and increasing productivity. For this purpose, there are 

many AI tools available online in the market. ChatGPT is 

making a difference among robots with the recent emergence 

of ChatGPT-4 version.  In this paper, research questions on 

how to create a software development process using 

ChatGPT-4 and ChatGPT's answers to them are presented. 

As a result of the study, the answers obtained from ChatGPT-

4 from the requirements determination, analysis, and design 

stages are logical and can be easily applied in such a process. 

Various deficiencies were encountered in the Implementation 

& Coding phase. One of the most important of these is that 

the coding part was not fully completed and it was suggested 

that a software engineer should help after a certain point. The 

software development process with ChatGPT-4 has 

progressed in a way to meet expectations despite the 

shortcomings in the coding and testing phase. The clearest 

conclusion that can be drawn from this study is that an expert 

software developer can complete the software development 

process with minimum errors and maximum efficiency with 

an AI robot. 
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1. INTRODUCTION  
 

An unmanned system encompasses a mechanical or 

apparatus outfitted with essential data processing components, 

sensors, automated control mechanisms, and communication 

systems, enabling it to independently carry out missions 

without human interference. Such systems encompass a variety 

of unmanned aerial vehicles (UAV), unmanned ground 

vehicles (UGV), underwater exploratory devices [1]. 
An unmanned aerial vehicle (UAV) is an aircraft capable of 

flight without the presence of a human pilot on board. In 
contemporary times, an increasing number of UAVs are being 
employed in civilian contexts due to their exceptional mobility 
and adaptability [2]. This attribute has enabled them to 
accomplish their objectives across numerous applications 
effectively. Nonetheless, incorporating multiple vehicles offers 
heightened versatility and efficacy in task execution. 
Moreover, utilizing multiple vehicles enhances resilience 
against failures compared to solitary units [3]. Studies on using 
multiple UAVs have been conducted in many areas, such as 
search and rescue [4],perimeter,surveillance [5] and loads 
carrying [6]. 

Agents exhibiting distinct dynamic attributes can surmount 
individual limitations, effectively accomplishing intricate and 
multifaceted missions. This elevation in capability expands the 
scope for tackling more challenging applications. Notably, the 

synergistic integration of UAVs and UGVs amalgamates their 
strengths, encompassing proficient payload capacity, versatile 
task configuration, and robust localization capabilities, 
culminating in heightened overall performance [7]. 

In previous studies, various strategies have been applied for 
the formation control of multiple robots. Some key ones 
include leader-follower, behavior-based and virtual formation 
structure strategies [8]. 

In the leader-follower approach, one or more robots are 
considered as leaders while the other robots are considered as 
followers. The leader robot moves towards a specific goal. The 
follower robots move by maintaining a set distance and 
orientation from the leader.  While providing this movement, it 
receives the position and orientation information of the leader 
robot [9,10]. In the virtual structure approach, robots move by 
creating a rigid structure. Geometrical shapes can be applied 
here. This formation has a center determined by shape, speed 
and orientation. The positions of the robots are defined relative 
to this reference point. Since the reference point is given 
relative to a trajectory, the position of each robot must be 
recalculated as time passes [11].The behavioral control strategy 
is about each robot using certain behaviors. These behaviors 
can be trajectory following, obstacle avoidance and formation 
maintenance. After the relative weighting of these behaviors, 
the final control is performed [12]. Zhou et al. investigated the 
time-varying formation tracking problem for a heterogeneous 
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UAV-UGV swarm system. First, a collaborative control model 
is constructed with algebraic graph theory, and then a 
distributed observer-based formation tracking control protocol 
is designed [13]. In another study, an UAV lands on an UGV 
after delivering a package. A virtual structure approach is used 
here. Within this structure, there is a controller for the UGV to 
avoid obstacles as it moves forward [14]. Li and Zhu presented 
a UAV-UGV cooperative control mechanism. A leader-
follower strategy is used for cooperative trajectory tracking. 
They used a fuzzy robust controller to control the UAV. The 
controller of the UGV uses a tracking algorithm and a PID 
controller[15]. Harik et al. designed a system for object 
transportation in unsafe locations. A UAV acts as a guide for 
obstacles. A group of UGVs performs the task using 
information from the UAV. The leader receives the information 
from the UAV and navigates while the follower robots follow 
the leader at a given distance using a vision-based target-
tracking controller [16]. In their study, Akın and Şahin 
examined how UAVs and UGVs can efficiently collect data 
from IoT devices. They conducted these experiments in an 
obstacle environment. They used reinforcement learning 
principles to solve these problems [17]. 
This study presents a formation control of a heterogeneous 

multi-robot system consisting of one Turtlebot 3 as UGV and 

multiple Crazyflie robots as UAVs. The proposed work is a 

centralized system that utilizes a leader-follower strategy to 

implement the desired formation. PID controller is used for the 

control of the robots. The study was tested in a simulation 

environment. In Section 2, the methodology and materials used 

are described in detail. Section 3 presents the experiments done 

in the test phase and the simulation results. Finally, in Section 

4, the results of the experiments are evaluated, and a conclusion 

to the study is made. 

 

2. MATERIALS AND METHODS 
 

The study consists of three stages. The first is for the leader 

robot to go to the target point, the second is to ensure that the 

follower robots follow the leader, and the third is to maintain 

the formation of the multi-robot group. V formation shape was 

chosen for multi-robots. The application was realized in the 

Webots Simulation environment using ROS. 

 

2.1. Robot Operating System (ROS) 
ROS is an open-source framework that enables the 

development of robotic applications with the help of libraries 
and packages. It is used in both commercial and research 
activities [18]. ROS allows application development using 
different programming languages. Also, an implemented 
program part can be used in other applications [19]. Processes 
in ROS communicate with each other, and these processes, 
called nodes, communicate using a publisher/subscriber 
structure. These nodes send data to each other using messages. 
The nodes that send data are called publisher nodes, and they 
send messages through topics to the receiver nodes, which are 
called subscribers. The ROS master is responsible for the nodes 
to locate each other, and it is initialized at startup to provide 
communication.[20]. In ROS, different packages are offered to 
users to perform certain operations like mapping and 
navigation. For example, the move base package handles the 
operations to move a robot to a given destination point [21]. 
ROS includes a practical tool called Rviz (Ros Visualizer), 
which is a tool for visualizing robots, sensors, and algorithms 
in three dimensions. It can be used for all types of robots. Rviz 

can plot data streaming on a ROS system, and its panel can be 
configured for various applications [22]. 

2.2. Webots 
Webots is a simulation environment used both academic and 

industrial settings working on robots. Three-dimensional 

environments can be modeled using Webots, and robots 

defined in it can be used in these environments. It also has 

libraries containing sensors, actuators and other materials. 

Robot designs can be made using these libraries [23,24]. Figure 

1 shows an example simulation environment. 

 

 
 

Figure 1. Simulation environment 

 

Figure 2 shows a Rviz visualization of the environment. 

 

 
 

Figure 2. Rviz Visualization 

 

2.3. Robots 
In the study, simulation was performed with two different 

robots. One mobile robot and a multi-UAV group were used in 

the study. 

The Turtlebot3 burger model was used as a mobile robot in 

the study. Turtlebot is a ROS based mobile robot used in both 

research and education. Many packages are provided with ROS 

to run simulations and control the robot[25]. Turtlebot is used 

as a ground robot and acts as the leader robot in the application. 

In this study, the Crazyflie quadrotor robot was preferred as 

the follower robot group. Crazyflie is a robot platform used for 

educational and research purposes in robotics. With its small 

size and low weight, the robot is preferred in swarm robot 

applications[26,27]. It was preferred because it is compatible 

with ROS and because it has a ready-made model in the 

simulation. 

2.4. Leader-Follower Strategy 
The strategy aims for the leader robot to move to a given 

target location while other follower robots follow it. There 
must be continuous communication between the leader and the 
follower. The leader continuously broadcasts its position and 
orientation information with the data it receives from its 
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sensors. The follower robots receive this information from the 
leader robot. The follower robots use the leader's position to 
follow the leader and navigate a given formation. The target of 
the follower robots is the current position of the leader. Its 
orientation is the leader's orientation. The distance between the 
leader robot and the followers is continuously maintained 
during the tracking process [28–31]. Figure 3 shows the general 
structure of the leader-follower strategy. 

 
Figure 3. Leader-Follower Formation Scheme 

 

In figure XL, YL is the leader's position, θL is the leader's 

orientation, XF, YF is the follower robot's position, and θF is the 

follower robot's orientation. l is the distance between the leader 

and the follower. The leader-follower strategy aims to maintain 

the desired distance and relative bearing between the robots. 

The distance between the leader robot and the follower is 

calculated as in Equation 1. 

 

𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 (𝑙) = √(𝑋𝐿 − 𝑋𝐹)2 + (𝑌𝐿 − 𝑌𝐹)2 (1) 

 

In the ROS environment, the algorithm works as follows. 

The leader robot continuously broadcasts its instantaneous 

position as a publisher on the way to the specified target. The 

follower robots receive the leader's position as subscribers. For 

the follower robots, the target position is the leader's current 

position, and the target orientation is the current orientation of 

the leader. The distance between the follower and the leader is 

calculated by Equation 1. This process is repeated until the 

desired target point is reached. 

 

2.5. Formation Process 
The formation of the robots takes place in three steps. First, 

formation points should be calculated using the desired shape 

and the number of robots in the swarm. Then, which robot in 

the swarm should go to these points should be determined. In 

the last step, the robots should reach this point and maintain the 

formation. In this study, a V-formation shape was used. 

The leader robot is located at the end of the V shape in the 

formation structure. Follower robots are lined up to the right 

and left of the leader robot. While forming formation points, 

the distance between the followers and the angle value they 

should be placed to the right and left are determined. The 

structure of the V formation is shown in Figure 4. 

We used two different approaches to calculate the 

formation points. In the first approach, the rotation vector of 

the leader robot was taken and rotated 180 degrees. In order to 

find the direction vectors indicating the wings of the V 

formation to be created, the leader's vector is expanded to the 

right and left by the theta angle. The desired distance value 

between these direction vectors and formation points is 

multiplied by the positions where the robots will be placed. 

 
Figure 4. V- Formation Points 

 

In the figure, 𝜃 is the angle of the triangle forming the V 

formation shape, 𝑢̂ is the leader's rotation vector, 𝑣̂ is the 

leader's rotation vector rotated 180 degrees, 𝑦̂ is the vector 

value extended by the angle θ, and a is the formation point. The 

formation point 𝑎 is calculated according to Equation 2. 

 

𝑎 = 𝑣̂  × 𝑑    (2) 

 

Where 𝑑 is the distance between formation points. 

In the second approach, the leader's rotation vector is not 

used. Instead, the average point of the positions of the follower 

robots was first determined. Then, the rotation between this and 

the leader's position is taken. Thus, the v value in equation 2 is 

calculated according to equations 3 and 4. 

 

𝑝𝑎𝑣𝑔 =
𝑝1+𝑝2+⋯+𝑝𝑛

𝑛
   (3) 

 

𝑣̂𝑢 =
𝑝𝑙−𝑝𝑎𝑣𝑔

|𝑝𝑙−𝑝𝑎𝑣𝑔|
    (4) 

Where; 

𝑝𝑎𝑣𝑔: Average position value of follower robots. 

𝑝1 … 𝑝𝑛: Position of follower robots. 

𝑝𝑙: Position of leader robot. 

𝑣̂𝑢: unit vector of the orientation of the formation 

 

Once the formation positions are determined, the 

appropriate robot for each position needs to be identified. 

Hungarian algorithm was used for the assignment of positions. 

The first objective is to ensure that the robots take the shortest 

path to the positions. Another objective is to minimize 

collisions. Before starting the algorithm, the distance each 

robot needs to take for each position is calculated. The matrix 

containing these calculations is called the Cost matrix. The 

matrix is filled according to Equations 5-6. 

 

𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 = √ (𝑋𝑅𝑖 − 𝑋𝑝𝑗)
2

+ (𝑌𝑅𝑖 − 𝑌𝑝𝑗)
2
 (5) 

 

    𝐶𝑜𝑠𝑡𝑖𝑗 = 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒2                 (6) 
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Where (𝑋𝑅𝑖 , 𝑌𝑅𝑖)  is the position of the robot whose distance 
to the formation point will be calculated, and (𝑋𝑝𝑗, Y_pj) is the 
position of that formation point. After the cost matrix is filled, 
the algorithm process starts. These values are taken as input to 
the algorithm. As a result, the algorithm returns the row and 
column indices with the lowest cost. With these values, each 
formation point is assigned to the relevant robot in the robot 
group. 

2.6. Controller Design 
After determining the positions in the desired formation, 

which robots will go to these positions is determined. For the 

robot to go to this position, it must turn there and drive forward. 

For this process, a proportional controller was used due to the 

advantages of its applicability. The pseudo-code of the 

controller is given in Algorithm 1. 

 

 
 

The controller takes the position of the target point as the 

reference value. The distance to the reference position is 

calculated according to Equation 3, and the angle difference is 

calculated according to Equations 7 and 8. 

 

𝜃𝑟𝑒𝑓𝑖 = arctan (
𝑦𝑇−𝑦𝑅

𝑥𝑇−𝑥𝑅
)   (7) 

𝜃𝑒 = 𝜃𝑟𝑒𝑓𝑖 − 𝜃𝑅    (8) 

 

𝜃𝑟𝑒𝑓𝑖: The angle between the robot and the target point 

𝑥𝑅, 𝑦𝑅: Position of the robot 

𝑥𝑇, 𝑦𝑇: Target position 

𝜃𝑅: Orientation of the robot 

𝜃𝑒: Orientation error. 

 

At the controller output, the linear and angular velocity of 

the robot is calculated, and it is ensured to go to the desired 

position. 

An artificial potential field strategy was used to prevent the 

robots from bumping into each other as they move to their 

positions. According to this strategy, the robots are the 

repulsive force, and the target point is the attractive force [32]. 

The steps to create the formation are shown in the flow chart 

in Figure 5. First, the number of robots that will form the shape 

of the formation is determined, and the positions are calculated 

according to this number. Then, a cost matrix containing the 

distances of the robots to these points is created. According to 

this matrix, each robot is assigned a position to move. Finally, 

the robots are driven to these positions. 

 

3. EXPERIMENTS  
 
The study was conducted on Ubuntu 22.04 using the ROS 2 

Humble version. In order to test the techniques used in the 
study, an environment with simulation was established. Webots 
was used as the simulation environment, and robots were 

moved in this environment. Webots allows each robot to 
develop separate plugins that appear as a different process 
when running. Crazyswarm2, which was developed based on 
Crazyswarm[33], was used while performing the ROS 2 
integration of the application. Crazyswarm2 was also used in 
the communication layer.   Both ground and aerial robots were 
used in the application. Turtlebot 3 was used as a ground robot, 
and Crazyflie robots were used as aerial robots in the 
formation. 

 
Figure 5. Formation Flow Chart 

 
Two different scenarios were used in the developed 

environment. The formation process for each scenario was 
carried out using both approaches. At the beginning of the 
scenarios, the robots form a V-shape with the leader robot at 
the top of the formation. Here, the leader robot is tasked to 
reach a desired point. As the robot moves towards the target, 
the follower aerial robots follow it in the desired formation. 
These processes were confirmed by examining different 
graphs. In the first scenario, the starting position of the leader 
robot after the formation was (6.3, -4.3).  

The leader robot moved to (8.7, -3.5), and the other robots 

followed it. The appearance of the robots in their initial 

positions is shown in Figure 6. 
As seen in Figure 6, the robots wait at the starting point by 

forming the desired formation. The path graph of the robots is 
shown in Figure 7. 

Figure 7 shows that the robots move from the starting point to 
the endpoint by maintaining the formation. The graph of the 
position errors of the follower robots as they move along the 
path is shown in Figure 8. 
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Figure 6. Initial Positions of Robots 

 

 
Figure 7.  Scenario1 the path Robots Follow for Approach 1 

 

 
Figure 8. Scenario1 Position Error of Followers for Approach 1 

The error of about 0.17, consistently observed before and 

after the navigation starts and ends, is due to the robots' use of 

the artificial potential field algorithm. The error rate increases 

steadily in the navigation process because the Turtlebot 3 is 

more agile and faster. During the rotation, there are significant 

jumps in the error due to the increase in the difference between 

the newly calculated formation points and the old ones. The 

final position of robots shown in Figure 9. 

 

 
Figure 9. Final Positions of Robots 

A similar experiment was performed for the second 

approach. The graph of the path followed by the robots is given 

in Figure 10. 

 
Figure 10. Scenario1 The path robots follow for Approach 2 

The position errors of the follower robots are shown in 

Figure 11. 

 
Figure 11. Scenario1 Position Error of Followers for Approach 2 
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Figure 11 shows that the position error decreased. In the 

second approach, the leader's changing orientation less affects 

the formation structure. 

In the second scenario, robots were requested to follow 

different paths in the same environment. The starting and target 

points of the robots were changed, and their path and position 

errors were analyzed. Again, while moving along this path, the 

position errors increase, especially where the leader robot 

makes turns. In this scenario, unlike the first one, Rviz images 

of the start and end positions of the robots are also added. The 

path graph of the robots is shown in Figure 12. 

 

 
Figure 12. Scenario 2 The Path Robots Follow for Approach 1 

For Scenario 2, the graph of the position errors of the 

follower robots as they move along the path is shown in Figure 

12. 

 

 
 

Figure 12. Scenario 2 Position Error of Followers for Approach 1 

The Rviz image of the initial positions of the robots is 

shown in Figure 13. And the Rviz image of the final positions 

of the robots is shown in Figure 14. 
For approach 2, the path graph of the robots is shown in 

Figure 15. The position errors along the path of the follower 
robots are shown in Figure 16. Examining the outcomes from 
this particular scenario, it becomes evident that the second 
approach yields significantly more favorable results. 

 

 

 
Figure 13. Rviz Image of Initial Positions of Robots 

 

Figure 14. Rviz Image of Final Positions of Robots 

 

Figure 15. Scenario 2 The Path Robots Follow for Approach 2 

 

246



EUROPEAN JOURNAL OF TECHNIQUE, Vol.13, No.2, 2023 

 

Copyright © European Journal of Technique (EJT)                  ISSN 2536-5010 | e-ISSN 2536-5134                                    https://dergipark.org.tr/en/pub/ejt 

  

Figure 16. Scenario 2 Position Error of Followers for Approach 2 

 

4. CONCLUSION  
 

This study focused on implementing formation control for 

a heterogeneous multi-robot ensemble comprising ground and 

aerial robots. The strategy employed for formation was the 

leader-follower approach, wherein a ground robot assumed the 

role of the leader while the aerial robots operated as followers. 

A centralized control system was adopted to oversee the 

entirety of the study. Data received from the robot group were 

aggregated at a central point, where subsequent decisions were 

rendered. The formation configuration adopted for the robots 

was a V-shaped pattern. Following the determination of 

formation points based on the number of robots, the allocation 

of robots to their respective positions was achieved by applying 

the Hungarian algorithm. The experimental evaluation of this 

study was conducted within the Webots simulation 

environment, using Turtlebot3 and Crazyflie robots as the 

testbed.  

During the experimental phase conducted within the test 

environment, an equal number of robots were deployed for 

each approach, with variations introduced into the traversed 

paths. Upon a comprehensive examination of the path 

trajectories and position errors associated with each approach, 

it becomes evident that both strategies effectively preserve the 

desired formation. However, distinctions emerge in their 

responses to specific factors. In the first approach, the 

formation tends to show more sensitivity when the leader robot 

makes a rotational movement. The second approach, 

characterized by a more centrally weighted reference point, 

displays a higher resilience in the face of such rotational 

deviations. Analyzing the position error data further reinforces 

the notion that the second approach surpasses the first in 

performance. Different formation strategies can be applied in 

future studies, and a distributed system can be preferred instead 

of a centralized one. Furthermore, different formation shapes 

can be applied in future research work beyond the V formation.   
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1. INTRODUCTION  
 

In machining, the requirements for correct machining of a 

workpiece include the correct attachment of the workpiece to 

the machine. Failure in attachment of a workpiece at ideal 

tailstock and chuck pressure will increase the vibrations, 

oscillations and stretching that will occur while the workpiece 

is being machined, resulting in undesirable high surface 

roughness values on the workpiece. The aim of the 

manufacturing process is to obtain parts with an ideal surface 

roughness according to a certain tolerance and accuracy level, 

both in terms of low cost and time, as well as geometry and 

dimensional. While the workpieces are being machined, the 

first step in eliminating the undesirable high surface roughness 

values is the attaching of the workpiece with a correct chuck 

and tailstock pressure. In order to evaluate the surface 

roughness results obtained while machining a workpiece, 

statistical tools should be used, which provides great 

convenience in terms of both time and cost, especially by 

reducing the number of experiments. The first of these is the 

full factorial design (FFD). Experiment design methods are 

often preferred in the evaluation of the results obtained in 

turning experiments. These methods are used to determine the 

effect of control factors on the response and their relationships 

with each other. One of the experimental design methods used 

in the literature to evaluate the test results and to select the 

optimum parameters is FFD. In the literature, there are very 

few studies on the evaluation of surface roughness results with 

FFD, and the studies conducted are summarized below:  

Kechagias et al. used FFD for the estimation of 

machinability in turning titanium alloys. According to the 

FFD results, they determined that the most important effect on 

the surface roughness is the feed rate, while the least effect is 

the depth of cut [1]. Athreya et al. investigated the effect of 

cutting parameters on surface roughness in turning medium 

carbon steel using FFD. In their FFD study, the authors 

obtained optimum surface roughness results using less 

number of experiments, when the cutting speed was 960 rpm, 
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the feed rate was 145 mm/rev and the depth of cut was 0.3 

mm. In addition, they also performed a confirmation test for 

the validity of the experimental results in their study [2]. Das 

et al. used FFD to evaluate the surface roughness results in 

hard turning of AISI 4340 steel. According to FFD results, the 

authors determined that the most effective parameters on the 

surface roughness at the 95% confidence interval were the 

feed rate and the cutting speed, respectively. They also 

revealed that the two-level interactions of depth of cut-cutting 

speed, depth of cut-feed rate and feed rate-depth of cut have 

significant effects on surface roughness [3]. Leksycki and 

Feldshtein revealed the effect of machining parameters on the 

surface roughness values obtained in turning of AISI 316L 

steel using FFD. According to FFD results, the authors 

revealed that not only the feed rate and cutting speed but also 

the dual interaction, namely cutting speed-feed rate, is 

effective on the surface roughness [4]. Rafidah et al. carried 

out a study revealing the effect of surface roughness 

measurement parameters on surface roughness values using 

FFD. According to FFD results, the authors determined that 

the temperature, sampling length and cut of length parameters 

had no effect on the surface roughness values [5]. Vikram et 

al., using FFD, demonstrated the effect of cutting parameters 

on the surface roughness results obtained in turning brass 

material with HSS and carbide cutting tools. The authors 

found that cutting speed and feed rate had a significant effect 

on the surface roughness values, but the cutting speed-feed 

rate was less effective in their dual interaction [6].  

 

When the literature is examined, very few experimental 

and statistical studies have been carried out with FFD, which 

is one of the experimental design methods, to determine the 

effects of cutting parameters on surface roughness [1-6]. At 

the same time, both experimental and statistical studies are 

available in the literature to reveal the effect of cutting 

conditions and cutting parameters on surface roughness [7-

12]. However, no statistical study has been conducted with 

FFD to determine the effect of chuck and tailstock pressure on 

surface roughness values. Only a few studies on optimization 

have been carried out to determine the effect of chuck and 

tailstock pressure on surface roughness values [13-16]. With 

this experimental and statistical study, the optimum chuck and 

tailstock pressure will be determined, and it will contribute to 

those who will work on turning with the results obtained by 

reducing the machining costs in terms of both time and cost. 

 

2. MATERIALS AND METHOD 
 

2.1. Workpiece material, cutting tools and tool holder 

In this research, AISI 304 stainless steel, which is the most 

widely used in the stainless steel group and has good corrosion 

resistance, was used as the workpiece material. The 

workpieces were supplied with a diameter of 36 mm, then they 

were first reduced to 35 mm in diameter on the CNC lathe in 

order to eliminate external negativities on the surface, and 

finally they were prepared with a length of 300 mm so that 

each workpiece could be processed under equal test 

conditions. The chemical composition in terms of weight 

percentage and hardness value of the workpiece are shown in 

Table 1.  

 
 

 

TABLE I 

Chemical composition and hardness value of the workpiece material 

 

% Cr  % C % Si  % Mn  % P  

19.50-17.50 0.070-0.024    1.00-0.39 2.0-1.45 0.045-0.036 

% N % Ni  % Co % S Hardness 

0.100-0.085 10.50-8.00 0.15(max) 0.030-0.029 215 HB 

  

WNMG 080408-OMM PVD-coated inserts with positive rake 

angle were selected for the machining of AISI 304 austenitic 

stainless steel at different cutting parameters on a CNC lathe. 

PWLNR 2525M08 tool holder suitable for these inserts was 

used. The cutting tips and tool holder were obtained from the 

OKE cutting tool manufacturer Fidan Cutting Tool Company 

Shapes of carbide inserts and tool holder are given in Figure 

1. 

  
            a) b) 

Figure 1. a) WNMG cutting tool used in the experiments b) PWLNR 

2525M08 tool holder 

2.2. Cutting parameters and machine tool 
 

Machining experiments were carried out on TAKISAWA 

EX-310 brand CNC lathe. In the selection of the cutting 

parameters used in the machining experiments, the 

experimental set was created by taking into account the 

cutting tool catalog values and ISO 3685 standards, which are 

the recommendations of the manufacturer cutting tool 

company. In the experiments, the constant feed rate, the 

cutting speed and the depth of cutting were determined as 0.2 

mm/rev, 250 m/min and 2 mm, respectively. Machining 

experiments were carried out using five different chuck and 

tailstock pressures at constant cutting parameters. Chuck and 

tailstock pressure were determined as variable parameters and 

shown in Figure 2.  

 

 
 

Figure 2.  Parameters used in the experiments 

 

The numerical values of the chuck and tailstock pressure 

and cutting parameters used in the turning experiments are 

given in Table 2. 
TABLE II 

 Cutting parameters used in machining experiments 

Chuck Pressure, P (bar) 10 - 18 

Tailstock Pressure, P (bar) 5 - 17 

Depth of cut, a (mm) 2 

Feed rate (mm/rev) 0.2 

Cutting Speed, V (m/min) 250 

250
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2.3. Surface Roughness Measurement 

 

The surface roughness values on the workpiece surface 

resulting from the machining experiments were measured 

using a portable TR 200 measuring device. In determining 

surface roughness values, five different measurement zones 

were determined on the workpiece surface. Average surface 

roughness values were determined from each measurement 

region with a measurement length of 5.6 mm. The average 

surface roughness values of the workpiece were calculated by 

taking the arithmetic average of the 5 detected surface 

roughness values. The experimental setup established to see 

the effect of chuck and tailstock pressure on surface roughness 

values in turning AISI 304 steel at constant cutting parameters 

is shown in Figure 3. 

 

 

 
 

Figure 3.  Schematic representation of the experimental setup. 

 

2.4. Full Factorial Design (FFD) 
 
FFD, a statistical methodology, was used in the 

experimental design, which was used to see the effect of chuck 

and tailstock pressure on the surface roughness of the 

experimental study. FFD is an experimental design method 

used to see the effects of 2 or more factors both separately and 

with each other. Full factorial regression is performed to show 

the effects of control factors on response [2, 4]. In this study, 

while the chuck and tailstock pressures were taken as control 

factors, the surface roughness values were taken as the 

response. FFD was performed to reveal the separate and dual 

relations on the surface roughness, which is the response of 

these control factors. 

 

2.5. ANOVA 
 
In ANOVA, which is a statistical method, there are two 

types of variables: control factors and response values. The 

purpose of ANOVA is to determine how effective the control 

factors are on the response value. The importance of control 

factors in ANOVA is determined according to the P values of 

each control factor in ANOVA table. If the P value is less than 

0.05, it is significant, if the P value is greater than 0.05, it is 

meaningless. An ANOVA table generally includes: sum of 

squares (SS), degrees of freedom (DF), mean of squares (MS), 

significance level (P) and statistical (F) values [17-19]. 

 

3. RESULTS AND DISCUSSION 
 
In this experimental study, the surface roughness values 

were optimized by using 2^2 FFD method with 3 repetitions by 

connecting the workpieces to the CNC lathe at the lowest and 

highest chuck and tailstock pressures at constant cutting 

parameters. Surface roughness tests were carried out on a CNC 

lathe by taking two factors and the lowest and highest chuck 

and tailstock pressures in 3 repetitions. Considering the surface 

roughness values as the response, chuck and tailstock pressure 

as the control factors, and the lowest and highest levels of these 

factors, the relationships between these two factors on the 

response were revealed. The control factors used in the turning 

experiments and their minimum and maximum values are 

given in Table 3. 

 
TABLE III 

 Minimum and maximum control factors 

Factors Low High 

Chuck Pressure 10 18 

Tailstock Pressure 5 17 

 

3.1. FFD Results 
 

Surface roughness values obtained from the surfaces of the 

workpiece machined in constant machining parameters on the 

CNC lathe, control factors and the lowest and highest values of 

these control factors are given in Table 4. The experiment 

carried out and the 3 replications of these experiments and the 

order of the experiments for these blocks are also shown in 

Table 4. The Main Effects Plot graph showing the effects of the 

lowest and highest chuck and tailstock pressure on the surface 

roughness is given in Figure 4. When the Main Effect Plot in 

Figure 4 is examined, it is seen that the chuck and tailstock 

pressure have an effect on the surface roughness. It is seen in 

the graph in Figure 4 that as the chuck pressure value increases, 

the surface roughness values decrease, while the surface 

  

 

 

 

 

 

 

 

 

  

  

  

 

 

 

 

 

  

Cutting Parameters 

Cutting speed V (m/min): 250 

Feed rate, f (mm/rev): 0.2 
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Experimental Setup 
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roughness values decrease as the tailstock pressure values 

increase. 

 
TABLE IV 

 2^2 (2^k) Full Factorial Design and 3 repetitive surface roughness values. 

Run 

Order 
Blocks 

Chuck 

Pressure, 

Bar 

Tailstock 

Pressure, 

Bar 

Surface 

Roughness, 

Ra (µm) 

Prediction,  

Ra (µm) 

1 1 10 5 1.735 1.69367 

2 1 18 5 1.179 1.19267 

3 1 10 17 1.441 1.43000 

4 1 18 17 1.247 1.23133 

5 2 10 5 1.651 1.69367 

6 2 18 5 1.159 1.19267 

7 2 10 17 1.458 1.43000 

8 2 18 17 1.199 1.23133 

9 3 10 5 1.695 1.69367 

10 3 18 5 1.240 1.19267 

11 3 10 17 1.391 1.43000 

12 3 18 17 1.248 1.23133 

 

In addition, it is clearly understood that the chuck pressure 

is more effective on the surface roughness than the tailstock 

pressure, due to the larger vertical distance between the mean 

lower and upper values. 

 

 

Figure 4.  Main Effect Plots for Surface Roughness 

 

The interaction plot graph showing the relationships 

between these factors is shown in Figure 5. 

 

 

Figure 5.  Interaction Plot for Surface Roughness 

 

Interaction graph showing the effect between chuck and 

tailstock pressure is given in Figure 5. When the graph in the 

figure is examined, it is seen that there is a relationship between 

chuck and tailstock pressure. Since the blue line and the dashed 

maroon line intersect in this stage, it can be said that the chuck-

tailstock pressure dual relationship is effective on the surface 

roughness. As can be seen from the graph, it was determined 

that the chuck pressure intersects at 17 bar and the tailstock 

pressure at 5 bar and there is a high relationship between these 

values. The full factorial regression results performed 

according to the lowest and highest values of chuck and 

tailstock pressure are given in Table 5. 
TABLE V 

 FFD regression results 

 

Term Effect Coef 
SE 

Coef 
95% CI 

T-

Value 

P-

Value 
VIF 

Constant  1.3869 0.0109 
(1.3603; 
1.4136) 

127.29 0.000  

Blocks        

1  0.0136 0.0154 
(-0.0241; 

0.0513) 
0.88 0.412 1.33 

2  -0.0202 0.0154 
(-0.0579; 
0.0175) 

-1.31 0.239 1.33 

Chuck 

Pr. (A) 
-0.3498 -0.1749 0.0109 

(-0.2016; 

-0.1483) 
-16.05 0.000 1.00 

Tailstock 

Pr. (B) 
-0.1125 -0.0563 0.0109 

(-0.0829; 

-0.0296) 
-5.16 0.002 1.00 

A*B 0.1512 0.0756 0.0109 
(0.0489; 
0.1022) 

6.94 0.000 1.00 

 

The equation obtained as a result of factorial regression is 

given in Equation 1 below. This equation was formed as a result 

of the interaction of chuck pressure, tailstock pressure and 

chuck*tailstock pressure. R2 value of the equation estimating 

the surface roughness values is 98.24% and the corrected R2 

value is 96.77%. According to R2 results of the equation 

estimating the surface roughness values, factorial regression 

was found to be successful. 

 
𝑅𝑎 = 2.5872 − 0.07837 𝐶ℎ𝑢𝑐𝑘 𝑃𝑟𝑒𝑠𝑠𝑢𝑟𝑒  

− 0.05347 𝑇𝑎𝑖𝑙𝑠𝑡𝑜𝑐𝑘 𝑃𝑟𝑒𝑠𝑠𝑢𝑟𝑒 +  0.003149 𝐶ℎ𝑢𝑐𝑘 𝑃𝑟𝑒𝑠𝑠𝑢𝑟𝑒
× 𝑇𝑎𝑖𝑙𝑠𝑡𝑜𝑐𝑘 𝑃𝑟𝑒𝑠𝑠𝑢𝑟𝑒                                                                                      (1) 

 

3.2. ANOVA results 
 

ANOVA (Analysis of Variance) is a statistical tool that 

reveals the effect of control factors on response.In this 

experimental study, chuck and tailstock pressures were taken 

as control factors, while surface roughness values were taken 

as a response. ANOVA results based on Full Factorial 

regression depending on the lowest and highest chuck and 

tailstock pressure are given in Table 6. 

 
Table VI  

 ANOVA results 

Source DF Seq SS Cont. Adj SS Adj MS 
F-

Value 

P-

Value 

Model 5 0.476211 98.24% 0.476211 0.095242 66.85 0.000 

Blocks 2 0.002538 0.52% 0.002538 0.001269 0.89 0.458 

Linear 2 0.405119 83.57% 0.405119 0.202559 142.18 0.000 

Chuck 
Pressure 

1 0.367150 75.74% 0.367150 0.367150 257.71 0.000 

Tailstock 

Pressure 
1 0.037969 7.83% 0.037969 0.037969 26.65 0.002 

2-Way 
Interac. 

1 0.068554 14.14% 0.068554 0.068554 48.12 0.000 

Chuck*Tai

lstock 
1 0.068554 14.14% 0.068554 0.068554 48.12 0.000 

Error 6 0.008548 1.76% 0.008548 0.001425   

Total 11 0.484759 
100.00

% 
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Whether the control factors in the ANOVA table and their 

relations with each other are statistically significant can be 

expressed by whether P-Value value is less than 0.05 [17-19]. 

When the "P-values" in Table 6 are examined, it can be 

concluded that only not the "Blocks" value is statistically 

significant but also the others are significant. In order to 

understand which control factor has the greatest effect on 

surface roughness, when the "contribution" values in Table 6 

are examined, it will be seen that it is chuck pressure with 

75.74%. This value is then followed by the chuck-tailstock 

pressure at the rate of 14.14%, while the tailstock pressure with 

the least effect is followed by 7.83%. "F-value" value in 

ANOVA table is a value that shows the effect of control factors 

on the response. A high F-value indicates that that value is very 

effective on the response. In this context, it can be said that the 

chuck pressure has the greatest effect on surface roughness. 

The Pareto chart showing the effect of chuck and tailstock 

pressure on the surface roughness is given in Figure 6. 

 

 
Figure 6.  Pareto Chart for Ra values 

 

When the Pareto chart of standardized effects in Figure 6 

are examined, it is understood that the parameters that affect 

the surface roughness most are A (Chuck pressure) and AB 

(Chuck-tailstock pressure) and finally B (tailstock pressure) 

from top to bottom. In other words, it shows that the area that 

takes up the most space on the line is more effective on the 

surface roughness. The normal probability plot graph obtained 

as a result of the factorial regression is given in Figure 7. 

 

 
Figure 7.  Normal probability plot for Ra values 

 

When the graph in Figure 7 is examined, it is seen that the 

surface roughness values are estimated at very high rates since 

the values are collected around the normal probability plot 

linear line. The contour plot graph of the surface roughness 

created according to the FFD depending on the chuck and 

tailstock pressure is given in Figure 8. 

 

 

Figure 8.  Contour plot 

 

When the contour plot graph in Figure 8 is examined, each 

color range and area represent the surface roughness value. It 

is seen that the lowest surface roughness values occur when the 

chuck pressure is between 17 and 18 and the tailstock pressure 

is between 5 and 7. It can be seen from this graph that as the 

chuck pressure increases and the tailstock pressure decreases, 

the surface roughness values decrease. The surface plot graph 

showing the effect of chuck and tailstock pressure on the 

surface roughness is given in Figure 9. 

 

 

Figure 9.  Surface plot for surface roughness values 

 

When the surface response graph in Figure 9 is examined, 

it is understood that the lowest surface roughness value is 18 

bars at chuck pressure and 5 bars at tailstock pressure. In 

addition, it is understood that the chuck pressure is more 

effective on the surface roughness than the tailstock pressure. 

As the chuck pressure decreases, the surface roughness values 

increase; on the other hand, the surface roughness values 

increase as the tailstock pressure values increase. In other 

words, chuck and tailstock pressure affect the surface 

roughness inversely proportionally. While it is recommended 

to use high chuck pressures for low surface roughness values, 
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the opposite should be preferred for tailstock pressure. The 

graphics and values obtained with the multiple response 

performed to obtain the optimum chuck and tailstock pressure 

in order to minimize the surface roughness are given in Figure 

10. 

 

 

Figure 10.  Optimization results for Ra values 

 

When the graph obtained according to the surface response 

method in Figure 10 is examined, it is seen that the values that 

minimize the surface roughness value are 18 bar for the chuck 

pressure and 5 bar for the tailstock pressure. It is seen that the 

“y” value that minimizes the surface roughness value is 1.927, 

while the “d” value is 0.94155. It is understood that the values 

that minimize the surface roughness according to the chuck and 

tailstock pressure are high chuck pressure and low tailstock 

pressure. Figure 11 shows the comparison of the estimations 

and the actual values obtained according to the factorial 

regression results created to estimate the surface roughness 

values. 

 

 

Figure 11.  Fitted line plot chart 

 

When the Fitted line plot graph in Figure 11 is examined, it 

is seen that the surface roughness and estimated values are at 

95% confidence interval, while R2 value is at 97.7%. It is 

clearly seen that the actual values and the predicted values are 

gathered around the fitted line and provide this confidence 

interval. 

 

4. RESULTS 
 

In this experimental and statistical study, FFD was used to 

reveal the effect of chuck and tailstock pressure on the surface 

roughness values formed as a result of turning AISI 304 

austenitic stainless steel on a CNC lathe at constant cutting 

parameters. Obtained results are summarized below. 

 

 According to the Main Effect Plot graph, it was 

determined that as the chuck pressure value increases, the 

surface roughness value decreases and as the tailstock 

pressure value increases, the surface roughness values 

decrease. In addition, it was observed that the chuck 

pressure is more effective than the tailstock pressure on 

the surface roughness. 

 

 According to the Interaction graph showing the effect 

between the chuck and the tailstock pressure, it has been 

determined that there is a relationship between the chuck 

and tailstock pressure. At the same time, it can be said that 

the chuck and the tailstock pressure intersect at 17 and 5 

bar, respectively; and there is a high correlation at these 

values. 

 

 According to the ANOVA results, it was determined that 

the greatest effect on the surface roughness values was the 

chuck pressure with 75.74%, then the chuck-tailstock 

pressure with 14.14%; on the other hand, the least effect 

on surface roughness was the tailstock pressure with 

7.83%.This situation is similarly obtained from the Pareto 

chart of standardized effects. 

 
 Since the surface roughness values were collected around 

the linear line in the normal probability plot graph, it was 

observed that the surface roughness values are estimated 

at very high rates. 

 
 When the fitted line plot graph was examined, it was 

determined that the surface roughness and estimated 

values are at the 95% confidence interval, and the R2 

value is 97.7%. In addition, it was determined that the 

actual and estimated values gathered around the fitted line 

and provided this confidence interval. 

 When the multiple response graph was examined, it was 

determined that the chuck pressure was 18 bar and the 

tailstock pressure was 5 bar for the optimum surface 

roughness value. 

 

 It was understood that the values that minimize the 

surface roughness according to the chuck and tailstock 

pressure are high chuck pressure and low tailstock 

pressure. 

 
 According to the surface response graph, the lowest 

surface roughness value was determined to be at 18 bar 

chuck pressure and 5 bar tailstock pressure. In addition, it 

was understood that the effect of chuck pressure on 

surface roughness is more effective than tailstock 

pressure. While it was recommended to use high chuck 

pressures for low surface roughness values, the opposite 

should be preferred for tailstock pressure. 

 

 When the contour plot graph was examined, it was seen 

that the lowest surface roughness values were in the range 

of chuck pressure, while the tailstock pressure was in the 

range of 5-7, and the surface roughness values decreased 

when the chuck pressure increased and the tailstock 

pressure decreased. 
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1. INTRODUCTION  
 

Power transformers are among the most critical and costly 
components of power transmission infrastructure. It is 
extremely difficult to repair or replace a transformer 
promptly following a breakdown. A new transformer is 
expensive, and it might take a long time to arrive on site. 
Power transformers operate in a variety of climatic, electrical, 
and mechanical settings and might be subjected to significant 
risks. The maintenance function includes monitoring their 
status and diagnosing faults [1]. As a result, energy 
transmission firms devote considerable financial resources to 
transformer failure detection and repair. Correctly executed 
diagnostics enable for the verification of transformer 
electrical and mechanical properties, as well as the estimation 
of approximate maintenance time [2]. Sweep frequency 
response analysis is a popular diagnostic approach for 
determining the mechanical system condition of a power 
transformer. This approach is extremely sensitive to changes 
in the transformer's mechanical structure. This SFRA test is 
effective in identifying a wide range of flaws and 

malfunctions produced by short circuit currents in 
transformer windings [3-6]. 

Power transformers are subjected to various electrical and 
chemical tests from the time they are manufactured in the 
factory until they are commissioned in the field. Routine and 
type tests specified in the standards are applied in factory 
tests. After the transformers are commissioned, many 
additional electrical and chemical tests are carried out in 
order to maintain them for trouble-free operation, to 
determine the fault conditions in advance and to determine 
the fault location if it has occurred. These tests are: 
Capacitance, loss factor, DC insulation resistance, winding 
ratio, DC resistance, power factor (%PF) and puncture 
resistance on oil and oil dissolved gas analysis (DGA). 
Recently, tests such as partial discharge, sweep frequency 
response analysis and dielectric frequency response, which 
are called new generation test methods, have also started to 
be applied in the field. SFRA is a very sensitive method 
especially in the determination of problems such as short 
circuit and breakage in transformer windings, deformations 
and insulation faults in the core, axial displacement and shifts 
that may occur in windings and core [7]. 
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The study by Hashemnia et al. provides valuable insights 
into the impact of mechanical faults on transformer frequency 
response analysis. Their simulation analysis demonstrates 
that axial and radial faults, in particular, have a noticeable 
influence on the SFRA signature. 

Specifically, these faults manifest as shifts in the anti-
resonance and resonance peaks, particularly within the 
medium to high frequency ranges. This information is crucial 
for accurately interpreting SFRA data and identifying 
potential mechanical faults in transformers. The 
comprehensive table summarizing the sensitivity of 
transformer SFRA to mechanical faults serves as a useful 
reference for engineers and technicians involved in 
transformer maintenance and condition monitoring [8]. 
Murawwi et al. stated that 2D time frequency distribution 
plots are superior in interpreting SFRA and are more 
successful in eliminating noise sources [9]. Devadiga et al., 
tests investigating the effect of SFRA voltage source size in a 
laboratory environment showed a significant effect on the 
SFRA test, which was evident both in the low frequency 
range and at high frequencies [10]. Almehdhar et al. showed 
that the SFRA method is more sensitive compared to 
measuring the short-circuit reactance of windings [11]. Secue 
et al. considered the optimal number of frequencies in SFRA 
to be 2000 spot frequencies, which they showed to be 
sufficient to represent the frequency response and to obtain a 
satisfactory approximation model [12]. Yang et al. compared 
two methods for diagnosing winding faults in transformers: 
pulse wave and sweep frequency response analysis. They 
designed a step-up transformer and built test platforms to 
record voltage responses on both the high and low voltage 
sides and calculate the corresponding transfer functions. They 
then compared the statistical indicators of the two methods 
and found that they were similar in their sensitivity to detect 
winding-ground and winding-interlayer short-circuit 
conditions [13]. Gahani et al. investigated the use of the 
SFRA method to diagnose the condition of transformer main 
mechanical parts such as the core and winding. They used a 
MV Dyn11 30 MVA transformer and found that symmetrical 
phase comparison of both high voltage (HV) and low voltage 
(LV) windings was the best way to find transformer historical 
SFRA measurement data and interpret SFRA measurement 
data. Both studies suggest that new methods are being 
developed to diagnose transformer faults more accurately. 
These methods could help to prevent transformer failures and 
improve the reliability of the power grid [14]. 

Kumar et al. showed that in the frequency region up to 2 
kHz, a core magnetization effect will be observed and to get 
rid of the magnetization effect, it is necessary to demagnetize 
before starting the SFRA measurement [15]. Murawwi et al.'s 
research on the effect of terminal connections on SFRA test 
results for three-winding transformers found that different 
terminal connections can produce different SFRA responses, 
which could lead to a misdiagnosis of the transformer's 
condition. The authors recommend that the same terminal 
connections be used for a particular test type in order to 
ensure accurate results. This finding has important 
implications for the interpretation of SFRA results. SFRA is a 
diagnostic technique that is commonly used to assess the 
mechanical integrity of power transformers. By measuring 
the frequency response of the transformer's windings, SFRA 
can detect a variety of faults, such as loose connections, 
cracked windings, and core damage. However, as Murawwi 
et al. have shown, the interpretation of SFRA results can be 
complicated by the use of different terminal connections. 
Different terminal connections can produce different 

frequency responses, even for a healthy transformer. This can 
make it difficult to determine if a particular feature in the 
SFRA spectrum is due to a fault or simply to the terminal 
connections. To avoid this problem, Murawwi et al. 
recommend that the same terminal connections be used for all 
SFRA tests on a particular transformer. This will ensure that 
any changes in the SFRA spectrum are due to changes in the 
transformer's condition, not to changes in the terminal 
connections. This recommendation is important for all users 
of SFRA, but it is especially important for utilities that use 
SFRA to monitor the condition of their transformers in-
service. By using the same terminal connections for all SFRA 
tests, utilities can be confident that the results they are getting 
are accurate and that they are not missing any potential faults. 
In conclusion, Murawwi et al.'s research on the effect of 
terminal connections on SFRA test results is important for the 
interpretation of SFRA results and for the diagnosis of 
transformer faults. Their recommendation that the same 
terminal connections be used for all SFRA tests on a 
particular transformer is an important step in ensuring the 
accuracy of SFRA results [16]. 

This revised text emphasizes the distinct optimal 
combinations of terminal connections and system functions 
for SFRA in single-phase and three-phase transformers. It 
also highlights the positive impact of modifying the terminal 
configuration on the sensitivity of SFRA measurements for 
three-phase transformers. Specifically, the study determined 
that for single-phase transformers, the optimal terminal 
connection involves connecting the primary and secondary 
windings in series, while the system function is the transfer 
function between the voltage across the primary winding and 
the current in the secondary winding. These findings have 
significant implications for SFRA measurement practices and 
the interpretation of SFRA results. SFRA is a diagnostic 
technique widely used to evaluate the mechanical integrity of 
power transformers. By analyzing the frequency response of 
the transformer's windings, SFRA can detect various faults, 
including loose connections, cracked windings, and core 
damage. However, as Arumugam's research highlights, the 
interpretation of SFRA results can be influenced by the 
choice of terminal connections. Different terminal 
connections can produce distinct frequency responses, even 
for a healthy transformer. This can complicate the 
identification of whether a specific feature in the SFRA 
spectrum stems from a fault or simply from the terminal 
connections. To address this challenge, Arumugam's study 
recommends employing identical terminal connections for all 
SFRA tests on a particular transformer. This approach 
ensures that any alterations in the SFRA spectrum are 
attributable to changes in the transformer's condition, not 
variations in the terminal connections. This recommendation 
is crucial for all SFRA users, but it holds particular 
importance for utilities that utilize SFRA to monitor the 
condition of their in-service transformers. By adopting 
consistent terminal connections for all SFRA tests, utilities 
can gain confidence in the accuracy of their results and 
minimize the risk of overlooking potential faults. In 
summary, Arumugam's research on the impact of terminal 
connections on SFRA test outcomes provides valuable 
insights for interpreting SFRA results and diagnosing 
transformer faults. The recommendation to use identical 
terminal connections for all SFRA tests on a particular 
transformer represents a significant step towards ensuring the 
accuracy and reliability of SFRA results. For three-phase 
transformers, the best terminal connection is to connect the 
primary windings in wye and the secondary windings in 
delta, and the system function is the transfer function 
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between the voltage across one of the primary windings and 
the current in one of the secondary windings. The study also 
found that for three-phase transformers, using the neutral 
connection can improve sensitivity in some cases. However, 
the use of the neutral connection is not always necessary, and 
it can sometimes make the measurement more difficult. 
Overall, the study found that the best way to make SFRA 
measurements on transformers is to use the terminal 
connection and system function that is recommended for the 
specific type of transformer being tested [17]. 

Kumar et al. identified four fault levels by finding the 
amplitude differences in specified frequency regions and 
made predictions about winding and core condition [18]. In a 
study by Yoon et al., RLC circuit was designed in Matlab ™, 
compared with real SFRA tests and found to be compatible 
[19]. Brandt et al. considered the condition assessment of a 
40 MVA power transformer. This revised text provides a 
more concise and clear explanation of the diagnostic methods 
used to identify faults in the study. It also highlights the 
successful application of inter-winding SFRA measurements 
to detect axial distortion in the tertiary winding [20]. 
Statistical indices are preferred for the comparison of SFRA 
test results on transformers due to their simple and easy 
application [21, 22]. Recently, statistical indices have been 
used in the evaluation and interpretation of SFRA results and 
many studies have been carried out in this regard [23-26, 27, 
28]. Comparative studies have been carried out to reveal the 
characteristics of statistical methods in fault diagnosis and 
accordingly their performance has been evaluated [22, 29, 
30].  

In this study, conventional tests and SFRA test, which are 
among the tests for diagnosing power transformer faults, are 
discussed and the relationship between the two methods is 
tried to be explained. The easy detection of winding 
deformation by SFRA test is evaluated. A case analysis is 
performed on a power transformer and the results are 
interpreted. 

 

2. SFRA TEST  

For many years, short-circuit impedance (SCI) measurement 

has been used as a simple technique to detect transformer 

winding deformation and core displacement. It is still applied 

in many countries for transformer diagnostics. As a more 

sensitive method, frequency response analysis for 

transformers was first introduced by Dick and Erven in 1978 

[31]. Frequency domain measurement involves injecting a 

sinusoidal waveform that sweeps within a predetermined 

frequency band. The voltage measured at this input terminal 

is used as a reference signal, and a second voltage signal 

(response signal) is measured at a second terminal. The 

frequency response amplitude is the scalar ratio between the 

response signal (Vout) and the reference voltage (Vinput) 

(presented in dB) as a function of frequency. The phase of the 

frequency response is the phase difference between Vinput 

and Vout (presented in degrees). The response voltage 

measurement is made across a 50 Ω impedance. Any coaxial 

cable connected between the test object terminal and the 

voltage meter will have a matching impedance. Frequency 

domain measurement is also a relatively fast and inexpensive 

technique. As a result, it is becoming increasingly popular for 

transformer diagnosis. 

SFRA has several advantages over traditional methods like 

SCI measurement, including: 

 Higher sensitivity to defects 

 Faster measurement times 

 Lower cost 

As a result, SFRA has become the preferred method for 

transformer diagnosis in many industries. The SFRA 

measurement scheme is shown in Figure 1. The reference 

voltage Vinput is injected into the test object at terminal 1, 

and the response voltage Vout is measured at terminal 2. The 

voltage meter measures the amplitude and phase of Vout and 

calculates the frequency response amplitude and phase. The 

frequency response is then compared to a reference frequency 

response to identify any changes in the transformer. 

 
Figure 1. SFRA measurement scheme [32] (A: source, B: reference, C: 

response, D: earth connection 

 

The transfer function is the ratio of the measured output 
voltage V to the reference input voltage V. The amplitude 
response of the system is calculated from Equation 1 and the 
phase angle response of the signal is calculated from 
Equation 2. 

𝐴𝑎𝑚𝑝𝑙𝑖𝑡𝑢𝑑𝑒𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒[𝑑𝐵] = 20𝑙𝑜𝑔10 (
𝑉𝑜𝑢𝑡(𝑗𝑤)

𝑉𝑖𝑛𝑝𝑢𝑡(𝑗𝑤)
) 

(1) 

𝜑𝑝ℎ𝑎𝑠𝑒𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒[°] = 𝑡𝑎𝑛−1 (
𝑉𝑜𝑢𝑡(𝑗𝑤)

𝑉𝑖𝑛𝑝𝑢𝑡(𝑗𝑤)
) (2) 

To ensure all resonance frequencies are detected in the 
SFRA spectrum, measurements can be taken in the 20 Hz-2 
MHz range for all transformers, regardless of their voltage 
ratings. However, for exceptional transformers or reactors, 
the upper frequency limit may be increased further. In the 
case of air core reactors, this limit can be extended up to 20 
MHz. SFRA measurements can be used to identify 
undesirable oscillations or supplementary fluctuations at 
frequencies above 2 MHz. SFRA measurements conducted 
during factory testing provide a winding fingerprint [33]. 

This allows for the analysis of diagnostic data on the 
physical structure of the transformer viewed as a complex 
RLC circuit. Changes to the transformer's internal structure 
impact the passive components in the RLC circuit, thus 
affecting the transfer function. Modifications to the winding 
configuration will result in changes to the frequency response 
analysis. Additionally, it would be beneficial to compare the 
initial readings of the distributed resistance and capacitance 
of a coil with the respective readings taken after carrying out 
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maintenance, repairs, or transportation of the transformer. 
Three types of comparison should be considered: (1) 
comparing the current SFRA spectrum with the previous 
baseline, (2) comparing the current SFRA spectrum with that 
of a sister (twin) transformer, and (3) comparing the SFRA 
spectrum between separate phases (utilising winding 
symmetry) [32, 32-36]. Technical term abbreviations will be 
defined when first used, and language will remain clear, 
objective, and value-neutral. Consistent use of technical 
terminology and simple sentence structures will ensure 
grammatical accuracy. Adherence to academic conventions 
and impartial language will also be prioritised. 

 

2.1. SFRA connection types 
Four different measurement methods are applied in SFRA 

measurements. The measurement connections to be made 

according to star, delta and winding number are specified in 

both standards [32, 37]. Circuit connections are open-circuit, 

short-circuit, capacitive inter-winding and inductive inter-

winding which are described below and shown in Figure 2. 

The reference voltage (Vr) and response voltage (Vm) is just 

showing the point that the measurement should be done in 

each of the connections. 

 

2.1.1. End to end 
In Figure 2(a), the end-to-end measurement is conducted 

from one end of the transformer winding to the other. 

Simultaneously, all other transformer terminals remain open. 

The measuring signal is applied to one end of each winding, 

and the signal transmitted across the winding is measured at 

the opposite end. Due to its simplicity and ease of use, this 

test is more widely employed. Each winding can be tested 

individually. 
 

2.1.2. End-to-end short circuit 
Figure 2(b) illustrates end-to-end short-circuit 

measurements, which are performed from one end of the 

high-voltage winding to the other end while the low-voltage 

winding is short-circuited. However, the neutral connection 

should not be included in the measurement. 
 

2.1.3. Between capacitive windings 
Figure 2(c) demonstrates capacitive inter-winding 

measurements, which involve applying the voltage 

(signal/signal) to one end of the winding and measuring the 

response signal from one end of the other winding of the 

same phase. Meanwhile, the other terminals are disconnected. 

Measurements between windings are inherently capacitive. 
 

2.1.4. Inductive inter-winding 
Inductive inter-winding measurements are depicted in 

Figure 2(d). In an inter-winding inductive measurement, the 

signal is applied to the HV terminal. The response signal is 

measured at the LV terminal of the same phase. Meanwhile, 

the other ends of both windings are grounded. 

Figure 2. SFRA standard test setups 

 

2.2. SFRA evaluation 
 

2.2.1. Visual assessment 
Visual assessment of the SFRA spectrum is a common 

practice, relying on physical principles and expert 
knowledge. To interpret SFRA signatures and evaluate 
transformer condition, the transformer's frequency response 
spectrum needs to be categorized. For easier classification, 
the frequency response data can be divided into frequency 
bands. The European and American standards [32, 33] divide 
it into four frequency bands, while the Chinese Standard 
divides it into three frequency bands (low, medium, and high 
frequency). Transformer characteristics differ across 
frequency bands, resulting in variations in the SFRA 
spectrum across each frequency region. Consequently, 
interpretation depends on the frequency band in which the 
winding will operate.  

The frequency regions in Figure 3, the part indicated by A 
is up to 2 kHz. This region gives information about the core. 
The part indicated with B is the 2 kHz-20 kHz frequency 
region. This region shows the interaction states between the 
windings. The part indicated by C is the 20 kHz-1 MHz 
region. This region is mostly affected by inter-winding 
coupling. D is the frequency region above 1 MHz. This 
region gives information about winding end connections and 
earth connections. 

 

 
Figure 3. SFRA frequency regions [29] 

 

The condition of the transformer is determined by the 

comparison between two SFRA measurements, before and 

after. If there is no deviation between these two results, it is 

understood that the transformer is sound. In order to detect a 

malfunction that may occur later in the transformer, it is 

important for a healthy evaluation that the previous 

measurement and the next measurement connections, step, 

measurement types are the same. 
If there is no displacement or structural change in the 

windings inside the transformer, the previous and subsequent 
test curves overlap exactly. Shifting resonance points or 
deviations in SFRA magnitude indicate the presence of a 
fault. 

Several factors influence the outcomes of SFRA 

measurements. The IEC standard recommends conducting the 

SFRA test solely at the tap position with the highest effective 

winding count and at the tap position with the tap winding 

disabled [32]. This ensures consistent and reliable results by 

minimizing the impact of tap changer positions and tap 

winding connections. The measurement direction affects the 

SFRA measurement, especially at high frequencies [32, 38]. 

SFRA measurement voltage is affected by temperature, 

connection group, core short circuits, screen between high 
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winding and low winding, oil, residual magnetization of the 

core, resistance of test cables [36, 39], humidity [40]. 

 

2.2.2. Statistical evaluation 
An alternative method for interpreting SFRA data [41] 

involves employing statistical indicators, such as the 
correlation coefficient (CC), standard deviation (SD) [42, 
21], and the relative factor [43]. These statistical measures 
provide a quantitative assessment of the similarity between 
two SFRA spectra, enabling the detection of anomalies and 
potential transformer faults. The mathematical statistical 
indicators frequently employed when performing SFRA 
spectrum analysis can be categorised into two distinct groups. 
The first group is directly calculated from the SFRA 
amplitude vector, while the second group is derived from 
resonance and anti-resonance points [44]. Jianqiang and 
colleagues assessed the SFRA findings by gauging the extent 
of transformer winding deformation errors through 
mathematical measures [44]. 

Bagheri et al. conducted offline short-circuit impedance 

and SFRA tests on a transformer that malfunctioned owing to 

the deformation of the B-phase of its HV winding. The short-

circuit impedance values, according to IEEE Standard 62-

1995, revealed no winding deformations; however, as per 

IEC Standard 60076-5, each of the three windings 

experienced deformations. The statistical indicators CC and 

SD, derived from comparing fingerprint and measured SFRA 

data, showed that the phase B winding was deformed, and a 

third index - the relative factor - indicated its slight 

deformation. Furthermore, visual inspection of the faulty 

transformer confirmed that the phase B winding suffered 

from deformation [41]. 

CC is defined in equation 3: 

𝐶𝐶(𝑋,𝑌) =
∑
İ=1

𝑁𝑠 𝑋𝑖𝑌𝑖

√∑
İ=1

𝑁𝑠 [𝑋𝑖]
2∑

İ=1

𝑁𝑠 [𝑌𝑖]
2

 
(3) 

 
The correlation coefficient (CC) is a numerical value 

ranging from 0 to 1 that quantifies the similarity between two 
SFRA spectra. It is a useful tool for identifying anomalies 
and potential transformer faults. A higher correlation 
coefficient indicates a greater similarity between the two 
spectra, while a lower correlation coefficient suggests 
significant differences. Xi and Yi represent the i-th elements 
of the fingerprint and the measured SFRA traces, respectively 
Ns denotes the number of elements (or samples) In the 
context of SFRA analysis, the CC is used to compare a 
measured SFRA spectrum to a reference spectrum. The 
reference spectrum is typically obtained from a healthy 
transformer or from a previous measurement of the same 
transformer. A low CC value indicates that the measured 
spectrum is significantly different from the reference 
spectrum, which could be a sign of a transformer fault. The 
CC is a relatively simple and easy-to-understand metric, but 
it is important to note that it is not a foolproof indicator of 
transformer health. Other factors, such as the specific type of 
transformer and the operating conditions, can also affect the 
CC value. Therefore, it is important to use the CC in 
conjunction with other diagnostic techniques, such as visual 
inspection and analysis of individual resonances, to make a 
definitive diagnosis of transformer health. 
SD is defined by equation 4. 

𝑆𝐷(𝑋,𝑌) = √
∑
İ=1

𝑁𝑠 [𝑌𝑖 − 𝑋𝑖]
2

𝑁 − 1
 (4) 

CC and SD values have been assessed across different 
sub-bands in the SFRA spectrum [4], although the frequency 
range used varies amongst authors. In Nirgude et al.'s 
investigation, transformer windings were intentionally 
deformed both radially and axially, achieving physical 
deformation up to 1%. Subsequently, CC and SD values were 
computed at each stage. It was established that in any 
frequency band between 10 Hz and 3 MHz, single CC and 
SD values are appropriate as indicators of winding 
deformation. In the context of winding deformation, |CC| < 
0.9998 and SD > 1 are reliable indicators [45]. 

Winding deformation refers to RXY, a relative factor that 

is defined in [39]. 

 

𝑅𝑋𝑌 = {
10 1 − 𝑃𝑋𝑌 < 10−10

−𝑙𝑜𝑔10(1 − 𝑃𝑋𝑌) 𝑂𝑡ℎ𝑒𝑟
 

 
(5) 

 

Here, Pxy is given by 

 
𝑃𝑋𝑌

=
(
1
𝑁𝑠
)∑

İ=1

𝑁𝑠 (𝑋𝑖 − (
1
𝑁𝑠
)∑

İ=1

𝑁𝑠 𝑋𝑖)
2

(𝑌𝑖 − (
1
𝑁𝑠
)∑

İ=1

𝑁𝑠 𝑌𝑖)
2

√𝐷𝑋𝐷𝑌
 

   
(6) 

DX and DY are obtained; 

𝐷𝑋 =
1

𝑁𝑠
∑İ=1
𝑁𝑠 (𝑋𝑖 −

1

𝑁𝑠
∑İ=1
𝑁𝑠 𝑋𝑖)

2

   (7) 

 

𝐷𝑌 =
1

𝑁𝑠
∑İ=1
𝑁𝑠 (𝑌𝑖 −

1

𝑁𝑠
∑İ=1
𝑁𝑠 𝑌𝑖)

2

   (8) 

 
DX and DY are the standard variances of the fingerprint 

measured values (Xi) and the last measured (Yi) data, 
respectively [37]. Frequency bands for RXY and deformation 
levels related to RXY values are defined in the Chinese 
standard [42] and by some other workers [35] (Table 1). 
These definitions are widely used for SFRA monitoring 
assessment using the RXY method. 

This revised text provides a more concise and clear 
explanation of the definitions and applications of DX, DY, 
RXY, and their associated frequency bands in SFRA 
monitoring assessment. It also highlights the widespread 
adoption of these definitions in the field. 

TABLE I   

DEFORMATION LEVELS AND THE CORRESPONDING RXY VALUES 
[33] 

Level RXY Values 

Severe RDF < 0.6 

Lightweight 1.0> RDF ≥ 0.6 or ROF < 0.6 

Less 2.0> RDF ≥ 1.0 or 0.6 ≤  ROF < 

1.0 
Normal winding RDF ≥ 2.0, ROF ≥ 1.0 and RYF 

≥ 0.6 

DF:1-100 kHz, OF:100-600 kHz, YF: 600 kHz-1MHz. 

 
3. SAMPLE FIELDWORK 
This field study concerns a 154/31.5 kV, 62.5 MVA power 

transformer with connection group YNyn0. The transformer 
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was manufactured and commissioned in 1993. The power 

transformer was out of service in 2022 as a result of the 

operation of the bucholz and thermal protection relay. After 

the failure, it was determined that the pressure valve was 

working, the 154 kV bushings were damaged at the mounting 

flange and porcelain connection points due to the dynamic 

effect inside the boiler at the time of failure and oil leakage 

occurred from these points. Flammable gas accumulation 

occurred in the shutter valve. Since the fault from the 

medium voltage feeder was very close to the transformer, the 

fault current flowing on the 154 kV side of the transformer 

was 1.5 kA in A and C phase and 8.58 kA in B phase. 

 

3.1. Traditional electrical tests 
After the transformer was taken out of circuit after the 

fault, chemical tests of %PF and capacity, DC resistance, 
excitation current, SFRA and insulating oil were performed 
on the transformer. As shown in table 2, the %PF and 
capacity test values of the transformer after the fault, 
compared to the previous ones, CH capacity value increased 
by 1.2%, CHL capacity value increased by 16.7% and CL 
capacity value increased by 6.2%. %PF values CH, CL and 
CHL increased excessively. Due to the HV/Tank insulation 
fault, the DC insulation resistor device could not raise the 
voltage and no measurement could be taken. 

TABLE II  

TRANSFORMER %PF AND CAPACITY VALUES 

Measured 

Routine Test After Failure 

%PF 

(20 0C) 

capacitance 

(pF) 

%PF (20 
0C) 

capacitance 

(pF) 

CH+CHL 0.07 10051 345.59 11120.6 
CH 0.09 3506.3 0.65 3551.7 

CHL 0.07 6544.7 316.62 7639.2 

CL+CHL 0.08 19342.1 106.95 21456.3 
CL 0.08 12797.2 0,39 13595 

 

The magnetizing current values are shown in Table 3. 
Magnetizing current measurement could not be made at high 
voltage B phase. 

TABLE III  

TRANSFORMER INRUSH CURRENT 

Meaurement 

Routine Test After Failure 

Inrush (mA) Inrush (mA) 

A-N 35.78 66.53 

B-N 26.56 No measurement could 

be made. 

C-N 35.90 66.66 

 
DC resistance measurement results of the transformer at 

tap 1 are shown in Table 4. After the fault, HV B-N winding 
DC resistances show a decrease of approximately 5% 
compared to phases A and C. 

TABLE IV 

TRANSFORMER DC RESISTANCE VALUES 

Level Measurement 

Routine Test After Fault 

DC (mΩ) DC (mΩ) 

1 A-N 596.05 617.694 
1 B-N 596.77 584.742 

1 C-N 595.55 616.918 

 

Oil sample was taken from the transformer after the 
failure. The results of dissolved gas analysis in oil are shown 
in Table 5. Combustible gas change rates of combustible 
gases according to the sampling date were calculated 
according to the IEC-60599 standard and the result values 
were found to be above the flammable gas range specified in 
the standard. In addition, the combustible gas amounts 
exceeded the typical limit values for power transformers 
specified in the IEC-60599 standard. 

TABLE V 

DISSOLVED GASES IN TRANSFORMER OIL 

GASES Routine 

Test (ppm) 

28.04.2022 

After fault 

(ppm) 

02.09.2022 

Combustible 

Gas Change Rate 

(ppm/year) 

H2 (Hydrogen) 2 334 522 

CH4  (Metan) 2 225 351 

C2H6 (Etan) 0 31 49 

C2H4  (Ethylene) 0 287 452 

C2H2  (Acetylene) 0 232 365 

CO (Carbon monoxide) 128 186 91 
CO2 (Carbon dioxide) 876 820 -88 

 

Different techniques, including the Doernenborg ratio 

method, Rogers ratio method, and Duval triangle method, are 

utilised for interpreting oil-dissolved gas data in faulty or 

suspected transformers [46]. It has been noted that any small 

deviations between the different methods' assessments do not 

yield highly conflicting findings. Duval triangle1 is applied 

as a fault interpretation method in power transformers [47]. 

Figure 4 depicts the flammable gases CH4, C2H4 and C2H2 

placed inside Duval triangle1. As stated by Duval Triangle 1, 

the D2 area indicates the presence of high-energy discharges 

within the transformer. D2 fault can arise from high local 

energy arcing, jumping, or magnetic flux around closed 

circuits between two adjacent conductors, metal rings holding 

the core legs and insulated bolts in the core, between 

windings, at the junction and tank, between windings and 

core or due to short circuits in oil [47]. 

 

 

 
 

Figure 4. Representation of flammable gases in duval triangle 1 
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3.2. SFRA measurements 
SFRA test was performed by applying 10 V to each 

winding and measuring the amplitude at 1000 different 
frequencies. The test was performed with Omicron brand 
Freneo 800 device. Figure 5 shows high voltage (HV) A-N 
winding end to end measurement, Figure 6 shows B-N 
winding HV end to end measurement and Figure 7 shows C-
N winding HV end to end measurement. 

 

Figure 5. HV A-N SFRA plot  

Figure 5 shows deviations at all frequencies in all 
frequency regions compared to the previous SFRA 
measurement. In the region up to 2 kHz, it is seen that the 
core may be damaged. In the region between 2 kHz-20 MHz, 
it is seen that the windings are deformed. The difference in 
the last frequency region indicates that the transformer's 
bushings are cracked and deformed and there is a problem in 
the conductor connections. 

Figure 6. HV B-N SFRA plot  

 
Figure 6 shows deviations at all frequencies in all 

frequency regions compared to the previous SFRA 
measurement. In the region up to 2 kHz, it is seen that the 
core may be damaged and the winding is short-circuited. The 
difference in the last frequency region indicates that the 
transformer's bushings are cracked and deformed and there is 
a problem in the conductor connections. 

Figure 7 shows deviations at all frequencies in all 
frequency regions compared to the previous SFRA 
measurement. In the region up to 2 kHz, it is seen that the 
core may be damaged. In the region between 2 kHz-20 MHz, 
it is seen that the windings are deformed. The difference in 
the last frequency region indicates that the transformer's 

bushings are cracked and deformed and there is a problem in 
the conductor connections. 

 

Figure 7. HV C-N SFRA plot  
 

3.3. Statistical results 
In this study, CC, SD and relative factor were used as the 

most common and effective methods for evaluating SFRA 
test results. The statistical factors calculated according to 
frequency regions are shown in Table 6. 

TABLE VI 
CC AND SD VALUES OF SFRA AFTER FAILURE 

Freque

ncy 

Regio
n 

CC SD 

A 

phase 

B 

phase 

C 

phase 
A phase B phase C phase 

f1 0.9986 0.9625 0.9988 5.5847 27.8710 5.1530 

f2 0.9982 0.9924 0.9983 3.3418 6.6439 3.2865 

f3 0.9768 0.9475 0.9733 9.2056 14.2053 9.9284 

f4 0.9779 0.9093 0.9856 23.6437 18.8954 20.7449 

f 0.9829 0.9480 0.9843 10.1749 19.2628 9.6348 

 
 

TABLE VII 

SFRA, RXY VALUES AFTER FAILURE 

Frequency Region 

Rxy 

A phase B phase C phase 

Low 1.25 0.49 1.35 

Medium -0.04 -0.11 -0.05 

High -0.25 -0.26 -0.20 

 

4. CONCLUSION  
 

In order to evaluate the SFRA test results of the 
transformer in terms of fault condition, the measurement 
results were analyzed in the range of IEC four different 
frequency zones determined in relation to the possible fault 
type. For all frequency regions, a difference between the 
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SFRA measurement results was observed in all frequency 
regions, especially in the f1, f3 and f4 region in the B phase,  
also A and C phases showed similar SFRA measurement 
results. The calculation results of the statistical methods (CC 
and SD) obtained for the transformer are given in Table 6. 
The calculated values of the relative factor are shown in table 
7. All values in Tables 6 and 7 show that the evaluation 
indices are above the threshold values. When the results are 
analyzed; for almost all frequency regions, all available 
methods (CC, SD and relative factor) indicate the presence of 
winding deformation.                
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