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Abstract: Modelling of transition from the laminar to turbulent flow became a hot topic due to recent developments in
renewable energy, UAV technologies and similar aerospace applications. The transition from laminar flow to
turbulence is challenging to model in CFD analysis. The drag is overestimated if the transition is neglected in CFD
solutions by assuming the flow is fully turbulent. This results in missing the fundamental characteristics of the flow and
inaccurate predictions of the flow field. The most popular transition models are Menter's models applied to the SST
turbulence model and the Bas-Cakmakgioglu (BC) transition model applied to the Spalart-Almaras model. We have
focused on Menter's simpler but more popular y model and Bas Cakmakg¢ioglu models. The y model relies on the local
turbulence intensity, which makes applying the model challenging in external flows. This difficulty stems from the
complex relationship between turbulence decay and transition onset. BC transition model utilizes the free stream
turbulence intensity. Both models are verified using the Klebanoff and ERCOFTAC flat plate cases and several 2D
external flow cases. Skin friction coefficient results are compared to experimental data. Results show that both models
predict transition very similarly. BC model is computationally cheaper and easier to implement than the y model. Also,
y model suffers from boundary conditions ambiguity.

Keywords: Transition Flow, Transition Model, Intermittency, CFD, Flat Plate.

GAMMA VE BC GECiS MODELLERININ DIS AKISLAR ICIN
DEGERLENDIRILMESI VE KARSILASTIRILMASI

Ozet: Laminer akistan tiirbiilansh akisa gecisin modelleri, yenilenebilir enerji, IHA teknolojileri ve benzeri havacilik
uygulamalar1 alanindaki son gelismeler nedeniyle yeniden popiiler haline gelmistir. Laminer akistan tiirbiilansa gegisin
HAD analizlerinde modellenmesi oldukga zor bir konudur. Gegis bdlgesi ihmal edilirck HAD ¢dziimlerinde akisin
tamamen tiirbiilansli oldugu varsayilirsa siiriikleme kuvveti gerceginden fazla tahmin edilir. Bu durum, akisin temel
ozelliklerinin gdzden kagirilmasina ve akis alaninin yanlis tahmin edilmesine neden olmaktadir. En popiiler gecis
modelleri SST tiirbiilans modeline uygulanan Menter modelleri ve Spalart-Almaras modeline uygulanan Bas-
Cakmakgioglu (BC) modelidir. Bu caligmada, Menter'in daha sade ama daha popiiler olan y modeli ve Bas
Cakmakgioglu modellerinin dis akislaradaki performansina odaklanilmistir. y modeli, harici akiglarda uygulanmasini
zorlastiran yerel tlirbiilans yogunluguna dayanmaktadir. Bu zorluk, tiirbiilans azalmasi ile gecis baslangici arasindaki
karmasik iligkiden kaynaklanmaktadir. BC gegis modeli ise serbest akis tiirbiilans yogunlugunu kullanmaktadir. Her
iki model de Klebanoff ve ERCOFTAC diiz levha deney verileri ve iki boyutlu harici akis deney verisi kullanilarak
dogrulanmustir. Yiizey siirtinme katsayisi sonuglari deneysel verilerle karsilastirilir. Sonuglar, her iki modelin de
tiirbiilans gecisini ¢ok benzer sekilde tahmin ettigini gdstermektedir. BC gegis modeli hesaplama agisindan y
modelinden daha ucuz ve uygulamasi daha kolaydir. Ayrica, y modeli sinir kosullarinin pratik olarak belirlenmesindeki
belirsizlikten muzdariptir.

Anahtar Kelimler: Gegisli Akis, Gegis Modeli, Kesiklilik, HAD, Diiz Levha.

INTRODUCTION and compelling phenomenon in engineering studies.

Because of its significant impact on the
The transition from laminar to turbulent regime performance of many real-life applications,
called laminar-to-turbulent transition, is a complex including  aircraft, wind  turbine, and



turbomachinery applications, the laminar-turbulent
transition has been the subject of theoretical,
experimental, and computational studies. A laminar
flow with an ordinary, streamlined velocity profile
evolves into a turbulent flow characterized by
unpredictable variations in several flow variables.
The leap between these very different flow regimes
is called turbulence transition. One of the main
differences between the laminar and turbulent flows
is their very different skin friction. Therefore,
transition onset should be modeled to separate these
regions for an accurate drag prediction of real-life
applications.

The complex nature of transition hinders obtaining
accurate predictions of transient flows with an
analytic approach. This difficulty leads to new
solution methods for turbulence transition using
computational fluid dynamics. With the increasing
availability of high-performance computing (HPC)
resources, there has been a movement in modeling
trends toward computations using Large Eddy
Simulation (LES) and Direct Numerical Simulation
(DNS). Although these numerical approaches have
been proven to attain high accuracy, they need a
large amount of computing power seldom
accessible in everyday simulations. As a result, less
resource-intensive techniques, like the RANS
methods, remain feasible for general-industrial
CFD simulations.

Much effort has been made into numerical
modeling of the transition during the last twenty
years, resulting in a wide range of methodologies
for RANS-based simulations. A family of transition
models based on nonlocal variables has been
developed in the last two decades. Although they
were promising, implementing the mnonlocal
transition models into general-purpose CFD codes
is not practical. Lately, transition models based on
local variables have been introduced (Menter et al.
(2002), Menter, Langtry et al. (2006), Langtry
(2006), Langtry (2006b)).

Transition models use the local variables to attract
attention as they can give reasonably accurate
solutions. The Langtry-Menter y — Reg model
(Langtry 2009)) is the first approach to modeling
transition based on the local variables. The general
functionality of the Langtry-Menter y — Reg model
has increased with additional model modifications
to accommodate the effects of surface roughness
and crossflow situations. However, this complex
model makes it challenging to implement and fine-
tune different turbulence models for specific flow
scenarios. The Langtry-Menter transition model
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also lacks Galilean invariance, an essential property
for generic CFD simulations.

Lately, Menter et al. (2015) proposed a new local
correlation-based transition model based on a single
transport equation and may be thought of as an
improved version of the y — Reg model. The new
model benefits from the simpler formulation. Also,
this model is Galilean invariant.

Transition Phenomena

The boundary layer is the flow region adjacent to a
bounding surface where viscous effects are
significant. The boundary layer has two flow
regimes, each with distinct characteristics: laminar
and turbulent. Figure 1 depicts a boundary layer
development across a plate.

)
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— ¢ ™\ region
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Laminar »< Transition —>< Turbulent

Figure 1. Transition Phenomena Frei, (2013)

When uniform velocity fluid reaches the upstream
of the plate, a laminar boundary layer begins to
form. The laminar region has a streamlined and
smooth velocity profile near the surface.
Disturbances in the flow field appear after a certain
distance, indicating the onset of the transition zone.
The whole flow field ultimately breaks down into a
completely turbulent flow characterized by random
changes in flow.

The fundamental governing parameter separating
viscous flow regions is the Reynolds number that
indicates the flow state. It is defined as the ratio of
inertial forces to wviscous forces. Threshold
Reynolds numbers that separate whether the flow is
laminar, turbulent, or transition are determined
empirically. The point of transition influences the
overall properties of the flow. The high velocity
gradient in the turbulent boundary layer results in
high skin friction than that of the laminar boundary
layer. Hence, the total drag of the surface increases.
Moreover, laminar and turbulent flows have
different heat transfer characteristics besides drag
force. Due to the increased mixing in the turbulent
flow, significantly higher heat between the fluid and
the bounding surface is observed.

On the other hand, determining if the flow is in the
transition zone is not straightforward. Unlike the



laminar or fully turbulent zones, the transition flow
is unstable. Transitional flow measurements show
that a laminar flow is interrupted by turbulent bursts
in this zone. Therefore, the flow is split into laminar
and turbulent moments. When the Reynolds number
is lower, the time spent in laminar periods is larger
than in turbulent periods. As the local Reynolds
number increases, the time spent in turbulent flow
progressively increases, yielding a fully turbulent
flow. The percentage of turbulent bursts in total
time is called intermittency. The intermittency ()
is zero when the flow is laminar and one if the flow
is fully turbulent. Therefore, intermittency is a key
factor in many transition models.

Transition Mechanisms

The transition can occur through different
mechanisms due to a variety of reasons. Freestream
conditions, turbulence intensity, and surface
roughness are examples. Generally, the primary
modes are natural, bypass, and separation-induced
transitions. Wake-induced and shock-induced
transitions are secondary transition modes (Mayle
(1991)). In this part, different modes of transition
are explained.

Natural Transition: The natural transition is the
most common mechanism in low turbulence
intensity freestream conditions, as given in Figure
2. In this mechanism, laminar freestream flow
reaches critical Reynolds Number Tolmien-
Schlichting waves are formed. Then turbulent spots
are followed by full turbulent flow (Mayle (1991)).
The intermittency increases in the process.

These Regions bypassed
—g—for bypass transition.

Region 1] Region 2 Region 3 Region 4 Region 5
s Spanwise Three- Turbulent Fully
Waves | Vorticity | Dimensional Spots Turbulent
Breakdown Flow
1
Stable !
\V_ - laminar
o flow g
i
: .
LE Reyi

Laminar |———— Transition ———»| Turbulent

Figure 2. Natural Transition Mode Frei, (2013)

Bypass Transition: If the freestream turbulence
level is larger than 1%, natural transition stages are

bypassed, and turbulent spots are produced directly.
In this mode, linear stability theory fails, and no
Tollmien-Schlichting ~ waves  are  formed.
Freestream turbulence level, rough surface, and
favorable pressure gradients can also be reasons for
the bypass transition mode.

Separation-Induced Transition: The transition may
occur in the shear layer when the flow separates. In
this mode, a laminar separation bubble can be
formed on the surface, resulting in the flow
reattachment. This mode contains all stages of the
natural transition. According to the freestream
turbulence level, the size of the separation bubble
changes.

Wake-Induced Transition: This transition mode can
be observed on periodic unsteady turbulent wakes
passing over blades or airfoils (Langtry (2006),
Wang (2021)). Turbulent wakes disrupt the laminar
boundary layer when they impinge the wakes, and
turbulent spots propagate downstream.

Reverse Transition: Reverse transition or
relaminarization refers to the transition from
turbulent to laminar

Transition Modelling

It is possible to consider transition models
according to their level of sophistication. The most
basic model is the eV model from Smith (1956).
The model is applied to a 2D steady flow by Nichols
(2010), and it is based on the linear stability theory
and is often used for low-turbulence flows. A
velocity profile is required a priori.

More advanced low Reynolds Number turbulence
models were introduced by Jones (1973). These
models modify wall-damping functions to capture
the transition effects. These models rely on
turbulence diffusion from the freestream into the
boundary layer to anticipate the transition onset.
Low Reynolds Number turbulence models are
generally used for bypass transition flows.
However, they are unreliable since they are not
sensitive to pressure gradients and flow separations
(Dhawan (1958)].

Next, a group of more advanced and complex
transition models called correlation-based transition
models were formulated by Kaynak et al. (2019).
The main idea is to blend the laminar and turbulent
regions by introducing a new variable,
intermittency (Langrtry (2009)). Intermittency
could be defined as the probability that the flow is



turbulent. These models try to model the
intermittent character of turbulence resulting from
the fluctuations in the flow field. A new set of
algebraic or partial differential equations are
coupled with existing turbulence models Such as
Langtry (2009), Suzen (2006), Walters (2008) and
Cakmakgioglu (2018). In those equations, constants
derived from experiments and observations are
used. It is convenient to group these models
according to whether they use local or nonlocal flow
variables.

Models Depending on Nonlocal Flow Variables

The transition mechanism and the Momentum
Reynolds number are proven experimentally
correlated. The momentum thickness Reynolds
number is the Reynolds number based on the
momentum thickness, 6.

pU,0

Reg =

(M

Experimental correlations reveal that the transition
onset is observed at a critical momentum thickness
Reynolds number, Rey.. Many models are based on
this correlation. Note that Reg. is not a local
parameter and should be calculated starting from
the wall. Therefore these models need to use an
exhausting search algorithm to calculate the
momentum thickness Reynolds number for
complex flows. For example, The Dhawan and
Narasimha (1958) model is the first attempt at
correlation-based transition models. They proposed
an algebraic intermittency function (y) assuming
the transition onset, (x;), is known as apriori.

Steelant and Dick (2001) proposed a set of transport
equations called the conditional Navier- Stokes
equations. Their transport equation is derived from
the intermittency function proposed by Dhawan and
Narasimha. The model can predict intermittency in
the streamwise direction by assuming uniform
intermittency distribution in the cross-stream
direction. However, their approach is not consistent
with experimental data.

Cho and Chung (1992) proposed a new transport
equation coupled with the k — € turbulence model.
The model itself cannot predict the onset of
transition. However, intermittency profiles agree
with the experimental results for various flow
conditions.

Suzen and Huang (2000) improved the
intermittency equation approach significantly.
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Their intermittency transport equation includes
source terms from the Steelant and Dick and Cho-
Chung models. The transport equation is coupled
with Menter's (1994) shear stress transport
turbulence model. The model's superiority is that
the intermittency profile along the cross-stream
direction can be predicted, which was the
shortcoming of the previous models.

Models Depending on Local Flow Variables

These models use constants derived from
observations and experiments in transport
equations. A prominent feature of these models is
that they are compatible with modern CFD codes as
vorticity Reynolds Number is used. Rey is
calculated as follows;

pdy,

Rey =——0 2)
T

In Equation (2), d,, denotes the distance from the
nearest wall. Since all variables used are local, Rey,
is also a local variable that can be computed in CFD
codes. The Blasius theory shows that the local
vorticity Reynolds Number, Rey, is proportional to
the momentum thickness Reynolds Number, Reg,
which is a fundamental parameter for transition.
Thus, local correlation transition models can be
used to model transition in CFD simulations.

The first of these models proposed by Langtry
(2009) and Menter is the y — (Reg; ) model. Two
additional scalar transport equations (3)-(4) are
solved besides the SST model transport equations.

a(mf)+6(pujy) _
ot ox;

d te\ Oy @)
=t )
a(pﬁegt) N a(pujﬁegt) B
Pot + —— [Uet(li + 1) aReet]
an ax]

The first of these two equations is for intermittency
(7). The second one solves for transition momentum
thickness Reynolds Number (Reg; ), which refers to
a local Reg. Menter's y — (Reg;) model
formulation consists of local variables. Hence, it
can be used for complex flows with any grid type.

Menter (2015) proposed the simplified version of
the y — (Reg) model. In the new model, called



Menter's one equation y model, the (Reg; ) transport
equation is removed, and experimental correlations
are embedded into the intermittency equation. The
transport equation is the same as the y — (Reg;)
model transport equation, as given in (5). However,
source terms are slightly modified, and some
constants differ.

oy A(puy) _

N A4
Y Y ax] K O'f ax]

Although one of the equations is removed, the new
model provides good predictions. The main
advantage of the y model is that it solves one less
equation than the previous model.

Another local correlation-based transition model is
the Walters-Cokljat (2008) k; — k; — w model.
This model is based on the concept that the cause of
the bypass transition is very high amplitude
streamwise fluctuations. These fluctuations differ
from turbulent fluctuations and can be modeled
separately. Mayle and Schulz (1996) proposed a
second kinetic energy equation to describe these
fluctuations. This kinetic energy was called laminar
kinetic energy k; . In this model, total kinetic energy
is assumed to be the sum of the energy of large-scale
and small-scale eddies. Large-scale eddies
contribute to laminar kinetic energy, and small-
scale eddies contribute to turbulent kinetic energy
production. Thus, the transition can be modeled by
calculating the k;, with the transport equation given
in (6). Besides the merely changed k — w transport
equations, one more transport equation is solved to
calculate laminar kinetic energy.

Dk,
D_t_PkL_RBP_RNAT_DL
a akL] (6)
ax]' ax]

Since this model uses local formulation, it can be
used in CFD codes.

The last model mentioned is Bas-Cakmakcioglu
(2018) (BC) algebraic transition model. This model
solves one algebraic equation instead of a partial
differential equation for intermittency. Therefore,
the computational cost of CFD simulations reduces
significantly. BC transition model damps the
turbulent production term of the Spalart-Allmaras
(S-A) turbulence mode until the transition onset
threshold is reached. Lately, the model has become
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Galilean invariant with modification in the
formulation (2013, Cakmakgioglu (2020)). Also,
the local Reynolds number, hence the reference
length, dependency of the original method is
corrected. Thus, the BC algebraic transition model
can be used for various flows with any grid type
without the reliance on reference length selection.

The recent years Menter's y model has gained
significant popularity due to its popularity in
commercial solvers. On the other hand, the BC
transition model became available on open-source
CFD code SU? solver. No widely available open-
source solver allows the comparison of these
models. Such comparison is necessary to eliminate
the effects of the flow solver scheme. In this study,
we aim to implement both models in the same solver
and clearly compare these transition models.

METHODOLOGY

This section describes the implemented transition
models. Also, the mesh domain used in simulations
is elaborated on in this section.

Transition Prediction

A transition model should predict the onset and
length of the transition. Transition length and
characteristics are controlled by the intermittency
concept, which refers to the probability of a point
being in a turbulent region Emmons (1951))

Y

Po(x0,0,.z0)

29

z TURBULENT SPOT —/

Figure 3: Intermittency in Space, Mayle (1991)

Intermittency equals one if in the fully turbulent
boundary. If the flow is laminar, the intermittency
is zero. Intermittency can be modeled with an
algebraic function or with a transport equation.
Source terms of the transport equations are
responsible for the algebraic transition models in
these equations. Modeling intermittency with the
transport equation provides the modeling transition
across the boundary layer and in the streamwise



direction. Thus, this approach gives more accurate
solutions than the algebraic approaches.

The task of intermittency is to control the transition
characteristics and length of the transition. As the
boundary layer develops, intermittency, y
increases and eventually, it becomes equal to unity.
From this point on, the transition phase is
completed, and the flow becomes fully turbulent.
The underlying turbulence model is employed for
turbulent flow. However, another mechanism
besides intermittency is required to predict the onset
of the transition.

Prediction of Transition Onset

Momentum thickness Reynolds number is a flow
parameter that is calculated using the momentum
given in the previous section. Transition onset
momentum thickness Reynolds number, Reg;, is
the momentum thickness Reynolds number
calculated at transition onset.

Studies and experiments show that transition onset
is strongly related to the free stream turbulence
intensity and pressure gradient. Experiments have
shown that transition onset is earlier as turbulent
intensity increases and transition onset momentum
thickness Reynolds Number, Reg;, gets smaller, as
shown in Figure 4.

ERCOFTAC, Savill (1993)
Fashifar and Johnson (1992)
Schubauer and Skramstad (1948)
Sinclair and Wells (1967)
Abu-Ghannam and Shaw (1980)
Mayle (1991)

Experiment:
Experiment:
Experiment:
Experiment:
— Correlation:
—- Correlation:

Apoanl| |

= Transition Model Empirical Correlation

Tu (%)
Figure 4: Relation between the Turbulence Intensity

and Transition Onset Momentum Thickness Reynolds
Number (Menter (2006b))

Thus, a transition model should include the effect of
turbulence intensity. Menter's (2015) one-equation
y model utilizes the local turbulence intensity to
provide a measure of intermittency. Then the term
(1 —y) is multiplied by the turbulence production
term to prevent or limit turbulence production near
the wall.
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The pressure gradient is decisive for the transition
onset, similar to turbulence intensity. As shown in
Figure 5, the transition onset momentum thickness
Reynolds number decreases with increasing
turbulence intensity. In other words, transition onset
delays with a larger pressure gradient in the
boundary layer.

1500
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Parameter and Transition Onset Momentum Thickness
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Reynolds Number (Menter (2006b))

To include the effect of the pressure gradient, the
transition onset is calculated using the pressure
gradient parameter term, Ag, besides the turbulent
intensity. This term is also calculated from the local
streamwise acceleration.

MENTER ONE-EQUATION y MODEL

Menter's one-equation y model is a simplified
version of their y-( Reg;) model. The difference is
that the former does not solve any transport
equation for momentum thickness Reynolds
number, (Reg;), but it is computed algebraically
using local variables in the intermittency transport
equation.

Menter (1994) implemented one equation y model
on the k—w SST. The new model is calibrated with
available experimental data. Calibration is done for
self-similar flows, Falkner-Skan family flows and
some non-equilibrium flows, mainly with
separation. The adjustment of the model
coefficients conducted according to self-similar
flows and separation results with some differences
with experimental data for different transition
mechanisms.



The novelty of the Menter one-equation y model is
that, unlike turbulence models, this model does not
seek to represent the physics of the transition
process but rather provides a framework for
incorporating  correlation-based models into
general-purpose CFD codes. The physics of the
transition phenomenon is contained in the model's
empirical correlations. As a result, this formulation
is not confined to a single transition mechanism,
such as natural transition or bypass transition. The
formulation can be applied to any transition mode
as long as modifications of the correlations are
embedded into the model coefficients.

Menter's Transition Model

The intermittency transport equation of the Menter
one equation y model is presented in Equation (7).

oy) A(pUyy) _

at ax]
d te\ Oy (7
P,—E, +— =)=
YT oy K# * 0f> 0%
The y production term is defined as:
Py = Flength p S}/(l - V)Fonset (8)

In equation 4-(8), S refers to the strain rate
magnitude. It is included in the production term as
a multiplier, as strain rate is the driving factor of the
transition process. Fieng¢n 18 a calibration constant.
Fonser 1s the term that triggers the onset of the
transition. This term involves the ratio of vorticity
Reynolds number to critical Reynolds number,
between which a strong relationship is shown
experimentally.

Before the onset of the transition, where flow is
laminar, the production term is equal to zero, as
expected. The destruction term in the transport
equation is as follows:

E, = Ca2PW Feyrp (Cory — 1) ©
Constants used in the production and destruction
terms are given below.

Flength = 100, Cep = 50, Ca2 = 006,
g, =10,

(10)
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Functions used in calculating the production and
destruction terms are given below.

ReV
2.2R€9C ’
Fonset2 = min(Fonsetll 2.0),

Ry 1?
Fonsers = max| 1 — ] ,01,

Fonset1 =

3.5

11
Fonset = maX(FonsetZ — Fonset3, 0), an
(rrg) g _ Pk
F - 4 ) R =
turb — € T “w
dZ
Rey =222 Reg. = f(Tw, AgL.)

The boundary conditions of the transport y -model
are that flux of the y through the wall is zero, and y
equals unity at the inlet to preserve the freestream
turbulence decay rate of the underlying turbulence
model (Langtry (2009)).

The critical momentum thickness Reynolds
number, Rey, , is defined as a function of the local
turbulent intensity and pressure gradient parameter.
Thus, to calculate Reg., local turbulent intensity
and local pressure gradient parameters are
calculated. Local turbulent intensity, Tu; , is

defined as:
, 100)

This formulation allows the local turbulent intensity
to equal the freestream turbulent intensity in the
middle of the boundary layer. The pressure gradient
parameter is defined as follows:

100,/2k /3

ol (12)

Tu;, = min(

2

dv d
Agp = —7.57x1073 — —= +0.0128 (13)
dy v

Coefficients in this formula are selected considering
the self-similar flows. To achieve numerical
robustness, Menter bounded A4;, as follows:

Agr, = min (max(4g, ,—1.0),1.0) (14)

Coupling with SST Turbulence Model

The coupling of the Menter one equation y model
with the SST turbulence model is done by slightly
modifying the transport original transport equations
of turbulent kinetic energy (Menter (2015)
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l~)y = max(y, 0.1) Dy

Where Py, and D, are the production and destruction
terms of the original turbulent kinetic energy of the
equation of SST. The updated k equation includes
the term P{™ to provide the generation of k at the
transition phase for small turbulence intensity
values.

Pim = 5¢C, max(y — 0.2,0)
(1 — Y)Fm max(3Csepu — pr, 0) SQ

. Re 17
im _ v (17)
F,™ = min <max <2.2Reéim — 1,0) , 3)

Rep™ = 1100, ¢, = 1.0, cgep = 1.0

BC Transition Model

The BC transition model relies on the experimental
correlation of the transition location and the
theoretical relation between Reg. and Re,, ;4. The
critical momentum thickness is given in equation
(18) based on experimental data.

Reg. = 803.73(Tu, + 0.6067) 712027 (18)
The above equation provides an excellent
theoretical basis for the transition onset. Equation
(18) correlates the free stream turbulence intensity
and the transition onset rather than the local
turbulence intensity as Menter's model does.
Indeed, no correlation for the latter case is available
in the literature.

The parameter Reg. is utilized to determine the
intermittency.

Ygc = 1 — exp(—VTerm1 — VTerm2)
max(Reg — Reg,0.0)

Terml =
X1Regc (19)
max(vgs — x»,0,0
Terml = ( BC — X2 )
X2
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Finally, the Spalart-Almaras turbulence model is
modified to Equation (20). The only difference from
the original equation is the multiplication of the
production term with yp., as indicated by the
boldface. Therefore, the turbulence equation does
not alter where the intermittency is equal to one.

d d
T (vp) + a_x, (wvr) =

vr 2
VocCosvr = cunfu (5-)  20)

dy
1(0 aVT aVT aVT
* a{axj [(VL vr) ax,-] e ox; ax,-}

COMPUTATIONAL SETUP VALIDATION

In this section, we have validated our solver and our
y model implementations. The transition model
verification is conducted by comparing our results
with the reference (Menter (2015))
implementations. Also, we have shown the mesh
study in this section. The validated meshing strategy
is repeated for flat plate verification studies.

CFD Solver

All developments are implemented in our cell-based
finite volume solver. The current kK —w —y
development is applied as a new turbulent solver
library starting from the k — w model. All the
necessary modifications are done, and changes to
the SST model are implemented. The Bas-
Cakmakgioglu model, however, is added directly to
the SA solver. We have utilized their (2020) model,
as this model provides the Galilean invariance and
Reynolds number independence. The applied flux
scheme is the second-order accurate implicit HLLC
with Venkatakrishnan limiter. The solver and
turbulence models are validated in previous studies
(Dikbas (2022), Duru (2021)).

Experimental Data for Transition

The number of available test cases utilized for
transition modeling is somewhat limited. We have
used the standard flat plate test cases and some 2D
test cases.

Flat Plate Cases
Standard benchmark cases to test the development

and implementation of transition models are
available in the literature. Those are Schubauer-



Klebanoff  (1955)
experiments.

and ERCOFTAC series

The Schubauer-Klebanoff (1955) flat plate test case
is one of the most well-known flat plate cases used
to validate transition models. This test is a natural
transition on a flat plate with low freestream
turbulence intensity. This test case

The T3 experiments were conducted by Rolls
Royce in the 1990s and have become benchmark
cases for transition model validation by Savill et al.
(1993). The bypass transition mode dominates the
transition in all T3 cases due to high freestream
turbulence intensities. Freestream velocity profiles,
freestream turbulence intensity profiles and skin
friction coefficients are measured and reported in
the T3 series. T3A, T3B and T3 A- are zero-pressure
gradient flat plate cases. T3C series are nonzero
pressure gradient cases.

All flat plate test conditions are given in Table 1.
Note that turbulent viscosity is taken from Menter's
study. BC transition model does not require this
ratio.

One notable difference between Menter’s study and
experimental data appears in the Schbauer
Klebanoff test case. Schubauer and Klebanoff
conducted their experiments at a free stream
velocity of 80 ft/s, which is changed to 50.1 m/s in
Menter’s study. S&K experiment reports that the
transition occurs at x-locations between 5 to 8
inches. Menter reported wall shear stress results,
first as local Reynolds number, then x locations.
Both results are consistent with the experiments in
terms of Reynolds numbers, where the transition
Reynolds number is around 3 X 10°. There s an
ambiguity in the free stream turbulence level, too.
SChubauer reports the free stream turbulence as
0.03%. Menter reports this value at 0.3% in Table 1
and 0.18% in Figure 4 in their 2009 study, and
0.03% in their 2015 study. Indeed, the free stream
turbulence level is very low, and either selection has
no significant effect on the results.

Table 1: Inlet Conditions of Different Test Cases

Case |Uin[|Tu( % )|us/u|p kg/|ukg/ms
m/s | m 3

S&K [50.1 [0.18 1 1.2 |1.8%x10-5

T3A [5.18 |4.5 8 1.2 |1.8x10-5

T3B (94 |7.8 80 (1.2 [1.8x10-5

T3A-|19.8 |1.1 6 1.2 |1.8%x10-5
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T3C2(54 |3 9 |12 |1.8x10°
T3C3[4.0 |3 5 |12 [1.8x107
T3C4|1.4 |3 2 1.2 [1.8x107°
T3C5(9.1 |7 12 (12 |1.8x10°

Mesh Generation

It is shown that the (y — Reg;) and Menter one
equation Y model is sensitive to mesh properties
both streamwise and normal to wall directions.
Menter et al. (2015) recommend following practice
rules in mesh generation for Menter one equation y
model;

Dimensionless wall distance y* should be less
than one,

The expansion ratio in the normal wall
direction should be less than 1.1,

At least 30 cells normal to wall direction,

At least 100 cells in a streamwise direction.

The grid convergence studies for all cases are
conducted, and one study is presented for the
Schubauer-Klebanoff case. Five different meshes
with different numbers of cells are created,
considering the guidelines mentioned above. The
convergence plot based on the drag is given in
Figure 6. The x-axis represents the (1/N)'/2, which
is proportional to average grid spacing, h. Labels
indicate the normal to wall mesh and (X)
streamwise mesh counts.
Schubauer & Klebanoff
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h
Figure 6: Convergence of Drag coefficient

0.008 0.01 0.012

Skin friction coefficients obtained using five grids
are reported in Figure 7. Computational skin
frictions are calculated the wall boundaries that are
shown in red in Figure 8. The experimental data is
taken from Schubauer Klebanoff study. The
experimental measurement locations are correlated
through Reynolds similarity.
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Figure 7: Skin friction coefficients obtained using five
meshes

Similar to the drag coefficient, skin friction
coefficients converge as the element size in the
streamwise direction decreases. We have followed
a similar approach for all test cases. The mesh
independence studies of the other cases are not
involved in this study.

The properties of the meshes used are presented in
Table 2.

Table 2: Mesh Properties

Case Cells Expansion |First Cell|y"
Ratio Thickness
Zero 240x160x1]1.08 2x10-5 (0.8
Pressure
Gradient
Nonzero |255x150x1]1.05 1x10-5 0.7
Pressure
Gradient

Computational Domain
Boundary conditions assigned to mesh obtained at

the end of the mesh generation process are shown in
Figure 8.

4—outlet

No-slip Wall

symért"ry
Figure 8: Computational Domain for Zero Pressure
Gradient Cases

At the inlet, velocity, pressure and density are
specified with turbulent kinetic energy k and
dissipation rate, w. Very high-quality and dense
mesh is defined at the leading edge of the flat plate
to resolve the stagnation point with reasonable
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accuracy. y+ is kept close to unity. The Klebanoff,
T3A, T3B and T3A- test cases are solved using the
mesh explained.

T3C series are the cases with pressure gradients.
The computational domain of T3C cases is
generated in the converging-diverging duct form to
simulate the pressure gradient.

Slip Wall

0.15m 1.7m 0.3m

Figure 9: Mesh Domain for Cases with Pressure
Gradient

RESULTS

Simulation results are compared with experimental
data in this section, and comments are given. We
have verified our flat plate solutions with Menter's
solutions (2015) to eliminate implementation errors
in our conclusions. Therefore, the flat plate cases
serve for both implementation validation and model
comparison purposes.

Flat plate results
Schubauer-Klebanoff Test Case

Results of the Schubauer-Klebanoft test case show
that Menter one equation ¥y model and the Bas-
Cakmakcioglu model can predict natural transition
accurately. Bas-Cakmakcioglu model predicts skin
friction coefficient better than the Menter one-
equation y model after the flow becomes fully
turbulent for the Schubauer-Klebanoff test case.
Menter's reported solution taken from the 2015
study is also given in Figure 10. The turbulence
decay is not reported for this experiment. The
experimental data shows the transition onset is
around Re, = 3 X 10° (x = 0.8 in our case). The
transition length extends the transition zone until
x=1.2. The BC transition model is an abrupt
transition model that does not incorporate the
transition length. The sudden jump from the laminar
to turbulent flow is visible in Figure 10. The y
model claimed to be calibrated for the transition
length. However, the y solution shows abrupt (or
short-length) transitions like BC Model. This
observation was repeated for other flat plate test
cases.
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Figure 10: Comparison of Skin Friction Coefficients
obtained with Different Models, including Menter’s
(2015) results for S&K Case

ERCOFTAC Zero Pressure Gradient Cases

T3A, T3B and T3A- zero pressure gradient cases
are examined with the studied transition models.
These cases are more challenging than the S&K
case since they are bypass transition cases as
turbulent intensities are larger than 1% or close to
1%. Thus, resolving the transition in these cases is
more challenging than in the S&K case. The inlet
freestream turbulence intensity and viscosity ratio
are adjusted according to experimental turbulence
intensity data. Turbulence intensity profiles and
skin friction coefficients are given in the following
figures. We have compared our results with the
Menter (2015) study in these figures. Other
solutions are obtained from our solver.

T3A
3.5
— 7 model
Menter Soln
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Figure 11: Turbulence intensity profile of T3A
simulation
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Figure 12: Comparison of Skin Friction Coefficients
obtained with Different Models for T3A Case
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Figure 13: Turbulence intensity profile of T3B
simulation
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Figure 14: Comparison of Skin Friction Coefficients
obtained with Different Models for T3B Case
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Figure 15: Turbulence intensity profile of T3A-
simulation

102 T3A-
1
SST
09} —— 7y model |
—— BC Model
0.8 Menter Soln
. Exp
0.7
0.6
05
0.4
0.3
0.2}
0.1
0 Il L
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
z [m)]

Figure 16: Comparison of Skin Friction Coefficients
obtained with Different Models for T3A- Case

Menter's solutions are digitized from the original
(2015) paper and added to T3A and T3B plots to
show that the model is implemented correctly. The
small discrepancy between Menter's results and
obtained results during this study could be the
difference in flux schemes between the two codes.
Nevertheless, the results match well.

Menter's one-equation y model performed better
than the BC transition model for the T3A case. The
flow becomes fully turbulent in the T3B case
immediately after interacting with the flat plate. The
y and BC transition models have captured transition
with reasonable accuracy. The challenging aspect of
T3A- is that transition onset occurs at the end of the
plate. None of the transition models could predict
transition onset correctly.
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We should highlight a few important points in some
ERCOFTAC cases. The validation cases involve
some extreme conditions that make the model
validation challenging. The T3B case features
extremely high freestream turbulence intensity.
Therefore, the transition occurs almost
immediately. This feature makes the tuning of the y
model very difficult for this extreme case. A similar
observation is valid for the BC transition model.
This extreme case is particularly important in
practice since the laminar flow section is short, and
drag estimations are not affected significantly by
the application of a transition model. In practice,
this test case is very close to fully turbulent flows
and a classical turbulence model can be utilized.

Finally, the shortcomings of a transition-free
turbulence model should also be mentioned. We
have employed k — w — SST turbulence model for
this purpose since it constitutes the basis of y model.
As seen from Figures 10, 12, 14 and 16, the original
k —w —SST model underestimates the skin
friction at the fully turbulent zone. The mismatch is
more significant when the free stream turbulence is
low and the transition length is short. A similar
observation is reported between SA and SA-BC
models.

Results for ERCOFTAC Nonzero Pressure
Gradient Cases

The ERCOFTAC test cases T3C2, T3C3, T3C4 and
T3CS5 are used to validate the model in the scenario
of a transitional boundary layer with the influence
of a pressure gradient. The favorable pressure
gradients impact the transition onsets of T3C2,
T3C3, T3C4 and T3C5 under various freestream
velocity changes. Analyses are done using The
Menter one-equation y and BC transition models.
The results obtained in this section are highly
dependent on computational domains. As
mentioned, the pressure gradient is implemented
using the converging-diverging duct shape domain.
The upper boundary should be generated to satisfy
the experimental data of local free stream flow
velocity. The computational domain is obtained
iteratively. The same domain is used for all T3C
simulations. Inlet turbulence intensity and viscosity
ratios are assigned considering turbulence intensity
profiles of experimental data. Velocity profiles
obtained using the inlet conditions in Table 1 are
given in Figure 17 for T3C cases.
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Figure 17: Distributions of freestream velocity for T3C cases. The freestream velocities are taken from the last
velocity readings at each x-stations from experimental data. The numerical data is taken through a curve passing the
same (x,y) locations and obtained with the y model.

Velocity profiles

experimental data. Turbulence intensity profiles of

reasonably agree with the

the simulations are presented in Figure 18. This

proves that the geometry generated for turbulence
dat work reasonably well.
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Figure 18: Turbulence intensity of T3C simulations. The numerical data is taken through a curve passing the
centerline locations and obtained with the y model.

Turbulence intensity profiles of T3C cases seem to
be quite good. Skin friction coefficients for T3C2,

T3C3, T3C4 and T3CS5 cases are presented in

Figures 19-22.

102 T3C2 .10~2 T3C3
1 1 T T
~ model — 7 model
0.9 —— BC Model —— BC Model
—— Menter Soln —— Menter Soln
0.8 ] Exp 0.8 . Exp
0.6
-
$)
0.4
0.2
0
0 L Il Il
0 0.2 0.4 0.6 0.8 1 1.2 14 0 0.2 0.4 0.6 0.8 1 1.2 1.4
z [m] z [m]
Figure 19: Skin friction coefficients obtained with

Figure 20: Skin friction coefficients obtained with

Different Models for T3C2 Case Different Models for T3C3 Case
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Figure 21: Skin friction coefficients obtained with
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Figure 22: Skin friction coefficients obtained with
Different Models for T3C5 Case

1.4

In the T3C2 case, both transition models capture
transition onset with some errors. Both models
predict a good enough skin friction coefficient after
flow becomes fully turbulent. The Menter one-
equation y model and Bas-Cakmakciglu Model
predict transition reasonably accurately in T3C3,
similar to T3C2. T3C4 is the case with the smallest
velocity. Although both models overpredict skin
friction in the laminar region, they resolve transition
onset accurately. Finally, in the T3CS5 case, both
transition models accurately resolve the laminar
region, transition onset and length and flow after the
transition. To sum up, the Menter one-equation y
model and the Bas-Cakmakciglu model predict
transition onset and length similarly, and results
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were reasonably accurate in favorable pressure
gradient test cases.

Once again, T3C4 is the test case that is not well-
suited for validation studies as in T3B. The
transition onset is at the exit of the flat plate.
Therefore, the results are open to experimental
errors. The transition length is indefinite. Any
differences in the transition onset estimations by the
model may result in fully laminar flow results.
Therefore, this test case is not a good test case for
the evaluation of transition model performance.

2D Airfoil Cases
E387 Airfoil

Eppler E387 airfoil was tested to assess the y model
performance on 2D airfoil cases. Figure 23 shows
the airfoil profile, which allows for a substantial
amount of laminar flow before the transition on the
suction side. Experimental data was taken from the

study conducted at Langley low-turbulence
pressure tunnel (LTPT) (McGhee (1988)) at
Reynolds number 2 X 10°. Lift and drag

coefficients at different angles of attack obtained in
the experiments are available. The importance of
this airfoil is that the laminar separation bubble is
formed at the suction side, and flow re-attaches as
turbulent. In other words, a separation-induced
transition is observed at the E387 airfoil.

A 699 x 179 O-type grid with a 1.075 growth ratio
is generated for simulations. The first layer
thickness is assigned 1 X 107> units to the first cell
to maintain y* < 1 and resolve the boundary layer
accurately. Freestream turbulence intensity is
specified as 0.18, and the viscosity ratio was chosen
as 2. The computational grid used around the airfoil
is given in Figure 24.
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Figure 23: E387 airfoil profile
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In Figure 25, numerical results obtained with the y
model are compared with experimental data. This
figure shows that the lift and drag coefficients
obtained agree with experimental data, whereas a
fully turbulent solution overpredicts the drag
coefficients. = The difference between the
experimental data and simulation results at high
angles of attack could be solver-based.
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Figure 25: Drag polar of E387 airfoil

The importance of the E387 airfoil is that
separation-induced transition occurs at the suction
side of the airfoil. As expected, a fully turbulent
solution misses the separation bubble. Both models
predict that the flow separates to the laminar and re-
attaches as fully turbulent after the separation
bubble.

Figure 26: Flow field around the E387 airfoil top left: y model, top right: SST, bottom: SA-BC model
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Figure 27: Comparison of Pressure Coefficients obtained with different models at different angles of attack

It can be inferred from Figure 26 that the y model
captures the separation bubble, whereas the fully
turbulent solution based on the same model
foundation (SST) misses it. The BC model also
predicts a separation bubble at the same location
with similar size. The same fact can be seen in
Figure 27. The pressure coefficients obtained with
the y model, Bas- Cakmakcioglu model and SST
are presented. Both transition models capture the
separation-induced transition well enough, whereas
a fully turbulent solution cannot. The reason for this
difference stems from the lower skin friction
estimations at the laminar forward part of the
suction side. The adverse pressure gradient on the
pressure side result in flow separation, according to
von karmans momentum integral theory. The k —
w — SST, on the other hand, model provide a
higher fully turbulent skin friction that prevents the
separation.
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S809 Airfoil

The S809 airfoil is a laminar flow profile airfoil
designed for horizontal axis wind turbine
applications. Detailed experimental data, including
drag coefficient, lift coefficient and pressure
distribution of S809 airfoil, is available by Somers
(1997). The airfoil profile is shown in Figure 28.
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Figure 28: S809 airfoil profile
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C-type grid mesh is generated around the S809
airfoil with approximately 900 nodes (450 nodes on
each side) around the airfoil. 100 nodes are created
normal to airfoil profile with first layer thickness
equal to 1X 107> units to obtain y* < 1. The
farfield boundary was located ten chord lengths
from the airfoil. The computational domain used
can be seen in Figure 29. Inlet conditions are given
in Table 3.

Table 3: Inlet Conditions for the S809 Simulations

Case |Re, Mach |Chord |FSTI(%) |u:/u |«
(m)
S809(2 x 10° (0.1 |1 0.05 10 0° to 14°

Intermittency

2.0e-02

02 03 04 05 06 07 08

1.0e+00
| |

Figure 30: Intermittency at the angle of attack of @ = 1° obtained with the y model.

The drag polar plots of the S809 airfoil at various
angles of attacks are given in Figure 31. Transition
models significantly improve the drag coefficient
prediction since the effect of laminar flow over the
airfoil surface is captured. Menter's one-equation y
model and the Bas-Cakmakcioglu model make
similar predictions.
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Importance of Freestream  Turbulence

Properties

The most critical drawback of Menter's one
equation y model is its sensitivity to the inlet
turbulence intensity and viscosity ratio, whose
determination is the source of uncertainty. The
model can predict different transition characteristics
in transition onset and length for different inlet
turbulence intensity and viscosity ratios.

The reasons for this behavior are the underlying
turbulence model, k — w — SST, and the use of the
local turbulence intensity in the implementation.
The intermittency y is coupled with the turbulent
kinetic energy, hence the local turbulence intensity.
Therefore y model is affected by local turbulence
characteristics. However, the success of the BC
transition model shows that the turbulence intensity
at the leading edge of the plate is the critical factor
for the transition onset. Notice that the underlying
turbulence model of the BC transition model,
Spalart-Allmaras, does not provide any turbulence
intensity information.

On the other hand, in external flow simulations, a
user must provide appropriate k and w boundary
conditions at the freestream to solve transitions
accurately. The k can be determined relatively
easily. However, it is challenging to determine w in
engineering problems. Moreover, the freestream
parameters decay until the leading edge, making
applying these parameters even more difficult. To
show this dependence on freestream conditions, the
Menter one-equation y model is tested for different
freestream turbulence properties T3A test case.

Note that the freestream turbulence intensity alters
the transition onset, and this parameter is measured
and reported for all test cases. Therefore, the
freestream turbulence intensity is kept the same
with the experimental data while the viscosity ratio
changes. Applied freestream turbulence properties
are presented in Table 4.

Table 4: Inlet viscosity ratio applied in tests

te/u
4

Setup|1(4({9]12({30(60]120

The response of Menter one equation y model to
different viscosity ratios is given in Figure 32.
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Figure 32 shows that the freestream viscosity ratio
significantly affects the results. For u; /u =1,
flow behaves completely laminar. An increase in
the viscosity ratio results in the transition onset
location moving closer to the leading edge of the
plate.

Discussion

In this study, we have tested two transition models
a natural transition, bypass transition with and
without pressure gradient and separation-induced
transition. Both models can predict natural
transition accurately and bypass transition with
reasonable accuracy. Zero pressure gradient test
case simulations show that the success of the y
model is highly dependent on the freestream
turbulence properties. It should be noted that some
of the freestream turbulence characteristics are
difficult to determine in real-life applications. The
study showed that transition prediction could
change significantly for different viscosity ratio
specifications. Mentioned deficiency complicates
the simulation preparation and, as a result, the
applicability of the y model to general flow cases.
BC transition model does not suffer such a
shortcoming.

Zero-equation Bas-Cakmakcioglu transition model
predicts transition effects similar to the y model for
different transition modes. On the other hand, the
BC transition model does not suffer excessive
turbulence boundary conditions requirements as it
only requires the freestream turbulence intensity. In
addition to that, as it does not solve additional
differential equations, solutions are obtained faster



compared to the y model. It should be noted that
both models predict the transition onset accurately,
and both of them can be applied depending on the
selection of the underlying turbulence model.

CONCLUSIONS

In this study, we have studied the Menter one-
equation y and Bas-Cakmakgioglu models for
transitional flows. The models are implemented in
our open-source CFD solver. Then, the transition
model is tested on different well-known benchmark
transitional cases. Results show that both transition
models give similar predictions as long as
freestream turbulence properties are specified
accurately. The performance of both transition
models used in this study depends on the freestream
turbulence intensity. BC transition model stands out
as it does not suffer from the freestream viscosity
ratio.

Both models are tested in this study on several flat-
plate and two-dimensional airfoil cases. None of the
test cases were decisive for the model performance
for relaminarization problems. We recommend Bag-
Cakmakg¢ioglu model for external aerospace
applications since it is simpler to implement,
cheaper to run, and easier to apply than y model.

As discussed previously, the transition onset
depends on the freestream turbulence. This fact is
shown by wvarious experiments, including
Schubauer, ERCOFTAC, Sinclair, and Fashifar
experiments, as shown in Figure 3. The turbulence
intensity is a local parameter in k-based turbulence
models. Therefore, such models use local k as the
transition trigger measure. These models include
Menter's y and y — Reg, model and Walter and
Colkjat's k;, — kt — w models.

However, this selection brings about a disadvantage
to k-based methods. The freestream k that is
supplied as a boundary condition decays
significantly in the free stream. The decay rate of
the k in all k — w models is given as
Dy = =B pwk 21

This indicates that the decay rate of k (hence Tu)
depends on both k and w. Therefore, local
turbulence intensity is affected by both parameters.
This is also true for y model since the modified
decay rate given in Equation 16 allows the decay of
k even within the laminar region.

154

On the other hand, the experiments do not indicate
any correlation between the local turbulence
intensity and the transition onset. We have tested
two different transition models for this purpose. The
first one is k — w-based Menter's y model, in which
the turbulent decay is an issue. The other one is the
SA-based BC transition model, where local
turbulence intensity (hence decay of Tu) is not
available, and the freestream Turbulence intensity is
supplied as a parameter.

The numerical experiments show that for a wide
range of freestream turbulence, the SA-BC
transition model provides excellent results without
any Tu-decay. The y models also exhibit good
results, provided that the free stream w is supplied
as y; such that k-decay is also fit. However, w is not
available for the free stream. Most CFD codes
assign a small default w at the free stream
boundaries. Therefore, the decay rate at the
freestream becomes small.

The requirement of the w Boundary condition
brings a couple of problems. If the flow is external,
the user should adjust the freestream k at the leading
edge of the solid boundary to fit the freestream k.
For internal flows, such as turbomachinery flows,
the decay rate of the high-turbulence intensity flows
becomes important in k-based model.

Similar problems are implied in Menter's original
work. ERCOFTAC cases (which are more akin to
internal flow due to the pressure change) provide
the turbulence decay data. Therefore, the freestream
w is adjusted for all test cases. The y model is
calibrated with these test cases with both freestream
k and w. Therefore simulation results on these
calibration test cases are suitable.

On the other hand, The BC transition model fits the
results comparably without turbulence decay and
using only the freestream turbulence intensity.
Therefore, we can argue that the local turbulence
intensity has little to no effect on the transition
onset, as the experiments suggest. Therefore
utilization of the local turbulence feature in k-based
transition models brings unjustified complexity.

We have demonstrated the dependency of the k-
based models in the freestream turbulence
parameters. As seen in the results, we have altered
the freestream turbulent viscosity within the range
of flat plate u; of Menter's simulations. It is seen
that this parameter has a significant effect on the
transition onset calculations. Although it is not
given in this study, the W&C model shows similar



results. We can conclude that available k — w-
based transition models have a similar shortcoming.

Another feature of the y model is that the transition
length is also calibrated in the models. The BC
transition model is an abrupt transition model.
However, the tests show that both models show
similar transition lengths in all flat plate tests. We
can conclude that all available transition
experiments transition is abrupt, and transition
length calibrations require more experimental data.

As the second claim of Menter was that the y model
could also be used in relaminarization problems and
separation-induced transition problems. We could
not find experimental data for relaminarization to

LIST OF SYMBOLS

BC  Bas Cakmakcioglu (Transition Model)
CFD Computational Fluid Dynamics

DNS Direct Numerical Simulation

FVM Finite Volume Method

LES Large Eddy Simulation
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SST Shear Stress Transport
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P Production Term

Re, Vorticity Reynolds Number
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y Intermittency
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Abstract: In computational Abdominal Aortic Aneurysm (AAA) hemodynamics studies, along with adjusting the
problem geometry, mesh, transport, turbulence and rheology models; setting up boundary conditions (BC) is also a very
important step which affect the reliability and accuracy of the hemodynamic assessment. The transient effects of
physiological flow are well described by the Womersley profile, though its application might be difficult due to the
complex nature of functions involved. Conversely, in literature, studies utilizing Plug or Parabolic profiles as inlet
boundary conditions generally requires large entrance lengths to obtain the exact characteristics of the Womersley
profile. In the current study, the differences arising between those boundary conditions, Womersley, Parabolic and
Plug, with different entrance lengths, L., = D,3D and 11D, are examined by comparing the results with a Base
condition, which is a solution obtained with ensured fully-developed flow before entering the aneurysm sac at two
physiological flow conditions with mean Reynolds numbers, Re,, = 340 and 1160. The results reveal that with
increasing mean flow rate, applying the complex Womersley equation might not be necessary. For the inlet flow
waveform with Re,, = 1160, the Parabolic profile can be used instead of the Womersley profile by supplying an
entrance length L,,; = 3D. On the other hand, the Plug profile requires an entrance length at least L,,; = 11D to
replicate the Base condition for waveform with Re,,, = 340.

Keywords: Abdominal aortic aneurysm hemodynamics, Womersley profile, Wall shear stress parameters, Vortex
identification methods

GIRIS HIZ PROFILI VE GIiRiS UZUNLUGUNUN ABDOMINAL AORT ANEVRIZMASI
HEMODINAMIGi SIMULASYONLARINA ETKIiSi

Oz: Hesaplamali Abdominal Aort Anevrizmasi (AAA) hemodinamigi calismalarinda problem geometrisi, ag, tasima,
tiirbiilans ve reoloji modellerinin ayarlanmasi ile birlikte; sinir kosullarinin (BC) belirlenmesi de hemodinamik
degerlendirmenin giivenilirligini ve dogrulugunu etkileyen ¢ok dnemli bir adimdir. Fizyolojik akisin gegici etkileri,
Womersley profili tarafindan iyi bir sekilde tarif edilir, ancak ilgili fonksiyonlarin karmagsik dogasi nedeniyle bu profilin
uygulanmasi zor olabilir. Ote yandan, giris sinir kosulu olarak Plug veya Parabolik iz profilleri kullanan ¢alismalar,
Womersley profilinin tam ozelliklerini elde etmek icin genellikle biiyiik giris uzunluklart kullanirlar. Bu ¢alismada,
Womersley, Parabolik ve Plug hiz profilleri ve {i¢ ayr1 giris uzunlugu kullanilarak (L.,, = D,3D and 11D) anevrizma
igerisinde hemodinamik parametreler elde edilmis ve sonuglar Base kosul ile karsilastirilarak incelenmistir. Base
kosulu, ortalama Reynolds sayilan Re,,, = 340 ve 1160 olan iki fizyolojik akis kosulunda, anevrizma i¢ine girmeden
once saglanan tam gelismis akisla elde edilen bir ¢6ziimdiir. Sonuglar, ortalama debi arttikca, karmasitk Womersley
denkleminin uygulanmasimn gerekli olmayabilecegini ortaya koymaktadir. Re,, = 1160 olan giris debi profili ig¢in,
en az L,,, = 3D olan bir giris uzunlugu saglanarak Womersley profili yerine Parabolik profil kullanilabilir. Ote
yandan, Re,, = 340 olan debi profil i¢in, Plug profilinin Womersley profili yerine kullanilmasi i¢in enaz L,,, = 11D
olan bir giris uzunlugu gereklidir.

Anahtar Kelimeler: Abdominal aort anevrizmasi hemodinamigi, Womersley profili, Duvar kayma gerilmesi
parametreleri, Girdap tanimlama yontemleri



NOMENCLATURE

abdominal aortic aneurysm

ILT = intraluminal thrombus

WSS = wall shear stress [Pa]

TAWSS =  time-averaged wall shear stress [Pa]

ECAP = endothelial cell activation potential
[1/Pa]

0SI oscillatory shear index

Lg = bulge length [m]

Lene = entrance length [m]

Loy = exit length [m]

Ry = bulge radius [m]

Uy = axial velocity component [m/s]

U, = radial velocity component [m/s]

Uy = mean velocity [m/s]

T = period of cardiac cycle [s]

w = frequency of cardiac cycle [1/s]

v = kinematic viscosity [m?/s]

Re,, = mean Reynolds number [= U,D/v]

a = Womersley number [= 0.5D./w/v]

Ty = wall shear stress [Pa]

Aei = Ag-criterion, swirling strength [1/s]

e = time — averaged A;-criterion [1/s]

INTRODUCTION

Over several decades, intense research on physiologic
flow inside the abdominal aortic aneurysms (AAA) have
been performed. In order to investigate the
hemodynamics inside the abdominal aneurysms, a vast
amount of numerical studies is performed (Arzani et al.,
2014; Arzani and Shadden, 2016; Drewe et al., 2017;
Finol and Amon, 2001). Computational models enable
researchers to approximate behavior of blood flow
hemodynamics under realistic conditions. The models
are generated by defining the conditions on the
boundaries and numerically solving governing equations
in the fluid domain. Generation of the problem geometry
and an appropriate mesh, setting up fluid flow models by
adjusting boundary conditions, transport and turbulence
properties are important steps which affect the reliability
and accuracy of the hemodynamic assessments (Janiga et
al., 2015; Salman et al., 2019). Since exact replication of
human cardiovascular system is a challenging issue,
researchers simplify the problem variables by making
different assumptions on their computational models in
order to decrease the cost of the solution procedure,
which may lead the solutions to be far from the realistic
hemodynamics. Indeed, the effect of those assumptions
on the solution, and the degree of discrepancy should be
examined to guide the researchers during the decision
making period of their computational model.

One of the most commonly used assumptions is related
to the inlet velocity profile. The most accurate
application is utilizing PC-MRI measured patient-
specific velocity profiles as an inlet velocity BC,
obtained from the human aorta (Chandra et al., 2013;
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Youssefi etal., 2018). However, accessing complete high
quality patient-specific geometry and inlet profile data is
not always possible due to lack of imaging facilities
(Armour et al., 2021). Furthermore, directly measuring in
vivo inflow conditions is still challenging because of the
cardiac motion and resolution (Lodi Rizzini et al., 2020;
Markl et al., 2016). Indeed, in several studies it is
reported that there is no significant difference between
profiles obtained from PC-MRI and artificial ones
(Morris et al., 2006; Wei et al., 2019). Therefore, many
studies in literature frequently use idealized profiles such
as Plug (Drewe et al., 2017; Chen et al, 2020), Parabolic
(Bit et al., 2020; Boyd et al., 2016; Li and Kleinstreuer,
2005; Bilgi and Atalik, 2020) and Womersley (Arzani et
al., 2014; San and Staples, 2012).

The Plug profile is the uniform velocity at the inlet, while
the Parabolic profile obtained from Poiseuille’s
equation, and therefore, they cannot present all the
characteristics generated due to transitional effects.
Although the Womersley profile (Womersley, 1955) is
necessary to present transient effects especially for large
a values, applicability and implementation of the
Womersley equation as an inlet boundary condition can
be difficult because of the Bessel functions and
imaginary numbers that it contains (Campbell et al.,
2012; Impiombato et al., 2021). Therefore, in literature,
most of the studies utilize Plug or Parabolic profile with
long entrance lengths to obtain fully developed condition
(Stamatopoulos et al., 2010), rather than the Womersley
profile, which increases the computation time. Indeed,
the necessary entrance length to obtain fully developed
conditions is also a controversial issue. In general,
researchers concerned about the inlet velocity boundary
conditions and to be on the safe side, they tend to extend
the entrance region to ensure fully developed conditions
(Madhavan and Kemmerling, 2018). In literature,
recommended entrance length values to reach the fully
developed state are significantly large (Durst et al., 2005;
Salman et al., 2019). On the other hand, Hoi et al. (2010)
reported that an entrance length at least three diameters
of the artery is sufficient to avoid negligible errors in the
hemodynamics of the carotid arteries. However, from a
different point of view, Madhavan and Kemmerling
(2018) stated that in the actual human arterial system,
obtaining the fully developed hemodynamic conditions is
not realistic due to the orientation of the vasculature, such
as the thoracic aorta is located immediately distal to the
heart.

Because the Womersley profile resembles the Parabolic
form at the systole and nearly Plug patterns at the diastole
(Womersley, 1955), it might be interesting to observe the
differences arising from using these three different inlet
boundary conditions. In 2012, Campbell et al.
hypothesized that the Womersley and Parabolic inlet
velocity boundary conditions give nearly the same result
in carotid bifurcation, where @ = 4.1 and the average
radius is 3 mm. However, they highlighted that the results
are not applicable for large arteries like the aorta, in



which « is larger than 10, and they require further studies.
In 2019, Wei et al. stated that no significant difference
between realistic, Womersley and Parabolic inlet profiles
while the Plug is notably different that the others for
Fontan hemodynamics. However, to the author’s best
knowledge, there is a deficiency in literature to compare
the effect of ideal velocity profiles on abdominal aortic
aneurysm hemodynamics, where Womersley number is
larger than 10, with different entrance lengths. Also,
comparing the profiles at different Reynolds numbers
might also be important because the Womersley profile
shows different patterns for different flow rate values,
which can be observed in cardiac conditions such as
exercise and rest. Therefore, the aim of the current study
is to characterize the behavior of idealized inlet velocity
profiles at different entrance lengths and mean flow rates.
For that purpose, Plug, Parabolic and Womersley
velocity profiles obtained from two mean Reynolds
number values, Re,,, = 340 and 1160, for the same flow
waveform pattern for the abdominal aorta are applied as
inlet velocity BC to an aneurysm geometry with different
entrance lengths, L,,; = D,3D and 11D, where D is the
aorta diameter. The results are compared with a fully-
developed Base case to check their applicability.

METHODS

The idealized axisymmetric abdominal aortic aneurysm
models used in this study are given in Figure 1.
Geometries are two dimensional axisymmetric, and
created based on those used in Stamatopoulos et. al.’s
study (2010). The inlet and exit parts are straight and
cylindrical, while the aneurysm bulge is elliptical with a
major radius of 0.034 m. The artery and bulge radii are,
R =9 mm and Rz = 22 mm. The lengths of the bulge
and exit part are Ly = 62 mm and L,, = 206 mm, while
entrance lengths, L,,;, are different. As presented in
Figure 1.b, entrance lengths are equal to L., =
D, 3D, 11D and 50D, from top to bottom and left to right,
respectively. At the inlet of the models with L,,, =
D,3D and 11D, all the velocity profiles, Womersley,
Parabolic and Plug, are applied. To compare the results
obtained with three different entrance lengths and
velocity profiles, a Base condition is generated with the
model having an entrance length L., = 50D with only
the Plug velocity profile at the inlet. The Base condition
is checked to ensure the fully developed condition at each
time steps before entering the aneurysm sac. In Table 1,
the models with applied inlet velocity profiles are also
presented. The vessel and bulge dimensions of all models
are consistent with realistic arteries and aneurysms
(Brewster et al., 2003). Actually, the idealization of the
aneurysm bulge rather than utilizing patient-specific
geometry may fail to simulate exact aneurysm
hemodynamics. However, an idealized axisymmetric
geometry is sufficient for a comparative parametric study
to compare the behavior of different inlet velocity
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profiles, which is actually independent of geometric
details.

Table 1. Aneurysm models with respect to entrance lengths,
Lene, and applied inlet velocity profiles.

Lent (M) Inlet Velocity Profile
3 Womersley
D, 3D, 11D
3 Parabolic
" Plug
- Base
50D I Plug Case

At the inlet, Womersley, Parabolic, and Plug profiles are
specified according to the waveform which is considered
to be physiologic, as presented in Figure 2a. Plug profile
is actually the uniform velocity at the inlet, while
Parabolic and Womersley velocity profiles are defined
by Eqn. (1) and (2) (Wei et al., 2019, Womersley, 1955),
respectively

utr,t) = 22 (1- (L) (1)
o= Ta(a- )
N c,

"2 2 (Be) \|

TR | 1—5——5"~

2o (i2a,)

ULV

T

where a,, is the n'" term of Womersley number, w,, is the
n' term of frequency, J, and J; are the Bessel function of
the first kind of order zero and first, respectively
(Womersley, 1955). Q is the physiologic flow rate, which
is presented in Figure 2a. To obtain the Womersley
profile, it is necessary to write the flow rate, Q(%), in the
harmonic form as in Eqn. (3)

N
Q) = ) Cuetont
n=0

3)



Lent = 11D

b.

Figure 1. Sectional views of flow domains for aneurysm models, which is out of scale. Flow is from left to right.

where N is the total number of harmonic coefficients,
which is equal to 70 in this study (Wei et al., 2019).A
Fourier series decomposition of the flow waveform
should be performed to obtain Fourier coefficients, C,,
and Fast Fourier Transforms (FFT) of the flow rates in
Figure 2a are used. For that purpose, Fast Fourier
Transform (FFT) method is applied to the available flow
rate data, as presented in Figure 2a. € and C,,’s are the
Finite Fourier Transform (FFT) coefficients of that flow
rate, while the term n = 0 corresponds to a steady pressure
gradient (Wei et al., 2019). Therefore, in Eqn. (2), the
first term on the right hand side of the equation is equal
to the steady Poiseuille equation (Womersley, 1955),
while the second term is obtained from harmonic
contribution.

In the current study, simulations are performed at two
mean flow rates with Reynolds numbers, Re,, =
UnD/v =340and 1160, based on the mean flow
velocity, where U, = 0.065 and 0.22 m/s are the time
averaged velocities over one period and v = 3.14 X
1075 m/s? is the kinematic viscosity. The period of all
waveform patterns is the same and equal to T =1 s,

yielding a Womersley number of a = 0.5D\/w/v =
12.14, where D is the artery diameter, w is the frequency
and equals to 2t /T. The waveform pattern for two flows
is adapted from the study of Finol and Amon (2001) and
is the same for both flow patterns as presented in Figure
2a; however, diastolic flow rate for Re,, = 1160 is
higher. The reason for using two waveforms is to
investigate the effect of increasing mean flow rate on the
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applicability of Parabolic and Plug inlet velocity
boundary conditions, rather than the Womersley profile.
In Figure 2b, Womersley profiles obtained by
corresponding waveforms at specified time instants are
demonstrated. As can be seen from figure, with
increasing flow rate, profiles obtained by Womersley
formula are very similar to Parabolic form. The cardiac
cycle is divided into six phases, which are early/mid/late
systole and diastole. The location of each phase in the
cardiac cycle is shown in Figure 2a, while time ranges for
these phases are presented in Table 2.

The wall boundaries are taken as rigid and no-slip
boundary condition is applied. Excluding the compliance
effect with utilizing the walls as rigid is quite common
common (Arzani et al., 2014; Finol and Amon, 2001).
Reference pressure at the outlet is set to zero, which is a
frequently utilized approach in literature for
hemodynamics studies (Qiu et al., 2018; Reza and
Arzani, 2019). Flow is considered to be laminar (Scotti et
al., 2008) due to Reynolds number is not sufficient to
reach turbulent conditions even at peak systolic phase,
Repeqr = 2000. In general, blood has non-Newtonian
characteristics where the viscosity decreases with
increasing shear rate. However, at shear rates higher than
100 s~ 1, blood shows Newtonian characteristics, and for
large arteries, such as the one used in this study, it can be
assumed as Newtonian (Reza and Arzani, 2019) with a
kinematic viscosity of 3.45 X 107 m? /s, and density of
1000 kg/m3.
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2001).

Table 2. Phases of cardiac cycle with period T = 1 sec.

Number Phase . Time
interval
1 Late Diastole 0-0.18
2 Early Systole 0.18-0.3
3 Mid Systole 03-0.4
4 Late Systole 0.4-0.5
5 Early Diastole 0.5-0.76
6 Mid Diastole 0.76 - 1
Numerical simulations are conducted by using

OpenFOAM version 8 (openfoam.org). The governing
equations are discretized using second order implicit
discretization in time and second order central
discretization in space. pimpleFoam solver is selected
because of enabling automatic control of the time step to
achieve a given maximum Courant number (C,,,,) for
each case. To select an appropriate C,,,, that can provide

163

accurate solutions, five different Courant numbers, which
are C =0.25,0.5,1,2,and 4 were tested, and higher
Courant numbers failed to provide stable solutions. For
all Courant numbers, the same velocity profile was
obtained, meaning that solutions until C,,,, = 4 give
accurate results for the current study. However, C,,,,, was
taken as 1 to be on the safe side. 30 iterations are
performed at each time step, and the solution is
considered to be converged when residuals for axial
velocity component and pressure are less than 10™%. To
ensure convergence, calculations are repeated for six
cardiac cycles.

To select a suitable mesh, a mesh independence study is
performed using four structured meshes created, as
shown in Fig. 3. Figure 4a shows axial velocity profiles
at the mid-plane of the aneurysm and swirling strength,
A¢; contours obtained by using these meshes at the peak
systole and early diastole. In Figure 4b, OSI and ECAP
distributions obtained by those meshes are provided. As
from those figures, the axial velocity profiles are
identical and swirling strength contours are very similar



for Mesh 3 and 4. Albeit OSI and ECAP distributions are
very sensitive to the mesh selection, Mesh 3 and 4 obtain
very similar OSI and ECAP distribution. Therefore,
Mesh 3 is evaluated to be suitable and used to perform
the simulations in the present study.

Mesh 1 ) Mesh 2
2100 cells T L T 9000 cells
AT
1 il "‘ ‘ I
1 | I L S e
Mesh 3 Mesh 4

42700 cells 144000 cells

Figure 3. Four meshes generated for mesh independency
check.

Stamatopoulos et al. (2010) have performed an
experimental and numerical study in axisymmetric
bulges similar to the ones used in the current study with
a steady inlet flow. In Fig. 5a, axial velocity profiles
obtained by Stamatopoulos et al. (2010) are compared
with those obtained in the current study with a steady
inlet flow. The validation study is performed using the
Base case, and the match in the profiles is considered to
be satisfactory. Ohtaroglu (2020) performed experiments
with physiological, unsteady inlets using Stamatopoulos
et al.’s geometry. Figure 5c compares the streamlines
obtained in those experiments with the current simulation
results at four different time instants of the physiological
cycle. Progression of focus points in streamlines which
are the indication of vortex core movement shows good
agreement. Considering both spatial and the temporal
evolution during the cycle, the model predictions are
considered to be satisfactory. In addition, simulations are
performed to ensure the validity of 2D axisymmetric
simplification by comparing results with those of 3D
simulations. This simplification aims to decrease the
computation time and is justified by performing a sample
3D simulation to see whether there are any 3D effects
altering the overall flow structure inside the aneurysm
bulge. Considering the velocity profiles plotted at the mid
plane of the bulge as demonstrated in Fig. 5c, 2D
axisymmetric and 3D results turn out to be almost
identical.

WSS Parameters and Swirling Strength

In literature, researchers utilize several physical
phenomena to predict aneurysm development,
thrombosis formation and rupture. Generally, wall shear
stress (WSS) distribution and different WSS descriptors
are used for this purpose. TAWSS descriptor evaluates
the total shear stress exerted on the wall throughout a
cardiac cycle and OSI highlights zones where WSS
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shows directional changes over the cardiac cycle (Pinto
and Campos, 2016). Mathematical definitions of these
descriptors are given below (Salman et al., 2019).

1 T
TAWSS = ?j |z, |dt 4)
0
1,7
|Tfo TWdt'
oSI=05|1—F—7— 5)
1,7
Tfo |‘L'W|dt
ECAP = 0SI 6
~ TAWSS O

where T and t,, are the cardiac cycle period and the wall
shear stress, respectively.

Inside the aneurysm sac, there is a vortex ring, which
evolves throughout the cardiac cycle. A,;-criterion is a
velocity gradient based vortex identification criteria,
which uses discriminant of characteristic equation to
define a vortex and can be defined as follows (Chen et
al., 2015)

1 ou, du, (0u, aur>2
Aci = 2 ox or _<6x ~oor 7
where u, and u, are radial and axial velocity

components, respectively. Around a vortex region, A.; is
larger than zero (Chen et al., 2015).

RESULTS AND DISCUSSIONS

In Figure 6, time-averaged axial velocity profiles
obtained with Womersley, Parabolic, and Plug inlet
velocity profiles at different entrance lengths for mean
Reynolds number, Re,, = 340, are presented and
compared with the Base condition. The profiles are
plotted at proximal, mid, distal and exit sections of the
models, where x/Lg = 0.25,0.5,0.75and 1. At each
section, results obtained with different inlet conditions at
different entrance lengths, L.,, = D,3D,and 11D, are
plotted. For each section and entrance length, the time-
averaged axial velocity profiles for Womersley are the
same as in the Base case. For Parabolic and Plug, the
general pattern of time-averaged axial velocity profiles is
also very close to Womersley and the Base condition for
Len: = 11D. However, for L,,; = D and 3D, the shape
of the time-averaged velocity profiles and maximum
velocity values that they obtained are very different from
the Base condition. In addition, the backflow region,
which is an important characteristic of the aneurysm
hemodynamics, is obtained inside the bulge by the
Womersley and the Base case for all L,,, values.
Especially for L,,; = D, Plug and Parabolic fail to have
an accurate backflow region at those sections.
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for mean Reynolds number, Re,,, = 340.
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Figure 7 shows the time-averaged axial velocity profiles
for Re,, = 1160 in the same orientation as the Figure 6.
For this waveform, similar with the previous case, time-
averaged axial velocity profiles for Womersley are nearly
identical with the Base condition for all entrance lengths.
Different from the results for Re,,, = 340, Parabolic also
obtains nearly the same velocity profile with Womersley
and the Base condition for each sections and entrance
length, even for L,,,; = D, for Re,,, = 1160. On the other
hand, Plug fails to obtain a similar maximum velocity
and backflow region with the Base case for both L,,,; =
Dand 3D. For L., = 11D, although the maximum
velocity value is different, it can capture the backflow
region. In addition, time-averaged axial velocity profiles
for Womersley and Parabolic demonstrate a parabolic
pattern, while Plug has a velocity profile with a flat
central part, implying that even L,,, = 11D is not
sufficient for the Plug profile to achieve a fully
developed condition for Re,,, = 1160. For Re,, = 340,
general pattern obtained by Plug is very similar to the
Womersley and Base condition, while for Re,, = 1160,
velocity profiles of Parabolic are nearly the same with
them, even with L,,,;, = D. For physiological flows with
a high Womersley number, especially a > 10, transient
inertia forces start to dominate the flow; therefore,
velocity profiles resemble plug-like forms with a
flattened central profile, and flow reversal areas are also
observed due to harmonic contributions coming from
transient inertial effects (Womersley, 1955). Indeed, this
phenomenon is not governed only by the Womersley
number, velocity profiles are also affected by the
Reynolds number. For small Reynolds number flows,
profiles have a plug-like form with a flattened central
profile. With increasing Reynolds number, the effect of
steady inertial forces starts to be more dominant,
resulting in velocity profiles that are no longer plug-like,
but instead more parabolic. Therefore, for Re,, = 340,
general pattern obtained by Plug is very similar to the
Womersley and Base condition, while for Re,, = 1160,
velocity profiles of Parabolic are exactly the same with
them.

In Figures 8 and 9, oscillatory shear index (OSI) and
endothelial cell activation potential (ECAP) distributions
obtained with Womersley, Parabolic, and Plug inlet
velocity profiles at different entrance lengths throughout
the aneurysm sac are plotted and compared with the Base
case. For Re,, = 340 and L,,, = 11D, OSI and ECAP
distributions for all inlet velocity profiles are the same
with the Base condition. For L,,, =D and3D,
Womersley gives the same OSI and ECAP distributions
with Base condition. Although the maximum velocity
values obtained by Parabolic at each section inside the
aneurysm are very different for L,,, = 3D, OSI and
ECAP distributions of Parabolic are very similar with
Base condition because their backflow regions are
similar, which affects the WSS parameters considerably.
Similarly, for L,,; = D, in which the backflow region of
Parabolic and Plug are completely different than the
Base condition, the WSS parameters are also very
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different. For Re,, = 1160, Parabolic and Womersley
obtain nearly the same OSI and ECAP distributions with
the Base case for L,,; = 3D and 11D. Although their
results are very similar with each other for L,,; =D, a
deviation from the Base condition is observed. Plug fails
to provide an accurate OSI and ECAP distribution for
Re,, = 1160, even with a longer entrance length, L,,,; =
11D.

In Figure 10, for Re,,, = 1160, instantaneous wall shear
stress distributions and contours of swirl strength, 1;, are
presented for late systole and early diastole phases, t =
0.49 and 0.73 sec, through the aneurysm bulge. The top
part of the figure shows the results for L,,, = 3D, while
the mid part is for L,,; = 11D. For the top and mid parts,
contours of swirl strength for Womersley, Parabolic and
Plug inlet velocity profiles are located, under the
instantaneous WSS distributions, from top to bottom,
respectively. Contours of 1; and streamline patterns of
the Base condition are located at the bottom part of the
figure to compare the results obtained with idealized inlet
velocity profiles. From the contours of 4.; for the Base
case, at the late systole, t = 0.49 sec, the primary vortex
structure is translated to distal end, and a new vortex is
originated from the primary vortex structure, which
might be labeled as second primary vortex structure. The
primary and second primary vortex structures are
enclosed by a closed streamline pattern, but they have
different vortex cores. At the early diastole, t = 0.73 sec,
the primary vortex structure still stays the distal end of
the bulge, but its intensity decreases due to viscous
diffusion. An additional secondary vortex is generated
and located between those two vortex cores, which is
very near the wall and has a smaller swirl strength
magnitude than the primary vortex.

At each time instant, the contours of swirl strength and
instantaneous WSS distributions obtained by Womersley
and Parabolic inlet velocity profiles with L,,,, = 11D are
identical with the Base condition. The vortical structures
obtained by Plug are also similar in terms of location of
cores of the primary vortex structure and the general
swirl strength pattern, but the intensity of the contours is
significantly different especially in the late systolic and
early diastolic phases, for t = 0.49 and 0.73 sec. Also,
WSS distributions obtained by the Plug case are different
than the others at the specified time instants, which is in
accordance with swirl strength patterns. For L., = 3D,
Womersley obtains nearly the same A.; patterns and WSS
distributions as in the Base case. Although the WSS
patterns of Parabolic are also the same with them, there
is a negligible discrepancy in the intensity of the swirl
strength contours for t = 0.49 and 0.73 sec. On the other
hand, Plug obtains completely different results with
Len: = 3D, which is convenient with the differences
observed in time-averaged axial velocity profiles and
OSI and ECAP distributions for that inlet condition.
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Figure 7. Comparison of time-averaged axial velocity profiles, U,, obtained by different inlet velocity profiles and entrance lengths
for mean Reynolds number, Re,, = 1160.
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WSS distributions at different time instants have a
correlation with vortex structure movement and swirl
strength magnitude, which is also observed by Biasetti et
al. (2011). As can be seen in Figure 10, there is a WSS
peak around the primary vortex structure which is near
the wall at each time instants. With increasing the
intensity and magnitude of A.; of the near-wall vortex
structure, the magnitude of the WSS peak also increases.
This phenomenon can also be observed in the WSS
distribution and A; contour of Plug at t = 0.49 sec with
Len: = 3D. For that time instant, primary vortex structure
with a large |A;| of the Plug case is not located in
proximity of the wall at the distal area, and its WSS
distribution shows a very small peak at that region.
Moreover, at t = 0.73 sec, primary vortex structure of
Plug is not dissipated as much as in the Base condition,
and it shows a high swirl strength intensity and WSS
magnitude in the distal area, for L,,; = 3D. Despite the
correlation between the primary vortex structure and
WSS magnitude, the second primary vortex structure has
no effect on WSS distribution due to the large distance
between the vortex and aneurysm wall. However, at t =
0.73 sec, the secondary vortex structure is observed. It
has an effect on WSS distribution since it is located in
close proximity to the wall. Because the swirling strength
magnitude is smaller for the secondary vortex structure,
its effect on WSS distribution is also small.

In literature, Wei et al. (2019) have reported that there is
no significant difference observed between the realistic,
Womersley, and Parabolic inlet velocity profiles,
whereas the Plug shows significant variations from the
others for Fontan hemodynamics. Moreover, Campbell et
al. (2012) have proposed that, in the case of carotid
bifurcation with « = 4.1 and an average radius of 3 mm,
the Womersley and Parabolic inlet velocity profiles yield
nearly the same results. However, they have emphasized
that such findings are not generalizable to larger arteries,
such as the aorta, where the value of a exceeds 10, and
further investigations are required. In this context, the
current study compares the Womersley, Parabolic and
Plug profiles for AAA hemodynamics, where the
Womersley number is high, a = 12.41. The results
demonstrate that, for large mean Reynolds numbers, the
hemodynamic parameters obtained by the Womersley
and Parabolic inlet profiles are identical for each
entrance length. This might be attributed to the
phenomenon that the steady inertial forces become
increasingly dominant with increasing Reynolds number,
leading to the Womersley profile no longer being plug-
like and assuming more of a parabolic shape, even for
large Womersley numbers. For carotid arteries, Hoi et al.
(2010) have reported that an entrance length of L., =
3D is sufficient to avoid negligible errors. According to
the present study, for AAA hemodynamics with a large
mean Reynolds number, Re,, = 1160, L,,; = 3D might
be adequate for the Womersley and Parabolic profiles to
obtain similar results as in the Base case.
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CONCLUSIONS

In the current study, the effect of inlet velocity profiles,
which are Womersley, Parabolic, and Plug, on predicting
hemodynamics by using different entrance lengths is
discussed at two different Re,, using the same
physiologic flow waveform pattern. Results are
compared with the Base condition, which has a very long
entrance length with a uniform flow at the inlet to ensure
the flow entering the aneurysm sac is fully developed.
According to the comparisons of time-averaged axial
velocity profiles at different sections inside the sac, OSI
and ECAP distributions, instantaneous WSS
distributions and swirl strength contours, Womersley and
Parabolic profiles give the same results with Base
condition, even with a very small entrance length, L,,,; =
3D. However, for Re, = 1160, even the Womersley
profile could not achieve the same OSI and ECAP
distributions as the Base case with L,,, = D. With
increasing Reynolds number, entrance length
requirement of Womersley profile becomes nearly the
same with Parabolic profile. Therefore, especially for
high mean flow rates, utilization of Womersley profile
might not be necessary, which is applicable for the
physiological flow waveforms having diastolic flow rates
larger than zero. Therefore, rather than applying complex
Womersley formulation, utilization of Parabolic profile
with an entrance length at least L,,, = 3D might be
appropriate. On the other hand, Plug profile cannot
obtain similar results with Base condition even L,,; =
11D for higher mean flow rates, albeit for R,, = 340,
using an entrance length L,,, = 11D with Plug profile
can yield the same results as the Base condition.

The present study, being a comparative parametric
analysis, is subject to several limitations that could
potentially influence the obtained results. The
idealization of aneurysm bulge rather than utilizing
patient-specific geometry may lead to inadequate
simulation of the exact aneurysm hemodynamics,
together with omitting the wall compliance, Windkessel
boundary conditions and shear-thinning behavior of
actual blood. Therefore, future studies will aim to
incorporate patient-specific geometries with elastic
walls, along with Windkessel boundary conditions and
shear-thinning rheology models to reduce such
limitations.
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Abstract: This study examines the friction factor, convective heat transfer, and area goodness factor of both inline and
staggered tube bundles. The Finite Volume Method (FVM) is used for numerical simulations. Experimental and
numerical approaches are utilized. Both 18.0 mm and 21.6 mm longitudinal distances are investigated. It is
recommended to use ratio coefficients to reduce computation time. The proportion coefficients are used to obtain
predictions for the three-dimensional cases based on the two-dimensional results or to transfer the 2D results to 3D. In
addition, three turbulence models were utilized and compared within an Unsteady Reynolds Averaged Navier-Stokes
(URANS) formulation. Experimental results validated numerical predictions. The thermal boundary conditions consist
of a constant inlet temperature and a uniform heat flux on the support plate. Reynolds number is changed from 989 to
6352, while the Prandtl number remains at 0.70. Nusselt number and friction factor values have been observed to
increase with increasing Reynolds number in all geometric configurations. The staggered configurations result in
greater Nusselt number and friction factor values compared to inline configurations. The Nusselt number and pressure
drop experience negative and positive effects, respectively, as the distance between rows decreases. SST turbulence
models typically predict reasonable outcomes for all geometric configurations.

Keywords: Friction factor, Convective heat transfer, Tube bundle, Unsteady Reynolds averaged numerical simulations,
Finite volume method.

TURBULANSLI AKISLARDA ISI TRANSFER PERFORMANSI UZERINDEKI BORU
DEMETLI ISI DEGISTIRICi SIRALAMA ETKIiSIiNIN SAYISAL VE DENEYSEL
INCELENMESI

Ozet: Diizgiin ve kaydirilms sirali hatlara sahip boru demetlerinin siirtinme faktorii, tasinimla 1s1 gegisi ve alan uyum
faktorii 6zellikleri deneysel ve sayisal olarak incelenmistir.Sonlu Hacim Yo6ntemi (FVM) kullamilmistir. 18.0 mm ve
21.6 mm olmak iizere iki farkli uzunlamasina mesafe incelenmistir. Daha az hesaplama i¢in oran katsayilarinin
kullanilmast 6nerilir. Orant1 katsayilari, iki boyutta elde edilen sonuglara dayanarak {i¢ boyutlu durumlar i¢in tahminler
elde etmek, baska bir deyisle 2B sonuglar1 3B'ye aktarmak i¢in uygulanir.Bir URANS (farkli Kararsiz Reynolds
Ortalama Navier-Stokes) formiilasyonunda ¢ tiirbiilans modeli kullanildi ve birbirleriyle karsilastirildi. Sayisal
tahminler deneysel sonuglarla dogrulandi.Isil sinir kosulu olarak, giriste sabit sicaklik uygulanir ve destek plakasinda
tiniform 1s1 akisi gerceklesir. Reynolds sayist 989'dan 6352'ye degistirilmis ve Prandtl sayis1 0.70'de tutulmustur.
Nusselt sayis1 ve siirtlinme faktorii degerleri tim geometrik konfigilirasyonlar i¢cin Reynolds sayisi ile artmustir
.Kaydirilmis siralamalar, diizgiin diizenlemeye kiyasla daha biiyiik Nusselt sayisi1 ve siirtiinme faktorii degerlerine yol
acmustir. Nusselt sayisi ve basing diisiisii, siralar arasindaki boyuna mesafenin azalmasiyla sirasiyla negatif ve pozitif
etkiye sahiptir.Genel olarak, SST tiirbiilans modelleri, tiim geometrik konfigiirasyonlar i¢cin makul sonuglar vermistir.

Anahtar Kelimeler: Siirtinme faktorii, Tasinimla 1s1 gegisi, Boru demeti, Zamana bagli Reynolds ortalamali sayisal
benzesim,Sonlu hacimler yontemi.



NOMENCLATURE
T; inlet temperature, K
To outlet temperature, K
Ty average wall temperature, K
Fya heat transfer area, m?
Agr area goodness factor
AP pressure drop, N m?
Nu Nusselt number, dimensionless
Re Reynolds number, dimensionless
Pr Prandtl number, dimensionless
f Friction factor
P fluid density, kg m™
0 heat flow rate, J s™!
k fluid (air) thermal conductivity, W m'K"!
h convective heat transfer coefficient, W m-
2K—]
D tube diameter, m
U inlet velocity, m s’
W specific dissipation rate
SST Shear Stress Transport
m mass flow rate, kg m s
INTRODUCTION
Understanding and accurately determining the

convective heat transfer coefficient on the tube bundle
support plate is crucial for analysing different tube
bundle arrangements in heat exchangers and similar
systems. With the development of nuclear power plants,
steam generators have assumed a crucial role. There are
four distinct heating arrangements: helical steam
generators, meander steam generators, straight-flow heat
exchangers, and U-tube heat exchangers. The most
prevalent design for steam generators is the spiral
configuration. Different-sized spiral-wound tubes are
nested within one another to create a compact cylindrical
tube bundle. The tube bundle is positioned on the support
plates, where thermal stresses occur. A precise
understanding of the convective heat transfer coefficient
between the gas and the plate is necessary for
determining the structural integrity of supporting plates
through stress analysis. In addition, precise knowledge of
the fluid and thermal areas is required for the analysis of
thermal/hydraulic and thermal/structural unit designs in
large-scale heat exchangers for nuclear applications
(Aburoma et al., 1975).

It is extremely difficult to locate expansive experimental
areas. Consequently, during thermal and hydraulic
experiments, a single geometric arrangement of a single
tube or tube bundle has replaced large-scale heat
exchangers. Experiments have provided valuable
insights into the behaviour of the tube; however,
obtaining a precise temperature profile is still difficult
due to data limitations. The temperature field is affected
by the configuration of the tube bundle and the flow
distribution (Dagsoz, 1975). The model has been
evaluated in order to determine the convective heat
transfer coefficient between the support plate and the
medium through which the gaseous fluid flows.
Formation and separation of the boundary layer have a

176

substantial impact on heat transfer processes. By altering
the flow patterns and thermal gradients at the surface,
these phenomena have a significant effect on the
efficiency of heat transfer. Cross-flow single-tube heat
exchangers are rarely used in practise. Pipe bundles are
utilised. Experiments are costly and time-consuming, so
it is more practical to use numerical methods to calculate
heat transfer coefficients than to conduct experiments
(Aburoma et al., 1975).

In large heat exchangers, determining the pressure drop
is equally as important as determining the convective
heat transfer coefficient, as the pressure drop value
affects directly the operating costs (Aburoma et al.,
1975). When constructing a heat exchanger, a low
pressure drop and a high heat transfer rate are considered
ideal. In addition, reasonable operating costs are taken
into account.

The tube bundle is arranged in a row and triangular
shape, and the heat transfer coefficient is affected by
these arrays. Hilpert (1933) devised a method for
calculating the tube bundles' heat transfer coefficient.
Grimison (1937) provides the constants formulated by
Hilpert (1933). Brandt (1985) created an alternative
method. This technique is the ratio of the volume
between the tube bundles to the total volume of the
bundle. In this research, both experimental and numerical
studies are conducted. The literature review is therefore
divided in half. Following a review of the experimental
work, a review of the numerical research is provided.
Kwak et al. (2003) investigated experimentally the
convective heat transfer and penalty of pressure drop for
an arbitrary number of transverse rows in a staggered
finned tube with a single transverse row of the winglet
pairs beside the front row of the tube bundles. In the
experiments, two, three, four, and five rows of staggered
tubes were used. The pair of wings used to improve heat
transfer and reduce pressure loss were positioned in a
manner that had not been used previously. Heat transfer
increased by 30-10% in front of three rows of tubes along
a single transverse row, while pressure loss decreased by
55-34%. Matos et al. (2004) conducted an experimental
and numerical study to increase the total heat transfer rate
between a finned tube bundle with staggered circular and
elliptical tube arrangements. The optimal geometry for
circular and elliptic tubes has been identified. The heat
transfer gain in the ideal elliptical configurations was
19% greater than in the circular configurations. Kukulka
and Smith (2014) conducted experimental research on
tube bundles with staggered configurations. The use of
Vipertex 1EHT enhanced heat transfer surface as
opposed to smooth tubes, in conjunction with the use of
various fluids such as n-Pentane, p-Xylene, and water,
has resulted in a significant improvement in heat transfer
capabilities. The Vipertex 1EHT tubes have been shown
to increase heat transfer rates in comparison to
conventional smooth tubes, making them a viable option
for optimising heat transfer performance in a variety of
applications. Ozturk et al. (2016) investigated the flow
characteristics of a staggered array of multiple circular
cylinders in a rectangular channel with close spacing.



PIV (laser particle image velocimetry) was utilised for
this experiment. In experiments, a turbulent flow regime
was identified. Distribution of velocity vector,
streamline, vorticity and Reynolds stress, turbulent
kinetic energy fields, and results from a single point
spectral analysis were used to analyse flow
characteristics in depth. Zhao et al. (2016) conducted an
experiment to determine the pressure drop and friction
factor values in the circular, elliptical, square, triangular,
and diamond-shaped staggered array mini pins and the
rectangular channel. Experiments were conducted with
respect to three distinct flow regimes: laminar,
transitional, and turbulent. It was observed that the
friction factor correlation values could not accurately
identify the entire flow region, including the laminar
transition and turbulent regions, but correlations were
still required. In additional experimental investigations,
researchers have investigated a variety of variables in an
effort to increase heat convection and reduce pressure
drop. The utilisation of various tube shapes, such as
elliptic (Khan et al., 2004; Ibrahim and Goma, 2009),
twisted oval (Liu et al., 2018), and cam-shaped (Lavasani
et al., 2014), has been investigated. These studies aim to
optimise heat transfer performance by manipulating the
tube geometry, resulting in enhanced convective heat
transfer while minimising pressure drop within the
system.

In addition, researchers have investigated the use of
spherical turbulence promoters as an alternative
configuration to improve heat transfer and reduce friction
factor. Maithani et al. (2020) conducted a study on the
application of spherical-shaped turbulence promoters,
which revealed enhanced heat transfer performance and
decreased friction factor. Utilising the unique flow
characteristics induced by spherical turbulence
promoters, this configuration maximises convective heat
transfer while minimising energy losses due to friction
within the system. They conducted experiments with
Reynolds numbers ranging from 4500 to 16500. Various
geometric parameters are defined, including the
dimensionless spherical-shaped diameter, the stream-
wise spacing parameter, and the span-wise spacing
parameter.

Numerous instances exist in the literature for the
numerical computation of heat convection on various
configurations, without necessarily referring to the
pressure drop. Some of these investigate laminar flow,
including flow around a bluff body (Taymaz et al., 2015)
and flow in a micro heat exchanger (Maqableh et al.,
2011). Turbulent flow was considered for pipe flow
(Benim et al,2004; You et al,2017), impinging jets
(Chattopadhyay a Benim,2011; Benim et al,2007), flow
around bluff bodies (Benim et al,2011) and elliptic tubes
(Oclon et al,2015), gas turbine cooling (Benim et
al,2004) and exhaust hood of steam turbines (Benim et
al,1995). Launder and Massey (1978) conducted the first
research on viscous laminar flow and heat transfer,
referring to the pressure drop in the pipe bundle. To
discretize the applied stream function-vorticity
formulation, the finite difference method (FDM) was
used. Barmasian and Hassan (1997) investigated flow
characteristics in non-staggered and staggered tube

177

bundles for turbulent flow numerically using the Large
Eddy Simulation (LES) method and two different sub
grid scale closure models. Their findings were consistent
with the experimental data (Oengoeren and Ziada, 1992).
Beale and Spaulding (1999) utilised the Finite Volume
Method (FVM) to examine the heat transfer and flow
characteristics of unsteady fluid flow. In tube bundles,
the ratio of pitch (range) to diameter was determined to
be 2:1. The staggered calculation of Strouhal numbers
was consistent with experimental data. Mizushima and
Suehiro (2005) performed an analysis of the flow through
two consecutive circular cylinders. FDM is utilised for
numerical research. When the constant and symmetrical
flow at low Reynolds numbers exceeds the critical
Reynolds number, it becomes unstable and changes to the
released flow. For time discretization, the Runge-Kutta
method of the fourth order was used. On drag and lift
coefficients, it was discovered that the distance between
two consecutive cylinders is significant. Horvat et al.
(2006) examined transition numerical simulations for
flow and heat transfer analysis in cylindrical, ellipsoidal,
and winged different shapes of staggered arrangements.
Ansys commercial code (FVM) Ansys-CFD was used to
simulate  unsteady three-dimensional = numerical
simulations. The shear stress transport (SST) model was
used to model turbulence. To prevent large mesh sizes,
periodic boundary conditions were employed. Estimates
were made for heat transfer, drag coefficients, and
Stanton numbers. Experimental data are compatible with
numerical results for all Re and tube shapes. Bouris et al.
(2001) compared numerically the flow and heat transfer
characteristics of three different tube configurations,
namely elliptic-shaped tubes in inline arrangements,
circular-shaped tubes in inline arrangements, and
circular-shaped tubes in staggered arrangements. They
demonstrated that inline arrangements with elliptical
tubes produced high heat transfer values and low pressure
drop values. Hamid et al. (2014) created a two-
dimensional model of a pre-heater using CFD by
analysing fluid flow and heat transfer in a circular and
elliptical tube bundle. Lin et al. (2008) created a three-
dimensional turbulence model to improve the heat
transfer performance of plate-fin heat exchangers
utilising two distinct vortex generators. After comparing
annular and inclined blocks, the best heat transfer
performance was observed in vortex generators with an
inclined block shape. Mavridou and Bouris (2012)
discussed a new cross-flow tube heat exchanger for
investigating properties such as fluid flow and heat
transfer and inline-ordered tubes of varying diameters.
There were a total of three arrangements, and they were
compared. The first was a bundle of tubes with a common
row of equal-diameter cylinders; the others are two
different arrangements with two different transverse
spacing and a ratio of 0.5 between the diameters of the
small and large cylinders. FVM was employed as the
numerical technique. LES was used to model the
turbulent flow regime. Utilising alternately positioned
cylinders with a diameter of 0.5 increased heat transfer
and decreased pressure drop. A CFD study of the flow
and heat transfer quantities in the inline bundle of tubes
was examined by Abed and Afgan (2017), using URANS



turbulence models, namely, a standard k-& model, SST k-
®, v2-f model, and EB k-¢ model. Two configurations,
square and non-square inline, with variable vertical and
horizontal aspect ratios, were used. The closest results
were achieved by the EB k-e¢ model, whereas the v2-f
model also provided good results. Yahiaoui et al. (2016)
investigated the change of flow characteristics around
staggered tube bundles by the use of the grooved
cylinders by using FVM with a Reynolds number of
9300, free stream velocity of 3.5 m/s, and pitch-to-
diameter ratio of 3.8. Spalart—Allmaras, k—¢ realizable,
and k—o SST, turbulence models were used. After the
numerical analysis, it was in good agreement with the
experimental results.

Another numerical investigation is done by Pourdel et al.
(2019) for determining fluid flow and heat transfer in a
flat tube under constant heat flux. In the numerical study
Finite Volume method with SIMPLEC was used. The
considered range of Reynolds numbers is 5000-20000,
the range of dimensionless pitch is 1-2.33, and the range
of dimensionless depth is 0.233-0.433. They observed
that the presence of dimples inside of the channel
changes the flow physics, temperature field, and heat
transfer enhancement significantly in a good manner. For
turbulence modeling, SST k- was used. Zheng et al.
(2020) investigated the effects of morphology variation,
wall temperature, transverse pitch, and longitude pitch of
the tube bundle on ash deposition and heat transfer
performance under high-temperature conditions by using
a dynamic simulation method based on ANSYS
FLUENT.

This paper investigates experimentally and numerically
the effect of longitudinal distance between tubes on
convective heat transfer friction factor and area goodness
factor for flow over tube bundle arrangements (inline and
staggered) on the support plate. In numerical
calculations, the commercial code Ansys-Fluent (2009)
based on FVM is utilised. To reduce computational
effort, proportion coefficients are proposed for Nusselt
number and pressure drop for all geometric
configurations (inline and staggered arrangements, and
two  longitudinal  distances  between  tubes).
Consequently, two-dimensional numerical calculations
represent three-dimensional numerical calculations. The
URans method is wused to model turbulence.
Consequently, three distinct types of turbulence models
are employed. There are comparisons between three
distinct turbulence models and experimental data.

PROBLEM DEFINITION

Figure 1 depicts the experimental configuration. The test
section's channel is made of Plexiglas material. It has an
inner rectangular cross section with dimensions of 90 mm
by 100 mm and a wall thickness of 5 mm. The length of
the channel inlet is determined to be 1410 mm in order to
provide a fully developed flow zone for the Reynolds
numbers considered. At the channel inlet, four pressure
sockets are used. Air is used as a fluid, and it enters the
channel at speeds ranging from 0.26 to 1.31 metres per
second.

—>
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1-Air inlet 6-Electric heater
2-Channel inlet 7-Mixture wings
3-Model 8-Channel outlet

4-Tube bundle
5-Thermocouples

9-Insulation

Figure 1. Schematic diagram of the experimental setup.

11-Anemometer

12-Flow regulating valve
13-Fan

14-Rotameter
10-Measurement for air outlet temp  15-Air exit
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The tubes are 140 mm in length and constructed from
mahogany, which has a low thermal conductivity. The
tubes are hollow, and thermocouples are located within
the tube walls to measure the temperature of the fluid. As
was previously stated, steel support plates are utilised at
the base of the model. Using different voltage and current
values, the steel support plate is heated unilaterally by the
electric resistance method, ensuring a primarily constant
heat flux. Since mahogany is deformed at higher heat
fluxes, values of 96 for heat flux indicate deformation.

It is applied W/m?, 88.5 W/m?, and 86.25 W/m?. To
homogenise the heat flux, an aluminium plate with a
perforation is used.

Under a steel plate is an aluminium plate with a thickness
of 2 mm,; the heaters are attached to this aluminium plate.
As a heater, copper—nickel wires are utilised. Ceramic
fibre with a thickness of 3 mm and aluminum-coated
glass wool with a thickness of 50 mm were used,
respectively, to prevent heat loss from heaters.

The 570 mm long test section containing the tube bundles
is positioned in the middle of the channel. Over the
support plate, the tube bundle can be arranged inline or
staggered. A support plate is fabricated from steel. In this
diagram, inline and staggered tube bundles are depicted.

Fig 2. 5 x 11 rows (transverse x longitudinal) were used
to construct the tube arrays. 90 millimetres was the height
of the support plate. The arrangement is defined by the
tube diameter (D), the transverse distance (ST), the
longitudinal distance (SL), and the length of the support
plate (L). The diameter of the tube is 14.4 mm. The tube
has a height-to-diameter ratio of 9.72. While the
transverse distance is assumed to be 18 mm, two different
longitudinal distances of 18 mm and 21.6 mm are used.
The length of the support plate varies with the distance
between the rows along its longitudinal axis. For the 18
mm and 21.6 mm longitudinal distances, support plate
lengths of 1964 mm and 2324 mm are used,
respectively. Table 1 lists the Reynolds number based on
inlet velocity and hydraulic diameter. Keeping the
Prandtl number at 0.7.

Following the section containing the tube bundles is a
510-mm-long outlet section with four pressure sockets,
similar to the channel's inlet section. To achieve a
uniform temperature at the channel outlet, a combination
of wings is utilised.

Temperature is measured via Nickel chromium — Nickel
(NiCr-Ni) thermocouples at eighteen points. In Fig 2, a

mark “A”, “B”, and “x” represent the fluid and support
plate temperature points, respectively. The distances
between the temperature markings on the support plate
and the nearest tube surface were 2 mm. The
thermocouples' diameter was 0.2 mm. Three millimetres
outside of the tubes, thermocouples are passed through
the tubes to measure fluid temperature. All
thermocouples are positioned so as not to impede fluid
flow. Using a two-channel scanner, the temperature of
eighteen points is measured. The reference temperature
is 0 degrees Celsius, which is maintained by ice water in
a thermos bottle. A digital thermometer with high
sensitivity between -50°C and 50°C is used to control the
temperature of ice water. Two rotameters are utilised for
flow measurement. Both ends of the fan outlet are
equipped with rotameters. It is assumed that two
rotameters pass identical amounts of air.
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Figure 2. Tube bundle arrangements over the steel support
plate (a) inline (b) staggered

A rotameter's measuring lines were calibrated with
reference to 760 mmHg pressure and 20°C temperature.
Flow velocity is measured with an anemometer, and the
resulting flow rate is compared to rotameter readings.
Flow regulating valves are installed to control the flow
rate and, consequently, the Reynolds number. 4% is the
turbulent intensity of flow. With the aid of pressure
sockets at the channel inlet and outlet, the pressure drop
values of various Reynolds numbers in the tube bundle
are determined. The used inclined manometer has 14
mmH20 measurement capability and it works with
alcohol with a density of 0.850 kg/m®. Connections
between inclined manometer and measurement points
support with equal length hoses.

Table 1. The used Reynolds numbers for all longitudinal distances and arrangements.

1 2 3 4 5 6 7 8

S=18 inline 989 1505 2026 2751 3672 4313 5139 -

staggered 1508 1714 2229 3054 4097 4830 5550 -

S1=21.6 inline 1058 1828 2550 3323 4115 4933 5541 -
) staggered 1066 1838 2547 3287 4057 4826 5618 6352




Using a differential approach to error analysis, a
comprehensive analysis of experimental uncertainties is
conducted (Holman, 1994). The maximum uncertainty
values in the measured measurement parameters are
temperature + 1.18 %, air velocity in the tubes and
pressure drop through the model +3.42%, +1.03%. The
maximum uncertainties for Reynolds number, Nusselt
number are found to be + 1.28% and + 3.02%
respectively.

Between the support plate and air, the convective heat
transfer coefficient (%) of the support plate and the air was
counted up as;

Q = 1.Cp. (T; = Ty) = h Fya. (T, = (1)

Ti+T0)
2

where Q indicates the heat flow rate, i the mass flow
rate, T; the inlet temperature, T, outlet temperature, T,
the average wall temperature and Fy;,, the heat transfer
area. In order to find the average wall temperature, the
temperature was measured at six different points on the
support plate and the arithmetic mean was taken. The
points used are indicated by x in Fig 2. The Nusselt
number based on tube diameter is, then, calculated as;

@

where k denotes the fluid thermal conductivity. As
mentioned before, the pressure values are measured via
pressure sockets at the channel inlet and outlet. The
difference in these pressure values gives the pressure
drop (AP). With using pressure drops, the friction factor
is determined as;

AP

f

(€))

1 2
2.p.U

where p is the fluid density, U is inlet velocity, and dx
denotes the distances between pressure sockets. Finally,
the area goodness factor for thermohydraulic
performance is introduced (Kuppan, 2000). The area
goodness factor was calculated by dividing the Colburn
j-factor by the friction factor.

“4)

where Re and Pr denote Reynolds number and Prandtl
number, respectively.

Modeling
Turbulence modeling

The numerical analysis is performed using the
commercial code Ansys-Fluent (2009), which is based on
FVM. The flow must be time-dependent and turbulent
within this Reynolds number range (Aslan et al., 2015;
Aslan, 2016). For modelling turbulence, a URANS
approach is adopted, for being able yo capture flow large
scale unsteadiness that can occur in the wake of the
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cylinders. In the previous investigation (Aslan,2016),
four different turbulence models were used which were
Realizable k-g, k-, SST (Shear Stress Transport), and
transition SST. According to previous investigations,
Realizable k-¢ predictions were far from experimental
results, therefore, the remaining three turbulence models
except the Realizable k-¢ turbulence model are used in
the present investigation. Here, k is turbulent kinetic

energy, ® is specific dissipation rate (Ansys-
Fluent,2009).
Table 2. The used number of cells of quarter modelling strategy
Inline Staggered
Si=18mm 6 703 251 6632314
Si=21.6mm 8 313 400 8313 300
Wilcox (1998) developed the k- model, with
modifications for low Reynolds number effects,

compressibility, and shear flow dispersion. Sensitivity to
turbulence values and specific rate of dispersion except
for the shear layer are powerless points of the Wilcox .-
o model. For addressing these weak points, Menter
(1994) developed the SST turbulence model.
Accordingly, the correct formulation in the near wall
region (Ansys,2009) of the k-w model was effectively
blended with the robust behavior of the k-¢ model
(Launder and Spalding,1974) in the free stream, where ¢
is the dissipation rate. Combining the SST turbulence
model with two other transport equations from the
perspective of momentum thickness Reynolds number,
which are for intermittency and the transition onset
criteria, a new turbulence model, transition SST, has
emerged (Menter et al., 2003; Menter et al., 2004; Lotfi
et al., 2014). Near-wall turbulence models are not
modelled using the wall function approach (Durbin and
Reif, 2011). If the grid resolution is sufficient, the used
turbulence equations can represent turbulence close to
the wall. When designing the grid, attention was paid to
the fact that the y* (Ansys-Fluent,2009) value of the non-
dimensional wall distance of the cells near the wall was
always below 1.

The boundary conditions

To reduce computational effort, two-dimensional
numerical analyses are performed to represent three-
dimensional numerical analyses using proportion
coefficients, as will be described in greater detail below.

There were three distinct preliminary investigations
conducted to determine proportion coefficients. In the
first preliminary study, a single tube was considered in
the channel, and a three-dimensional numerical study
was conducted. The strategy for modelling is based on
full and semi-models. A symmetric half-length boundary
condition was applied to the tube's half-length modelling.
Practical examination revealed no difference between the
full and half models (less than 1% deviation in Nusselt
number). Thus, it was determined that applying the
symmetrical boundary condition in half tube length (the
Xy plane) would not raise any objections. In the second
preliminary analysis, a tube bundle was utilised rather



than a single tube, and the flow characteristics of all tubes
were examined in two dimensions. Again, both full and
half modelling approaches were employed. The
symmetry boundary condition utilised in the half model
was placed in the centre of the side walls. Due to these
comparisons, it was realised that there was no practical
difference between the time-averaged results of full and
half models, and that the symmetry boundary condition
could be applied to the xz plane. Note that this symmetry
boundary is perpendicular to the one used in the first
preliminary study, so that a quarter of the domain is
bounded by two symmetry planes. In the third
preliminary study, a numerical investigation of a single
tube in a channel in two-dimensional domains was
conducted. On the tube wall, two different heat fluxes
were applied. The Nusselt number of two distinct heat
flux analyses was nearly identical, with only a 1%
difference observed. Therefore, it can be concluded that
flow characteristics, and not necessarily thermal
boundary conditions, play a significant role in
determining the Nusselt number.

In accordance with the first and second preliminary
validations, a quarter of the channel volume is used as the
solution domain in the three-dimensional calculations,
which is bounded by two channel walls and two
symmetry planes, as depicted in Figure 3. The number of
cells in three-dimensional grids is displayed in Table 2.
Only for the highest Reynolds number and with the SST
turbulence model was a three-dimensional analysis with
quarter modelling performed.

Tube bundles (representatively, not showing all tubes)
x

N
Y
— ™
—
g
=3
S
R 2 S o
y \\ ol
Heating support plate
X 577mm

Figure 3. The schematic of quarter modelling strategy with
indication of coordinate system

The velocity fields around a cylinder are predicted
utilising a two-dimensional half domain with symmetric
boundary conditions. While the actual problem involves
heat transfer through supporting plates with constant heat
flux, the absence of supporting plates in the 2D numerical
computations makes it possible to apply constant heat
flux to the cylinders. The focus is on capturing the flow
characteristics in order to predict the Nusselt number,
according to a third preliminary validation. Due to the
absence of the third dimension, there are minor
differences between three-dimensional and two-
dimensional flow characteristics. However, the overall
flow behaviour, including flow separation and the
formation of von Karman vortex streets, can be observed
in both cases.

According to the second preliminary investigation, a
constant heat flux is applied to the cylinders in the

absence of a supporting plate. In light of the third
preliminary, the constant heat flux is not decisive for the
prediction of the Nusselt number. Obviously, in two-
dimensional numerical calculations, an equivalent heat
flux value must be defined for three-dimensional
numerical calculations to accurately determine the outlet
temperature. If we combine the second (due to
determining equivalent constant heat flux at the
cylinders) and third (due to the significance of flow
characteristics for Nusselt number predictions),
preliminary validation two-dimensional numerical
computations can be transferred to three-dimensional
numerical computations by means of a constant
coefficient.

Taking into account the quarter domain described
previously, the computational work for a three-
dimensional calculation is reduced by a factor of four.
Nonetheless, the computational effort required for a
three-dimensional calculation is considerable. Due to the
large number of tubes and high grid resolution, this is the
case. Consequently, it was necessary to find an additional
method for performing parametric studies with
reasonable effort and time. To accomplish this, the so-
called "proportion coefficient" method is utilised. The
idea behind this concept is that, for a given geometry, the
ratio between the two-dimensional and three-
dimensional results remains constant, as expressed by a
"proportion coefficient" that is independent of the
Reynolds number. Comparing the two-dimensional and
three-dimensional results for a single Reynolds number
enables the calculation and application of proportion
coefficients for different Reynolds numbers. This
indicates that, for the remaining cases (Reynolds
numbers), three-dimensional calculations are not
required. Calculations can be performed in two
dimensions and then transferred to three dimensions
using proportion coefficients previously determined.

Thus, for obtaining the proportion coefficients, three and
two-dimensional calculations are performed for inline
and staggered configurations, for two different
longitudinal distances (S.= 18 mm, SL =21.6 mm), for a
single Reynolds number. To achieve this, the highest
Reynolds number is used as a starting point, and three-
dimensional results for the quarter domain are obtained.
Utilising the SST turbulence model. Comparing the two-
dimensional and three-dimensional results yields the
proportion coefficients, which are then used to convert
the two-dimensional Reynolds numbers to three-
dimensional. The proportion coefficients are assumed to
be independent of the turbulence model used. Formally,
the proportion coefficients were expressed. The obtained
proportion coefficients are listed in Table 3.

for the Nusselt number ;

Nuzp

Nuproportion = Nuap (%)

the pressure drop;



AP,p
AP3p

AP,

proportion —

(6)

Table 3. The proportion coefficients

Inline Staggered
- Nu | 1.18 1.16
Si=18mm =60 0.91
- Nu | 1.19 121
Sr=21.6mm =79 0.82

Figure 4 depicts the two-dimensional domains employed.
In the inlet section (channel inlet, Fig. 1), preliminary
calculations determine the velocity and turbulence rates.
The distributions at the exit of the channel entrance are
defined as the main solution field's entrance boundary
conditions. The input is maintained at a constant
temperature due to the energy equation. For all

(a)

symmetry

convective-diffusive transport variables, the zero
gradient boundary condition at the output of the solution
field is applied, i.e., the outflow boundary condition is
used. Momentum equations in walls are applied with a
non-slip boundary. For the energy equation, adiabatic
boundary conditions are applied to all walls, with the
exception of tube bundles. In three-dimensional analyses,
a uniform heat flux boundary condition is prescribed at
the support plate, whereas in two-dimensional analyses,
a constant heat flux is applied to the tube surfaces.
According to the heat flux in three-dimensional domains,
the heat flux in two-dimensional domains is calculated
equivalence. Consequently, outlet temperatures are
obtained that are comparable for both two- and three-
dimensional domains.
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Figure 4. Two-dimensional domains with boundary conditions for (a) inline and (b) staggered arrangements

Before determining the equivalent heat flux in a two-
dimensional domain, the total heat in a three-dimensional
domain must be determined. Multiple heat flux and heat
transfer surface area at the support plate are used to
calculate total heat. When the total area of the support
plate is subtracted from the total area of the tubes, the
heat transfer area at the support plate is obtained. Second,
the total heat is partitioned into two-dimensional domains
based on the area of all tubes. The area of all tubes is
determined by multiplying the perimeter of all tubes by
the channel height (100 mm). For all two- and three-
dimensional calculations, the turbulent intensity and
length scale are 4% and one-third of the hydraulic
diameter, respectively.

The grids of numerical modeling

Abed and Afgan (2017) used the FVM for spatial
discretization with second-order upwind to convection
terms. For time integration, an implicit second-order
scheme is used. For pressure velocity coupling, the PISO
algorithm is utilised (Ansys, 2009). Default under-
relaxation factors which are pressure is 0.3, momentum
is 0.7, turbulent quantities are 0.8 and energy is 1.0 are
used (Abed and Afgan,2017). For all equations except the

182

energy equation, a 10 residual value is required as a
convergence factor. The residual value 107 is necessary
for the convergence factor of energy equations.

Structured and unstructured mesh strategies are used
concurrently in 2-D numerical calculations. In close
proximity to the wall, structural topologies are utilised,
whereas unstructured topologies are employed in distant
areas. Structured grids (boundary layer meshes) are
utilised in remote regions near the bottom walls.

In remote areas, we believe that using an unstructured
grid with boundary layer meshes provides the same level
of accuracy as using a multiblock structured grid. A grid
independence study was not conducted to determine
mesh resolutions; however, the authors' prior work was
utilised. Benim et al. (2008) investigated the flow
through a circular cylinder using the LES, DES, RANS,
and URANS methods. In this study, the circumference of
the cylinder was distinguished between two- and three-
dimensional calculations using 240 cells. According to
Benim et al. (2008), the meshes employed are adequate
for accurately predicting flow characteristics such as drag
and pressure coefficients. Different aspects of the
produce grids are represented in Fig 5, for arrangements
of (a) St=18 mm, inline, (b) SL.=18 mm, staggered, (c)
St=21.6 mm, inline, and (d) St=21.6 mm, staggered.



b)

c)

d)

Figure 5. Two dimensional meshes for (a) S;=18mm, inline,
(b) Si=18mm, staggered,(c) S;=21.6mm, inline, (b)
Si=21.6mm, staggered

In Table 4, the simulation's employed cell numbers are
listed. For the three-dimensional  numerical
computations, the same mesh strategy as in the two-
dimensional case is utilised, with the addition of 72 cells
in the third direction. This expanded mesh configuration
permits a comprehensive representation of the three-
dimensional flow behaviour and allows for more precise
predictions of the flow characteristics and heat transfer
phenomena.

Table 4. The used number of cells of two-dimensional domain

Inline Staggered
Si= 18 mm 150 049 149 908
St=21.6 mm 150 666 150 666

In transient computation, the time step size has been
selected in such a way that the cell Courant number takes
a value about one. Drag and lift coefficients are
monitored with time for four tubes. Two of four tubes
(tube-1 and tube-2) are located on inlet side of the model,
and the other two tubes (tube-3 and tube-4) are placed on
exit side of the model. By looking at the drag and lift
coefficiens, the oscilation frequency or periodi for each
tube are determined. Time averaged values, which are x-
velocity, y-velocity, pressure and temperature, are
determined according to largest oscillation period. Using
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these time-averaged values, Nusselt number (Eq.1 and
Eq.2), friction factor (Eq.3) and area goodness factor
(Eq.4) are determined.

tube-3  tube-4

(a) inline arrangement
tube-3

® 6&:—4

tube-1  ube-2

tube-2

tube- @

(b) staggered arrangement
Figure 6. The monitored tubes for drag and lift coefficient and
for (a) inline and (b) staggered arrangements.

RESULTS AND DISCUSSIONS

The numerical calculations included Reynolds values
between 989 and 6352. Across all employed turbulence
models, qualitative flow characteristics remained
remarkably consistent. In light of this, only the
predictions derived from the SST turbulence model will
be considered in the initial section discussing the general
flow characteristics. At the conclusion of this section, a
quantitative comparison of the predicted Nusselt number,
friction factor, and area goodness factor will be carried
out, incorporating the results obtained from the various
turbulence models utilised. This comparative analysis
will shed light on the performance and precision of the
various turbulence models in predicting the heat transfer
and flow characteristics of the system.

In Fig 7, the time-averaged x-velocity distributions are
shown for (a) Si=18 mm, inline, (b) St=18 mm,
staggered, (¢) St=21.6 mm, inline, and (d) St=21.6 mm,
staggered configurations. At the highest Reynolds
number, the distribution of time-averaged x-velocity is
presented for each configuration. Flow patterns before
tube bundles have not changed significantly in any of
four configurations due to the fully developed velocity at
the model's inlet. In the tube bundle, the flow strip in the
inline is in the form of a linear line. Streams originating
from a single source are always divided into two for
staggered arrangement. Maximum time average X
velocities are found between the tube rows in both
configurations.Behind the initial row, the flow pattern
produces an extremely repetitive pattern. In the streams
surrounding the cylinders, von Karman's vortex street
(instable vortex shedding) is observed. This is due to the
fact that the back of the rollers have varying Reynolds
numbers and modes. Due to the extremely close spacing
between cylinders within the tube bundles, this behaviour
is dampened. The time-averaged axial velocity regions
reveal a low-velocity zone where the main flow is drawn
towards the side wall in the middle of the channel (it
clears the symmetry plane). This is possible because the
jet acts as an ejector between the side wall and the next



cylinder, drawing fluid from the surrounding pressure distributions at the highest Reynolds numbers
environment. In Fig 8 these are shown the time-averaged are presented in Fig 8 for each configuration. Significant
pressure distributions for (a)St=18 mm, inline, (b)SL=18 pressure variations can be achieved for all configurations.
mm, staggered, (c)St=21.6 mm, inline, and (d)SL=21.6 Staggered arrangements and small longitudinal distance
mm, staggered configurations. Again, time-averaged (St=18 mm) produce higher pressure drop values.

(a)

(b)

(©)

(d)

[m/s] -2.44 -1.94 -143 -092 -0.41 0.10 061 1.12 162 213 264 3.15 366 417 468 519 569 620 6.71 7.22

Figure 7. The SST predictions of time-averaged x-velocity distributions for (a) Sp=18mm, inline (Re = 5139), (b) St=18mm,
staggered (Re = 5550), (c) Si=21.6mm, inline (Re =5541) and (d) S=21.6mm, staggered (Re = 6352)
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Figure 8. The SST predictions of time-averaged pressure distributions for (a) St=18 mm inline (Re=5139), (b) Sp=18 mm staggered
(Re=5550), (c) St=21.6 mm inline (Re=5541) and (d) S;=21.6 mm staggered (Re=6352)

Time-averaged temperature distributions are presented in (¢)St=21.6 mm, inline, and (d)S1=21.6 mm, staggered
Fig 9 for (a)St=18 mm, inline, (b)SL=18 mm, staggered, configurationsEstimates of the time-averaged
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temperatures are displayed for all configurations at the
highest Reynolds numbers. With a constant heat flux, the
temperature of the cold fluid entering the model
gradually rises for all configurations. There is a
recirculation zone behind the tubes where warmer zones
can be observed. Nusselt numbers are derived from the
time-averaged results of an experiment and a numerical
analysis.

Fig 10 shows the measured and calculated Nusselt
numbers (Nu) as a function of Reynolds number (Re) for
the configurations of (a)SL=18 mm, inline (Aslan,2016),
(b)SL=18 mm, staggered (Aslan,2016), (c)St=21.6 mm,
inline, and (d)SL.=21.6 mm staggered. As the Reynolds
number increases, flow characteristics become more

(a)

(b)
(©)
OO0 0
eielelelele]
(d)

turbulent, as expected, the Nusselt numbers of
experiments and numerical predictions increase with the
Reynolds number. For staggered arrangements, streams
from a raw one are always divided into the next two (see
Figure 7), therefore temperature gradients at near
cylinders of staggered arrangements are greater than
temperature gradients at near cylinders of inline

arrangements. Nusselt numbers in the staggered

arrangements [Fig 10(b) and Fig 10(d)] are higher than
the inline arrangements [Fig 10(a) and Fig 10(c)], for
both longitudinal distances.

[ I N [ N N N B

K1 287.13 2989.77 30242 305.06 307.70 310.34 312890 315.63 318.27 320.92 323.56 32620 328.84 33149 334.13 336.77 330.41 34206 344.70 34734

Figure 9. The SST predictions of time-averaged temperature distributions for (a) S;=18 mm inline (Re=5139), (b) S;=18 mm
staggered (Re=5550), (c) St=21.6 mm inline (Re=5541) and (d) S;=21.6 mm staggered (Re = 6352)

Furthermore, higher Nusselt numbers are observed to
occur for the smaller longitudinal distance (SL = 18 mm)
for both arrangements [Fig 10(a) and Fig 10(b)].

At a small longitudinal distance (SL = 18mm), the flow
behind the tube experiences the presence of adjacent
tubes  without undergoing complete  mixing.
Consequently, there is a greater degree of flow mixing
than in cases where the tube distances are greater. This
phenomenon occurs due to the close proximity of the
tubes, which causes interactions and flow pattern
disturbances. Incomplete mixing at shorter tube distances
can have substantial effects on heat transfer and fluid
dynamics, influencing variables such as the Nusselt
number and flow characteristics. In order to gain a
comprehensive  understanding of the system's
performance and optimise heat transfer efficiency, it is
necessary to consider and analyse the flow behaviour at
different longitudinal distances. Accordingly, larger
temperature gradients occur at smaller longitudinal
distances. For both arrangements of S. = 18 mm, the SST
turbulence model predicts the nearest results to the

185

measurements. For the inline arrangement of SL = 18
mm, under and over predictions are observed for the k-
and transition SST turbulence models, respectively [Fig
10(a)]. The prediction of the k-m turbulence model is not
very good, particularly at high Reynolds numbers for the
staggered arrangement of St=18 mm [Fig 10(b)]. For the
long longitudinal distance (St=21.6 mm) of the inline
arrangement, the SST and k-o turbulence models predict
analogous results, which are quite near to the
experimental result, while predictions of transition SST
are also found reasonable [Fig 10(c)]. Over predictions
are observed for all turbulence models in the staggered
arrangement of the long longitudinal distance (S.=21.6
mm) [Fig 10(d)]. The utilization of a long longitudinal
distance (SL=21.6 mm) facilitates a greater presence of
free stream flow around the tube, which impacts the heat
transfer characteristics. In comparison to experimental
results, the SST turbulence model tends to overestimate
the Nusselt number. At low Reynolds numbers, this
overestimation 1is especially pronounced. Notable
similarities exist between the predictions of all



turbulence models, particularly at low Reynolds
numbers. This suggests that the choice of turbulence
model has less of an effect on the predictions when
Reynolds numbers are low. As the Reynolds number
rises, however, the disparities between the turbulence
models become more pronounced. When analysing heat
transfer performance and predicting the Nusselt number,
it is crucial to consider the appropriate turbulence model
and the effect of Reynolds numbers on the precision of
predictions.

Friction factor as a function of Reynolds number is
shown for the configurations (a) Si=18 mm, inline
(Aslan,2016), (b) St=18 mm, staggered (Aslan,2016),
number (¢) St=21.6 mm, inline and (d) St=21.6 mm,
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staggered in Figure 11. As expected, friction factors
increase for all configurations as pressure drop increases
more than dynamic pressure as Reynolds number
increases. At both longitudinal distances, the friction
factor values for staggered arrangements are greater than
those for inline arrangements. This is because the
pressure against the flow is greater in staggered
configurations. In addition, as mentioned previously, the
rising number of Nusselt is a result of this (Figure 10).
As the longitudinal distance increases at the same
Reynolds number, the pressure drop increases;
consequently, the friction factor increases for both
configurations as the longitudinal distance increases [Fig
11(c) and Fig 11(d)].
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Figure 10. Nusselt number as a function of Reynolds number (a) S;=18mm, inline, (b) St=18mm, staggered, (c) S;=21.6mm,

inline, and (d) S;=21.6mm, staggered

Predictions of the SST turbulence model is quite good
according to experiment result for both arrangements of
Si=18 mm, whereas the other turbulence models also
perform reasonably well [Fig 11a) and Fig 11(b)].

The estimation of the transition SST model is so close to
experimental results for the inline arrangement of
St=21.6 mm. SST and k-o turbulence models predict
quite well at low Reynolds numbers. However, with
increasing Reynolds number, predictions of SST and k-®
turbulence models are far from experiments. For the
staggered arrangement of Sp=21.6 mm, all turbulence
models behave similarly, and their predictions are quite
good compared to the experimental results [Fig 11(d)].
However, some deviations are observed at high Reynolds
numbers.

Convective heat transfer and pressure drop are not taken
into account separately when designing heat exchangers.
Both are considered concurrently. Consequently, a new
parameter titled area goodness factors is created. The
ratio of Colburn factor j to friction factor is the area
goodness factor. If the performance value is high,
convective heat transfer will be high and the friction
factor will be low, resulting in efficient heat transfer and
low operating costs. Fig 12 presents the measured and
predicted area goodness factor as a function of the
Reynolds number for the configurations of (a) S.=18
mm, inline (Aslan,2016), (b) St=18 mm, staggered

(Aslan,2016),(c) St=21.6 mm, inline and (d) Si=21.6
mm, staggered. Time-averaged results from experiments
are numerical calculation used to get the area goodness
factor. Reynolds number decreases the area goodness
factor for all configurations. In the case of small
longitudinal distances, inline arrangement results in a
greater area goodness factor than staggered arrangement.
For long longitudinal distances, however, inline
arrangement produces a lower area goodness factor than
staggered arrangement. When we observe the inline
arrangement, the area goodness factor of St=18 mm is
greater than the area goodness factor of St=21.6 mm. In
the same manner, when we look at the staggered
arrangement, a small longitudinal distance (SLt=18 mm)
produces a bigger area goodness factor than a long
longitudinal distance (St=21.6 mm). For all cases,
especially, for low Reynolds numbers, predictions of all
turbulence models are not good enough, however, with
increasing Reynolds numbers, turbulence model
predictions are close to experimental results. For the
inline arrangement of Si=18 mm [Fig 12(a)], the
prediction of the SST turbulence model is close to
experimental results after Re=1837. For the same
arrangement and longitudinal distance, under and over-
estimation are observed for k- and transition SST,
respectively. For inline arrangement and staggered
arrangement of Si=21.6 mm, all turbulence models
behave similarly for a staggered arrangement of S;=18
mm [Fig 12(b)], prediction of transition SST turbulence
models is quite good after Re=4057.
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Figure 11. Friction factor as a function of Reynolds number (a) S;=18mm, inline, (b) S;=18mm, staggered (c) St=21.6mm, inline
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Generally, all turbulence models make over estimations
for the same arrangement and longitudinal distance, only
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CONCLUSIONS

This study examines the convective heat transfer and
pressure drop characteristics of a heat exchanger with
two different longitudinal distances (SL=18 mm and
SL=21.6 mm) and tube bundles arranged inline and
staggered on supporting plates. Experimental and
numerical methods are used to investigate these
properties. The Reynolds numbers range from 989 to
6352, with a fixed Prandtl number of 0.7. Three
turbulence models, namely k-m, SST, and transition SST,
are utilized within the framework of the URANS
approach. The experimental results serve as a benchmark
for evaluating the precision of the numerical predictions.

To reduce the computational burden of large meshes, 2D
calculations are performed instead of 3D calculations,
and proportion coefficients are used to approximate the
3D behaviour based on the 2D results.

Across all geometric configurations, the Nusselt number
and friction factor values are observed to increase with
Reynolds number, while the area goodness factor
decreases. The staggered configuration has a greater
Nusselt number and friction factor than the inline
configuration. Reducing the longitudinal distance
between rows of tubes increases the Nusselt number but
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decreases the pressure drop. For short longitudinal
distances, the inline arrangement produces a greater area
goodness factor than the staggered arrangement, whereas
the opposite is true for long longitudinal distances.

In terms of turbulence models, the SST model provides
the closest agreement with experimental results for both
geometric patterns at small longitudinal distances. The k-
and transition SST models also provide accurate
forecasts. For the large longitudinal distance of the
staggered arrangement, all turbulence models exhibit
similar behaviour and are in excellent agreement with
experimental data. In the case of the inline arrangement
with a longitudinal distance of 21.6 mm, the k- model
performs best in predicting the Nusselt number, while the
transition SST model provides the closest results for the
friction factor. Lastly, for the inline configuration with a
distance of 18 mm along the longitudinal axis, the SST
model closely matches the experimental results for the
area goodness factor.

REFERENCES

Abed, N., and Afgan, 1. (2017). A CFD study of flow
quantities and heat transfer by changing a vertical to



diameter ratio and horizontal to diameter ratio in inline
tube banks using URANS turbulence models.
International Communications in Heat and Mass
Transfer, 89,18-30.

Aburoma, M.M. , Cho, S.M., and Sawyer, R.H. (1975).
Thermal/hydraulic design considerations for Clinch
River breeder reactor plant intermediate heat
exchangers, ASME, 75-WA/HT-101.

Ansys-Fluent (2009) Ansys-Fluent 12.0 User’s Guide.
Ansys Inc.

Aslan, E., Taymaz, 1., Benim, A.C.(2015). Investigation
of LBM curved boundary treatments for unsteady flows.
European Journal of Mechanics B/Fluids,51,68-74

Aslan, E. (2016).Numerical investigation of the heat
transfer and pressure drop on the tube bundle support
plates for inline and staggered arrangements. Progress in
Computational Fluid Dynamics,56(1),38-47

Barmasian, H.R., and Hassan, Y.A. (1997). Large eddy
simulation of turbulent crossflow in the tube bundles.
Nuclear Engineering and Design, 172,103-122.

Beale, S.B., and Spalding, D.B. (1999). A numerical
study of unsteady fluid flow in inline and staggered tube
banks. Journal of Fluids and Structures,13,723-754.

Benim, A.C., Cagan, M., and Gunes, D. (2004).
Computational analysis of heat transfer in turbulent pipe
flow. International Journal of Thermal Science, 43,725-
732.

Benim, A.C., Ozkan, K., Cagan, M., and Gunes, D.
(2007). Computational investigation of turbulent jet
impinging onto rotating disk. International Journal of
Numerical Methods for Heat and Fluid Flow, 17, 284-
301.

Benim, A.C., Chattopadhyay, H., and Nahavandi, A.
(2011). Computational analysis of turbulent forced
convection in a channel with a triangular prism.
International Journal of Thermal Science, 50,1973-1983.

Benim, A.C., Brillert, D., and Cagan, M. (2004).
Investigation into the computational analysis of direct-
transfer pre-swirl systems for gas turbine cooling. ASME
Turbo Expo,4,453-460.

Benim,A.C., Geiger, M., Doehler, S., Schoenenberger
,M., and Roemer, H. (1995). Modelling the flow in the
exhaust hood of steam turbines under consideration of
turbine-exhaust hood interaction, in Proc. 1st European.
Conf.  Turbomachinery Fluid Dynamic and
Thermodynamic Aspects: Computational
Methods,pp.343-357.

Benim, A.C., Pasqualotto, E., and Suh, S.H. (2008).
Modelling turbulent flow past a circular cylinder by

188

RANS, URANS, LES and DES. Progress in
Computational Fluid Dynamics, An International
Journal 8,299-307.

Bouris, D., Papadakis, G., and Bergeles, G. (2001).
Numerical evaluation of alternate tube configurations for
particle deposition rate reduction in heat exchanger tube
bundles. International Journal of Heat and Fluid Flow,
22 ,525-536.

Brandt, F. (1985). Wdrmetibertragung im Dampferzeugen
und Wdérmetauschen, FDBR-Fachverband Dampfkessel-
Behdlten-und Rohrleitungsbau, Essen: Vulkan-Verlag.

Chattopadhyay, H., and Benim, A.C. (2011). Turbulent
heat transfer over a moving surface due to impinging slot
jets. Journal of Heat Transfer ,133 ,104502-1.

Dagstz, A.K. Bestimmung des Wormeiibergangs an
Rohrbiindel Tragplatten fiir Flucthende und Versetze
Rohraordnungen. ITU Makine Fakiiltesi Is1 Teknigi ve
Ekonomi Arastirma Kurumu Biilteni 1975; 13.

Durbin, P.A., and Reif, B.A.P. (2011). Statical theory
and  modelling  for  turbulent  flows, (2nd
ed.).Chichester,Wiley.

Grimisson,E.D. (1937). Correlation and utilization of
new data on flow resistance and heat transfer for
crossflow of gases over tube banks. Trans. ASME,
59,583-594.

Hamid, M.O.A., Zhang, B., and Yang, L. (2014).
Application of field synergy principle for optimization
fluid flow and convective heat transfer in a tube bundle
of a pre-heater. Energy,76, 241-253.

Hilpert, R. (1933). Wirmeabgabe von geheizten Driihten
und Rohren im Lufistrom. Fors. Ingenieurwesen,(4):215-
224,

Holman, J.P. (1994). Experimental methods for
engineers (6th ed.).McGraw-Hill Int.

Horvat, A., Leskovar, M., and Mayko, B. (2006).
Comparison of heat transfer conditions in tube bundle
cross-flow for different tube shaped. International
Journal of Heat and Mass Transfer, 49 ,1027-1038.

Ibrahim, T.A., and Goma, A. (2009). Thermal
performance criteria of elliptic tube bundle in cross flow.
International Journal of Thermal Science ,48 , 2148-
2158.

Khan, M.G., Fartaj, A., and Ting, D.S. (2004). An
experimental characterization of cross-flow cooling of
air via an in-line elliptical tube array. International
Journal of Heat Fluid Flow ,25,636-648.

Kukulka, D.J., and Smith, R (2014). Heat transfer
evaluation of an enhanced heat transfer tube
bundle.Energy ,75,97-103.



Kuppan T. Heat exchanger design handbook. New York:
Marcel Deker Inc, 2000.

Kwak, K.M., Torii, K., and Nishino, K. (2003). Heat
transfer and pressure loss penalty for the number of tube
rows of staggered finned-tube bundles with a single
transverse row of winglets. International Journal of Heat
Mass Transactions, 46, 175-180.

Launder, B.E., and Spalding, D.B. (1974). The
numerical computation of turbulence flows. Computer
Methods Applied Mechanical Engineering, 3,269-289.

Launder, B.E., and Massey, T.H. (1978).The numerical
prediction of viscous flow and heat transfer in tube
banks.Journal of Heat Transfer, 100,565-571.

Lavasani, A.M., Bayat, H., and Maarefdoost, T. (2014).
Experimental study of convective heat transfer from in-
line cam shapped tube bank in crossflow. Applied
Thermal Engineering, 65 ,85-93.

Li, X., Zhu, D., Yin, Y., Liu, S., and Mo, X. (2018).
Experimental study on heat transfer and pressure drop of
twisted oval tube bundle in cross flow. Experimental
Thermal Fluid Science, 99,251-258.

Liao, L., and Liu, Z.H. (2011). Enhanced Boiling Heat
Transfer of the Compact Staggered Tube Bundles under
Sub-Atmospheric Pressures. Heat Transfer Engineering
,28,444-450.

Lin, C.N., Liu, Y.W.,and Leu, J.S. (2008). Heat Transfer
and Fluid Flow Analysis for Plate-Fin and Oval Tube
Heat Exchangers With Vortex Generators. Heat Transfer
Engineering ,29,588-596.

Lotfi, B., Zeng, M., Sunden, B., and Wang, Q. (2014).
3D numerical investigation of flow and heat transfer
characteristics in smooth wavy fin-and-elliptical tube
heat exchangers using new type vortex generators.
Energy ,73,233-257.

Maithani, R., Kumar, A., Zadeh, P.G., Safaei ,M.Z., and
Gholamalizadeh, E. (2020). Empirical correlations
development for heat transfer and friction factor of a
solar rectangular air passage with spherical-shaped
turbulence promoters. Journal of Thermal Analysis and
Calorimetry, 139,1195-1212.

Magableh, A.M., Khadrawi, A.F., Al-Nimr, M.A,,
Ammoruah, S.A., and Benim, A.C. (2011). Heat transfer
characteristics of parallel and counter flow micro-
channel heat exchangers with varying wall resistance.
Progress in Computational Fluid Dynamics, 11,318-328.

Matos, R.S., Laursen, T.A., Vargas, J.V.C., and Bejan,
A. (2004). Three-dimensional optimization of staggered
finned circular and elliptic tubes in forced convection.
International Journal of Thermal Science,43,447-487.

189

Mavriodu, S.G., and Bouris, D.G. (2012). Numerical
evaluation of a heat exchanger with inline tubes of
different size for reduced fouling rates. International
Journal of Heat and Mass Transfer, 55 ,5185-5195.

Menter, F.R. (1994). Two equation eddy viscosity
turbulence models for engineering applications. 4744
Journal, 32, 1598-1695.

Menter, F.R., Kuntz, M., and Langtry, R.B., (2003). Ten
years of experience with the SST turbulence model. Heat
and Mass Transfer, 4,625-632.

Menter, F.R., Langtry, R.B., Likki, S.R., Suzen, T.B.,
Huang, P.G., and Volker, S. (2006). A Correlation-
Bases Transition Model Using Local Variables-Part-1:
Model Formulation. Journal of Turbomachinery, 128
,413-422.

Mizushima, J., and Suehiro, N. (2005). Instability and
transition of flow past two tandem circular cylinders.
Physics Fluids ,14,104-107.

Oclon, P., Lopata, S., Novak, M., and Benim, A.C.
(2015). Numerical study on the effect of inner tube
fouling on the thermal performance of high-temperature
fin-and-tube heat exchanger. Progress in Computational
Fluid Dynamics ,15,290-306.

Oengoeren, A., and Ziada, S. (1992).Unsteady fluid
forces acting on a square tube bundle in air cross-flow. in
Proc. 1992 International Symposium on Flow-Induced
Vibration and Noise,55-74.

Ozturk, N.A., Ozalp, C., Canpolat, C., and Sahin, B.
(2016). PIV measurement of flow through normal
triangular cylinder arrays in the passage of a model plate-
tube heat exchangers. International Journal of Heat
Fluid Flow ,61(B),531-544.

Pourdel, H., Afrouzi, H.H., Akbari, O.A., Miansari, M.,
Toghraie, D., Marzban, A., and Koveiti, A. (2019).
Numerical investigation of turbulent flow and heat

transfer in flat tube. Journal of Thermal Analysis and
Calorimetry, 135,3471-3483.

Taymaz, 1., Aslan, E., and Benim, A.C. (2015).
Numerical investigation of incompressible fluid flow and
heat transfer across a bluff body in a channel flow.
Thermal Science,19,537-547.

Wilcox, D.C. (1988). Turbulence Modelling for CFD.
DCW Industries.

Yahiaoui, T., Ladjede, O., Imine, O. and Adjlout, L.
(2016). Experimental and CFD investigations of
turbulent cross flow in staggered tube bundle equipped
with grooved cylinders. J Braz Soc Mech  Sci
Eng,38,163-175.

You, Y., Xiao, S., Pan, N., and Deng, Z. (2017). Full
Model Simulation of Shell side Thermal Augmentation



of Small Heat Exchanger with Two Tube Passes. Heat
Transfer Engineering, 39,1024-1035.

Zhao, H., Liu, Z., Zhang, C., Guan, N., and Zhao, H.
(2016). Pressure drop and friction factor of a rectangular
channel with staggered mini pin fins of different shapes.
Experimental Thermal Fluid Science ,71,57-69.

Zheng, Z., Yang, W., Cai, Y., Wang, Q., and Zeng, G.
(2020). Dynamic simulation on ash deposition and heat
transfer behavior on a staggered tube bundle under high-
temperature conditions. Energy, 190,116390.

Erman Aslan received his B.Sc., M.Sc., and Ph.D. in Mechanical Engineering from Sakarya University.
He was a researcher for his Ph.D. at Dusseldorf University of Applied Sciences, Germany. His research
area is Lattice Boltzmann method, CFD, forced convection, aerodynamics and heat transfer. He is
Associate Prof. at Kocaeli University.

Imdat Taymaz earned BSc degree in Mechanical Engineering from Istanbul Technical University in
1983. He got M.Sc. of Mechanical Engineering at ITU in 1985 and Ph.D. at Sakarya University in 2001.
He has interest in the following research areas as internal combustion engines, alternative fuels, fuel cells,
heat transfer. He is Professor at Sakarya University.

Kemal Cakir is Assistant Professor at Sakarya University. He got M.Sc. of Mechanical Engineering at
ITU and Ph.D. at Sakarya University. His main research interest is experimental heat transfer.

Elif Eker Kahveci is Assistant Professor at Sakarya University. She received M.Sc. and Ph.D. in
Mechanical Engineering from Sakarya University, Turkey. Her research is about fuel cells, CFD, heat
transfer

190



Is1 Bilimi ve Teknigi Dergisi, 43, 2, 191-205, 2023
J. of Thermal Science and Technology

©2023 TIBTD Printed in Turkey

ISSN 1300-3615

e-ISSN 2667-7725
https://doi.org/10.47480/isibted.1391419

TRNSYS MODEL OF THE COMBI BOILER DOMESTIC HOT WATER CIRCUIT
WITH A FOCUS ON THE PARAMETER DEFINITION OF THE PLATE HEAT
EXCHANGER

Okan Gok*, Ayse Ugurcan Atmaca**, Aytun¢ Erek*, and Hiirrem Murat Altay***
* Mechanical Engineering Department, Faculty of Engineering, Dokuz Eyliil University Tinaztepe Yerleskesi 35390
Buca, Izmir, Tiirkiye, gok.okan@ogr.deu.edu.tr; aytunc.erek@deu.edu.tr
** Aerospace Engineering Department, Faculty of Engineering, Dokuz Eyliil University Tinaztepe Yerleskesi 35390
Buca, Izmir, Tiirkiye, ugurcan.atmaca@deu.edu.tr
*#* Bosch Termoteknik Isitma ve Klima Sanayi Ticaret Anonim Sirketi, 45030 Manisa, Tiirkiye,
murat.altay@tr.bosch.com

(Gelis Tarihi: 28.12.2022, Kabul Tarihi: 29.09.2023)

Abstract: Combi boilers used for both space and domestic hot water heating are one of the common household
appliances. Modelling the domestic hot water circuit of a combi boiler for the preliminary evaluation of the laboratory
testing is of crucial importance since it decreases the time, cost, and energy spent on the trials. There are various
modelling approaches established by the authors of this paper. Domestic hot water circuit of the appliance is modelled
previously making use of the Transient System Simulation Tool (TRNSYS 18) and a good agreement is achieved with
the experimental and numerical data for the economic mode simulations. The drawback of the current TRNSY'S model
is the dependence on the experimental data for some of the parameter definitions of the components selected from the
TRNSYS library, i.e. UA (multiplication of the overall heat transfer coefficient and the heat transfer area) input of the
plate heat exchanger and heat retention effect of the heat cell block. In this paper, a constant value is assigned to the
parameter definition of UA instead of a time dependent varied profile. Mean absolute errors covering the steady-state
and transient operating regions for the domestic hot water inlet and outlet temperature difference in economic mode
simulations stay nearly the same around 0,46°C, 0,82°C, and 0,53°C for 5 I/min, 7 1/min, and 8,7 1/min, respectively,
under constant and variable UA approaches. Comfort operating scheme model is established with a couple of
experimental data as of the principal application of the constant UA approach. Mean absolute error of the overall
domestic hot water inlet and outlet temperature difference profile decreases to 0,5°C in the comfort mode simulation.
Keywords: Combi boiler, Transient system simulation, Plate heat exchanger (PHE), Domestic hot water (DHW),
Comfort and economic (eco) operating modes, TRNSY'S model, UA input.

PLAKALI ISI ESANJORUNUN PARAMETRE TANIMI ODAKLI KOMBI SICAK
KULLANIM SUYU HATTININ TRNSYS MODELI

Ozet: Mahal ve sicak kullanim suyu 1sitilmasi i¢in kullanilan kombiler, yaygim olarak kullanilan ev aletlerindendir.
Laboratuvar testlerinin 6n degerlendirmesi i¢in bir kombinin sicak kullanim suyu devresinin modellenmesi, deneyler
icin harcanan zamani, maliyeti ve enerjiyi azalttigi icin oldukca Onemlidir. Bu makalenin yazarlari tarafindan
olusturulan gesitli modelleme yaklagimlar1 bulunmaktadir. Onceki calismalarda, cihazin sicak kullanim suyu devresi
Zamana Bagli Sistem Simiilasyon Aract (TRNSYS 18) kullanilarak modellenmistir ve ekonomik mod simiilasyonlar
i¢in deneysel ve sayisal veriler kullanilarak iyi bir uyum ortaya konmustur. Mevcut TRNSYS modelinin dezavantaji,
TRNSYS model kiitiiphanesinden segilen bilesenlerin, plakali 1s1 esanjoriiniin UA (toplam 1s1 transfer katsayisi ve 1si
transfer alaninin ¢arpimi) girdisi ve 1s1 hiicresi blogunun 1s1 tutma etkisi gibi bazi parametre tanimlarinin deneysel
verilere bagimli olmasidir. Bu makalede, plakali 1s1 esanjoriiniin UA parametresi zamana bagl degisken bir profil yerine
sabit bir deger olarak tanimlanmistir. Kombinin ekonomik ¢aligma modu simiilasyonlarinda, sicak kullanim suyunun
giris ve ¢ikis sicaklik farki i¢in kararli ve kararsiz siiregleri kapsayan ortalama mutlak hatalar, sabit ve degisken UA
yaklagimlart altinda 5 1/dk, 7 1/dk ve 8.7 1/dk i¢in sirasiyla 0.46°C, 0.82°C ve 0.53°C olarak neredeyse sabit kalmistir.
Konfor galisma modunun modeli, sabit UA yaklagiminin 6nemli bir uygulamasi olarak birka¢ deneysel veri ile
olusturulmustur. Konfor modu simiilasyonunda, sicak kullanim suyu giris ve ¢ikis sicaklik farki profilinin ortalama
mutlak hatasi 0.5°C'ye diismektedir.

Anahtar Kelimeler: Kombi, Zamana bagl sistem simiilasyonu, Plakali 1s1 degistiricisi (PID), Sicak kullanim suyu
(SKS), Konfor ve ekonomik (eco) calisma modlari, TRNSYS modeli, UA girdisi.



INTRODUCTION

Combi boilers are one of the mostly used appliance
groups for the residence since they are used for both
space and domestic hot water (DHW) heating functions.
Combi boilers are simple devices since they include a
primary heat exchanger, a secondary heat exchanger, a
pump, and a diverter valve as given in Figure 1. Primary
heat exchanger is the heat cell (HC) including the
combustion of the natural gas at which the energy of the
hot combustion products is transferred to the central
heating (CH) water. The CH water is sent to the radiators
to warm up the surroundings when the space heating
function is active. The space and DHW heating function
cannot be activated at the same time, hence when the user
DHW demand is created, space heating function stops.
At the time of the user DHW demand, the diverter valve
changes the direction of the flow and the CH water is sent
through the secondary heat exchanger named as plate
heat exchanger (PHE). Therefore, DHW is provided
users after the energy of the hot CH water is transferred
to the DCW in the PHE.
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Figure 1. Schematic view of the combi boiler heater with the
basic equipment
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The subject of this paper is modelling the DHW heating
circuit of the combi boiler type heating appliances. This
study is a continuation of the previous studies established
by the authors of these studies. First of the milestone
studies of the research group is the one-dimensional (1D)
model of the DHW heating circuit (Atmaca et al., 2015).
1D transient heat transfer equations were solved
simultaneously to calculate the temperature profiles of
the CH water at the inlet and outlet of the HC and the
temperature difference of the DHW between the PHE
inlet and outlet and the agreement was found satisfactory
at various operating conditions especially for the steady-
state region. Secondly, a commercial 1D thermal-fluid
system modelling software, Flowmaster® was used to
create the model of the DHW function of the combi boiler
(Atmaca et al., 2016). CH inlet and outlet temperatures
from the HC resulted in approximately 10 K higher
values than the experimental data even in the steady-state
region. Since the heat transfer rates and the DHW
temperature difference between the inlet and outlet of the
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PHE were compared in main, the Flowmaster® model as
well was found appropriate to be used in the preliminary
evaluations. The essential drawback with this model was
the parameter definition concerned with the HC, i.e.
implementation of the heat retention effects of the HC.
Lastly, DHW heating circuit was modelled using the
Transient System Simulation Tool (TRNSYS 18) (Klein
et al., 2017) and the model achieved a good agreement
with the experimental data for both the steady-state and
transient temperature profiles of the economic (eco)
mode simulations at various operation conditions (Gok et
al., 2022). Subsequently, both experimental and
numerical validations were displayed elaborately for the
CH inlet and outlet temperatures from the HC and the
DHW inlet and outlet temperature difference from the
PHE at 5 1/min, 7 1/min, and 8,7 I/min DHW user
demands in economic mode simulations (Gok et al.,
2023). However, the TRNSYS model needed
improvement since it was highly dependent on the
experimental data.

When compared to the previous studies of the authors
regarding the use of TRNSYS, this current research has
two main objectives as to decrease the dependence of the
TRNSYS model on the experimental data and to define
appropriate parameter definition of the model for the
comfort mode validation. The TRNSYS model needs
experimental data for the UA parameter definition of the
plate heat exchanger and the heat retention effect of the
HC block. In the firstly established TRNSYS models
(Gok et al., 2022 and Gok et al., 2023), UA profile of the
PHE was inserted into the model with respect to the
transient behavior of the appliance. When compared to
the previous 1D DHW circuit model, the temperature
profiles of the CH water and DHW were estimated with
less mean absolute errors (MAE), mean square errors
(MSE), and root mean square errors (RMSE) for the
overall time duration including the transient and steady-
state regions. Besides, in this study, the effects of the
insertion of the transient UA profile and an average UA
value into the model on the MAE, MSE, and RMSE are
compared and the influence of this UA parameter
definition is discussed in detail. Moreover, comfort mode
validation is made with regard to this crucial finding.

Part of the literature studies conducted by the authors of
this paper is summarized in the aforementioned
paragraphs in order to highlight the objectives of the
paper clearly. There are various studies as well in the
literature concerning DHW heating, combi boilers, and
TRNSYS models of the systems other than the formerly
summarized studies of the authors. Five different
domestic hot water heater concepts were investigated by
Boait et al. (2012) and they highlighted the higher
efficiency of the instantaneous hot water systems when
compared to the systems with storage tanks. Moreover,
the authors also discussed the temperature ranges of
DHW to prevent scalding and to mitigate the risk of
Legionella in the system. Parisch et al. (2019)
investigated tankless water heaters (instantaneous water
heaters) using hot water as the energy source. The authors
of this paper as well gave the critical temperature limits
with respect to typical system characteristics, i.e.
exchange frequency of water within the system, the



volume of the water between the heater and each tap, etc.
They focused on the comfort properties of DHW under
transient conditions rather than other challenging design
parameters of capacity and energy efficiency. A new test
procedure proposal for comfort evaluations was given
with future work discussion. Pomianowski et al. (2020)
prepared a review paper on the recent developments
covering the production, storage, circulation, and
distribution of DHW from the viewpoints of energy use
and efficiency. They pointed out the attitude of the latest
studies focusing on the DHW production. Haissig and
Woessner (2000) explained the adaptive fuzzy control
(AFC) algorithm in detail. In comparison with a
traditional proportional-integral-derivative (PID)
controller which was commonly used in combi-boilers,
set-point error and control effort were reduced between
18%-70% and 23%-41%, respectively due to the
development of AFC. Lastly, there are review studies
covering DHW heating systems with various
perspectives. Ibrahim et al. (2014) presented a literature
review of the DHW production systems categorizing
them into six groups as wood, oil/gas, electric, heat
pump, solar and instantaneous systems.

As of the previous studies concerned with the combi
boilers, there are many other researches in addition to
previously given studies (Atmaca et al., 2015; Atmaca et
al., 2016; Gok et al., 2022; and GOk et al., 2023). Ucar
and Arslan (2021) stated that the combustion unit
including the main heat exchanger had the highest
contribution to the total exergy destruction with reference
to the advanced exergy analysis for the space heating
function of 24 kW commercial condensed combi boiler.
Hence space heating efficiency could be improved to
14.32% due to the improvements made on the
combustion process and main heat exchanger. Fridlyand
et al. (2021) used EnergyPlus to establish a simple
simulation tool to calculate the energy consumption of
the tankless combi boilers since EnergyPlus is a widely
used and open source energy simulation program. The
proposed Lumped Heat Capacity combi model could be
used to compare the effects of the various control
strategies and to evaluate the amount of the energy
savings of the modern combi concepts when compared to
the regular/traditional appliances. Quintd et al. (2019)
constructed the mathematical model of the tankless gas
water heaters via lumped space approach. There were
challenging targets concerned with the efficiency,
comfort, and emissions of the flue gas. Therefore, the
proposed model was useful to test /simulate various
appliance concepts and control algorithms in order to
optimize the efficiency, the comfort level of the users,
and the emissions of the harmful gases.

In the last part of the literature survey, TRNSYS models
are summarized. In the study of Jordan and Vajen (2001),
four categories were specified to generate different types
of loads. Effects of the DHW flow rate and the draw-off
time of the day under realistic and simplified DHW
profiles with respect to two different designs of the
discharge unit on the fractional energy savings were
analyzed. Andrés and Lopez (2002) constructed a new
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physical model of a solar domestic water heater with a
horizontal storage and mantle heat exchanger making use
of TRNSYS. The main distinction of their model was the
place of the hot fluid inlet at the upper of the mantle heat
exchanger annulus. The comparison for the delivered
daily energy between the model results and the
experimental data yielded error less than 3%. Nordlander
and Persson (2003) built the first simulation study of the
pellet stoves to be used in house heating with TRNSYS
using the type 140 and type 210 in order to model the
convection and storage mechanism with the combustion
phenomenon. Experimental measurements were used for
the model specification in order to determine some of the
component parameters and the validation. Persson et al.
(2009) created the dynamic model of small pellet boilers
and stoves for house heating via TRNSYS. The
methodology of the paper was comprised of laboratory
measurements of boilers and stoves, modelling and
parameter definition, and model validation. Although the
agreement between the model results and measurements
was found generally satisfactory, improvements were
required for large water volumes. Bourke and Bansal
(2012) expressed the thermal efficiency of the gas
instantaneous water heater with respect to the operating
conditions by an equation in order to be used in the
TRNSYS model to include the efficiency variations of
this water heater and to yield more accurate energy
consumption calculations. Persson et al. (2019)
established a boiler model combining two of the existing
models in TRNSYS as Type 210 and Type 341 which is
a modified version of Type 340. The pellet burner was
modelled using the Type 210. The flue gas heat
exchanger and boiler water volume were established
under Type 341. They could model the thermal behavior
of the boilers, namely stratification and the thermal
response, more accurately with respect to previously
established models. Braas et al. (2020) used TRNSYS in
their study to model four sub-station types including two
instantaneous and two storage systems for the single
family and multifamily houses in order to establish
realistic DHW load profiles. Harrabi et al. (2021)
analyzed the performance of the solar collector for DHW
production with the help of TRNSYS. An additional
storage tank as well was considered with the tank of the
collector.

There are various TRNSY'S modelling studies regarding
the space and DHW heating (Antoniadis and
Martinopoulos, 2019; Villa-Arrieta and Sumper, 2018;
and Lu et al., 2021). All these exemplified studies
highlight that TRNSYS is an effective and valuable tool
for the transient system modelling. Moreover,
Shrivastava et al. (2017) presented a literature review
regarding the solar water heaters with respect to the
system analyses simulations and they focused on the
TRNSYS software throughout the paper due to the wide
use of the program in the simulations. They also showed
the necessity of the simulations since they decrease the
testing time and cost with the preliminary evaluations,
simplify the complicated phenomenon, and enable
efficient source utilization. Hence the outstanding
motivation of this study is the importance of the



construction and development of the combi boiler DHW
circuits for the preliminary system evaluations to
decrease the number of test trials and improving the
reliance of the simulation model on the experimental data
to analyze the system performance for a wide range of
operating conditions.

For the variable and constant UA comparisons, the
temperature profiles of CH water inlet and outlet from the
HC and DHW inlet and outlet temperature difference of
the PHE calculated making use of TRNSYS model are
declared with the experimental data. Mean absolute error
(MAE), mean square error (MSE), and root mean square
error (RMSE) are tabulated for both UA insertion
approaches. Moreover, for the comfort mode validation
after showing the applicability of the constant UA
approach, the DHW inlet and outlet temperature
difference of the PHE from TRNSY'S model is compared
with the results calculated by the previously established
1D model (Atmaca et al.,, 2015) with respect to the
experimental data. The same regression metrics for the
comfort mode simulation of the TRNSYS model and 1D
model are presented. As a result, comfort mode
validation according to the constant UA approach yields
a more satisfactory agreement with the experimental data
for the transient region than the 1D model.

OPERATIONAL SCHEMES OF A COMBI
BOILER

Two operating modes are examined in this study as
economic (eco) and comfort modes for the DHW heating
function. The distinction between these two operating
modes 1is apparent from the temperature profile
comparisons of DHW at the PHE outlet as given in
Figure 2. In the eco mode, when the users request DHW,
the appliance starts ignition and there is a transient region
in the temperature profile of the DHW outlet since all of
the system components are at the ambient temperature
and store some of the released energy until the system
reaches the steady-state operating condition.

In the comfort mode, hot CH water is kept within the
system to decrease the transient region in the DHW outlet
temperature and hence the user comfort is improved.
According to the operation algorithm of the appliance,
the CH water in the HC is heated regularly until its
temperature reaches an upper set point, ie. 60°C,
whenever the temperature decreases below another lower
set point as exemplified in Figure 3. The appliance keeps
hot CH water within the system to provide the DHW
directly for the higher comfort level of the users although
keeping hot CH water all the time within a temperature
range is disadvantageous in terms of efficiency.
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Figure 2. Comparison of the DHW outlet temperature profile

between the eco and comfort operating schemes (Atmaca et al.,

2015).
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Figure 3. Variation of the CH water temperature throughout the
preheat cycles in the comfort mode (Atmaca et al., 2015).

MODELLING APPROACHES

Main model of this study is established with the help of
TRNSYS. Variable and constant UA approaches are
compared according to the results obtained from this
model. However, for the comfort operating mode
validations, the results obtained from previously
established 1D model as well are used to show the
superiority of the TRNSYS model. Hence, 1D HC and
PHE modelling equations are introduced briefly with
reference to Atmaca et al. (2015).

1D Model Governing Differential Equations

1D model of the DHW circuit is constructed with five
equations, namely the flue gas cooling, the CH water
heating in the HC, the HC wall heating, the CH water
cooling in the PHE, and the DHW heating. Differential
control volumes of the HC and the PHE on which the
governing equations are derived are given in Figure 4 (a)
and (b), respectively, as well as the flow directions of
each fluid domain. The details concerned with the
solution algorithm of these five equations are described
by Atmaca et al. (2015).
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Figure 4. Differential control volumes on which the governing
equations are derived and the flow directions of (a) the HC and
(b) the PHE (Atmaca et al., 2015).

The first three equations belong to the HC and describe
the cooling of the flue gas, the heating of the CH water in
the HC, and the heating of the HC wall. The total thermal
resistances between the HC wall and the flue gas, and the
HC wall and the CH water are determined theoretically.
The fourth equation shows the cooling of the CH water
and the fifth equation declares the heating of the DHW in
the PHE. The multiplication of the overall heat transfer
coefficient and the heat transfer area (UA) for the PHE is
determined experimentally to be used in the numerical
calculations. The terms on the left side of the equation
shows the rate of change of thermal energy stored within
the control volumes. Hence, due to these terms, the
variation of the temperature from the transient regions to
steady-state regions could be calculated.
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The boundary condition of the flue gas equation is the
adiabatic flame temperature as follows;
Tg 0,t) = Taaia (6)
The boundary condition of the second and fourth
equations are interconnected to each other since the CH
water entering the HC is the CH water leaving the PHE

and the CH water at the inlet of the PHE comes from the
HC outlet as formulated below;

Twe1y(0,8) = Tyr2y ((Upug/dxq), t)
Twe2)(0,8) = Ty ((z/dy>), )

O
®)

The wall heating equation includes the heat transfer term
by conduction resulting in second order differential
equation. Therefore, two boundary conditions are given
as the convection surface condition (Incropera et al.,
2007) and expressed by

(e 2)
aT.
(k0 332)

= hoo (Too - Tw (0; t))
¥2=0

)

= heo(Too — T, ((s/ dy1), 1)) (10)

y2=s/dyy

The boundary condition of the DHW heating equation in
the HC comes from the test conditions given as

Tyecay(0,8) = 10°C (11)

The initial conditions for all of the equations are the same
as the test conditions as

(12)
(13)

Tg'Wt(l),w (¥1,2,0) =10°C
Twe@we(3) (xl,z; 0) =10°C

TRNSYS Model

TRNSYS v18 (Transient System Simulation Tool) is a
dynamic simulation software consisting of different



modules for modelling various electrical and thermal
systems such as heating/cooling, HVAC, and alternative
energy sources etc., developed by a group of
academicians at the University of Wisconsin, USA
(Klein et al., 2017). TRNSYS v18 is composed of two
parts. The first part named as the kernel reads and
processes the inputs defined by the user or the selected
model, iteratively solves the system/model equations,
determines the convergence, and creates the system
variables. The name of the second part is the user
interface that contains the models of the system
components called "Type" in its existing libraries.

In this study, the TRNSY'S model as shown in Figure 5 is
created by selecting the types in the TRNSYS library
according to the characteristics of each combi-boiler
component in order to simulate the DHW circuit of the
combi-boiler. The black, red, and blue line indications
given in Figure 5 represent the three main subsections of
the TRNSYS model, namely the component adjustment
and the controlling tools, the CH water flow circuit, and
the DHW flow circuit, respectively. Unlike the
designation of the lines in Figure 5, in the schematic
display of the combi-boiler DHW circuit in Figure 1, red
and blue arrows represent the hot and relatively cold
water of the CH water and DHW, respectively.

created as the output of this module. The variation of the
HC load, i.e. heat retention effect of the heat cell block in
the CH water circuit, and the power modulation are
obtained from the Type 62 - Calling External Programs:
Excel™ module by using the simulation time and
nominal power values provided by the Equa module.
Nominal power values for DHW flow rates of 5 1/min, 7
I/min and 8.7 l/min are presented as Equa module
outputs. Besides, they are the inputs of the Type 62
module as given in Table 1. The time-dependent
percentage power modulation values are presented in the
plots of the Result and Discussion section for each DHW
flow rate. Using the power modulation variations and the
nominal power values, the amount of energy obtained
from the combustion gases in the heat cell of the combi
boiler is calculated through the following equation
Qcomb,in = P (14)
In the previously established TRNSYS model (Gok et al.,
2022 and Gok et al., 2023), the multiplication of the
overall heat transfer coefficient and the heat transfer area
(symbolized by the UA designation) of the PHE as well
is the output provided by the Type 62 - Calling External
Programs: Excel™ module. The required measurements
in order to define the time-dependent power modulation,
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Figure 5. Flow diagram created in the TRNSYS interface for the DHW circuit model of the combi boiler.

These subsections are used to define the DHW circuit,
CH water loop, and the inputs/outputs specifications for
the control and connection of the model components.
Therefore, the components of the DHW heating function
simulation model selected from the TRNSYS existing
library are presented in Table 1 with this extent covering
their parameters, inputs, and outputs. The first subsection
of the DHW circuit model for the adjustment and control
tools is indicated by the dashed black lines. When the
components in the TRNSYS model presented in Figure 5
are evaluated in hierarchical flow order, the module
providing the first input to the simulation is Equa. The
simulation time value and the nominal power input of the
combi boiler depending on the DHW user demand are
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UA input, and the HC load profile are explained
thoroughly in the Experimental Test Rig section. The
variation of the UA input in the transient and steady-state
operating regions is given in Figure 6 for various
operating conditions of 5 I/min, 7 I/min, and 8,7 1/min
DHW user demands. In this study, the results are
calculated using constant UA inputs and the comparison
between the constant and variable UA input approaches
is one of the main outcomes.

In Figure 6, there are two UA input variation lines for the
8,7 I/min DHW flow rate as the eco and comfort modes.
Eco mode variations of the UA input are derived directly
from the experimental data as used in the previous



TRNSYS model (Gok et al., 2022 and Gok et al., 2023).
However, the UA input variation for the comfort mode is
estimated under constant UA approach which is
described in the subsequent regarding section. Therefore,
in the previous TRNSYS model, UA input definition is
made using the output of Type 62 and then becomes the
input of Type 5b — Counterflow Heat Exchanger,
whereas in the current TRNSYS model, the constant UA
is directly defined as the input of Type 5b.

The last components of first main subsection indicated by
the dashed black line are Equa-2 and Type 65¢ - Online
Plotter. Using the Type 65c, the calculated temperature
difference of the DCW and DHW, the CH water inlet
temperature, and the CH water outlet temperature from
the HC are printed. The temperature difference between
the DHW and the DCW of the PHE is calculated in Equa-
2 module as follows

(15)

ATpuw = Tpouw — Tpew

The second subsection displayed by the red lines is the
CH water flow circuit in which the combustion of the
natural gas is replaced by the heat input definition. The
selected components from the TRNSYS existing library
given in the red circuit are Type 114 - single speed pump
model providing fluid drive and used to define the CH
water mass flow rate, Type 31 - pipe model representing
the piping in the CH water circuit, Type 5b - counterflow
heat exchanger model (representing the plate heat
exchanger) in which the heat is transferred from the CH
water circuit to the DHW circuit, and Type 155 -
MATLAB model for the heat cell component where heat
input is defined simply instead of the natural gases
combustion. Moreover, the heat retention effects of the
heat cell block are calculated in Type 155. In line with
the difference between the heat input provided by the
natural gas combustion and the heat retention of the heat
cell which is defined as the HC load, the amount of the
energy transferred to the CH water and the temperature
of the CH water at the HC outlet are calculated in Type
155 as

QCH,net = Qcomb,in - QHC,lqad (16)
QCH,net
Tenncout = Tenmcin T 7 (17)
(mCH Cp,wt)

Time dependent data of the heat retention effects for the
HC transferred from the Type 62 outputs is the input of
Type 155. Implementation of the heat retention effects is
of crucial importance for the transient temperature profile
of the DHW and the CH water. The time-dependent heat
cell load profiles for the various DHW user demands are
given in Figure 7. The main reason for this time-
dependent load profile definition requirement is the lack
of mass content to store heat in the components used for
the simulations in TRNSYS software. In Figure 7, the
load is calculated as minus at some regions due to the
instantaneous power modulation of the appliance. There
are two load profiles for 8,7 1/min DHW flow rate for the
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eco and comfort modes both of which are explained in
the regarding subsequent section.
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Figure 6. Variation of the UA input for the Type 5b -
Counterflow Heat Exchanger module
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Figure 7. Time-dependent variation of the load profile for
representing the heat retention effects of the heat cell

The third main sub-section designated by the blue lines
is for obtaining the DHW by heating the DCW according
to the user demand. In the blue circuit, Type 14b and
Type 14e modules are time dependent forcing functions
and used for mass flow rate specification and temperature
declaration components, respectively. The provided
time-dependent data from Type 14b and Type 14e
outputs are transferred to Type 5b. Furthermore, the blue
circuit passes on the load side of Type 5b and the red
circuit passes on the source side of this module. All
aforecited modelling details are summarized in Table 1.

EXPERIMENTAL TEST RIG

Experimental measurements are collected from the test
rig given in Figure 8. CH inlet and outlet temperatures
from the HC and DHW inlet and outlet temperatures
from the PHE are measured for the experimental
verification. Moreover, these temperature measurements
are not only used in the validations, but for the parameter
definition of some of the components as well in the
TRNSYS model.



Table 1. Summary of the Type selection and definition of the DHW circuit model in TRNSYS

Type
Name Parameters Inputs Outputs
Time (s) Simulation Time
% - _ 17.6
M P (kW) 24.6
27.5
~ Time (s) Simulation Time . .
o Qcomb,in (kW) Time dependent
2 B 17.6
= P (kW) 24.6 , :
= 275 QHc load (KW) Time dependent
Mrate ke/s 0.3742
X et (kg/s) cH,pump,in (Kg/s) 0.3742 McH pumpout (Kg/S) 0.3742
‘a Cp,water (kJ/kg K) 4.19
>
= T uminOC Cllthl T ump,ou OC Cllthl
P (W) 0.03 cH,pump,in (°C) alculated Value CH,pump,out (°C) alculated Value
Dpipe,inner (m) 0.0165
Lpipe (m) 1 mCH,pipe,in (kg/S) 0.3742 n.'lCH,pipe,out (kg/S) 0.3742
on
;é Ppipe,inner (m) 1000
cpwater (kJ/kg.K) 4.19 TeHpipe,in (°C) Calculated Value T pipe,out (°C) Calculated Value
TCH,pump,initial (OC) 10
“ merHcin (kg/s) 0.3742 )
my out (kg/s 0.3742
E Tenncin (°C) Calculated Value cuicou (ke/s)
& - dcomb,in (KW Time dependent
- Q vin (kW) ’ P Tennc,out (°C) Calculated Value
QHc load (KW) Time dependent
2 tinitial & tinal (5)  0...500 5
- 5 ) )
® . - \Y 1/min 7
e | Vouw (Vmin) 7 puw (Vmin) 07
= 3 .
501': tinitial & tinal (5)  0...500
Q - T °C 10
Sy Tpew (°C) 10 pew (°C)
~
1 in (kg/s 0.3742
ciiritin (ke/S) i prEon (kgs) 0.3742
Tenpg,in (°C)  Calculated Value
5
s Vpuw (/min) 7 Tenpreon (°C)  Calculated Value
g - 8.7
= Touw,pHE,in (°C) 10 ) 5
812 Vpnw (I/min) 7
UA (W/K) 923.9 8.7
974.7 Tpuw (°C) Calculated Value
[\l
: T °C 10
% - pew (°C) ATpuw (°C) Calculated Value
o Tpuw (°C) Calculated Value
@ Tenpcin (°C)  Calculated Value
2 - Tenncout (°C)  Calculated Value -
- ATpuw (°C) Calculated Value

First of all, power profiles are recorded for all of the
investigated DHW flow rates and they are inserted into
1D model and TRNSYS models including variable and
constant UA approaches. Secondly, UA variation is
calculated based on these abovementioned temperature
measurements under the variable UA parameter
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approach. The amount of heat transferred to the DHW
could be calculated from the adjusted DHW flow rate and
the inlet and outlet temperature difference of DHW from
the PHE. Since the inlet and outlet temperatures of the
CH water and DHW from the PHE are measured, the
logarithmic mean temperature difference could be



calculated. Hence, the variation of UA is obtained. In 1D
modelling approach, a separate test rig was used to define
the UA of the PHE and an average UA value at the
steady-state operating condition is used for each
investigated case (Atmaca et al., 2015). Lastly, the load
profile is defined similarly by subtracting the heat gain of
the DHW from the measured power of the appliance.
This difference is used to represent the stored energy by
the HC block. Therefore, heat retention effect of the HC
which is a key parameter in order to obtain the transient
temperature profile of the CH water and DHW could be
inserted into the model.

Control Screen
of the Test Rig

Combi
Boiler

-y

Figure 8. Combi boiler test rig for the temperature
measurements of the CH water and DHW

RESULTS AND DISCUSSION

The preliminary results between the 1D modelling
approach and the TRNSY'S model yielded the superiority
of the TRNSYS model over the 1D model with the
decreased MAE, MSE, and RMSE for the overall
temperature profile covering the transient region (Gok et
al., 2022 and Gok et al., 2023). The most important
disadvantage of the TRNSYS model is the use of the
experimental UA variation and the load profile to
represent the heat retention effects of the HC. First of all,
UA variation is replaced with a constant UA value which
is determined as the average of the UA values from the
steady-state region in the TRNSYS model. The
concluding remarks are interpreted with reference to
some important regression metrics as mean absolute error
(MAE) which is the average of the absolute errors
between the estimated values and measured data, mean
square error (MSE) defined as the average of the square
of the errors, and root mean square error (RMSE)
expressed as the square root of the MSE. They are all
formulated as follows;

n
1
MAE = ;Zlyexp,i - ytheo,i' (18)
i=1
n
1 2
MSE = ;Z(yexp,i - ytheo,i) (19)
i=1

1w 2
RMSE = ;Z(yexp,i - ytheo,i) (20)
i=1

Comparison of the Variable and Constant UA
Approaches for the PHE

This section focuses only the parameter definition of the
multiplication of the overall heat transfer coefficient and
the heat transfer area, designated simply as UA, of the
PHE in eco working mode. Figure 9 (a), (b), and (c)
shows the comparison between the constant and variable
UA approaches with respect to the experimental data for
the CH water inlet temperature of the HC, CH water
outlet temperature of the HC, and DHW inlet and outlet
temperature difference of the PHE, respectively, at 5
I/min DHW user request. It is obvious that both
approaches result in a good agreement with the
experimental data.

At the DHW user request of 5 I/min, MAE of the steady
state temperature profile is around 0.7 °C for CH water
inlet temperature and approximately 0.4 °C for the CH
water outlet temperature and DHW inlet and outlet
temperature difference under both approaches. For the
overall temperature profile of the same DHW flow rate
including the transient region, constant UA approach
results in slightly higher MAE of CH water inlet and
outlet temperatures, but the maximum of these errors is
1.6 °C which is still acceptable for this kind of modelling
tools and assumptions as tabulated in Table 2 and Table
3. However, as of the most critical performance indicator
of the combi boiler DHW heating function, the MAE of
the DHW inlet and outlet difference is about 0.5 °C for
both of the approaches as displayed in Figure 9 (c) with
the great consistency in the temperature variations.

Similarly, Figure 10 (a), (b), and (c) make comparison
between these two approaches according to the
experimental data at the 7 1/min DHW user demand for
the CH water inlet temperature of the HC, CH water
outlet temperature of the HC, and DHW inlet and outlet
temperature difference. MAE values of the steady-state
temperature profiles are around 0.5°C, 1°C, and 0.4°C for
the CH water inlet temperature, CH water outlet
temperature, and DHW inlet and outlet temperature
difference, respectively, under both approaches. For the
overall temperature profiles of the same DHW flow rate,
the MAE values calculated by constant UA approach
either decrease or slightly increase when compared to the
errors of the variable UA assumption.

User requests at the DHW flow rates of 5 I/min and 7
1/min result in power modulation according to the control
algorithm of the appliance as plotted in the secondary
axes of Figure 9 and Figure 10. However, the last
comparison given in Figure 11 and made for the 8.7 /min
DHW user request does not include any power
modulations. Figure 11 (a), (b), and (c) presents the
comparative plots of the CH water inlet temperature of
the HC, CH water outlet temperature of the HC, and
DHW inlet and outlet temperature difference,
respectively, for 8,7 I/min DHW flow rate.
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Figure 10. Display of the difference between the variable and
constant UA approaches for (a) the CH water inlet temperature,
(b) the CH water outlet temperature, and (c) the DHW inlet and
outlet temperature difference at 7 1/min DHW user request

Figure 9. Comparison of the variable and constant UA
approaches for (a) the CH water inlet temperature, (b) the CH
water outlet temperature, and (c) the DHW inlet and outlet
temperature difference of the PHE at 5 I/min DHW request
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Figure 11. Comparative results of the variable and constant UA
approaches for (a) the CH water inlet temperature, (b) the CH
water outlet temperature, and (c) the DHW inlet and outlet
temperature difference of the PHE at 8.7 I/min DHW request

The MAE values stay the same for the steady-state
temperature profiles with respect to both of the
approaches at the 8,7 1/min DHW wuser request
simulation. CH water inlet temperature yields averagely
0,8°C error and CH water outlet temperature results in
approximately 0,7°C for the same flow rate. Moreover,
the MAE of the DHW inlet and outlet temperature
difference is 0,4°C showing a good agreement between
the modelling results and the experimental data. For the
temperature profile covering the transient region as well,
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the MAE values for the CH inlet and outlet water
increase, but they stay within an acceptable error range
as given in Table 3. However, the temperature difference
between the DHW inlet and outlet yields a good match
with an approximate MAE value of 0.5 °C. To sum up all
these discussions based on the constant and variable UA
approaches, Table 2 is given for the error comparisons of
the steady-state temperature profiles at various DHW
flow rates and Table 3 displays the errors of the
temperature profiles including the transient regions as
well. In addition to MAE, the other metrics as MSE and
RMSE are tabulated since they could be interpreted as in
the same way of MAE.

Table 2. MAE, MSE, and RMSE comparisons between the
variable and constant UA approaches with reference to steady-
state region (between 200-500 seconds)

5 /min 7 Umin 8,7 min

Error (eco mode)
Var. | Const.| Var. [Const.| Var. |Const.

UA | UA | UA | UA | UA | UA

= MAE ]0.697| 0.749 [0.466(0.524[0.769 [ 0.766
[ MSE [0.490] 0.569 [0.220]0.281]0.594[0.591
=["RMSE [0.700] 0.755 | 0.469 | 0.530]0.770 | 0.769
| MAE |0.426] 0.373 |1.030]0.972]0.731]0.734
5’ MSE [0.184] 0.150 | 1.064[0.955]0.536 | 0.542
=] RMSE [0.428] 0.387 [1.032]0.977]0.732] 0.736
z MAE |[0.403 | 0.405 |0.435(0.435]0.3720.377
= MSE [0.164] 0.166 [0.193(0.191[0.139(0.143
<[ RMSE |0.405| 0.407 ]10.439(0.437(0.373]0.378

Table 3. MAE, MSE, and RMSE comparisons between the
variable and constant UA approaches including the transient
and steady-state region (0-500 seconds)

5 Umin 7VUmin | 37 Vmin

Error (eco mode)
Var. | Const.| Var. [Const.| Var. |Const.

UA | UA | UA | UA | UA | UA

=| MAE |0.928]1.224 |11.215(0.492]0.774] 1.051
E| MSE |[1.156] 3.046 [4.074|0.281]0.715] 2.307
=["RMSE [1.075] 1.745 [ 2.019]0.530 [ 0.846 | 1.519
| MAE |0.771] 1.630 [ 1.019|1.345[1.279( 2.039
5’ MSE [1.543]11.722]1.246]2.609]2.982]10.178
=] RMSE [1.242]3.424 [ 1.116[ 1.615]1.727] 3.190
z MAE [0.464 | 0.464 | 0.814]0.818]0.528] 0.536
= MSE [0.249] 0.250 | 1.840] 1.8530.366] 0.355
<[ RMSE |0.499| 0.500 | 1.356] 1.361 | 0.605| 0.596

Validation of the Comfort Mode Operation

All these discussions are made with respect to the eco
mode simulations. Up to now, it could be stated that
constant UA approach would be utilized achieving a
good agreement with the experimental data. Hence, for
the comfort mode model validation, constant UA
approach could be used. The available data in the
literature includes the experimental DHW inlet and outlet
temperature difference accompanied by the 1D
modelling results (Atmaca et al., 2015). Making use of
these data, TRNSYS model is validated both numerically
and experimentally under constant UA approach in the



comfort mode. When the DHW user demand is created in
comfort mode, the appliance cannot start ignition directly
since there is hot CH water in the system already. This
late ignition time could be caught from the power profile
given in Figure 12 as well. During this late ignition time,
the DHW is heated by the heat retention of the HC
preventing excessive temperature increase of the DHW
which is also an uncomfortable case for the users
resulting in scalding.

Hence there are two important respects to be inserted into
the model appropriately regarding the comfort mode
simulations as the variation of the UA profile during the
late ignition time and the variation of the load profile
when the ignition starts. The upper peaks in Figure 12 are
arisen from the heat retention effects although ignition
does not start directly and the lower peaks are observed
subsequently since the system starts cooling during the
late ignition time. There is no load profile introduced into
the model during the late ignition time since the HC is
assumed to provide the CH water at 60°C of outlet
temperature due to its stored heat at the time of preheat
cycles exemplified in Figure 3. As of the UA profile, the
same assumption for the CH water outlet temperature
from the HC which is 60°C is used. Since the DHW inlet
and outlet temperatures of the PHE are measured
experimentally at 8,7 I/min DHW user request, the CH
inlet temperature of the HC could be obtained with the
CH water outlet temperature assumption. Hence, UA
profile during the late ignition time could be calculated
and inserted into the model to evaluate the transient
profile of the DHW temperature difference between the
inlet and outlet of the PHE. By the way, the UA profile
after the late ignition time is inserted into the model as a
constant value defined for the DHW user request of the
same flow rate in eco mode since the applicability of the
constant UA approach is shown in the previous section.

Definition of the CH water outlet temperature at 60°C
during the late ignition time due to the stored heat at the
time of preheat cycles is a reasonable assumption as
exemplified in Figure 3. Moreover, the assumed CH
outlet temperature of 60°C is also supported from the
temperature limitations stated by the literature studies.
The DHW temperature limit is 60°C in order to produce
a mixed fluid with the cold tap water not exceeding 48°C.
Although there is an upper limit to prevent scalding for
the DHW temperature, there is another problem bringing
a lower limit as the colonization of bacteria, Legionella.
The temperature of the water in the system should be
above 60°C in order to reduce the risk of the bacteria
(Boait et al., 2012). That’s why, UA profiles and load
profiles of 8,7 I/min DHW user request are given
separately for the eco and comfort modes in Figure 6 and
Figure 7, respectively.
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Figure 12. Validation of the comfort mode operation for 8.7
1/min user demand

After the late ignition time of 9 seconds, the appliance
starts working and the power profile is recorded which is
constant for the DHW user demand of 8,7 1/min. Heat
transfer rate to the DHW is calculated from the flow rate
of the DHW and DHW inlet and outlet temperature
difference of the PHE. Hence the load profile after the
late ignition time could be obtained in the comfort mode
as the difference between the burner power and heat
transfer rate of the DHW. The comfort mode load profile
of 8,7 1/min DHW user request after the late ignition time
has similar trend to the load profile of the same DHW
flow rate in the eco mode, but the load profile of the
comfort mode is smaller than that of the eco mode since
the system components are still hot in the transient
region.

In Figure 12, 1D modelling comfort mode calculations of
Atmaca et al. (2015) as well are displayed in addition to
the experimental data. For the steady-state region MAE
values of the TRNSYS are decreased when compared to
that of the 1D model. Generally speaking, the predictions
of the both models yield a good agreement with the
experimental data for the steady-state region. The
greatest achievement of the model is the decrease of
MAE value from 1.7°C of 1D model to 0.5°C of
TRNSYS model for the temperature profile covering the
transient region as well. As it is seen also from Figure 12,
TRNSYS model predicts the lower and upper peaks of
the DHW inlet and outlet temperature difference profile
with a considerably small error when compared to the
results obtained from the 1D model. The estimations
regarding these peaks are of vital importance to the
Waiting Time Test of the combi boiler comfort tests
declared by the standards (BS EN 13203-1:2006, 2006).
The reason for the better agreement of the TRNSYS
modelling results is the experimental load profile inserted
into the HC model in comparison with the 1D model.
With the extension of a such model with various load
profiles covering various operating conditions, a
preliminary laboratory testing simulation tool could be
proposed.



CONCLUSIONS

This study is a part of an ongoing research focusing on
the DHW heating circuit models of the combi boilers.
Previously 1D model has been established and validated
experimentally. A commercial software has been used to
model the DHW heating circuit as well and the
applicability of such kind of modelling tool has been
discussed. It is concluded that 1D model needs
improvement since the discrepancy between the
calculated results and the experimental data is to be
diminished in the transient region although the agreement
of the numerical results with the experimental data is
found satisfactory for the steady-state region. Lastly, a
TRNSYS model has been constructed for the same DHW
circuit with the implementation of the variable load
profile of the HC and the variable UA profile of the PHE
based on the experimental measurements for various
operating conditions of eco working mode. The
outcomes from the TRNSYS model are categorized into
three sections. Firstly, experimental validation of the
TRNSYS model has been made for the eco working
mode simulations. Secondly, the TRNSYS model has
been validated numerically as well by solving 1D
modelling equations of the HC and the PHE. MEA, MSE,
and RMSE values of the TRNSYS model and 1D model
have been compared with respect to the experimental
data for all eco mode simulations. It has been apparently
proved that TRNSYS model improves the error values
especially for the transient region due to the insertion of
the experimental UA variation and the load profiles.

In this study, the main objective is to improve the
TRNSYS model decreasing its dependency on the
experimental data. Therefore, the UA parameter
definition of the PHE is investigated. Unlike the
aforementioned TRNSYS model, this modified model
uses constant UA approach instead of the variable UA
profile. All results obtained under the variable UA
approach are compared with the results of the constant
UA assumption. The MAE values of the DHW inlet and
outlet temperature difference, which is the most critical
output of the model, are nearly the same under variable
and constant UA approaches with respect to the
experimental data for both steady-state temperature
distribution and the overall temperature profile covering
the transient region as well. MAE values for the same
temperature difference profile including the overall time
region are 0.46°C, 0.82°C, and 0.53°C for 5 l/min, 7
I/min, and 8,7 l/min, respectively, for the eco mode
simulations under both of the UA approaches. Some of
the MAE values for the intermediate temperature values
such as CH water inlet and outlet temperatures increase
under constant UA approach, but the error stays still
within the acceptable error range. As a result, it is
concluded that the constant UA approach could be used
in the parameter definition of the PHE thereby decreasing
the reliance of the TRNSYS model on the experimental
data. For some of the simulations to test new designs, it
is customary to have limited experimental data. Hence,
the applicability of the model could be increased while
decreasing the dependence of the parameter definitions

on the experimental data. Actually, the selection of these
approaches as constant or variable is a critical
determination for some the TRNSYS components
affecting the final outcomes, i.e. Type 140 — Constant UA
and Type 141 — Varying UA.

Lastly, making use of the constant UA approach, the
comfort mode validation is completed. The results of
DHW inlet and outlet temperature difference obtained
from TRNSYS and the previously established 1D model
are compared as well with respect to experimental data.
The upper and lower peaks in the transient DHW inlet
and outlet temperature difference profile of the comfort
mode are estimated better with the TRNSYS model. The
superiority of the TRNSYS model is more obvious when
the MAE values are compared with that of 1D model in
the comfort mode validation. MAE value calculated for
the DHW inlet and outlet temperature difference in
comfort mode operating scheme decreases from 1.7 °C to
0.5 °C with the TRNSYS model. Definition of the UA
profile during the late ignition time is made based on the
heat retention of the HC. The better agreement of the
TRNSYS model with the experimental data is due to the
experimental ~ parameter  definition.  With  the
implementation of the constant UA approach in the PHE,
the reliance of the model on the experimental data is
decreased, but the load profile is still inserted to the
model to take the transient effects into account. To sum
up, the TRNSYS model could be used for the
performance estimations of the DHW circuit in both eco
and comfort simulations. Therefore, the number of the
testing could be decreased with the preliminary
evaluations interpreted from the simulation results. As of
the future targets, the load profiles could be inserted into
the model for various operating conditions or it could be
modelled and inserted into the model by a mathematical
expression for the wide use of the DHW circuit TRNSY'S
models.
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NOMENCLATURE

p Density, kg/m?

Cp Specific heat, J/kg-K

T Temperature, °C

m Mass flow rate, kg/s

As Heat transfer surface area, m?

Ac Flow cross-sectional area, m?

Ao Outer heat transfer surface area, m?

Apue  Heat transfer area of each plate, m?

h Convective heat transfer coefficient, W/m?-K
U Overall heat transfer coefficient, W/m?-K
leuE Length of the PHE, m

S HC height, m

t Time, s

z CH water flow length around the HC, m
k Thermal conductivity, W/m-K



Venwe  Volume of the CH water at each hot water
channel of the PHE, m?

Vanwe  Volume of the DHW at each cold-water channel
of the PHE, m?

dxi Control volume length in x: direction, m

dx2 Control volume length in x2 direction, m

dyi Control volume height in y direction, m

dy2 Control volume height in y2 direction, m

Qcn Amount of heat transferred from CH water to
DHW, kJ

Tadia Adiabatic flame temperature, “C

P The appliance power at the steady-state
operating region (without power modulation)

) Coefficient corresponding to the power
modulation

Putea  Rated power of the pump, kW

14 Volume flow rate, I/min

0 Rate of heat transfer, kW

n Total number of the measurements or

calculations from a specified point
UA Multiplication of the overall heat transfer
coefficient and the heat transfer area, W/K

y Measured or calculated parameter, i.e.
temperature

Subscripts

g Hot combustion gases

wt (1) CH water in the HC

wt (2) CH water in the PHE

wt (3) DHW in the PHE

W HC wall

wt Water

0 Surrounding air

comb  Combustion

pipe Pipe in the CH circuit

in Inlet

out Outlet

load Heat retention effect of the heat cell block in the
CH water circuit (load definition)

initial  Initial value at simulation start

final Final value at the simulation stop

rated  Nominal value

net Net amount

exp Experimental

theo Theoretical

i i number of the measurement or calculation
pump  Pump in the CH circuit

Abbreviations

CH Central heating
DHW  Domestic hot water
DCW  Domestic cold water
PHE  Plate heat exchanger
HC Heat cell

(Y% Control volume

MAE  Mean absolute error
MSE  Mean square error
RMSE Root mean square error
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Abstract: In real life, sublimation of ice under certain conditions results in non-uniform formation of ice cubes with
irregular shapes. During extracting these irregularly shaped cubes from enclosed spaces, the openings through which
the cubes move can be plugged. A deep analysis of the sublimation process should be applied to make the shape of the
ice cubes homogeneous and smooth-edged. Although there is an analytical method for the sublimation of spherical ice
in literature, the hemispherical shape has not been studied. Furthermore, if ice formation and sublimation occur
simultaneously within a place confined by a wall, novel approaches are necessary. In the current study, an analytical
method has been proposed for the sublimation from a hemispherical ice sample as a combination of the models for the
spherical and circular flat surfaces. The sublimation rate calculated by this new analytical method has been compared
to the results from the weighing experiments and visualizations where the sublimation over time was measured by
processing a series of images of ice cubes. There is a good agreement between the calculated values and the mass loss
observed in the visualized images and the weighted samples. Thus, it is concluded that the sublimation rate is correlated
with the velocity, temperature, and relative humidity of the air flowing over the ice cubes undergoing sublimation.
Keywords: Sublimation, visualization, transient mass transfer, ice

NEMLIi VE ZORLANMIS TASINIMLI KAPALI HACIMLERDE YARIKURESEL BUZ
SUBLIMASYONUNUN ANALITIK INCELENMESI

Ozet: Gergek hayatta, buzun belirli kosullar altinda siiblimlesmesi, diizensiz sekilli buz kiiplerinin olusumuyla
sonuglanir. Diizensiz sekilli bu kiiplerin kapali alanlardan ¢ikarilmasi sirasinda kiiplerin hareket ettigi agikliklar
tikanabilir. Buz kiiplerinin seklinin homojen ve diizgiin kenarli olmasi i¢in siiblimasyon prosesinin derinlemesine
analizi gerceklestirilmelidir. Literatlirde kiiresel buzun siiblimlesmesine yonelik analitik bir yontem bulunmasina
ragmen yarim kiire sekli ¢aligilmamistir. Ayrica, duvarla sinirlandirilmis bir hacimde buz olusumu ve siiblimlesme ayn1
anda meydana geliyorsa, yeni yaklagimlar gereklidir. Bu galismada, kiiresel ve dairesel diiz yiizey modellerinin bir
kombinasyonu olarak yarim kiire seklindeki bir buz 6rneginden siiblimlesme i¢in analitik bir yontem onerilmistir. Bu
yeni analitik yontemle hesaplanan siiblimlesme miktari, siiblimlesmenin bir dizi buz kiipii goriintiisiiniin islenmesiyle
elde edildigi gorsellestirme deneyleri ve tartim yapilarak elde edilen sonuglarla karsilastirildi. Hesaplanan degerler ile
gorsellestirme sonuglarinda ve tartim yapilmis numunelerde gdzlemlenen kiitle kaybi arasinda iyi bir uyum vardir. Elde
edilen sonuglara gore siiblimlesme miktarimn, siibblimlesmeye ugrayan buz kiiplerinin {izerinden akan havanin hiz,
sicakligi ve bagil nemi ile iliskili oldugu sonucuna varilmistir.

Anahtar Kelimeler: Siiblimlesme, gorsellestirme, zamana bagh kiitle transferi, buz

NOMENCLATURE As surface area of circular flat surface [m?]
B equation coefficient [-]
A equation coefficient [-] D diameter of sphere [m]



Das diffusion coefficient of water vapor (A) in air
(B) [m?s]

g gravity [m/s?]

Gr Grashof number for heat transfer [-]

Grm Grashof number for mass transfer [-]

h convection heat transfer coefficient [W/m?K]
hm convection mass transfer coefficient [m/s]
K equation coefficient [-]

k thermal conductivity of air [kW/mK]

L characteristic length [m]

Ls latent heat of sublimation [kJ/kg]

M molecular weight of water [kg/kmol]

m mass of water ice sample [kg]

n equation coefficient [-]

Nus Nusselt number of spherical surface [-]
Nur Nusselt number of circular flat surface [-]
P perimeter length of flat surface [m]

p equation coefficient [-]

Ps saturation pressure [kPa]

Pr Prandtl number [-]

r radius of sphere [m]

Ru universal gas constant [kJ/kmolK]

Ra Rayleigh number for heat transfer [-]
INTRODUCTION

Not only for the snow analysis in meteorology, but also
in novel refrigeration systems and cryogenics,
sublimation is an important topic (Chen et al., 2014;
Schmidt, 1972; Schmidt and Gluns, 1992). The
findings in this area may be applied to the dissolution
of solids, for instance for controlling the smoothness of
surfaces during synthesis or for optimizing crystalline
shapes during drug dissolution (Jambon-Puillet et al.,
2018). As it is summarized in Zhao et al. (2020),
theoretical studies on the sublimation process itself are
rare, in contrary to being the fundamental phenomenon
in de-icing and defrosting processes, food preservation,
and porous media fabrication. In literature,
investigations on naphthalene, solid carbon dioxide,
benzoic acid (Aoki et al., 2002; Garner and Grafton,
1954; Hong and Song, 2007; Smolik and Vitovec,
1983), ice (Neumann et al., 2009; Schmidt, 1972;
Schmidt and Gluns, 1992; Thorpe and Mason, 1966),
and subcooled water droplets (Reitzle et al., 2019;
Ruberto et al., 2017) are present. However, there is a
lack of study on the sublimation during ice formation
in domestic refrigerators.

In the current study, the sublimation rate of ice in an
enclosed space under forced air flow conditions is
visualized by an image processing method and also
calculated from weighing experiments. Thus; the
parameters of the sublimation rate are studied and a
basic approach has been handled to understand the
irregularities on the surfaces of the ice cubes resulting
in plugging within the passages of the refrigerator.
Since hemispherical ice samples are geometrically
similar to the ice cubes formed in refrigerators, these
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Ram Rayleigh number for mass transfer [-]

Re Reynolds number [-]

Scs Schmidt number of spherical surface [-]

Sct Schmidt number of circular flat surface [-]

Sh Sherwood number [-]

T absolute temperature [K]

Te ambient temperature [K]

Tr film temperature [K]

T: surface temperature of the sphere [K]

Tw wall temperature of the circular flat surface [K]
Greek Symbols

a equation coefficient [-]

B equation coefficient [-]

v kinematic viscosity of air [m?%s]

p average density of water vapor [kg/m?]

Peo density of water vapor in the remote

environment [kg/m?]

pr density of water vapor in the immediate vicinity
of the sphere [kg/m?]

Ps saturation density of vapor [kg/m3]

Pw density of water vapor in the immediate vicinity
of the circular flat surface [kg/m®]

0] relative humidity [-]

shapes have been used as the domain geometry. As
stated in Jambon-Puillet et al. (2018) sublimation from
hemispherical shapes usually takes longer compared to
other types of geometry and both weighing
experiments and visualization processes depend on
several parameters. Here, in addition to the ones
reported in the literature, the temperature difference
between the ice sample surface and the enclosure has
been taken into account, as well as the humidity of the
air within the enclosure. Moreover, the effect of the
extreme temperature difference between the ice sample
surface and enclosure on the sublimation rate is
investigated with an analytical model for a variety of ¢
levels as a special case. Then the heat and mass transfer
have been correlated to the velocity of the air over the
ice samples, and the enclosure temperature. The results
have been extended to predict ice plugging in a variety
of conditions before it occurs and prevent it without
any malfunctions.

ANALYTICAL METHOD FOR THE
HEMISPHERE

Most of the analytical sublimation models study ice
crystals, snow, and snowflakes in cold regions. They
investigate sublimation rates on different geometries,
especially on spherical and flat geometries. However,
there is no sublimation model for the hemispherical
geometry, presented in literature. A model developed
for the sublimation of the spherical samples is not
convenient with a hemispherical sample. In order to
develop the model fully, the spherical and the flat
surfaces should be investigated, separately.



In the present study, the model proposed for spherical
bodies in literature Thorpe and Mason (1966) has been
modified for the hemispherical geometry. By this
modification, the model for the spherical surface of the
hemisphere has been combined with the model for the

Air Flow

vl

Spherical
Surface

Circular Flat Surface
r

Figure 1. Hemispherical sublimation model.

The modified analytical model has been based on the
spherical geometry studied by Thorpe and Mason
(1966) where the temperature differences between the
ice surface and environment were neglected. They
used the diffusivity value (between water and air at
0°C) 7% lower than the reference value, which is 0.22
x 10* m?%s.

However, in the current study, air temperature in the
test section has an oscillation within +3°C of the
reference value. This difference is considered in the
modification. On the other hand, the reference
diffusivity value was taken as the same with Thorpe
and Mason (1966) to keep the test-validated method as
possible. The transient heat and mass transfer equations
(Eq. 1 and Eq. 2) have been combined with the
Clausius-Clapeyron equation (Eq. 3) as in Thorpe and
Mason (1966). Finally, a model for the hemispherical
surface (Eq. 12), also including temperature differences
between the ice surface and the ambient, is formed.
Then total sublimation rate was calculated, summing
up the sublimation rate for the hemisphere and the
circular flat surface (Eq. 23).

Equations for the sublimation rate in terms of heat
transfer, and mass transfer given in Thorpe and Mason
(1966) are as the followings

Ly =% = 2mkr (T, — Too)Nug (1)
d
— = 21D457(pos — py)Shy )

where Nus and Shs defined in Eq. (15a) and Eq. (15b).

On the other hand, the Clausius-Clapeyron equation
with an ideal gas approximation is:

o (it ar -

Ps Ry T2

(€))
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flat surface. This modification has also considered that
the circular flat surface of the hemisphere is not directly
exposed to the freestream but it is located in the wake
region facing the downstream (Figure 1).

where boundary conditions are

T=To > ps=ps(Te) )

T=T - ps=psT;) (5)
Integrating Eq. (3) and applying boundary conditions
(4 and 5) gives:

o (£202) Ir) _ sk (T

ps(Teo) Too Ry \ TeoTr

(6)

If water vapor density in the immediate vicinity of the
ice surface is considered to be equal to the saturated
vapor density at ambient temperature (i.e. pg =

ps(T;)), using Eq. (2)

1 dam

pr = ps(Tr) = P — ZHDABTShSE @)
can be obtained.
Combining Egs. (6) and (7) results in
(e s )
"o (T.) ~ 2DaprShopy(T,)) dt ) T,
_ LM (T, — TOO)
" R, \ T,T,
(®)

Here, po/ps(T») is equal to @, at ambient temperature
T,. Thus;

1 dTI’l Tr Lg M(T,-—Too)
((p— —)—:eRu Teo Tr
21D ,57Shps(Ty) dt /T,
©)

is obtained.

If a series expansion is performed for the right-hand
side of the above equation:

( 1 I
¢ 27D 4T Shsps(Teo) dt

1 (Ls M\? (Tr—Teo\ 2
G0 ) +
Since the third and the following terms can be

considered as a truncation error because of their
relatively small values,

Ls M (Tr—Teo
_ el (Tt
Teoo Ry \ TooTr

(10)

dm) Tr _

o LM (Ty—Teo
((P 27D 4T Shsps(Teo) dt I+ ( )

Too Ry \ TooTy

an



is obtained.

Combining Eq. (1) and Eq. (11) and rearranging and

dividing by 2, the sublimation rate for the
hemispherical surface can be calculated:
Too
nr{Q————
= o) (12)
dt ( 1 )+< L2 M >
D 4gShsps(Teo)) "\ RykNugTy?

Nus and Shs appearing in Eq. (12) have been calculated
by substituting the experimental mass change into
Equations (1) and (2). Mass transfer due to natural
convection from the lower surface of the hemisphere
has been calculated from the relevant correlations and
subtracted from the total mass measured during the
experiments.  Sherwood numbers from the
experimental data for the hemisphere under study have
been compared to the correlations reported in the
literature (Figure 2).
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——Sphere (Gamson, 1951)
Sphere (Garner&Grafton, 1954)
Half of Gamson (1951) correlation

1751 Hemisphere (This Study) - Trendline
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Figure 2. Comparison of the Sherwood correlation for the
hemisphere with the Sh correlations for the sphere in the
literature.

It is seen that Sherwood numbers from the current
experimental results coincide with the half of the
correlation for spherical surfaces by Gamson (1951).
The maximum variation is 24.2% at Reynolds 6000
between the trendline of experimental results and the
half of the Gamson (1951) correlation.

On the other hand; the wind factor curve was generated
using weighing results as in previous studies (Pasternak
and Gauvin, 1960; Pitter et al., 1974; Thorpe and
Mason, 1966). For spherical bodies, the correlations
below have been used:

Nug = B + BRe™Pr? (13)

Shy; = A+ aRe™ScP (14)
where Reynolds number is based on the diameter
(Garner and Grafton, 1954; Pitter et al., 1974; Thorpe
and Mason, 1966).
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For the coefficients appearing in correlations, there are
different values in the literature. For the quiescent
environment (Re = 0), A = B = 2 is proposed by
Langmuir (1918) and validated by Frossling (1938) and
Ranz and Marshall (1952). For low Reynolds number
cases (10<Re < 200), A = B = 1.88 is obtained by
Thorpe and Mason (1966).

In the presented study, the range is as 3300<Re<6000.
Thus, the wind factor, F values in Pasternak and
Gauvin (1960), Pitter et al. (1974), Thorpe and Mason
(1966) have been used to determine A, B, o, and
coefficients of Nus and Shs correlations.

In Powell (1940) for 650<Re<45000, also in Pasternak
and Gauvin (1960) for 500 < Re < 5000, and in
Gamson (1951) without regarding to the Reynolds
number, it is given as p=1/3 and n=0.5. Considering p
and n independent of geometric shapes, and the
moderate range of the Reynolds numbers in the current
study, p=1/3 and n=0.5 are assumed. Thus, the
following equations in terms of wind factor are
obtained (Figure 3).

Nug = 3.432Re'/2Pr'/3 — 94,942
3300<Re<6000 (15a)

Shy = 3.432Re/2Sc/3 — 94,942
3300<Re<6000 (15b)
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Figure 3. Investigation of heat and mass transfer correlations

as a single equation by using wind factor.

Eq. (15b) is identical to the correlation
Sh=0.85Re%3Sc%33  which is validated by the
experimental data illustrated in Figure 2. The

discrepancy between the resulted correlation, and the
one obtained as the half of Gamson’s has emerged due
to the uncertainty of the experiments. The natural
convection from the flat surface of the hemisphere may
be another reason for this difference.

The sublimation rate from the flat surface can be
written in terms of the Nusselt number, and Sherwood
number (Goldstein et al.,1973; Incropera, 2011; Lloyd
and Moran, 1974):

L2 = (T, — T,)

S dt

2
R — dmrkNug(T, — T,)

D 4




(16)
dm 4SheDyp 1. D?
E = (poo - pw) TT
= 2nrDypSht (P — Pu)
a7

With Clausius Clapeyron equation (Eq. 3) and ideal gas
equation of state, the sublimation rate from the circular
flat surface (Figure 1) is obtained as:

dm Zm‘(cp _%)

ar 1 + Ls*M (18)
DppShyps(Too) RukNufTwz

For the flat surface, natural convection correlations
(Goldstein et al., 1973; Incropera, 2011; Lloyd and
Moran, 1974) have been used:

Nuy = 0,54Ra'/* (19)
Shy = 0,54Ray,* (20)

As the characteristic length, L, is equal to 1/2 for the
circular surface; heat and mass transfer Rayleigh
numbers appearing in the equations are:

Ts—Teol D3
Ra = GrPr = 85Tl o =D p,.
v 64

ey
— 9(Ps=po) D ¢

Ra,, = Gr
a,, = Gr,Sc S

(22)

Finally, the total sublimation rate of hemispherical ice
is defined as:

Too
mr(0-72)
b, > +
dt ( 1 )+ Ls“ M
D 4pShsps(Too)) '\ RykNugTy?

an(cp—%)

dam

1 + Ls*M
DppShgps(Too) RukNufTwz

(23)

where the first term represents the spherical surface of
the hemisphere and the second term corresponds to the
sublimation rate from the bottom flat surface.

Here, the effects of the flow separations and vortices at
the wake of the hemisphere and acting on the flat
bottom surface have been neglected.
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Experimental Measurement Data
(temperature, relative humidity, air velocity)

Acquired Total Sublimation Calculation of Sublimation Rate From
Rate by Weighing Method the Circular Flat Surface (Eq.18)

\/

Calculation of Sublimation Rate From
Sherical Surface of the Hemispherical Ice

}

Calculation of Nu, and Shy Numbers
by Using Egs. (1) and (2)

}

Generation of Wind Factor Graphs to Obtain
the Coefficients of Eqgs. (13) and (14)

l

Derived Nu, and Sh Correlations For the
Forced Convection From Hemispherical
Surface (Eqgs. 15a and 15b)

Figure 4. Flow chart for Nus and Sh; correlations.
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Once the required correlations were formed (Figure 4),
Eq. (23) was analytically solved with a time step of 60
seconds which is the data sampling interval of the
experiments. Since, it was confirmed by the recorded
images of the ice sample (see the next section) that the
ice shape changed homogeneously, throughout the
spherical surface, the numerical procedure has not
considered a varied sublimation rate.

EXPERIMENTAL SETUP

For the test rig, a wind tunnel has been installed on the
refrigerator shelf within a well-insulated cabinet. The
wind tunnel directs the air to flow over the
hemispherical ice cube. As illustrated in Figure 5; the
tunnel consists of an axial fan (A), flow straightener
(B), and ice sample (C). The dimensions of the air
tunnel are 90 mm x 90 mm x 300 mm. To enable optical
access, tunnel walls were made up of transparent
plexiglass. K-type thermocouples (T) and MSI
HTG3500 relative humidity sensors (H) have been
used to collect data from experiments with a data
acquisition system. The thermocouples have been
placed onto the tunnel entry and immediate vicinity of
the flat surface of the ice sample. The flat surface
temperature values have been used as identical to those
of the spherical surface. In other words, the temperature
distribution whole over the surfaces has been assumed
as uniform. Also, ¢ data from the refrigerator ambient
and inside of the tunnel has been measured. Both
temperature and humidity data have been recorded with
a sampling rate of 0.017 Hz (recording every 60
seconds). The velocity inside the tunnel has been
controlled by changing the rotational speed of the DC-
controlled fan.
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Figure 5. The experimental setup. A: Axial fan B: Flow
straightener C: Ice sample H: Humidity sensors L: LED T:
Thermocouples
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Visualizations of the ice cubes were performed using a
USB-controlled RGB camera with 15 megapixels
resolution was placed at a 100 mm distance from the
tunnel wall, for the image acquisition. Except for the
observation window facing the camera, the walls of the
tunnel were painted black in order to increase the
contrast between the ice and the background of the
images. A LED light (L) was used for illumination. NI
Vision Builder ® software was used to periodically (1
image per hour) record the images of the hemispherical
ice. Animage processing algorithm in MATLAB® was
developed to analyze the recorded images. The
algorithm was used to determine the number of pixels
forming the ice for each image and to detect the
difference between successive images. Using this
approach, it is possible to determine the change in the
shape and the volume of the ice cube over time. In
Figure 6, the purple field in the comparison image
represents the change in the ice sample due to the
sublimation. These results are compared to the results
of weighing measurements that are discussed below.

Last Image

First Image

Binarized Image Binarized Image

100 200 300 400 500 660

pixel
Figure 6. An example of the process of visualization for the
-18°C forced convection with 1m/s air velocity case. The left
image is recorded at the start of the measurements, while the
image on the right is recorded after 72 hours. The difference
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in the projection of the two ice cubes is indicated by purple at
the bottom graph.

The average air velocity in the test section has been
measured by using particle image velocimetry (PIV). A
HiSense Mk II camera with a resolution of 1344 x 1024
pixels was used for recording the PIV images. The light
source for illumination was a double-pulsed Nd:YAG
laser (New Wave Solo-III) with 50 mJ/pulse energy at
a wavelength of 532 nm. The flow was seeded with
paraffin oil smoke with a mean diameter of 1.5 pm. The
vector fields were calculated using an interrogation
window size of 32x32pixels and 50% of overlap. An
average of 100 instantaneous vector fields were used to
compute the average air velocity in the test section.

Mass loss due to sublimation was detected by also
weighing the ice samples with KERN DE35K0.5D
digital scale having a resolution value of 0.5 g.
Weighing measurements were performed at room
temperature, rapidly so as not to allow additional
sublimation or melting, after taking out the ice samples
from the controlled (cold) room. At the beginning of
each experiment, ice samples were weighted to check
the initial mass of each sample. Also, they were
weighted at the end of each experiment, and sublimated
mass was calculated from the difference between two
consecutive weighing measurements. The weighing
was not continuous throughout the measurement
duration. Thus, the results of the weighing
measurements include only the initial and the final
mass for each sample. Residual mass is calculated from
the difference between these two values at the end of
the weighting process. Each experiment was repeated
twice to avoid possible errors and provide consistency
between the image results.

CASE CONDITIONS AND MEASUREMENTS

In addition to the parameters such as temperature, air
velocity, size of ice particles, and geometrical shape
used in previous studies (Neumann et al., 2009; Thorpe
and Mason, 1966), also ice storage time in the
refrigerator is investigated. Since the purpose is to
prevent the plugging within the ice-extracting
channels, duration is an important parameter.

The hemispherical ice samples that were used in this
study are 50 grams each and have 30 mm of radius. The
ice sublimation rates were studied at two different
ambient temperatures (-18°C and -24°C), which are the
set temperatures of the refrigerator. To adjust the
airspeed, 3 different voltage values of the axial fan
were used, which are 6V, 9V, and 12V corresponding
to 0.7m/s, 1m/s, and 1.2m/s. The experiments were
carried out at two different durations, 72 and 144 hours.
Although the value is between 50% and 70% for the
refrigerators, the ¢ in the cold room could not be kept
constant as also stated in Reitzle et al. (2019). Thus, ¢
was not able to be used as a controlled parameter for
the experiments, but it was acquired for using in the
analytical calculations (Eq. 23).



Residual mass which is the ratio of the remaining ice
mass to the initial ice mass has been calculated from
the weighing measurements and observed during the
visualizations. Then, this ratio has been compared to
the one calculated by the analytical method (Eq. 23). It
is seen that the differences between the calculations,
visualizations, and analytical method developed in the
current are lower than 8% (Figure 7).
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Figure 7. Ice sublimation results for -18 °C temperature; 1.2
m/s air velocity and 144 hours.
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RESULTS

The effects of different parameters on the sublimation
rate of hemispherical ice (Figure 8) have been
measured and observed. Although the volumes of the
ice cubes reduced significantly over time, the
geometries mainly remained hemispherical during the

sublimation process (see Figure 6). This is further
confirmed by the samples weighed at the end of each
experimental campaign, where the shapes of the ice
cubes were axially symmetric. This shows that the
sublimation of the hemispherical ice cubes occurs
homogeneously over the hemispherical surface in our
experimental setup, probably due to the shape of the
test rig.

The sublimation rate depends on ambient temperature
and air velocity. An increase in the ambient
temperature at a constant air velocity results in a higher
sublimation rate. On the other hand, the almost linear
characteristics of the curves in Figure 8 show that the
sublimation rate does not change with time. The
sublimation rate is directly proportional to the air
velocity at a constant ambient temperature.

According to the experimental results; in order to
decrease the ice sublimation rate, the ¢ in the
environment should be high and the temperature of the
environment and air velocity values should be low.

Error analysis of experimental measurements has been
given in Figure 9. Errors between the weighing and
analytical study are lower than 6%. That shows the
good correlation of these two methods. The errors of
visualization are relatively higher compared to the
other two methods, but all of the errors are lower than
10%. Also, it should be noted that the visualization
method can be developed to give more accurate results
with better a camera and equipment.
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Figure 8. Change of the measured and observed residual mass with respect to time.
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Figure 9. Error analysis of experimental measurements and
analytical calculations

The theoretical sublimation amount of the
hemispherical ice sample calculated using the
analytical sublimation model (initially 50 grams)
within one day are given in Figure 10, Figure 11, and
Figure 12 for different temperature differences, relative
humidities, and air velocities. The “residual mass rate”
shows the residual mass of ice as a daily percentage by
referencing the initial mass. As the ¢ decreases,
residual mass changes parabolically with respect to the
temperature in Figure 10. Also, if the surface
temperature and the ambient temperature are identical,
obviously there will be no sublimation or solidification
if the air is saturated.

fitteeen.,
:90 i:;s::::..‘--.-.-.._._.
) Tet e, e, T,
= 80 soe e, e,
N .. ‘e ‘e,
S0l el te, ‘., |
e e e, e I
= . .
Z 60 e
2 50 . Y '-. ]
o .. l. -‘
= 40 s =0% . ".'
s e p =20% * . )
=
2000 =a0% . e
ézo.wzfio% * .
-
o ¥ =80% L
¢ =100%

0, T L L J
-30 -25 -20 -15 10 -5 0

Temperature [°C_]
Figure 10. Residual mass rates at different temperatures and
¢ values for air velocity 1 m/s, and T, = Tw = Ts - 3 °C).

Analytical results of the sublimation model with
relatively high-temperature differences between the ice
sample and ambient are given in Figure 11 as a specific
case. It is seen that ¢ values are less effective than the
ones at 3 °C temperature difference illustrated in Figure
10.

In Figure 12, the residual mass rate for different air
velocities is illustrated. The sublimation rate increases
as the air velocity increases at a constant temperature.
However, the amount of increment depends on
temperature. For example, a residual mass difference
between 0.6 m/s and 0.8 m/s air velocities is 6.2% at -
10°C, while it is 2.74% at -20°C. Also, it is seen that
the amount of increment is inversely proportional to the
airspeed. The residual mass difference decreases from
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6.2% (between 0.6 m/s and 0.8 m/s) to 4.22% (between
1.4 m/s and 1.6 m/s), as the velocity increases at -10°C.
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Figure 11. Residual mass rates at different temperatures and
¢ values for air velocity 1 m/s, Tr = Ty = T - 100°C.
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CONCLUSION

A new transient analytical model for the sublimation
from a hemispherical ice sample is proposed as a
combination of the models for the spherical and
circular flat surfaces in this paper. The novel analytical
method has been compared to two separate
experimental methods, under forced convection
conditions. Image processing-based visualization and
weighing methods were carried out simultaneously to
observe the sublimation phenomena. Experiments were
performed at various temperatures, as well as different
air velocities corresponding to 3300 < Re < 6000. The
results of the analytical method are in good agreement
with the calculated residual ice mass, via visualization
and the weighted samples. The analytical model was
employed to predict ice plugging depending on the
sublimation rate of the ice sample under various
conditions and to prevent it without undesired
formations. Such an analytical method will be used to
understand the irregularities on the surfaces of the
hemispherical ice cubes, resulting from the parameters
affecting the sublimation rate.
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Abstract: The effect of the water addition into the intake air (WAIA) on cylinder pressure, temperature, heat release
rate (HRR), combustion duration (CD), and energy balance in an automotive diesel engine have been investigated
experimentally. Also, an empirical correlation has been developed for estimating CD using the HRR. This relation
has been developed by applying the multiple curve fitting method, taking into account experimental results for
different water ratios such as (2, 4, 6, 8, and 10) %, different engine loads, and different engine speeds such as (2000,
2500, 3000, 3500, and 4000) rpms. The test results showed that cylinder pressure values generally increased at (2000,
2500, and 3500) rpm, but they decreased at (3000 and 4000) rpm for all of the selected water ratios. Also, maximum
cylinder temperature values have occurred at crank angles farther from TDC for WAIA. Cylinder temperature values
mostly decreased at (2000, 2500, and 3000) rpms, but they generally increased at (3500 and 4000) rpms for WAIA.
Also, maximum cylinder temperature values were occurred at crank angles farther from TDC for WAIA. HRR values
generally decreased at (2000, 2500, 3500, and 4000) rpms, but they generally increased at 3000 rpm. It has been
determined that the CDs were generally shortened at all of the engine speeds under full loads with water addition. CD
values for NDF and (2.42, 4.22, 5.95, 8.32, 9.46) % water ratios have been determined as (13.10, 12.96, 12.93, 12.68,
12.95, and 13.576) °CA, respectively, at 2000 rpm. The effective power values according to the chemical energy of the
fuel generally decrease with WAIA at 2000 rpm. However, the effective power values according to the chemical
energy of the fuel increase for high WRs at 4000 rpm.

Keywords: Diesel engines, Water addition into the intake air, Heat release rate, Combustion duration, Energy balance

BiR OTOMOBIL DiZEL MOTORUNDA EMME HAVASINA SU EKLENMESININ
YANMA PARAMETRELERI VE ENERJI DENGESI UZERINDEKI ETKILERININ
DENEYSEL iINCELENMESI VE YANMA SURESI iCIN AMPIRIK BAGINTI
GELISTIRME

Ozet: Sunulan ¢alismada; bir otomobil dizel motorunda emme havasina su eklenmesinin (EHSE) silindir basinci,
silindir sicakligi, aciga ¢ikan 1s1 orami degerleri, enerji dengesi ve yanma siiresi lizerindeki etkileri deneysel olarak
incelenmistir. Ayrica, agiga ¢ikan 1s1 orani egrilerinden hesaplanan yanma siireleri i¢in ¢oklu egri uydurma yontemi
kullanilarak ampirik bir bagint1 gelistirilmistir. Bu bagint1 gelistirilirken, farkl yiikler altinda (2000, 2500, 3000, 3500
ve 4000) d/d devir sayilarinda ve % (2, 4, 6, 8, ve 10) su oranlarinda yapilan deneysel veriler kullanilmistir. Yapilan
calisma sonunda, EHSE’nin silindir basinglarini (2000, 2500 ve 3500) d/d devir sayilarinda artirdigi ve (3000 ve
4000) d/d devir sayilarinda azalttigi ve maksimum basinglarin iist 6lii noktaya (UON’ye) daha yakin krank mili
acilarinda (KMA) olustugu belirlenmistir. EHSE nin silindir sicakliklarini (2000, 2500 ve 3000) d/d devir sayilarinda
azalttig1 ve (3500 ve 4000) d/d devir sayilarinda arttirdig1 ve maksimum sicakliklarin UON’ye daha yakin krank mili
acilarinda olustugu goriilmistiir. EHSE ile agiga ¢ikan 1s1 orani degerleri (2000, 2500, 3500 ve 4000) d/d sayilarinda
azalmig, ancak 3000 d/d devir sayisinda artmistir. EHSE ile, yanma siiresi tam yiik altinda segilen tiim calisma
kosullarinda genel olarak azalmistir. Ornegin 2000 d/d devir sayisinda, saf dizel yakit: ve % (2.42, 4.22, 5.95, 8.32,
9.46) su oranlarinda yanma siireleri (13.10, 12.96, 12.93, 12.68, 12.95, and 13.576) KMA seklinde hesaplanmuistir.



EHSE ile, motorda harcanan yakitin kimyasal enerjisine gore degerlendirme yapildiginda efektif giiciin 2000 d/d
devir sayisinda genellikle azaldigi ancak 4000 d/d devir sayisinda arttig1 belirlenmistir.

Anahtar kelimeler: Dizel motorlari, Emme havasina su eklenmesi, A¢iga ¢ikan 1s1 orani, Yanma siiresi, Enerji dengesi

NOMENCLATURE

CA Crank angle

HRR Heat release rate [J/deg.]

n Engine speed [rpm]

NDF Neat diesel fuel

TDC Top dead center

Th Brake torque

WAIA Water addition into the intake air
WR Water ratio

CD Combustion duration [°CA]
INTRODUCTION

Diesel engines, known as the most efficient thermal
machines, face two kinds of challenges: the crisis of
petroleum and the increasingly stringent emission
regulations (Gzahal, 2009). For this reason, scientists
and engine manufacturers work intensively on structural
and alternative fuel developments related to diesel
engines to minimize these undesired effects. Clean
combustion strategies, high-pressure fuel injection
systems such as common-rail, the new developments in
valve and control systems, and, turbocharging etc., can
be listed as some examples of these structural studies.
The use of different alternative fuels to replace fossil
fuels in diesel engines can be given as examples of
alternative fuel developments. Biodiesel and bioethanol
are among the most studied alternative fuels in this
context (Maawa et al., 2020; Han et al., 2020). In
addition, water adding method in diesel engines has
gained importance in recent years as the use of water
significantly reduces NOx, which is the most crucial
pollutant of diesel combustion (Subramanian, 2011;
Sahin et al., 2018; Tauzia et al., 2010). As well known
from relevant literature; water use allows for controlling
combustion temperature, which affects NOx production
(Gzahal, 2009).

Since the 1950s, many different studies have been
carried out on the addition of water in diesel engines
(Mahmood et al., 2019). Nowadays, the number of
studies on the addition of water in diesel engines has
increased due to the rising environmental pollution and
depletion of crude oil resources. It can be seen from the
literature review that, although many different
techniques for water adding have been used in diesel
engines, generally, three methods were applied. These
methods can be classified as (a) water/diesel emulsion,
(b) water injection directly into the cylinder (DWI)
using a separate injector, and (c) water addition/injection
into the intake air (WAIA) (Maawa et al., 2000; Sahin et
al., 2018; Shojoei et al., 2019; Ayhan and Ece, 2020).

(a) Water/diesel emulsion method is applied by
blending and homogenizing diesel fuel and water (here,
a suitable surfactant is generally added to this mixture).
This water/surfactant/diesel fuel mixture is injected into
the cylinder using the conventional injection system at
the end of the compression stroke. This technique
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requires almost no modification to the engine. Zhu et al.
(2019) summarized the disadvantages of this method as
follows: (1) One of the main disadvantages of this
method is the limitation of the amount of using water
that can be added to fuel. (2) An excess of water may be
injected into the cylinder either too early or too late in
the combustion process in this method, which results in
the cooling of the entire cylinder and lead to increased
ignition delay, engine noise, and retarded combustion.
(3) This method may cause problems at low loads, for
example, at the initial operating conditions of the diesel
engine. These disadvantages may limit the use of
water/diesel emulsion technique in vehicle diesel
engines. However, there are many studies in the
literature applying this method (Gowrishankar et al.,
2020; Jhalani et al., 2019; El Shenawy et al., 2019).
Besides these studies, water emulsification has also
been applied with different alternative fuels (Maawa et
al., 2020; Khanjani and Soboti, 2021; Elsanusi et al.,
2017) in recent years. For example, when biodiesel is
used in diesel engines, it increases NOx emissions
compared to diesel fuel because biodiesel contains
oxygen. For this reason, it is desired to prevent the
increase of NOx emissions by applying biodiesel/diesel
fuel blends with water emulsion recently (Maawa et al.,
2020; Elsanusi et al., 2017). Maawa et al. (2020) carried
out an experimental study by using conventional diesel
fuel, blended biodiesel 20% (B20), and B20 emulsified
with three different water ratios. They determined that
the emulsification of biodiesel/diesel with water
decrease effectively exhaust emissions, especially NOx
emissions, with no penalty in engine performance. In
this study, the B20 with emulsified 30% water reduced
the NOx emissions by approximately 26.17% compared
to diesel fuel. Elsanousi et al. (2017) investigated the
effects of biodiesel/diesel fuel blends with different
ratios of water emulsion on engine performance and
exhaust emissions in a light-duty diesel engine. In this
study, diesel fuel and two different canola oil biodiesel
(20, 40 % vol.) /diesel fuel blends were emulsified with
three different water ratios such as 5%, 10%, and 15%.
They reported that as the increasing water content in
emulsion fuel, BTF increases and NOx and smoke
emissions decrease significantly. However, emulsion
fuel containing a higher water increase considerably CO
emissions. There are a lot of similar studies in the
literature (Maawa et al., 2020; Khanjani and Soboti,
2021; Elsanusi et al., 2017). In these studies, the effects
of water/diesel fuel emulsions (or water/diesel
fuel/different alternative fuel emulsions) on engine
performance and exhaust emissions were investigated.

(b) Water injection directly into the cylinder using a
separate injector. In this technique, the water amount
and distribution in the cylinder can be controlled at the
appropriate time. However, this method is expensive
and difficult to apply (Gowrishankar et al., 2020).
Hence, there is a limited number of researches about
this method in the literature (Ayhan and Ece, 2020; Sun
et al.,, 2022; Zhang et al., 2017). Zhang et al. (2017)



studied the effects of DWI during compression stroke
on the indicated thermal efficiency optimization in a
common-rail diesel engine. They found that the
application of this method increases indicated thermal
efficiency by up to 4.08 %. A similar study was carried
out on a marine diesel engine based on the three-
dimensional simulation model by Sun et al. (2022). In
this study, the effect of DWI at the compression stroke
on engine performance and NOx emissions was
investigated. They found that for the W/F ratio is 2.0,
the indicated power and NOx emissions decrease 3.2%
and 55.6%, respectively.

(c) WAIA is also applied using an adapted carburetor or
a low-pressure injector. This method can be easily and
economically realised. In addition to these advantages
of WAIA method, it can increase the volumetric
efficiency, and it forms a more homogeneous water/air
mixture distribution in the combustion chamber, too
(Subramanian, 2011; Gowrishankar et al., 2020). In this
method, although the injection time of water is not
changed, the injection time of diesel fuel can be
adjusted to obtain optimum operating conditions. In the
literature, there are also various studies applying this
method (Subramanian, 2011; Sahin et al. 2018).
Subramanian (2011) experimentally compared the
effects of water/diesel emulsion and water injection into
intake air (WAIA) on the combustion, performance, and
emission characteristics of a DI diesel engine under
similar operating conditions. The water-diesel ratio for
both methods was selected as 0.4:1 by mass. He found
that water/diesel fuel emulsion and WAIA drastically
reduce NOx and smoke emissions. In this study, he
reported that the water emulsion in reducing smoke and
NOx levels is more effective than WI. However, it was
determined that CO and HC levels of water emulsion
were higher than WAIA. Water injection into the intake
air method was applied for biodiesel (Tesfa et al., 2012).
Tesfa et al. (2012) experimentally investigated water
injection into intake air (WAIA) in a four-cylinder,
direct injection (DI) turbocharged diesel engine running
with pure biodiesel. The results indicated that WAIA at
a rate of 3 kg/h results in a 50% decrease in NOx
emissions without causing any significant alteration in
the specific fuel consumption. Also, it was observed that
WAIA has little effect on cylinder pressure and heat
release rate.

There are a lot of studies investigating the effects of the
above-mentioned methods on diesel engine performance
characteristics, combustion, and exhaust emissions.
From these researches, it can be seen that the water
adding in diesel engines reduces NOx and smoke
emissions simultaneously without any considerable fuel
penalty (Subramanian, 2011; Sahin et al., 2018).
However, there are few studies on the effects of water
adding on combustion characteristics and CD. For these
reasons, in the present study, the effects of WAIA on
combustion characteristics and duration have been
experimentally investigated in an automotive diesel
engine. Also, an empirical correlation has been
developed for estimating CD using the HRR curves,
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which were determined from measured cylinder
pressure values. This relation has been developed by
applying the multiple curve fitting method, taking into
account experimental results for different water ratios
such as (2, 4, 6, 8, and 10) %, different engine loads,
and different engine speeds such as (2000, 2500, 3000,
3500, and 4000) rpms. As these experiments were
carried out in an automotive diesel engine currently
used in motor vehicles is very important for providing
new information to the industry. In addition, energy
balance was investigated at 2000 and 4000 rpms under
full load for different water ratios in this study.

MATERIALS AND METHODS
Engine and Experimental Set-up

Neat diesel fuel (NDF) and water adding tests were
conducted in a current turbocharged-automotive diesel
engine. Table 1 shows the main technical specifications of
this engine and Figure 1 presents a schematic view of the
test system. A water brake was used for loading the engine,
and the brake moment was electronically measured.
Cylinder gas pressure was measured by using an AVL
GHI13P type quartz pressure sensor without cooling. The
main specifications of this sensor are given in Table 2.

Experimental Study

In the present study, tests were carried out at (2000, 2500
3000, 3500, and 4000) rpms engine speeds and for
approximately (2, 4, 6, 8, and 10 %, by vol.) WRs under
six different loads. However, only full load results have
been given in the present paper. Firstly, NDF tests were
conducted as NDF values were required for comparing
water addition results. After NDF tests were completed,
the adapted carburetor was mounted on the intake
manifold of the engine. Figure 1 presents the technical
view of the adapted carburetor. Information about the
adapted carburetor was given in the authors’ previous
studies (Sahin et al. 2018; Sahin et al. 2014). In addition,
to introduce water into the intake air and to measure the
amount of the added water, a small water tank, a scaled
glass bulb, and a flexible pipe were used and this water
adding unit is shown in Figure 1. Any other modification
on the experimental system and engine was not done. The
main steps of the experiments are briefly given in the
following paragraph.

Table 1. Technical specifications of the engine.

Engine Renault K9K 700 turbocharged-
automotive diesel engine

Displacement 1.461 liter

Cylinder number 4

Bore & stroke 76 & 80.5 mm

Compression ratio 18.25: 1

Maximum power 48 kW @ 4000 rpm

Maximum torque 160 Nm @ 1750 rpm

Connecting rod length | 130 mm

Injection system Common rail injection system”

Nozzle hole

numbers and Sand 0.12 mm




| diameter |

*The injection pressures up to 2000 bar

Table. 2. Main specifications of the pressure transducer

Sensor type and model Piezoelectric (GH13P)
Measuring range [bar] 0-150

Sensitivity  [pC/bar] 15.25

Natural frequency [kHz] | 115

Linearity <£0.3 %

The test engine was run for nearly (20-30) minutes
before the tests, and when the cooling water temperature
reached the level of (70 +£5) oC, that is steady-state
conditions were reached, NDF and various WRs
experiments were performed. For example, at 2000 rpm,
firstly, the engine load was adjusted to 150 Nm. Then,
the mean jet opening of the carburetor was adjusted to
the 1% opening, which gives ~2 % WR. After ~2 % WR
tests were carried out for loading moments between
(150-75) Nm by reducing the engine load at 15 Nm
steps and simultaneously adjusting the gas throttle
position suitably to obtain a constant 2000 rpm. Thus,
~2 % WR tests under six different engine loads were
performed. After that, for obtaining ~4 % WR, the main
jet opening of the carburetor was adjusted to the 2™
opening, and this opening was again retained and fixed
at the same 2000 rpm. Thus, tests for ~4 % WR were
carried out under the above-selected six different engine
loads. Then, the similar experimental procedure for
approximately (~6 %, ~8 %, and ~12 %) WRs at 2000
rpm was performed. The similar tests were performed
for the same loads and WRs at (2500, 3000, 3500, and
4000) rpms.

Energy Balance Calculation

The energy balance calculation in the used test engine is
divided into the control volume as shown in Figure 1b.
Here, the energy items entering the control volume were
the enthalpy of the intake air, Qina; the energy of
turbocharged system, Wx; the fuel chemical energy, Qr;

and energy of water added to the intake air, QH2O . The

energy items leaving the control volume were the
effective power, Ne; energy loss during the exhaust gas
flow, Qexn; the heat transfer rate to the cooling fluids,
Quw; energy spent on all of the unaccounted heat losses,
Qol. Thus, the energy balance formula is written as
follows.

Qin,a +Qf +QH20 - WK N Ne +Qexh TQy +Qol M

Qo] (kW) = (Q]‘n,a +Qf +QI-IzO * WK) _(NC +Qexh +QW)

In relation 1,Q, . is the energy of the enthalpy of the

in,a
intake air at the intake temperature. This value has been
ignored since the range in intake air temperature is

is the

small. Qgis the fuel chemical energy, QHzo

energy of water added to the intake air, and Wk is the
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compression work of the compressor. These values were
computed as follows.

B.H
Qp (kW) = LIV (la)
3600
th20' HH2O
QHzo(kW) =" (1b)

HH,0

where, B¢ (kg/h) is the total fuel consumption, Hruv
(kJ/kg) is the lower heating values of the fuel,

thZO (kg/s) is the flow rate of water addition to the
intake air. HHzo (kJ/kmol) is the formation enthalpy of

water and Ly o is the molecular mass of water. B was

calculated as follows.

kg, m..3600
h™ 1000. At

B, ( (Io)

Here, mr is the mass of consumed diesel fuel during At
(s), and here it was taken as 30 g. The amount of the
water consumed during this time interval (mm20) was
determined by using a scaled glass bulb as can be seen
in Figure la.

W, (kW) =0.6W, (1d)

where Wr is the turbine work and calculated as follows:

Wi (kW) = m (Cp,ToutTTout - Cp,TinTTin ) (le)
where m_,, is the flow rate of exhaust gases, and in this

study m, is calculated as m_, = (m, 1 iy ) - In

relation le, C is the specific heat capacity of

p,Tin

exhaust gases at T, (K) the inlet exhaust gases
mn

temperature to the turbine and C is the specific

p,Tout

heat capacity of exhaust gases at T ) (K) the outlet
oul

exhaust gases temperature from the turbine,
respectively.
T.o |T..X
N (kW)=0.1013 -0 [0 “hum (19)
e Py 293
i . (T  -T
. (mexh Cp,exh ( exh O))
Quypy (kW) = (1g)
3600
Mgy . C (Tout _Tin)
. ,CW
Qe (KW) = e (1h)



In formula le, To (Nm) is the torque, was measured in
the test system. To (K) is the ambient temperature and Po
(MPa) is the ambient pressure. These values were
measured in the experiment. Xmm is the humidity
correction which is determined depending on dry and
wet thermometer temperatures. In formula 1f, Cp,exn
(kJ/kgK) is the specific heat capacity of the exhaust gas
at Texn (K) exhaust temperature. In relation 1g,

M.y, (kg/h) is the flow rate of cooling water, Cp,ew

(kJ/kgK) represent the specific heat capacity, Tin (K)
and Touw (K) are the inlet and outlet temperature of
cooling water.

Heat Release Rate (HRR) Analysis

In this paper, using the following relationship, HRR
values has been calculated (Heywood, 1988).

dv
do

1 dp
+—V—
v-1 do

Q_v
do  y-1

2

P

where dQ/dO (J/deg.) is the heat release rate, y is the
specific heats ratio, V (cm?) is the cylinder volume, and
P (bar) is cylinder pressure. Here, HRR analysis has
been conducted along the crank angle steps during the
time interval of inlet valve closure and exhaust valve
opening. The mean cylinder temperature values were
calculated from the ideal gas equation. The specific heat
ratio values were calculated at selected crank angles
depending on the temperature values, computed from
the ideal gas equation.

Deriving of Quadratic Empirical Relation for CD

The heat release rate (HRR) curves, which were
calculated from measured pressure values, were shown
in Figures (2a, 3a, 4a, 5a, and 6a) and these values have
been used to determine the CDs. That is, in the present
study, HRR values have been determined by using
measured cylinder pressures and corresponding volume
values. Then, HRR curves have been drawn for NDF
and five different WRs under various loads at (2000,
2500, 3000, 3500, and 4000) rpms. Thus, every one of
the CDs was determined separately for operating
conditions by using these HRR curves.

Here, CD is defined as the time interval between crank
angles corresponding to 10% and 90% values of HRR
(Shojoei et al., 2019; Boldaji et al., 2018; Singh et al.,
2015). Finally, an empirical relation for the CD, which
takes into account the effects of water rate, the loading
level and the engine speed, is developed. Here a
multiple variable quadratic curve-fitting method was
applied to the experimental CD values which were
originally developed by Durgun and Kafali (1991).
Naturally, the load ranges for the used speeds are
different from each other, as shown in Table 3. The
same load values must be used to develop the empirical
relation for the burning duration. For this reason,
identical selected load values are marked in yellow
colour in Table 3, and these values are used in curve
fitting computations. CD values, determined from HRR
curves, for selected engine speeds and WRs under (120,
105, 90, and 75) Nm loads are shown in Table 4, Table
5 and Table 6, respectively. Using the CD values under
(120, 105, 90, and 75) Nm loads, an empirical relation
has been developed depending on the water ratio (WR),
load value (L) and the number of revolutions (n).

B =

— ey
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0]
— ]
:
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Figure 1a. Schematic view of the experimental setup. 1-Diesel engine, 2-hydraulic dynamometer, 3-carburator, 4-detailed drawing
of the carburator, 5-gas analyzer, 6-load measurement indicator, 7-inclined manometer, 8-coolont flow meter, 9-fuel measurement
unit, 10-digital display for temperatures, 11-water tank, 12-scaled glass bulb, 13-water adjustment screw
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Engine

\/ o

Figure 1b. Schematic of the energy balance of the used test engine. The abbreviations in this figure: C and T are shown as
compressor and turbine, respectively.

Here, CD (°CA) is the combustion duration, WR (%) is
the water ratio, n (rpm) is the engine number of
revolutions, and L (Nm) is the load value.

Table 3. Selected load values corresponding to the various
engine speeds

Speed 150 135 120 105 90 75 60 45
(pm) Nm Nm Nm Nm Nm Nm Nm Nm
2000 X X X X X X - -
2500 X X X X X X - -
3000 - X X X X X X -
3500 - - X X X X X X
4000 - - X X X X X X

In this way, the effects of three parameters, such as n,
WR, and, L were taken into account in the empirical CD
formula. Here, as explained in the above paragraph,
multiple regression was applied to the experimental data
to develop the CD relation. However, here, the multiple
regression was carried out in the form of nested loops,
which is easier.

The aimed empirical CD formula can be a function of
the water ratio, engine speed and load value as follows:

CD=f(WR,n,L) €)

The calculation process of this multiple curve fitting
method consists of the following steps:

Step 1: While applying this method, firstly, the engine
speed and the load were taken as constant. Thus, for the
CD, a quadratic curve was fitted depending on the water
ratio values for every situation. In this way, a quadratic
relation is obtained for CD as follows:

CD =a,.(WR)’ +a,.(WR)' +a,.(WR)’ (4)
Using the CD data at (2000, 2500, 3000, 3500, and
4000) rpms under selected loads (120, 105, 90, 75) Nm

given in Tables 4-8, the following relations are
obtained.
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Table 4. The determined CD values for 5 different WRs at 5
different engine speeds under 120 Nm

120 2000 2500 3000 3500 4000

Nm rpm rpm rpm rpm rpm

WR CD CD CD CD CD
(%) (°CA)  (°CA) (°CA) (°CA) (°CA)
NDF 12.798 21.077 20.752 21.300 24.858
2 12,648 21.221 21.177 21.022 24.02
4 12941 21431 21.017 21.254 24.921
6 12.507 20.823 21.243 21.579 24.641
8 12.647 20.848 20.314 21.611 24.942
10 12.841 21.033 20.088 21.611 24.560

Table 5. The determined CD values for 5 different WRs at 5
different engine speeds under 105 Nm

105 2000 2500 3000 3500 4000
Nm  rpm rpm rpm rpm rpm
WR CD CD CD CD CD
(%) (°CA) (°CA) (°CA) (°CA) (°CA)
NDF 17.301 21.980 25.488 20.526 22.462
2 17.760 21.972 25.263 20.526 22.200
16.416 21.830 25.505 20.044 21.618
17.752 21.972 25.053 20.571 21.900
8 17.021 21.727 25.457 20.263 22.219
10 17.697 21.983 25.553 20.338 22.463
Table 6. The determined CD values for 5 different WRs at 5
different engine speeds under 90 Nm
90 2000 2500 3000 3500 4000
Nm rpm rpm rpm rpm rpm
WR CD CD CD CD CD
(%)  (°CA) (°CA) (°CA) (°CA) (°CA)
NDF 20.477 22.778 25.698 23.369 20.417
2 20.059 22.747 25.425 23.107 20.134
4 20.175 22.524 25.698 23.141 20.117
6  20.451 22.699 25.568 22.945 19.832
8 20318 21911 25505 22.681 20.100
10 20.454 22.382 25.521 23.369 20.417

Table 7. The determined CD values for 5 different WRs at



5 different engine speeds under 75 Nm
75 2000 2500 3000 3500 4000
Nm rpm rpm rpm rpm rpm
WR CDh CDh CDh CDh CDh
(%) (°CA) (°CA) (°CA) (°CA) (°CA)

NDF 21.663 23.310 25.006 25.996 18.900
20.393 23.087 25.006 25.055 18.029
21.070 23.523 25.022 25.545 18.015
20.769 23.097 25.232 25.976 18.012
21.265 23.274 25.473 25.489 18.616

10 20.945 23.323 25.085 25.789 19.100

Following equations can be written for ni, nz, n3, n4, and ns;

m =2000, CD, =a,,+a, ,.(WR)+a, .(WR)' (5
n2 = 2500, CD, =a,,+a,,.(WR)+a,,.(WR) ()
ny=3000, CD; =a53+2,5.(WR)+a,5.(WR)"  (7)
ns=3500, CD, =a5,%a,,.(WR)+a,,.(WR)  (8)
ns=4000, CD; =a,;+a, .(WR)+a,;.(WR)"  (9)

After obtaining CD1, CDz, CD3, CD4 and CDs, it has been
passed to the calculation step 2.

Step 2: Quadratic curves were fitted to coefficients (ao,
a1, a2) in equations 5-9 depending on the engine speed as
given in Egs. 10-12.

2
a,=b,tb,.ntb,.n (10)
2
a,=C,tc,.ntc,.n (11)

a,=d,+d,.n+d,.n’ (12)

These relations were written in Table 8 according to the
selected loads for each engine speed. Thus, the coefficients
of the relations (13-24) have been calculated. Then, it has
been passed to step 3.

Step 3: As can be seen in Table 9, quadratic curves were
fitted to the coefficients (bo,120, bo,105, bo,o0, bo,7s,... d2120,
d2,105, d290, d2,75), in relations (13-24), depending on the
engine loads.

Table 8. The quadratic curve equations for ag,a;, and a; for each engine speed under four different loads

L=120 Nm Relation number L=105 Nm Relation number
8012000 120 +bl,lzo-m'bz,lzo-n2 (13) 2195 =D 105 1D} 1951103 5 n’ (16)
120 =Co,120 TCr120 -n‘l'cz,lzo-I12 (14) ),195=C0,105 TC1,105 07C 105 ’ (17)

25 10=dy 120 +d1,120-n+d2,120-n2 (15) 2, 105 =y 1051 105 0 5 n? (18)
L=90 Nm =75 Nm

8),99=099 70} 9911 49 n’ (19) 87570y 75Dy 75.07h, 55 n’ (22)

2,99 =Co90 190 N7 Co0 n’ (20) )75 =Co751Cy 75 NTC, 5 n’ 23)

899 =C0 7€, 01 Cy 0.0 21 8,750y 757d, 75, 50 (24)

Table 9. The quadratic curves for the the coefficients (bo,120, bo,10s, bo.90, bo.75,.. d2.120, d2,105, d2,90, d2.75),
in relations (13-24), depending on the engine loads

b c

d

b,=e,te, L+e, ' 25) | ¢,=h,+h L+h, ' (28|  d=t LAt 31)

b,=f, +f .L+,.L’ 26)

¢=p,tp. Lp, L oy d=ugtu Lt (32

b2 =go +gl ‘L+g2 ‘Lz (27)

C,=8, s, .L-I-s2.L2 (30) d,=v,tv,.Ltv, I (33)

At the end, by writing the coefficients (bo, bi,... d2) (25-
33) in the equation (3), the following empirical formula
for CD has been arranged as follows:

c D:A.(WR)0 + BA(WR)] + c.(WR)2

(34)
where A, B, and C have been given in Table 10. A
program has been prepared in MATLAB to calculate the

coefficients (A, B, and C) in the relation (34) by using
experimentally determined CD values at different
engine speeds and WRs under (120, 105, 90, and 75)
Nm load conditions. The numerical values of the A, B,
and C coefficients of the relation (34) are given in Table
10. The mean absolute percent error (MAPE) of the CD
was determined as 5.18% for relation (34).
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Table 10. Relations for A, B, and C coefficients in relation 34 and the numerical values of these coefficients

[eo +el.L+ez.L2]+
A= [fo +f,.L+f, L ].n+ (34a)

[go +g Ltg, I’ J n’

[hyth, Lth, L' |+

B={[ p, +p, Ltp, L’ | n+
[so+s1.L+sz.L2J.n2

2
|: +t1 L+t2 :|
2

(34b) 7[ ot Ly L |t

(34c)

2 2

n

]
|

|:v0 +v1 L+v2

[-64.63+090. L-0.004. |+

i
o)
|

[0.046.4210° L8.69.107 L .

- - - 2
[447.10° 53500 L+5734107° L |n
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[2778:053.L.0.003° |+
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RESULTS AND DISCUSSION

The Effects of WAIA on Cylinder Pressure,
Temperature, HRR and CD

In this section, the effects of WAIA on the cylinder
pressure, cylinder temperature, and HRR are presented
in Figures 2-6 and evaluated for (2000, 2500, 3000,
3500, and 4000) rpms under only full load conditions
for brevity. These figures show that the cylinder
pressure-crank angle, cylinder temperature-crank angle,
and heat release rate-crank angle (HRR-CA) diagrams
are fairly similar to each other and follow the typical
behaviour of NDF under different operating conditions.
Here, the HRR has been determined by averaging over
100 consecutive cycles for NDF and five different WRs
with CA under full load at five selected different engine
speeds. The effects of WAIA on the CDs, which were
determined from HRR, were investigated and shown in
Figures 7 (a-e).

a) 2000 rpm: The effects of WAIA on the cylinder
pressure, temperature, and HRR at 2000 rpm are shown
in Figures 2 (a-b-c), respectively. Also, the effects of
WAIA on the CD are shown in Figure 7 (a). As can be
seen in Figure 2(a), the WAIA cylinder pressure profiles
are similar to NDF and the effects of water addition on
cylinder pressure seem insignificant. For example, at
this engine speed, for NDF the peak cylinder pressure is
156.57 bar and it occurs at 11.15 “CA, while for (2.415,
4.215, 5945, 8.321, and 9.462) % WRs the peak
cylinder pressures become (158.16, 157.05, 156.81,
158.25, and 156.96) bar, respectively and they take
place at (10.68, 10.54, 10.72, 10.70, and 11.05) °CA,
respectively. The maximum cylinder pressure values for
the selected five WRs are slightly higher than that of
NDF and the peak cylinder pressure angles occur earlier
than that of NDF. This can be attributed to a longer
ignition delay because of the cooling effect of water on
the inlet air temperature. This observation agrees with
the relevant literature (Subramanian, 2011; Tesfa et al.,
2012; Gowrishankar and Krishnasamy, 2022; Abu-Zaid,
2004).
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As can be seen in Figure 2 (b), WAIA decreases
cylinder temperatures. For NDF the peak cylinder
temperature is 2168.03 K and it occurs at 21.09 °CA,
while for (2.415, 4.215, 5.945, 8.321, and 9.462) %
WRs the peak cylinder temperature values become
(2055.32, 2039.91, 2052.84, 2068.79 and 2028.79) K,
respectively and they take place at (21.513, 21.690,
21.188, 21.850 and 21.283) °CA, respectively. With
WAIA, the cylinder temperature values during the
compression process will be lower than NDF as water
that is injected into intake air will vaporize and cools the
air. This will also result in a reduction in combustion
temperature. As it is known from the literature that
applying the water adding method in engines decreases
cylinder temperature values which is naturally an
expected result (Subramanian, 2011; Sahin et al., 2014;
Ithnin et al., 2015). In addition, the effect of water on
cylinder temperature is explained in reference Zhao et
al. (2018), as follows: When WAIA method is applied,
the liquid water could evaporate in the cylinder during
the intake and compression phases. Thus, the cylinder
temperature drops since the latent heat of the
evaporation of water is larger (Zhao et al., 2018).

Figure 2 (c) shows the variations of HRR for NDF and
five different WRs under full load. As can be seen in
this figure, HRR values with WAIA are lower than that
of NDF at the beginning of the combustion, around of
the TDC. However, they have increased toward the end
of the combustion process. Similar results have been
obtained in the literature (Subramanian, 2011; Zhang et
al., 2017; Vigneswaran et al., 2021). For NDF, the
maximum value of HRR is 55.27 J/deg. and it occurs at
8.44 °CA, while for (2.415, 4.215, 5.945, 8.321, and
9.462) % WRs the maximum values of HRR become
(55.01, 53.96, 5439, 5522, and 54.20) J/deg.
respectively and they take place at (8.88, 8.45, 8.60, 8.89,
and 8.77) °CA, respectively. We could see in Figure 2 (c)
that, the maximum values of the HRR for all selected
WRs are lower than that of NDF and the maximum HRR
angles occur later than that of NDF. With the WAIA, we




can say that the combustion starts a little later and the
combustion might continue during the expansion stroke.
However, combustion has been completed earlier with
water addition. This can be observed from the CD values
given below: For example, using the HRR values, the
CDs are also determined and 10 %90 % of the
maximum heat release rate was used as the CD (Park and
Oh, 2022; Gentz et al., 2015; Hosseini and Checkel,
2006). As can be seen in Figure 7(a), WAIA has
decreased CDs at 2000 rpm generally. For NDF, the CD
is 13.10 °CA, while for (2.415, 4.215, 5.945, 8.321, and
9.462) % WRs the CD values become (12.96, 12.93,
12.68, 12.95, and 13.576) °CA respectively.

Thus, with the shortening of the CD, approximately the
same amount of fuel is burned closer to TDC, which
shows the enhancing effect of WAIA on combustion.
The burn of the fuel around TDC without forming
knocking has a useful effect on reducing of fuel
consumption (Heywood, 1988). BSFC decreases at
2000 rpm at low loads, and the maximum decrease rate
obtained in BSFC was 2.68% for approximately 6%
water under 120 Nm load (Sahin et al., 2018; Sahin et
al., 2014; Tuti et al., 2021). Also, it can be thought that
the homogeneous combustion, which might be occurred
by WAIA, causes the burning process of the fuel to be
accelerated, which decrease CD. Similar explanations
and results have been given in the literature (Zhang et
al., 2017; Park and Oh, 2022).

b) 2500 rpm: The effects of WAIA on the cylinder
pressure, temperature, and HRR at 2500 rpm are
presented in Figures 3 (a-b-c), respectively. Also, the
effects of WAIA on the CD are shown in Figure 7 (b). As
can be seen in Figure 3(a); for NDF the peak cylinder
pressure is 164.08 bar and it occurs at 9.94 °CA, while
for (1.889, 4.215, 6.192, 8.551, and 9.687) % WRs the
peak cylinder pressure values become (164.101, 164.088,
164.99, 164.29, and 164.38) bar, respectively and they
take place at (9.77, 9.58, 9.77, 9.76, and 9.75) °CA,
respectively. The maximum cylinder pressure values for
the selected five WRs are higher than that of NDF and
the peak cylinder pressure angles occur earlier than that
of NDF. As dictated above, it is thought that higher
cylinder pressure values with WAIA occurred due to the
increased ignition delay. In fact, the water addition has a
restricted effect on the cylinder pressure as 2000 rpm.

As can be seen in Figure 3 (b), WAIA decreases
cylinder temperature values. For NDF the peak cylinder
temperature is 2000.74 K and it occurs at 21.57 °CA,
while for (1.889, 4.215, 6.192, 8.551, and 9.687) %
WRs the peak cylinder temperature values become
(1972.86, 1984.01, 2002.86, 1988.47, and 1976.19) K,
and they take place at (21.42, 21.22, 21.79, 21.40, and
21.75) °CA, respectively. Thus, it can be said that
WAIA decreases cylinder temperature values generally.
It is known from the literature that added water may
absorb the heat of vaporization during compression and
combustion processes, and this reduces the cylinder
temperature values (Subramanian, 2011; Zhang et al.,
2017; Park and Oh, 2022).
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Figures 2 (a-b-c). Cylinder pressure, cylinder temperature and

HRR variations for different WRs in respect to CA at 2000
rpm, respectively.

As can be seen in Figure 3 (c), HRR values with WAIA
are lower than that of NDF at the beginning of the
combustion, around TDC. After that, as combustion was
advanced, HRR characteristics followed nearly that of
NDF, and HRR values have been very close to NDF. At
2500 rpm, it could be observed that the combustion
process with WAIA has not actually improved as
expected. Thus, WAIA increases BSFC somewhat at this
engine speed. For example, the increase ratios of BSFC
for (2.065, 4.013, 6.196, 8.261, and 9.400) % WRs under
149 Nm full load have been (1.088, 2.177, 1.630, 0., and



2.719)% respectively. Similar results have been found
under low loads. For NDF, the maximum value of HRR
is 48.21 J/deg. and it occurs at 8.82 °CA, while for
(1.889, 4.215, 6.192, 8.551, and 9.687) % WRs the
maximum values of HRR become (46.96, 47.13, 47.64,
45.31, and 43.33) J/deg. respectively and they take place
at (8.27, 8.45, 8.64, 8.26, and 8.63) °CA, respectively. As
can be seen in Figure 7 (b), for NDF, the CD is 15.19
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Figures 3 (a-b-c). Cylinder pressure, cylinder temperature and
HRR variations for different WRs in respect to CA at 2500
rpm, respectively.
°CA, while for (1.889, 4.215, 6.192, 8.551, and 9.687) %
WRs the CDs are (14.66, 14.17, 14.04, 14.35, and 14.62)
°CA respectively. Thus, it can be said that WAIA has
decreased slightly CDs at 2500 rpm.
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¢) 3000 rpm: The effects of WAIA on the cylinder
pressure, temperature, HRR, and CD at 3000 rpm are
shown in Figures 4 (a-b-c) and Figure 7 (c), respectively.
As can be seen in Figure 4 (a) for NDF the peak cylinder
pressure is 155.99 bar and it occurs at 8.35 “CA, while for
(2.142, 4.694, 6.402, 8.050, and 9.418) % WRs the peak
cylinder pressure values become (154.45, 157.55, 154.57,
155.11 and 156.92) bar, respectively and they take place
at (8.78, 8.35, 8.56, 8.34 and 8.34) °CA, respectively.
Thus; cylinder pressure values increase for 4.694% and
9.418% WRs and they decrease for other WRs. However,
the peak cylinder pressure values show only minor
differences in magnitude for selected operating
conditions at this engine speed.

As can be seen in Figure 4 (b), WAIA decreases cylinder
temperature values. For NDF the peak -cylinder
temperature is 2091.44 K and it occurs at 22.34 °CA,
while for (2.142, 4.694, 6.402, 8.050, and 9.418) % WRs
the peak cylinder temperate values become (2089.40,
2126.81, 2070.62, 2083.20, and 2110.92 K, respectively
and they take place at (21.38, 22.34, 21.63, 22.32, and
21.86) °CA, respectively. Thus, peak cylinder temperature
values generally decrease. Whereas for (4.694 and 9.418)
% WRs, cylinder temperature values increase. As can be
seen from the evaluation of the heat analysis graphs
below, the maximum values of HRR at this engine speed
are generally higher and occur closer to the TDC than that
of NDF. Thus, it could be said that combustion takes place
closer to the TDC and occurs faster especially for (4.694
and 9.418) % WRs, which may result in increased
cylinder temperature values. As shown in Figure 7 (c), the
lowest CD has taken place for 4.694% WR at
approximately 2.37% reduction level. Hence, the highest
combustion temperature increment has  reached
approximately 1.69% approximately, for this WR.
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As can be seen in Figure 4 (c), HRR values with WAIA
are slightly higher than that of NDF at the beginning of
the combustion, around the TDC. After that, as
combustion was advanced during the expansion stroke,
HRR values become slightly higher than that of NDF. For
NDF, the maximum values of HRR are 38.27 J/deg. and
it occurs at 11.06 °CA, while for (2.142, 4.694, 6.402,
8.050, and 9.418) % WRs the maximum values of HRR
become (38.95, 38.79, 38.17, 38.70, and 39.19) J/deg.
respectively, and they take place at (9.68, 9.71, 10.81,
10.60, and 10.60) °CA, respectively. It has been observed
from this experimental data that the maximum values of
HRR for selected WRs become generally higher than that
of NDF, and the burning of the diesel fuel takes place
closer to the TDC. For NDF, the CD is 18.96 °CA, while
for (2.142, 4.694, 6.402, 8.050, and 9.418) % WRs the
CD values become (18.69, 18.51, 18.42, 18.66, and
18.71) °CA respectively, as can be seen in Figure 7 (c).
WAIA has decreased CDs slightly at 3000 rpm. It is
thought that this reduction takes place due to the
improvement of combustion because of the formation of
a more homogeneous and faster fuel-air mixture with the
water addition.

d) 3500 rpm: The effects of WAIA on the cylinder
pressure, cylinder temperature, HRR, and CD at 3500
rpm are shown in Figures 5 (a-b-c) and Figure 7 (d),
respectively. As can be seen in Figure 5(a); for NDF the
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peak cylinder pressure is 158.16 bar, and it occurs at
6.82 °CA, while for (2.142, 3.689, 6.402, 8.050, and
12.245) % WRs the peak cylinder pressure values
become (158.75, 158.05, 159.28, 159.65, and 159.54)
bar, and they take place at (6.31, 6.84, 6.56, 6.56, and
6.82) °CA, respectively. The maximum cylinder
pressure values for selected WRs are higher than that of
NDF, and the peak cylinder pressure values occur
earlier than that of NDF. In other words, combustion
took place in a shorter time with WAIA, as can be seen
in Figure 7 (d). The reasons for this increase in cylinder
pressure for this engine speed are almost similar to the
other selected engine speeds as explained above. In fact,
at this speed, the effect of water addition on cylinder
pressure has become at a low level as the increase
values of cylinder pressures are under 1 %.

As can be seen in Figure 5 (b), WAIA increases slightly
cylinder temperature values. For NDF the peak cylinder
temperature is 2048.08 K, and it occurs at 22.04 °CA,
while for (2.142, 3.689, 6.402, 8.050, and 12.245) %
WRs the peak cylinder temperature values become
(2048.19, 2026.37, 2051.18, 2056.11, and 2053.64) K,
respectively and they take place at (22.07, 22.10, 21.79,
21.79, and 21.51) °CA, respectively. It could be observed
from this data that the cylinder temperature values
increased in general with WAIA at 3500 rpm. The
possible reason for this temperature increment might be
the burning of the injected diesel fuel in a shorter time.

In Figure 5(c), the variations of HRR have been indicated
for NDF and five different WRs under full load. As can
be seen in this figure, HRR values with WAIA take lower
values than that of NDF at the beginning of the
combustion, around the TDC. However, they have
increased towards the end of the combustion process. For
NDF, the maximum value of HRR is 31.38 J/deg., and it
occurs at 10.50 °CA, while for (2.142, 3.689, 6.402,
8.050, and 12.245) % WRs the maximum values of HRR
become (30.65, 30.52, 31.29,31.17, and 30.91) J/deg.
and they take place at (9.46, 9.47, 9.72, 9.72, and 8.92)
°CA, respectively. We can notice in Figure 5(c), the
maximum values of the HRR for all of the selected WRs
are lower than that of NDF and the maximum HRR values
occur at smaller crank angles than that of NDF. For NDF,
the CD is 21.51 °CA, while for (2.142, 3.689, 6.402,
8.050, and 12.245) % WRs the CD values become (21.28,
20.93, 20.72, 21.01, and 21.31) °CA respectively. Here,
the maximum decrement ratio of the CD was at the level
of rate 3.67 % at 6.402 % WR. The reduction in HRR was
also low at the level of 0.03 % for this WR. Thus, it can be
advised to apply this WR at 3500 rpm.

e) 4000 rpm: The effects of WAIA on the cylinder
pressure, temperature, HRR, and CD at 3000 rpm are
shown in Figures. 6 (a-b-c) and Figure 7 (e), respectively.
As can be seen in Figure 6 (a) for NDF the peak pressure
is 157.99 bar and it occurs at 5.42 °CA, while for (1.860,
4467, 5.705, 8.321, and 9.236) % WRs the peak cylinder
pressure values become (153.68, 153.04, 154.74, 157.22
and 156.05) bar, and they take place at (5.42, 6.05, 5.42,
4.85, and 5.72) °CA, respectively. As can be seen in



Figure 6 (a), the maximum cylinder pressure values are
lower than NDF for all of the selected WRs and they
occur earlier than that of NDF. Contrary to the other
engine speeds, cylinder pressures have decreased at 4000
rpm, which is the nominal speed of this engine. It is well
known that automotive diesel engines run in a very short
time at this engine speed in practice application. In the
literature; Subramanian (2011) also stated that the usage
of water in diesel engines reduces the maximum cylinder
pressure. Ayhan and Ece (2020) have studied the effect of
electronically controlled direct water injection into the
cylinder at compression stroke on engine performance,
combustion, and exhaust emissions, and they found that
water injection decreases cylinder pressure at 2200 rpm,
which was the nominal engine speed of their engine.

As can be seen in Figure 6 (b), WAIA generally decreases
cylinder temperature values. For NDF the peak
temperature is 1846.58 K and it occurs at 21.32 °CA,
while for (1.860, 4.467, 5.705, 8.321, and 9.236) % WRs
the cylinder peak temperature values become (1857.42,
1838.21, 1823.01, 1861.15, and 1874.60) K, and they take
place at (21.60, 21.32, 22.59, 21.64, and 23.01) °CA,
respectively. Peak cylinder temperature values increase
for (1.860, 8.321, and 9.236) % WRs but they decrease for
(4,467 and 5,705) % WREs. It has been observed in Figures
6 (a and b) and during the experiments that the cylinder
temperature and the pressure variations are not quite
consistent at 4000 rpm. As mentioned above, this speed is
a very little used engine speed under the normal operating
period of automotive diesel engines, and the running of
the engine is not stable.

In Figure 6 (c), the variations of HRR have been shown
for NDF and five different WRs under full load. As can
be seen in these figures HRR values with WAIA are
close to that of NDF generally and lower at the
beginning of the combustion, around TDC. After that,
as combustion was advanced, HRR curves followed
nearly NDF characteristics, and HRR values have been
almost equal to NDF values. For NDF, the maximum
values of HRR are 24.98 J/deg. and it occurs at 8.71
°CA, while for (2.142, 3.689, 6.402, 8.050, and 12.245)
% WRs the maximum values of HRR become (24.21,
24.35, 24.64, 25.29, and 24.94) J/deg. respectively, and
they take place at (9.00, 9.31, 8.71, 9.02, and 8.66) °CA,
respectively. Here, it could be observed that the
maximum values of the HRR in all selected WRs were
generally lower than that of NDF. It could be also seen
from these curves that the combustion process could not
be improved with the application of WAIA as expected,
for 4000 rpm. For NDF, the CD is 24.32 °CA, while for
(1.860, 4.467, 4.467, 5.705, 8.321, and 9.236) % WRs
the CDs become (24.25, 24.12, 24.02, 26.44, and 28.88)
°CA. For (1.860, 4.467, and 5.705)% WRs, the decrease
ratios in the CD values are (0.28, 0.81, and 1.23) %, but
for (8.321 and 9.236) % WRs, the increase ratios in the
CD values become (8.73 and 18.76) %, respectively. In
fact, the variation ratios in CD are at low levels and they
take place within the error limits.
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Here; using the developed empirical correlation, CDs
were also calculated for NDF and (2.5, 5, and 7.5) %
WRs at 2250 rpm, (80, 70, and 60) Nm load conditions,
which were not tested, and the calculated values are
presented in Table 9. As a result, we can say that by
using the developed empirical correlation, the CD can
be determined at any desired condition for this engine.
Also, this correlation can be used for different diesel
engines, and it could give useful information for the
combustion duration of these engines. As can be seen
from Table 9, the CDs are decreased with the WR in all
of the selected operating conditions.

Table 9. Computed CD by using the developed empirical
correlation for three WRs under three load at 2250 rpm.

2250 rpm
WR (%) 80 Nm 70 Nm 60 Nm
CD (°CA)  CD(°CA)  CD (°CA)
NDF 22.799 22.778 22.111
2.5 22.651 22.670 22.071
5 22.590 22.609 22.012
7.5 22.617 22.595 21.933
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The Effects of WAIA on Energy Balance

In this section, the effects of WAIA on the energy
balance analysis are presented in Figures 8 at 2000 and
4000 rpms under only full load conditions. Here, the
energy balance evaluations were made according to the
fuel chemical energy. As can be seen in Figure 8 (a), the
effective power values according to the chemical energy
of the fuel generally decrease with WAIA at 2000 rpm.
The effective power values according to fuel chemical
energy for NDF and (2.419, 4.215, 5.945, 8.321, and 9.
482) % WRs have become 34.707 and (33.969, 34.253,
34.769, 34.344, and 34.189) respectively. Here, it could
be observed that the effective power values according to
fuel chemical energy in all selected WRs were generally
lower than that of NDF. For only 5.945 % WR, this
value is higher than that of NDF. Exhaust losses
generally decrease with WAIA. As can be seen from
Figure 2(b) given above, the cylinder temperatures and
also exhaust temperatures decrease with the addition of
water, which reduces exhaust losses. However, the
exhaust losses increase for 9.462 % WR.  The
combustion continues in the expansion process because
of the increase in burning duration with this water ratio.
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Figure 8. The energy balance of the used test engine for
different WRs under full load condition, (a) 2000 rpm, and (b)

4000 rpm, respectively

For this reason, the exhaust temperature may be slightly
higher, increasing the exhaust losses. The heat losses to
cooling water generally tend to increase with the
addition of water although the change of these values is
not very smooth. The other losses are generally reduced
with the WAIA.

The influence of the WAIA on the energy balance at
4000 rpm is shown in Figure 8b. It can be seen from this
figure that the effective power values according to the
chemical energy of the fuel decrease until 8.32 % WR
but, after this ratio, these values slightly start to increase
at 4000 rpm. Similarly, CDs and the values of HRR
increase for (8.321 and 9.236) % WRs. The addition of
water into the intake air between approximately (6-10)
percent is thought to improve combustion at 4000 rpm,
which increases effective power from the interpretation
of these results. The water addition to the intake air
slightly reduces the exhaust losses but, it increases the
heat losses to cooling water at this engine speed
according to the chemical energy of the fuel. Although
the exhaust temperature slightly increased with the
addition of water at 4000 rpm, the exhaust losses
decrease according to the added fuel energy. The reason
for this is that the injected fuel mass is more with the
addition of water at this engine speed. With the water
addition into intake air at 4000 rpm, the air in the intake
channel also cools well because of the evaporation of
water. This can increase the volumetric efficiency of the
engine. This explanation agrees with the literature
(Zhanming et al., 2022; Subramanian, 2011). Thus,
depending on the electronic control unit, more fuel may
be injected. In fact, the change in exhaust losses
according to fuel chemical energy is not very high with
a minimum value of 21.74% and a maximum value of
22.74%. WAIA generally decreases the other losses.
The other losses are generally reduced with the water
addition into the intake.



CONCLUSION

In the present study, the effects of water addition into
intake air on the cylinder pressure, cylinder temperature,
HRR, and CD were experimentally investigated and
compared with NDF in an automotive diesel engine.
Based on the experimental results, the main obtained
results can be summarized as follows:

1. Cylinder pressure values generally increased at
(2000, 2500, and 3500) rpms, but they decreased at
(3000 and 4000) rpms for all of the selected WRs. The
crank angles in which the maximum cylinder pressure
values occurred have been closer to TDC with WAIA.

2. Cylinder temperature values mostly decreased at
(2000, 2500, and 3000) rpms, but they generally
increased at (3500, and 4000) rpms for WAIA. Also;
maximum cylinder temperature values occurred at crank
angles farther from TDC with WAIA.

3. The characteristic behaviour of the HRR-crank
angle curve for water adding has been very similar to
that of the NDF at all of the selected engine speeds.
HRR values generally decreased at (2000, 2500, 3500,
and 4000) rpms, but generally increased at 3000 rpm.

4. The CD values were generally shortened at all
of the engine speeds under full loads with water
addition. CD values for NDF and for (2.42, 4.22, 5.95,
8.32, and 9.46) % WRs have been determined as (13.10,
12.96, 12.93, 12.68, 1295, and 13.576) °CA
respectively at 2000 rpm.

5. Using the HRR curves, an empirical correlation
has been developed for estimating the CD for the test
engine. This quadratic relation has been developed by
applying the multiple least squares curve fitting method,
considering experimental results for different WRs,
different engine loads and different engine speeds. By
using this empirical formula CD at any condition can be
estimated for this test engine. Similar correlations can
be performed for different diesel engines, and this way,
generalised results can be obtained.

Using the developed empirical relation, the CD
can be estimated for any operation condition which is
different from the experiments. For example; at 2250
rpm under 80 Nm load condition, CDs have been
determined as (22.80, 22.65, 22.59, and 22.62) °CA
for NDF and WRs of (2.5, 5, 7.5) %.

6. The effective power values according to the
chemical energy of the fuel generally decrease with
WAIA at 2000 rpm. However, the effective power
values according to the chemical energy of the fuel
generally decrease until 8.32 % WR but, after this ratio,
these values slightly start to increase at 4000 rpm.
WAIA decreases generally the exhaust losses at 2000
rpm, but it increases the exhaust losses at 4000 rpm. The
heat losses to cooling water generally tend to increase
with the water addition into the intake air.
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Abstract: In recent years, the usage of open-source computational fluid dynamics tools is on a rise both in industry and
academia. SU2 is one of these open-source tools. Unlike other open-source alternatives, SU2 is equipped with boundary
condition types, solvers and methods that are especially developed for the analysis and design of turbomachinery. The
aim of this work is to explore and investigate the capabilities of SU2 in the prediction of performance parameters of
radial compressors. Two different single stage shrouded compressor geometries, one with a vaneless diffuser and the
other with a vaned diffuser have been investigated with steady state CFD. The compressors were designed by MAN
Energy Solutions Schweiz AG. Computational results with SU2 showed a satisfactory agreement with both the
experimental data and reference CFD solutions obtained with Fidelity Flow, which is formerly known as Numeca Fine
TURBO. Only at the relatively higher mass flow rates the difference between references and SU2 were higher compared
to other operating points. After performance parameters were successfully calculated with SU2, the optimization tools
that come with SU2 were also used. A 2D adjoint optimization study on the vane of the vaned diffuser was carried out.
The study was carried out at a single operating point that is close to choke conditions. The loss generated by the large
separated flow region at the suction side of the diffuser vane was reduced by 0.55 % in the optimized geometry using
minimal modifications on the existing vane geometry to keep the performance of the compressor intact at other
operating points. However, the resulting modification increased the total pressure loss by 0.86 % at one of the design
operating points. This performance penalty could be due to the discontinuity in the vane geometry generated by the
optimizer. Overall, the study shows that SU2 has the basic numerical schemes and models that are required for the
analysis of radial turbomachinery flows and geometry optimization.

Keywords: Computational Fluid Dynamics, Open-source, SU2, Turbomachinery, Compressor, Optimization

ACIK KAYNAK AKISKANLAR DINAMIGI YAZILIMI SU2 iLE RADYAL BiR
KOMPRESORUN PERFORMANS ANALIZI VE OPTIMIZASYONU

Ozet: Son yillarda agik-kaynak hesaplamal akiskanlar dinamigi yazilimlarimin kullanimi hem akademi hem de
endiistride gittikge yayginlasmaktadir. SU2, bu acik kaynak akiskanlar dinamigi araglarindan biridir. Diger ag1k kaynak
araglarda goriilmeyen turbomakine simiilasyonu ve tasarimina 6zel sinir kosullari, ¢dziiciiler ve metotlar SU2 igerisinde
mevcuttur. Bu ¢alismanin amaci, bir radyal kompresdriin performans parametrelerinin SU2 ile belirlenmeye calisilarak
SU2’nin kabiliyetlerinin incelenmesidir. Bunun i¢in tek asamali, kanatcikli ve kanatciksiz difiizorli olmak iizere iki
farkli radyal kompresor kullanilmistir. Bu kompresorler MAN Energy Solutions Schweiz AG tarafindan tasarlanmistir.
SU2, deneysel veriler ve Fidelity Flow ile elde edilen sonuglarla kiyaslandiginda yeterli benzerlikte sonuglar vermistir.
Yalnizca yiiksek debili ¢aligma kosullarinda referanslar ile aradaki farkin diger noktalara gore acildig1 gozlemlenmistir.
Performans parametrelerinde basarili sonuglar elde edildikten sonra SU2 icerisinde hazir olarak bulunan optimizasyon
araclarinin kabiliyetleri de denenmistir. Kanatcikli difiizorlin kanatcig lizerinde iki boyutlu bir adjoint optimizasyon
yapilarak optimizasyon kabiliyetleri incelenmistir. En k&tli performansin goriildiigli, bogulma kosullarma yakin bir
calisma noktasi optimizasyon i¢in se¢ilmistir. Optimizasyon sirasindaki sekil bozunumlari bagka calisma noktalarinda
performansit aym tutabilmek icin olabildigince kiigiik tutulmustur. Kanatcigin basing tarafinda goriilen akim
ayrilmasinin sebep oldugu kayip optimizasyon sonucu %0.55 azaltilmistir. Ancak, optimize edilmis kanatgik profili bir



baska tasarim calisma noktasinda denendiginde toplam basingta goriilen kaybin %0.86 arttig1 gozlemlenmistir. Bu
performans kaybinin muhtemel ana sebebi olarak optimizasyon sonucu kanatcikta olusan kesiklilik gosterilebilir. Genel
olarak bu c¢alisma, SU2’nin radyal turbomakine analizi ve optimizasyonu igin gerekli temel niimerik semalara ve

modellere sahip oldugunu gostermektedir.

Anahtar Kelimler: Hesaplamali Akiskanlar Dinamigi, A¢ik Kaynak, SU2, Turbomakine, Kompresor, Optimizasyon
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INTRODUCTION

Computational Fluid Dynamics (CFD) plays a key role in
the design of turbomachinery. Even though there are a
variety of commercial codes that serve the needs of the
designers, open source CFD tools have started to gain
attention in recent years. However, most of the open
source CFD tools are built for general purpose
applications and do not contain turbomachinery specific
features. The open-source flow simulation and design
software SU2 is different in that sense. It is equipped with
turbomachinery specific features such as nonreflecting
boundary conditions and special mesh interfaces. In open
literature, several contributions on turbomachinery
analysis conducted with SU2, are available. A very

similar work, which performs an analysis of a centrifugal
compressor with vaneless diffuser shows the predictive
capability of SU2 when compared to ANSYS and
experimental data (de Castro, 2019). An important output
of this work is related to the mesh topology dependency
of SU2. Different grid topologies, namely C-grid and O-
grid, are tested, and SU2 is found out to be working better
with O-grid topology when a second order accurate
solution is desired. Another example where
turbomachinery capabilities of SU2 are compared to
experimental data and ANSYS-CFX is also available
(Yan et.al, 2023). The single passage steady, full-annulus
unsteady and aeroelasticity capabilities of SU2 are
investigated on NASA Stage 35, TUDa-GLR-OpenStage,
and a linear cascade SCI1. Results are compared with
ANSYS-CFX and experimental data. Overall, SU2
showed satisfactory agreement in these comparisons up to
near-stall operating points. Additionally, an analysis of a
one-and-a  half stage, stator-rotor-stator, axial
turbomachinery (Molla, 2017), and an analysis of a simple
radial inflow turbine (Keep et.al, 2017) are also
performed with SU2. These works mostly incorporate
mixing-plane and non-reflecting boundary condition
features with periodic boundary faces (Giles, 1990). SU2
can also be utilized for design purposes as well with its
simple 2D capabilities (de Koning, 2015). Additionally, it
can be used with its built-in optimization tools for design
(Vitale et.al, 2020) and use special features such as
harmonic balance as well (Rubino et.al, 2020).

Adjoint methods are commonly used for optimization in
computational fluid dynamics and has been pioneered by
Jameson in the aerospace field (Giles and Pierce, 2000).
Adjoint equations are derived from the governing
equations and the sequence of discretization change the
type of adjoint method. There are two adjoint methods,
continuous and discrete. For continuous adjoint, adjoint
equations are formulated before the governing equations
are discretized, and for discrete adjoint, adjoint equations
are formulated after the governing equations are
discretized (Ntanakas and Meyer, 2014). In terms of
turbomachinery optimization, the use of adjoint methods
is widely seen as well. A gradient based shape
optimization of NASA Rotor 37 can be found where the
shock related tonal noise is minimized when maximizing
the isentropic efficiency (Katsapoxaki et.al, 2023).
Moreover, the SRV2 radial compressor is optimized to
increase the total-to-total efficiency at highest efficiency
meanwhile conserving its wide operating range (Chatel
et.al, 2022). Optimization is conducted with a gradient-
based method, where gradients are found with the adjoint
approach. Another optimization study on SRV2-O
compressor is present where the volute designed for this
compressor is optimized using adjoint optimization
(Hottois et.al, 2023). Other studies where turbomachinery
targeted optimization method developments are also
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available. A new volumetric parametrization approach for
gradient-based shape optimization focused on
turbomachinery stages is introduced, where the need for
an extra mesh deformation tool is eliminated (Trompoukis
et.al, 2023). In another study, the robustness of the
optimized design is aimed to be improved by considering
the effect of uncertainties with a Surrogate-Assisted
Gradient-Based (SAGB) optimization method (Luo et.al,
2022). Additionally, a multi-row discrete adjoint solver
development combining manual and automatic
differentiation is also available (Wu et.al, 2023).

N | Vaneless Gl
iffuser

Figure 1. Compressor Flow Paths for each Case

SU2 has its own Adjoint Optimization tool integrated in
the package, and both continuous and discrete methods
are available. There are two shape deformation methods
used in SU2, which are Hicks-Henne (Hicks and Henne,
1978) and FFD (Free Form Deformation) (Koshakji et.al,
2013) methods. Both methods work by changing the
design variables to see how the changed geometries would
perform. FFD deforms a specified space around the object
interested whereas other methods deform the geometry
directly (Koshakji et.al, 2013). Hicks-Henne deformation
method is only available with 2D cases whereas FFD is
applicable to both 2D and 3D cases.

However, a detailed investigation of the SU2’s flow
analysis capabilities, the computational cost of its solvers
and their parallel scalability against other proven
commercial codes is still needed to identify regions for
further improvements. In the first part of this study, the
capabilities of the solvers in SU2 are tested on two single
stage radial compressor geometries, one with a vaneless
and the other with a vaned diffuser. The compressor
stages used in this work are proprietary designs of MAN
Energy Solutions Schweiz AG. The company provided
experimental and reference CFD data obtained with
‘Fidelity Flow’ for comparison with the SU2 results. In
the second part of this study the shape optimization
capabilities of SU2 are evaluated. In this regard, the
existing compressor vane geometry from the vaned
diffuser case is considered as the baseline design, and it is
optimized using the adjoint optimization tools in SU2 in
2D. The performance improvements is compared to the
baseline design.

NUMERICAL METHODOLOGY

Two different single stage radial compressor geometries
have been considered. Schematics of the meridional flow

paths of the compressors are shown in Figure 2. Both
compressors contain shrouded impellers. One of the
geometries, Casel, included a vaneless and the other one,
Case2, was equipped with a vaned diffuser. The meshes
were generated using ‘Fidelity Automesh Autogrid’.

The zones (inlet-impeller-diffuser) of the compressor in
Case 2 are meshed separately. In all meshes a multi-block
structured O-grid mesh topology was utilized. A close
view of the mesh around the impeller are shown in Figure
2 and Figure 3.

Figure 2. Close-up View of Impeller Leading Edge Mesh

Figure 3. Close-up View of Impeller Trailing Edge Mesh

The different mesh zones in Case 2 are solved in either
stationary or rotating frame of references. The interfaces
between the different mesh zones were treated with the
mixing plane interface condition. At the inlet zone a
uniform total pressure, total temperature and flow
directions were specified as inlet boundary conditions. At
the diffuser zone outlet, averaged static pressure at the
outlet was applied. At the walls, no slip boundary
conditions were defined. At the periodic faces, periodic
boundary conditions were specified.

The compressor in Case 1 was meshed as a single zone.
Due to the vaneless diffuser, the entire domain could be
run in rotating frame of reference. So, no interface
treatment was necessary in Case 1. Apart from that, same
type boundary conditions were specified at the domain
boundaries as in Case 2.

For the closure of the RANS equations, different
turbulence models are available in SU2. In this study, k-
omega SST (Menter, 1994) turbulence model was used.
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SU2 offers different schemes for the discretization of the
RANS equations. In this study, Backward Euler scheme
was used for the temporal discretization. The implicit
character of the scheme enables to use relatively large
time steps compared to explicit schemes and offers a
superior convergence behavior compared to explicit
schemes. For the spatial discretization first and second
order Roe schemes are available in SU2. However, second
order scheme led to numerical instability at the cutback
impeller trailing edge. Local mesh refinement at the
trailing edge region could also not resolve the numerical
instability and therefore the first order accurate Roe
scheme was used in all the computations. Air, modeled as
perfect gas, was used as the working fluid. For
convergence, the mass imbalance between the inlet and
outlet were monitored, and simulations with imbalance
less than 0.5% is assumed to be converged.

To determine the required mesh resolution for a grid
insensitive solution a mesh dependency study was carried
out. The mesh dependency study was carried out only for
Case 2. Accordingly, three different meshes were
generated. Statistics of the meshes used in the study are
given in Table 1.

Table 1. Total Number of Cells used in the generated grids.
Mesh 1 Mesh 2 Mesh 3

0.4m 1.6m 3.9m

Mesh dependency study is done by comparing the total
enthalpy difference, Ahwt, and flow coefficient, @, by
taking the corresponding values from experiment as the
reference. The percent changes for Ahyt and ® as the mesh
cell count increases are considered. As it can be seen from
Figure 4 and Figure 5, the difference between Mesh 1 and
Mesh 2 is higher compared to Mesh 2 and Mesh 3. The
percent changes for Ahwt and @ are 3.77 and 2.68 as the
mesh changes from Mesh 1 to Mesh 2, and 0.98 and 0.4
as the mesh changes from Mesh 2 to Mesh 3, respectively.
Therefore, since the changes from Mesh 2 to Mesh 3 are
below 1%, Mesh 2 is determined to have the required
resolution for capturing the necessary flow
characteristics.

For the geometry with the vaneless diffuser, same mesh
settings with Mesh 2 are incorporated. Therefore, a
separate mesh dependency study for the vaneless diffuser
geometry is not conducted. For the optimization study, the
same mesh settings are applied to the 2D diffuser vane
blade.

1.02

1.00

0.98

P Reference

3.7E+05 1.6E+06 3.9E+06
Cell Count

0.94

Figure 4. Change of Flow Coefficient with respect to Cell
Count

1.08
1.06
1.04
1.02
1.00
0.98

Ah/Ah gserence

1.6E+06
Cell Count

3.7E+05 3.9E+06

Figure 5. Change of Enthalpy Difference Between Inlet and
Outlet with respect to Cell Count

RESULTS

Both compressor geometries Case 1 and 2 were solved at
a single rotational speed and at constant total conditions
at the inlet boundary. However, the static pressure at the
diffuser outlet were varied to evaluate the performance of
the compressor at different mass flow rates.

Operating points close to the stall condition could not be
simulated precisely because SU2 is not equipped with an
outlet boundary condition type that allows to impose mass
flow rate, which is a shortcoming for turbomachinery
flow simulations. For flat compressor characteristics close
to the stability limit, ability to specify outlet mass flow
rate as boundary condition is a necessity. When the static
pressure is imposed at the outlet boundary,
numerical/physical pressure oscillations eventually lead
to strong mass flow fluctuations and no fixed stable
operating point may be found.

For two operating points, one with low and one with high
polytopic efficiency, flow fields are compared between
SU2 and ‘Fidelity Flow’. With ‘Fidelity Flow’, a second
order central spatial scheme with a Jameson type
dissipation and an explicit q-stage Runge-Kutta local time
stepping scheme was used. Since SU2 was only able to
work with a first order scheme, the difference between
these solvers is very apparent in the flow field
comparison. The comparison stations are chosen from
diffuser zone as shown in Figure 6.
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Figure 6. Stations in Case 1 for Flow Field Comparison
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Figure 13. Total Pressure Comparison at Station r2 for High n

Figure 9. Total Pressure Comparison at Station r2 for Low 1)
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Figure 14. Total Temp. Comparison at Station r2 for High n

Even though the integral parameters such as efficiency do
not change significantly, the differences between using a
lower and higher order spatial discretization scheme are
visible in the flow field contours shown in between Figure
7 and Figure 14. Trailing edge of the impeller corresponds
to middle of these contours. As it can be seen from these
figures, SU2 shows a much significant diffusion in terms
of flow structures as the flow travels from rl to r2. Even
though SU2 captures some of the flow structures it is not
as good as ‘Fidelity Flow’ results. This is an expected
behavior since SU2 results are obtained by using a first
order spatial scheme, whereas ‘Fidelity Flow’ results are
obtained by using a second order spatial scheme.

Figure 15 and Figure 16 show the comparison of SU2
results with Fidelity Flow results and experimental data
for Case 1. As shown in Figure 15, SU2 predicts the outlet
pressure of the compressor very close to Fidelity Flow
results. In Figure 16, other performance parameters of the
compressor such as polytropic efficiency, work input
coefficient and pressure rise coefficients are compared
between the different solvers and experimental data. Both
CFD and experimental data are taken from values
obtained at the inlet and outlet plane of the vaneless
diffuser. The definitions of the parameters are given in the
nomenclature. Here, one can also observe that the
predictions of SU2 agree well with ‘Fidelity Flow’ results.
When compared with the experimental data SU2 shows
comparable results. The agreement between SU2 results
and experimental data for pressure rise coefficient is
better compared to polytopic efficiency and work input
coefficient. This is due to not including cavity flows in the
CFD model to keep the model simple. Cavity flows would
induce higher losses, which is why in experimental data
efficiency is lower and work input coefficient is higher
compared to CFD results. Because of this, the difference
between experimental data and CFD results are somewhat
compensated for pressure rise coefficient and are much
more similar.

All the operating points given in Figure 15 and Figure 16
showed similar convergence characteristics with SU2.
Overall SU2 would need around 2000 to 2500 iterations
to reach a converged solution. Convergence was checked
by using the mass flow rates at the inlet and outlet.
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Figure 16. n, po and py vs ¢ for Case 1

Next, the performance parameters of Case 2 predicted
with SU2 are compared with ‘Fidelity Flow’ results. As
shown in Figure 17 and Figure 18, one can say that there
is a satisfactory match between the two CFD solutions.
However, the agreement between the two solutions is
relatively lower compared to Case 1. In Figure 18, SU2
shows good accuracy for the most part when compared to
‘Fidelity Flow’ result. A similar issue that was apparent in
Case 1 when comparing the experimental data and CFD
results can also be seen here as well. For efficiency, SU2
and Fidelity Flow results agree more compared to work
input and pressure rise coefficients. The difference at
work input coefficient indicates that SU2 underpredicts
losses compared to ‘Fidelity Flow’. This difference then
transferred on to pressure rise coefficient since all these
parameters are linked together.
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DIFFUSER VANE SHAPE OPTIMIZATION

The geometry of the vane in the vaned diffuser case is
prismatic, which means that the profile of the diffuser
blade does not change in spanwise direction, so it is
possible to follow a 2D modelling approach. The flow
field comparison around diffuser vane is shown in Figure
19. As it can be seen from Figure 19, flow field section
taken from 3D solution at the mid span of the vane and
2D flow field solution are very similar. Therefore, the
optimization of the diffuser vane is done in 2D. Since FFD
has a broader applicability and great potential in a possible
future 3D case, FFD method is used as the deformation
method.

At the operating condition with the worst polytropic
efficiency, there is a separation region that cover a
considerable portion of the diffuser vane blade suction
side, which is shown in Figure 20. This separated flow
region is selected for the optimization problem with the
aim of reducing the pressure loss at the diffuser for that
operating condition.

1.4 1.5e+00
S

Figure 19. Mid-span Section of 3D Solution (Top) and 2D
Solution (Bottom) Flow Field Comparison

For objective and constraint functions, drag and lift were
working without any modification in the code. However,
due to a bug in the source code total pressure and mass
flow rate could not be used as objective functions, which
are much more suitable for a turbomachinery optimization
study. To use these objective functions, the source code
had to be altered slightly. The adaptation consisted of
minor name changes. SU2 would print out total pressure
and mass flow with a slightly different name in its history
file and would not recognize these as the same with the
corresponding objective functions, which would disrupt
the optimization routine at the very first design iteration.
By making these history output and objective/constraint
function names consistent, total pressure and mass flow
could be used as objective/constraint functions. Drag and
total pressure are the two objective functions performed
better compared to others and were more suitable for the
optimization study. Drag is used for constraint function as
to somewhat limit the shape deformation. Specifying
Drag > 0 as the constraint helps the optimizer keep shape
deformations more subtle. Total pressure at the outlet is
given as the main objective function. Drag direction in
SU2 is determined from the freestream angle of attack.
Giving a zero angle of attack for the freestream and
positioning the blade exactly parallel in that direction and
constraining the optimization with positive drag
prevented unreasonable deformations. Curvature of the
surface inside the FFD box is selected as the design
variable. The deformation is done by changing the
curvature of the surface that is covered in the FFD box.

The optimization is carried out for a single operating
condition and that operating condition is shown in Figure
18. The point where the efficiency is the lowest is chosen
as the operating point for optimization. Since this is a 3D
case simplified to a 2D one, the boundary conditions are
taken from the 3D case and applied to the stand alone 2D
vane geometry. Due to optimization being done on a
single operating point, major changes in geometry are
avoided. To achieve this, only the portion where a
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significant flow separation happens is chosen as the
geometry portion that is to be optimized. Only the portion
where flow separation is seen at the suction side of the
blade is included inside the FFD box, excluding the
pressure side, and leading edge and trailing edge portions
of the blade. The streamlines around the vane are shown
in Figure 20. The blue streamlines show the separated flow
region for the selected optimization condition. Also, the
FFD box used for the optimization study is shown in
Figure 20 as well.

Figure 20. Streamlines Around the Diffuser Vane and the FFD
Box for the Optimization Study

As for the optimization results, a total of 20 design
iterations were carried out. The change in total pressure
loss between inlet and outlet with each design iteration is
shown in Figure 21.

Change of Total Pressure Loss Between Inlet and Outlet
with Each Optimization Design

1.025
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1.015
1.01
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0.995
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0.99

Design Iterations

123 45 6 7 8 910111213 141516 17 18 19 2C

Figure 21. Change of Total Pressure Loss Between Inlet and
Outlet with Each Design Iteration

As it can be seen from Figure 21, at 10" design
iteration there is a jump. This is due to SU2 trying to
continue changing the shape of the interested area in the
same way as it was changing the shape in the previous
design iterations. However, because of this, the total
pressure loss between diffuser inlet and outlet increases.
Thus, SU2 changes the direction it changed the shape so
far for the next design iteration. After some design
iterations SU2 converges to an optimum design that is
very similar to 9" design iteration. This indicates that after
the 9" design iteration, SU2 reached the shape
deformation limit for the given objectives and constraints.

Since the optimization is done to a very small portion of
the blade the change in total pressure at the outlet is very
minor. However, the total pressure loss between diffuser
inlet and outlet is decreased by 0.55%. Considering that
this geometry was designed for an interval of operating
points, the increase in total pressure for one of the worst

operating points with minimal change in the geometry is
expected to be small.

In Figure 22, initial and optimized blade profiles are
shown, with a closeup of the most deformed area. Also, in
Figure 23, Mach contour around this most deformed area
is shown. With the optimized blade profile, it can be said
that flow separation starting location is slightly moved
downstream.

—

Figure 22. Initial (Black) and Optimized (Red) Vane Blade
Profiles

Figure 23. Mach Contour Near the Most Deformed Location,
Original (Top) vs Optimized (Bottom) Profiles

Moreover, the effect of the geometry optimization on the
compressor performance at the operating point with
highest efficiency is also tested. When the original and
optimized vane geometries are compared, it was found out
that the optimized vane geometry resulted in a 0.86%
increase in the total pressure loss at the vane outlet.
Compared to the achieved decrease in the total pressure
loss at the operating point used in the optimization study
this increase seen at the operating with the highest
efficiency is slightly more significant. This shows the
importance of conducting optimization = studies
considering the entire operating curve of the compressor.

CONCLUSION

In this study the capabilities of SU2 for analyzing
compressible turbomachinery flows were tested on two
different centrifugal compressor geometries. The
performance parameters derived from simulation results
were compared against experimental data and against
‘Fidelity Flow’, a commercial solver for turbomachinery

ows. Results showed that SU2 predicted the
performance parameters of the compressors with minor
differences relative to the predictions of the commercial
tool. In addition to the performance parameters, the
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numerical accuracy of SU2 is also tested on a more
detailed flow field analysis. There, significant differences
were observed between the predictions of SU2 and
‘Fidelity Flow’. The first order accurate discretization
scheme in space is thought of as the primary factor for the
more diffused flow field solutions with SU2.

The capabilities of the adjoint optimization toolbox
included in SU2 is also investigated as well. Even though
it required some amount of work to obtain a functioning
and meaningful optimization case setup, in the end it was
possible to carry out an optimization study on the diffuser
vane with SU2. The optimized vane geometry reduced the
losses by 0.55% generated by the flow separation
downstream of the vane leading edge. However, testing
the geometry optimized for the specific operating point
close to choke conditions at another operating point with
the best efficiency resulted to a performance deterioration.
This points out the necessity for a multi-point
optimization algorithm for turbomachinery applications.
Also, shape deformation tool within the optimization
toolbox should be improved to increase the capability of
the tool in handling geometrical discontinuities in the
optimized geometry.

Additionally, SU2 has very limited turbomachinery
specific post-processing capabilities. It only has two
turbomachinery specific outputs, and these are kinematic
and thermodynamic values at spanwise locations at the
inlet and outlet of the corresponding zones. Kinematic
values consist of Mach, velocity, and absolute and relative
flow angles. Thermodynamic values consist of pressure,
temperature, enthalpy and total counterparts of these, and
density. Especially for radial turbomachinery a more
extended post-processing capability that enables to
generate meridional, constant angular and spanwise cut
planes is a necessity.

In conclusion, SU2 is a promising open-source
software for handling compressible turbomachinery
flows. It works with a simple text-based input file, which
makes it a user-friendly application for first-time users.
Also, its turbomachinery specific settings make it more
usable, especially for internal flow applications compared
to other open-source alternatives. Optimization package
included in SU2 is also a nice to have tool for simple
optimization cases. However, it required some source
code modifications to be able to use turbomachinery
specific objective functions.
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