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Abstract: Usnic acid (UA) is a common lichenic secondary metabolite with therapeutic 

potential. Anticancer, antimicrobial, and antioxidant effects have been demonstrated and UA-

enriched extracts are often used to treat various diseases in traditional medicine. First, we 

performed a viability assay of UA in human uterine leiomyosarcoma (SK-UT-1) since no in 

vitro cytotoxicity data have been reported so far. For this purpose, the cytotoxicity of UA on 

SK-UT-1 and embryonic kidney (HEK293) cells was studied at 24 and 48 hours. The toxicity 

of UA was investigated by the MTT test. In addition, we assessed UA colony formation and 

migration properties against SK-UT-1 cells in 6-well plates. Our results showed a significant 

cytotoxic effect of UA at the 5.34 µM; UA was also effective against colony formation ability 

and wound healing assay. In conclusion, our study suggests that UA exerts anti-proliferative 

effects on SK-UT-1 cells by inducing cell death. Moreover, our results suggest that the potential 

anticancer activities of UA should be further studied by additional molecular biological 

approaches. 

Keywords: Usnic acid, Uterine leiomyosarcoma, SK-UT-1, Cytotoxicity, Colony formation, 

Migration 

1. Introduction 

Uterine sarcomas are tumors with a very low incidence among all uterine cancers. They 

constitute ~3% of all uterine cancers [1]. Uterine leiomyosarcoma (LMS) is rare cancer 

that originates from the smooth muscle cells in the uterus. LMS is an aggressive tumor 

with a high risk of recurrence and death [1, 2]. Pharmacological agents are very important 

for the treatment of uterine LMSs, and a limited number of drugs such as doxorubicin, 

gemcitabine, eribulin and docetaxel are used in the treatment of this disease [3, 4]. Current 

researches focus on the development of new effective agents and novel therapeutic 

strategies for the treatment of this severe neoplasia [5]. 

Secondary metabolites are present in plants, fungi, lichens, and bacteria. They contain 

powerful pharmacological properties that have been used in treating various diseases 

including cancer, from the past to the present [6-8]. UA is a secondary metabolite, a 

dibenzofuran derivative, which is found very common in lichens, especially in the Usnea 

genus [9, 10]. UA is one of the first discovered lichen secondary metabolites and has 

strong pharmacological and biological activities such as antioxidant, anticancer, 

antimicrobial, antiviral, and anti-inflammatory [10-12]. In previous studies, the 

https://dergipark.org.tr/sdufeffd
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anticancer activities of UA and its derivatives have been investigated on different cancer 

cells such as endometrium [12], lung [13], breast [14], colorectal [15], leukemia [16], 

gastric [17], prostate and melanoma [18]. In all these studies, it has been reported that UA 

exhibits anti-carcinogenic activity through molecular biological mechanisms including 

stimulation of apoptosis, modulation of oxidative DNA damage, induction cell cycle 

arrest, suppression of cell proliferation and regulation of expression of various genes and 

non-coding RNAs [12-18]. 

In addition to all these studies, there is no study in the literature about the effectiveness 

of UA in LMS. The aim of this study is to evaluate the dose and time-dependent cytotoxic 

effect of UA in the human uterine LMS cells SK-UT-1 (HTB114), and also to reveal its 

effect on colony formation and migration under in vitro cell culture conditions. 

2. Material and Method 

2.1. Cell culture 

The SK-UT-1 and HEK293 (embryonic kidney) cells were obtained from American Type 

Culture Collection (ATCC). Cells cultured with Dulbecco's Modified Eagle's Medium 

(DMEM) or Eagle's Minimum Essential Medium (EMEM) (Sigma-Aldrich, Germany) 

supplemented with 1% penicillin/streptomycin mix (Capricorn) and 10% fetal bovine 

serum (FBS) (Capricorn, Germany) as described previously [19]. 

2.2. MTT assay 

Cytotoxic effects of UA on SK-UT-1 and HEK293 cells were determined by MTT 

(dimethyl thiazolyl tetrazolium bromide) (Merck, USA) assay as described previously 

[20]. SK-UT-1 and HEK293 cells were grown in 96-well plates (100 μL/well, 2x103 cells) 

and maintained at 37°C in a humidified condition in a 5% CO2 incubator under suitable 

conditions. Following 24-hour incubation, cells were treated with various concentrations 

(0.75, 1.5, 5, 10, and 25 µM) of UA (Sigma-Aldrich, Germany) dissolved in chloroform 

(CarloErba, France) (not exceeding 0.5%) 24 and 48 h. After incubation periods, 10 µL 

MTT solution (5 mg/mL in 100 µL culture media, Merck) was added and maintained at 

37oC. After 3 h incubation, formazan dye was dissolved in 50 µL of dimethyl sulfoxide 

(DMSO,Carlo Erba, Italy) for at least 30 minutes. At the end, the optical density (OD) 

was measured in a spectrophotometer (Epoch, BioTek, USA) at 590 nm. 

2.3. Colony formation assay 

Effects of UA on colony formation status in LMS cells were performed by colony 

formation assay described previously [21]. Briefly, cells (1x103 cells per 6-well plate) 

were seeded and treated with the IC50 dose of UA for 48 h. After 48 h exposure, mediums 

were refreshed and maintained for at least one week. The fixation of the cells was 

executed by 100% methanol for 10 min at -20oC and stained with crystal violet (0.1%) at 

RT for 15 min. Colonies photographed under an inverted microscope (Oxion Inverso, 

Euromex, Holland) and counted with ImageJ software 1.53e (USA). 

2.4. In-vitro scratch assay 

The migration efficacy of the UA was investigated in SK-UT-1 cells. Briefly, 3x104 cells 

were seeded on 6-well culture plates (Jet Biofil, China) and incubated to grow until 

confluent. After incubation, cells were scraped by a 200 µL tip. The wells were cleaned 

with phosphate-buffered saline (PBS, Bioshop, Poland) to remove detached cells. The 

culture medium was refreshed by media containing 5.34 μM UA for 48 h and the wound 
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area in the treated cells was compared with the control (cells treated with chloroform at 

an equal volume). The wound size was imaged (0, 24, 48, and 72 h) with an inverted 

microscope at 10x magnification, and wound closure rate (%) was calculated with ImageJ 

software. 

2.5. Statistical analysis 

GraphPad Prism v.9 (San Diego, CA, USA) was used to evaluate the differences between 

two groups. The differences in the groups were evaluated using the Student’s t-test or 

One-way ANOVA. P <0.05 was considered as statistically significant. 

3. Results and Discussion 

The cytotoxicity of UA was evaluated against human uterine cancer line SK-UT-1 and 

the non-carcinogenic HEK293 cell line by the MTT assay. In the current study, five 

different concentrations of UA (0.75 to 25 µM) were attended for cytotoxicity 

investigations for 24 and 48 h (Figure 1). The results show a significant reduction in 

proliferation rate in the SK-UT-1 cells with increasing the dose concentration for 48 h. 

After 48 h of exposure, approximately 87% of SK-UT-1 cells were eradicated by 25µM 

UA treatment, decrement in the survival of 56% for HEK293 cells. The cytotoxicity of 

UA (expressed as IC50 values) was found to be 5.34 µM for SK-UT-1 and 21.09 µM for 

HEK293 cells at 48 h. 

 

 
Figure 1. The cytotoxicity of UA was performed using the MTT assay of cancerous SK-UT-1 and 

embryonic kidney HEK293. Values are mean ± SD of triplicate value. *p <0.05 vs. control group. 
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The effects of UA on the proliferation of the SK-UT-1 cells were observed through colony 

formation assay. Figure 2 shows that the dose group treated with IC50 of UA was 

significantly reduced, suggesting that UA can effectively inhibit the proliferation of the 

uterine LMS cells. 

 

 

 
 

Figure 2. Colony formation assay. The number of colonies of the SK-UT-1 cells treated with UA vs. 

control group (containing chloroform v/v) for 48 h. *p < 0.05. 

 

A scratch assay was carried out to assess the effect of UA on the migration of the SK-

UT-1 cells. The migration of SK-UT-1 cells was significantly inhibited by UA and cell 

migration was restricted by 63% at the end of 72 h compared to control (Figure 3, p 

<0.05). 
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Figure 3. In vitro scratch assay. The photos were taken 0, 24, 48, and 72 h. Relative wound area in SK-

UT-1 cells treated with UA vs. control group. *p <0.05. 

 

In a study, it was reported that UA may have triggered the reactive oxygen species-

dependent mitochondrial pathway-mediated apoptotic mechanism [22]. In a recent study, 

UA significantly reduced cell proliferation in AGS gastric cancer cells in the dose range 

of 10-50 μM and induced apoptosis in gastric cancer cells [17]. Galanty et al. (2017) 

demonstrated that UA exhibits anti-proliferative effects on DU145 and PC3 prostate 

cancer under in vitro conditions [18]. Wu et al. [23] have showed that UA inhibits cell 

proliferation in colorectal cancer cells through ATM-mediated DNA damage signaling 

pathway. Furthermore, they have demonstrated that UA inhibited colorectal cancer cell 

migration in the cell culture wound healing assay model. 

 

In another study, it was shown that UA causes inhibition of cell motility in non-small cell 

lung cancer cells [24]. In a study, when the cytotoxic effects of UA on the HepG2 cell 

line, NS20Y, and HUVEC cells were analyzed, it was reported that the IC50 value of UA 

was higher in HUVEC cells used as control cells compared to cancer cells [25]. Emsen et 

al. [26] have showed that the UA decreased cell viability in U87MG glioblastoma cells 

and primary rat cerebral cortex (PRCC) cells. While the IC50 value in glioblastoma cells 

was determined as 41.55 mg/L, the IC50 value in PRCC cells was determined as 132.69 

mg/L, which is a higher dose than glioblastoma. Similar to our study, it was reported that 
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UA showed more cytotoxic activity in cancer cells in comparison with non-cancerous cell 

lines [18, 27-29]. 

 

It was demonstrated by in vitro clonogenic test that UA inhibits colony formation in A549 

cells. It was showed that UA treatment not only reduces the colony amount of A549 lung 

cancer but also reduces the colony sizes, especially depending on the increasing dose [30]. 

In a study on the anticancer activity of UA in COLO-205 colon cancer cells, it was shown 

that UA inhibited colony formation even at low doses, as well as inhibited cell 

proliferation [31]. Our results showed that the UA has a cytotoxic effect on the SK-UT-1 

cells. The UA was cytotoxic after 48 h at concentrations above 5 μM, decreasing the 

viability of SK-UT-1 cells to about 13% at the highest concentration (25 μM). Besides, 

UA significantly revealed less toxicity on non-cancerous (HEK293) cells in comparison 

with the SK-UT-1 cells, HEK293 viability at 25 μM did not decrease below 40%. In the 

colony formation assay, we found that UA significantly inhibited the colony formation 

capability for SK-UT-1 cells. Similar effects were also observed in a wound-healing 

assay. 

 

4. Conclusion 

Our results suggest that UA can be an alternative bioactive agent for human uterine LMS 

SK-UT-1 (also known as HTB-114) cells. Our study is the first examination of the 

antiproliferative effects of the UA on SK-UT-1 cells. The molecular mechanism 

underlying the potential anti-cancer activities of UA should be investigated in further 

studies. 
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Abstract: We started this work with a theorem that shows in which case the abbreviation rule 

for neutrosophic real numbers is true. We then detail in which cases the division of two 

neutrosophic real numbers yields a new neutrosophic number. Then, the solution cases of a 

neutrosophic linear equation with one unknown were examined. After calculating the 

determinant of a square matrix and giving the necessary and sufficient conditions for a square 

matrix to be invertible, the solution conditions of the systems of equations with the number of 

unknowns equal to the number of equations were examined. 

Key words: Neutrosophic matrices, Neutrosophic systems of linear equations, Determinant of 

a neutrosophic square matrix, Inverse of neutrosophic square matrix 

1. Introduction 

Smarandache firstly studied the concept of neutrosophy to address the uncertainty in 

nature and science. [1]. Neutrosophy has important applications in a lot of fields and 

researchers done many studies on the subject. Neutrophic number theory and neutrophic 

linear algebra are just two of these fields. Some of the studies carried out in these areas 

are given in the references [2-10].  

We firstly started this work with a theorem that shows in which case the abbreviation 

rule for neutrosophic real numbers is true. We then detail in which cases the division of 

two neutrosophic real numbers yields a new neutrosophic number. Then, the solution 

cases of a neutrosophic linear equation with one unknown were examined. After 

calculating the determinant of a square matrix and giving the necessary and sufficient 

conditions for a square matrix to be invertible, the solution conditions of the systems of 

equations with the number of unknowns equal to the number of equations were 

examined. Also, we gave some important examples to clarify the theory. 

2. Material and Method 

In this section, some definitions and theorems of neutrosophic numbers and matrices 

will be given, which we will use in later chapters. As known, the set of neutrosophic 

real numbers 𝑖𝑠 𝑅[𝐼] = {𝛼 + 𝛽𝐼|𝛼, 𝛽 ∈ 𝑅, 𝐼2 = 𝐼} and the I used here is called the 

unknown. 

https://dergipark.org.tr/sdufeffd
https://orcid.org/0000-0002-2968-1546
mailto:yilmazceven@sdu.edu.tr
https://orcid.org/0000-0000-0000-0000
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The following definition is given for neutrosophic rational numbers in [3]. But it would 

not be wrong to define it for real numbers as well. 

Definition 2.1 [3] Let 𝛼 + 𝛽𝐼 ∈ 𝑅[𝐼]. The norm and the conjugate of 𝛼 + 𝛽𝐼 are defined 

by 𝑁(𝛼 + 𝛽𝐼) = 𝛼(𝛼 + 𝛽) and 𝛼 + 𝛽𝐼̅̅ ̅̅ ̅̅ ̅̅ ̅ = 𝛼 + 𝛽 − 𝛽𝐼. 

It is seen that (𝛼 + 𝛽𝐼)(𝛼 + 𝛽𝐼̅̅ ̅̅ ̅̅ ̅̅ ̅) = 𝑁(𝛼 + 𝛽𝐼). Also, it is seen that 𝑁(𝛼 + 𝛽𝐼) = 0 if 

and only if 𝛼 = 0 or 𝛼 + 𝛽 = 0. 

Also, it is true that  𝑁(𝓍. 𝓎) = 𝑁(𝓍). 𝑁(𝓎) for 𝓍,𝓎 ∈ 𝑅[𝐼] by Proposition 3.5 (vi) in 

[3]. 

Definition 2.2 [8] Let 𝐴 = 𝑁 +𝑀𝐼  be a 𝑛 × 𝑛 neutrosophic matrix where 𝑁 and 𝑀 are 

𝑛 × 𝑛 real matrices. The determinant of A is defined as 

𝑑𝑒𝑡𝐴 = 𝑑𝑒𝑡𝑁 + (det(𝑁 +𝑀) − 𝑑𝑒𝑡𝑁)𝐼. 

Theorem 2.3 [8] Let 𝐴 = 𝑁 +𝑀𝐼  be a 𝑛 × 𝑛 neutrosophic matrix where N and M are 

𝑛 × 𝑛 real matrices. Then a necessary and sufficient condition for the inverse of A to 

exist 𝑁 and 𝑁 +𝑀 invertible matrices and 

𝐴−1 = 𝑁−1 + ((𝑁 +𝑀)−1 − 𝑁−1)𝐼. 

3. Results  

Theorem 3.1 Let 𝛼, 𝛽, 𝛾 ∈ 𝑅[𝐼]. If 𝛼𝛽 = 𝛼𝛾 and 𝑁(𝛼) ≠ 0, then 𝛽 = 𝛾. 

Proof. Let 𝛼𝛽 = 𝛼𝛾 and 𝑁(𝛼) ≠ 0 where 𝛼 = 𝛼1 + 𝛼2𝐼, 𝛽 = 𝛽1 + 𝛽2𝐼 and 𝛾 = 𝛾1 +
𝛾2𝐼. Since 𝑁(𝛼) = 𝛼(𝛼 + 𝛽) ≠ 0, we have 𝛼 ≠ 0 and 𝛼 + 𝛽 ≠ 0. Since 𝛼𝛽 = 𝛼𝛾, we 

have (𝛼1 + 𝛼2𝐼)(𝛽1 + 𝛽2𝐼) = (𝛼1 + 𝛼2𝐼)(𝛾1 + 𝛾2𝐼) ⇒ 𝛼1𝛽1 + ((𝛼1 + 𝛼2)(𝛽1 + 𝛽2) −

𝛼1𝛽1)𝐼 = 𝛼1𝛾1 + ((𝛼1 + 𝛼2)(𝛾1 + 𝛾2) − 𝛼1𝛾1)𝐼. Hence, we get 𝛼1𝛽1 = 𝛼1𝛾1 and since 

𝛼1 ≠ 0, we have  𝛽1 = 𝛾1. Also, since (𝛼1 + 𝛼2)(𝛽1 + 𝛽2) = (𝛼1 + 𝛼2)(𝛾1 + 𝛾2), 𝛼 +
𝛽 ≠ 0 and 𝛽1 = 𝛾1, we have 𝛽2 = 𝛾2. Consequently, it is seen that 𝛽 = 𝛾. 

 

Definition 3.2 Let 0 ≠ 𝑎 + 𝑏𝐼, 𝑐 + 𝑑𝐼 ∈ 𝑅[𝐼]. If there exists a neutrosophic real number 

𝑘 + 𝑡𝐼 ∈ 𝑅[𝐼] such that 𝑐 + 𝑑𝐼 = (𝑘 + 𝑡𝐼)(𝑎 + 𝑏𝐼), then we say 𝑎 + 𝑏𝐼 divides c+𝑑𝐼 

and denote 𝑎 + 𝑏𝐼|𝑐 + 𝑑𝐼. In this case 
c dI

a bI




= 𝑘 + 𝑡𝐼 ∈ 𝑅[𝐼]. 

Note that the set 𝑅[𝐼] is not closed according to the division. The quotient of two 

neutrosophic numbers may not be a neutrosophic number. 

Example 3.3 Since 10 + 5𝐼 = (2 + 3𝐼)(5 − 2𝐼), we have 2+3𝐼|10 + 5𝐼. But there do 

not exist any neutrosophic real number 𝑘 + 𝑡𝐼 such that 2 + 4𝐼 = (𝑘 + 𝑡𝐼)(1 − 𝐼), we 

have 1−𝐼 ∤ 2 + 4𝐼. 

Teorem 3.4 Let 0 ≠ 𝛼 + 𝛽𝐼,  𝛾 + 𝛿𝐼 ∈ 𝑅[𝐼]  and 𝑥 =
I

I

 

 




. Then   

𝑖)   if 𝑁(𝛼 + 𝛽𝐼) ≠ 0, then x  



 ( )

 

  
𝐼 ∈ 𝑅[𝐼], 

𝑖𝑖)  in case 𝑁(𝛼 + 𝛽𝐼) = 0,  
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a) if 𝛼 = 0, 𝛾 ≠ 0, then 𝑥 =
I

I

 

 




=
𝛾+𝛿𝐼
𝛽𝐼

 ∉ 𝑅[𝐼],  

b) if 𝛼 = 0, 𝛾 = 0, then 𝑥 =
I

I

 

 




=

I

I




 = 𝑚 + 𝑛𝐼 ∈ 𝑅[𝐼] where 𝑚 + 𝑛 =




 , 

c) if 𝛽 = −𝛼 ≠ 0, 𝛾 + 𝛿 ≠ 0, then 𝑥 =
I

I

 

 




=

I

I

  

 
∉ 𝑅[𝐼],  

d) if 𝛽 = −𝛼 ≠ 0, 𝛾 = −𝛿 ≠ 0, then 𝑥 =
I

I

 

 




=

I

I

 

 




=




+ 𝑛𝐼 ∈ 𝑅[𝐼] where   

𝑛 ∈ 𝑅.  

Proof. 𝑖)   Let 𝑁(𝛼 + 𝛽𝐼) = 𝛼(𝛼 + 𝛽) ≠ 0. Then 𝛼 ≠ 0 and 𝛼 + 𝛽 ≠ 0.  Hence, we 

get  

                                              𝑥 =
I

I

 

 




 

=
( )( )

( )( )

I I

I I

    

    

  

  
 

=
( ) ( )

( )N I

    

 

  


 

   =



+

( )

 

  
𝐼 ∈ 𝑅[𝐼]. 

 

𝑖𝑖) Let 𝑁(𝛼 + 𝛽𝐼) = 𝛼(𝛼 + 𝛽) = 0. Then 𝛼 = 0 or 𝛼 + 𝛽 = 0. (since 𝛼 + 𝛽𝐼 ≠ 0, 𝛼 

and 𝛽 can not both be zero)  Firstly, let 𝛼 = 0 and 𝛼 + 𝛽 ≠ 0. Then if 𝑥 =
I

I

 

 




=

𝑚 + 𝑛𝐼 for any 𝑚, 𝑛 ∈ 𝑅, we have 𝑚𝛼 = 𝛾 and (𝑚 + 𝑛)(𝛼 + 𝛽) = 𝛾 + 𝛿. (a) Since 

𝛼 = 0, if 𝛾 ≠ 0, there do not exist any 𝑚 ∈ 𝑅 such that 𝑚𝛼 = 𝛾. That is, 𝑥 =
I

I

 




∉

𝑅[𝐼] for 𝛾 ≠ 0. (b) If 𝛼 = 0, 𝛾 = 0, the equality 𝑚𝛼 = 𝛾 is true for all 𝑚 ∈ 𝑅. From the 

equality (𝑚 + 𝑛)(𝛼 + 𝛽) = 𝛾 + 𝛿, we have 𝑚 + 𝑛 =



. So 𝑥 =

I

I

 

 




=

I

I




=

𝑚 + 𝑛𝐼 ∈ 𝑅[𝐼] where 𝑚 + 𝑛 =



.  (c) Let 𝛼 ≠ 0 and 𝛼 + 𝛽 = 0. Then we have 𝛽 =

−𝛼.  From the equality 𝑚𝛼 = 𝛾, we have 𝑚 =



 and from the equality (𝑚 + 𝑛)(𝛼 +

𝛽) = 𝛾 + 𝛿, we have (



+ 𝑛) . 0 = 𝛾 + 𝛿. Then if 𝛾 + 𝛿 ≠ 0, there are not any 𝑛 ∈ 𝑅 

such that  (



+ 𝑛) . 0 = 𝛾 + 𝛿. Hence 𝑥 =

I

I

 

 




=

I

I

 

 




∉ 𝑅[𝐼] where 𝛾 + 𝛿 ≠

0. (d) If 𝛾 + 𝛿 = 0, it is true the equality (



+ 𝑛) . 0 = 𝛾 + 𝛿 for all 𝑛 ∈ 𝑅. In this 

case  𝑥 =
I

I

 

 




=

I

I

 

 




=




 +𝑛𝐼 ∈ 𝑅[𝐼] for all 𝑛 ∈ 𝑅.  
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Example 3.5 
2 I

1 I




= 2 −

1

2
𝐼 ∈ 𝑅, 

2 I

I


∉ 𝑅[𝐼], 

4I

2I
= 𝑚 + 𝑛𝐼 ∈ 𝑅[𝐼] where 𝑚 + 𝑛 =

2, 
2 I

1 I




∉ 𝑅[𝐼], 

2 2I

1 I




= 2 + 𝑛𝐼 ∈ 𝑅[𝐼] where 𝑛 ∈ 𝑅.  

Theorem 3.6 Let 𝛼𝑥 = 𝛽 be a neutrosophic liner equation where 0 ≠ 𝛼, 𝛽 ∈ 𝑅[𝐼].  

i) If 𝑁(𝛼) ≠ 0, then 𝛼𝑥 = 𝛽 has unique solution in 𝑅[𝐼] and the solution is 𝑥 = 
𝛼̅.𝛽

𝑁(𝛼)
  

ii) If 𝑁(𝛼) = 0 and 𝛼|𝛽, then 𝛼𝑥 = 𝛽 has an infinite number of solutions. 

iii) If 𝑁(𝛼) = 0 and 𝛼 ∤ 𝛽, then 𝛼𝑥 = 𝛽 has no solutions in 𝑅[𝐼]. 

Proof. It is clear by Theorem 3.4. 

Example 3.7 i) Consider the neutrosophic linear equation (2 + 3𝐼)𝑥 = 4 − 𝐼. Since 

𝑁(2 + 3𝐼) = 10 ≠ 0 and 2 + 3𝐼̅̅ ̅̅ ̅̅ ̅̅ = 5 − 3𝐼, we have 
(2 3I)(4 I) 7

x 2 I
N(2 3I) 5

 
  


. 

ii) For (1 − 𝐼)𝑥 = 3 − 3𝐼, since 1 − 𝐼 ≠ 0,𝑁(1 − 𝐼) = 0 and 1 − 𝐼|3 − 3𝐼, the 

equation has an infinite number of solutions: Let 𝑥 = 𝑎 + 𝑏𝐼. Then since  (1 − 𝐼)(𝑎 +
𝑏𝐼) = 3 − 3𝐼, we have 𝑎 − 𝑎𝐼 = 3 − 3𝐼. Hence, we see that 𝑎 = 3, 𝑏 ∈ 𝑅. Then the 

solution set is {3 + 𝑏𝐼: 𝑏 ∈ 𝑅}. 
iii) Consider the neutrosophic linear equation (1 − 𝐼)𝑥 = 2 + 𝐼. We have 1 − 𝐼 ≠
0, 𝑁(1 − 𝐼) = 0 and  1 − 𝐼 ∤ 2 + 𝐼. Since there are no neutrosophic number 𝑎 + 𝑏𝐼 such 

that (1 − 𝐼)(𝑎 + 𝑏𝐼) = 2 + 𝐼, the equation has no solutions. 

iv)  The solution set of the equation 2𝐼𝑥 = 4𝐼 is {𝑚 + 𝑛𝐼:𝑚 + 𝑛 = 2,𝑚, 𝑛 ∈ 𝑅}. 

Consider the equation 𝑎𝑥 + 𝑏𝑦 = 𝑐 (𝑎 ≠ 0 or 𝑏 ≠ 0) in 𝑅. It is known that 

i) if 𝑏 ≠ 0, then the solution set is {(𝑥,
𝑐−𝑎𝑥
𝑏
  ) : 𝑥 ∈ 𝑅}, 

ii) if 𝑎 ≠ 0, then the solution set is {(
𝑐−𝑏𝑦
𝑎

, 𝑦) : 𝑦 ∈ 𝑅}. 

Now we investigate the solutions of a neutrosophic liner equation with two variables. 

Theorem 3.8 Let 𝛼𝑥 + 𝛽𝑦 = 𝛾 be a neutrosophic liner equation with two variables 

where 𝛼, 𝛽, 𝛾 ∈ 𝑅[𝐼] and 𝛼 ≠ 0, 𝛽 ≠ 0. 

i) If 𝑁(𝛼) ≠ 0, then the solution set is {(
(𝛾−𝛽𝑦)𝛼̅
𝑁(𝛼)

, 𝑦) |𝑦 ∈ 𝑅[𝐼]}, 

ii) If 𝑁(𝛽) ≠ 0, then the solution set is {(𝑥,
(𝛾−𝛼𝑥)𝛽̅
𝑁(𝛽)

) |𝑥 ∈ 𝑅[𝐼]}, 

iii) If 𝑁(𝛼) = 0 𝑎𝑛𝑑 𝑁(𝛽) = 0, then  

     a) there exist infinitely many 𝑦 ∈ 𝑅[𝐼] for all 𝑥 that satisfies the property 𝛽|𝛾 − 𝛼𝑥, 

     b) there do not exist any 𝑦 ∈ 𝑅[𝐼] for an 𝑥 that satisfies the property 𝛽 ∤ 𝛾 − 𝛼𝑥, 

or 

     c) there exist infinitely many 𝑥 ∈ 𝑅[𝐼] for all 𝑦 that satisfies the property 𝛼|𝛾 − 𝛽𝑦, 

     d) there do not exist any 𝑥 ∈ 𝑅[𝐼] for an y that satisfies the property 𝛼 ∤ 𝛾 − 𝛽𝑦 

Proof.  i) If 𝑁(𝛼) ≠ 0, then we have 𝑥 =  
𝛾−𝛽𝑦

𝛼
 = 

(𝛾−𝛽𝑦)𝛼̅

𝛼𝛼̅
 = 

(𝛾−𝛽𝑦)𝛼̅

𝑁(𝛼)
 ∈ 𝑅[𝐼]. 

Then the solution set is {(
(𝛾−𝛽𝑦)𝛼̅
𝑁(𝛼)

, 𝑦) |𝑦 ∈ 𝑅[𝐼]} 𝑦 ∈ 𝑅[𝐼]. 

ii) 𝑁(𝛽) ≠ 0, the proof is similar (i). 
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iii) Let 𝑁(𝛼) = 0 𝑎𝑛𝑑 𝑁(𝛽) = 0. From the equation 𝛼𝑥 + 𝛽𝑦 = 𝛾, we have 𝑦 =
𝛾−𝛼𝑥
𝛽

. 

In this case, by Theorem 3.6, if 𝛽|𝛾 − 𝛼𝑥  for any 𝑥 ∈ 𝑅[𝐼], then there exist infinitely 

many  𝑦 =
𝛾−𝛼𝑥
𝛽

 ∈ 𝑅[𝐼]. But if 𝛽 ∤ 𝛾 − 𝛼𝑥 for any 𝑥 ∈ 𝑅[𝐼], then there do not exist an 

𝑦 =
𝛾−𝛼𝑥
𝛽

 in R[I]. Hence (a) and (b) are true. Similarly (c) and (d) are true. 

In [9], according to Alhasan’s analysis in part 3.1, every neutrosophic linear equation 

with two variables is solvable. But as seen from the Theorem 3.8, some equations may 

be unsolvable. 

Example 3.9 i) Consider the equation (1 + 𝐼)𝑥 + (2 − 𝐼)𝑦 = 1 + 2𝐼. Since 𝑁(2 −
𝐼) = 2 ≠ 0 and 2 − 𝐼̅̅ ̅̅ ̅̅ ̅ = 1 + 𝐼, we see that, the solution is 

𝑦 = 
1+2𝐼

2−𝐼
 - 
1+𝐼

2−𝐼
 𝑥  

    =  
1

2
 - 
5

2
 I – ( 

1
2
 + 
3

2
 I)x  

for all 𝑥 ∈ 𝑅[𝐼]. 

ii)  Consider the equation 2𝐼𝑥 + 3𝐼𝑦 = 4𝐼. We see that 𝑁(2𝐼) = 0 and 𝑁(3𝐼) = 0. In 

this case,  since 𝑦 = 
4𝐼−2𝐼𝑥

3𝐼
 and  3𝐼|4𝐼 − 2𝐼𝑥 for all 𝑥 ∈ 𝑅[𝐼], there exist infinitely 

many solutions. For example, for 𝑥 = 0, 𝑦 = 𝑎 + 𝑏𝐼 (𝑎 + 𝑏 =
4

3
) are the solutions 

since 
4I

3I
= {𝑎 + 𝑏𝐼 ∈ 𝑅[𝐼]|𝑎 + 𝑏 =

4

3
} .  

iii) Consider the equation 2𝐼𝑥 + 3𝐼𝑦 = 1 + 4𝐼. We see that 𝑁(2𝐼) = 0 and 𝑁(3𝐼) = 0. 

In this case, since 𝑦 = 
1+4𝐼−2𝐼𝑥

3𝐼
 and 3𝐼 ∤ 1 + 4𝐼 − 2𝐼𝑥 for all 𝑥 ∈ 𝑅[𝐼],  So this 

equation has no solution.   

 

In [8, Definition 3.2], the determinant of the matrix 𝑀 = 𝐴 + 𝐵𝐼 is given as a definition 

in terms of 𝐴 and 𝐵.  In the following theorem, we give this property as a theorem. 

Theorem 3.10  Let 𝒜 and ℬ be 𝑛 × 𝑛 real matrix and ℳ = 𝒜 +ℬ𝐼. Then the 

determinant of ℳ is 

𝑑𝑒𝑡ℳ = 𝑑𝑒𝑡𝒜 + (det(𝒜 + ℬ) − 𝑑𝑒𝑡𝒜)𝐼. 

Proof. Let ℳ = 𝒜 +ℬ𝐼 = [𝑚𝑖𝑗]2×2, 𝒜 = [𝑎𝑖𝑗]2×2 and ℬ = [𝑏𝑖𝑗]2×2. Then 

det(ℳ) = 𝑚11𝑚22 −𝑚12𝑚21 

               = (𝑎11 + 𝑏11𝐼)(𝑎22 + 𝑏22𝐼) − (𝑎12 + 𝑏12𝐼)(𝑎21 + 𝑏21𝐼) 

              = 𝑎11𝑎22 − 𝑎12𝑎21 + (𝑎11𝑏22 + 𝑏11𝑎22 + 𝑏11𝑏22 − 𝑎12𝑏21 − 𝑏12𝑎21 −
𝑏12𝑏21)𝐼 

       = 𝑎11𝑎22 − 𝑎12𝑎21+(𝑎11𝑏22 + 𝑏11𝑎22 + 𝑏11𝑏22 + 𝑎11𝑎22 − 𝑎12𝑎21 − 𝑎11𝑎22 −
𝑎12𝑎21 −𝑎12𝑏21 − 𝑏12𝑎21 − 𝑏12𝑏21)𝐼 
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        = 𝑎11𝑎22 − 𝑎12𝑎21
− ((𝑎11 + 𝑏11)(𝑎22 + 𝑏22) − (𝑎21 + 𝑏21)(𝑎12 + 𝑏12) − (𝑎11𝑎22
− 𝑎12𝑎21))𝐼 

        = 𝑑𝑒𝑡𝒜 + (det(𝒜 + ℬ) − 𝑑𝑒𝑡𝒜)𝐼. 

Hence the claim is true for case n=2. Now suppose that the assertion is true for case n-1. 

Then, by the cofactor expansion about the first row, we have 

det(ℳ) = 𝑚11𝑀11 +𝑚12𝑀12 +⋯+𝑚1𝑛𝑀1𝑛 

where 𝑀1𝑗 is the cofactor of 𝑚1𝑗 = 𝑎1𝑗 + 𝑏1𝑗𝐼 for 1 ≤ 𝑗 ≤ 𝑛. Let 𝑀1𝑗
′ , 𝐴1𝑗

′  and 𝐵1𝑗
′  be 

the (𝑛 − 1) × (𝑛 − 1) submatrices of ℳ,𝒜 and ℬ obtained by deleting the first row 

and jth column respectively. Then since 𝑀1𝑗
′ = 𝐴1𝑗

′ + 𝐵1𝑗
′ 𝐼, we have by induction 

hypothesis, and 𝑀1𝑗 = (−1)
1+𝑗𝑑𝑒𝑡𝑀1𝑗

′ = (−1)1+𝑗(𝑑𝑒𝑡𝐴1𝑗
′ + (det (𝐴1𝑗

′ + 𝐵1𝑗
′ ) −

det 𝐴1𝑗
′ )𝐼).  Hence, we get that 

det(ℳ) = 𝑚11(𝑑𝑒𝑡𝐴11
′ + (det (𝐴11

′ + 𝐵11
′ ) − det 𝐴11

′ )𝐼)
− 𝑚12(𝑑𝑒𝑡𝐴12

′ + (det (𝐴12
′ + 𝐵12

′ ) − det 𝐴12
′ )𝐼) 

           +⋯+𝑚1𝑛(−1)
1+𝑛(𝑑𝑒𝑡𝐴1𝑛

′ + (det (𝐴1𝑛
′ + 𝐵1𝑛

′ ) − det 𝐴1𝑛
′ )𝐼) 

               = 𝑚11𝑑𝑒𝑡𝐴11
′ −𝑚12𝑑𝑒𝑡𝐴12

′ +⋯+𝑚1𝑛(−1)
1+𝑛𝑑𝑒𝑡𝐴1𝑛

′  

      +(𝑚11 det(𝐴11
′ + 𝐵11

′ ) − 𝑚12 det(𝐴12
′ + 𝐵12

′ ) + ⋯+𝑚1𝑛(−1)
1+𝑛 det(𝐴1𝑛

′ + 𝐵1𝑛
′ ) 

                      −(𝑚11𝑑𝑒𝑡𝐴11
′ −𝑚12𝑑𝑒𝑡𝐴12

′ +⋯+𝑚1𝑛(−1)
1+𝑛𝑑𝑒𝑡𝐴1𝑛

′ ))𝐼 
                    = 𝑑𝑒𝑡𝒜 + (det(𝒜 + ℬ) − 𝑑𝑒𝑡𝒜)𝐼. 

So, theorem is true for all 𝑛 ∈ 𝑍+. 

We can write the following theorem examining the existence of the matrix 𝑀−1. Note 

that if 𝑁(𝑎 + 𝑏𝐼) = 0 for any 𝑎 + 𝑏𝐼 ∈ 𝑅[𝐼], we have 𝑎(𝑎 + 𝑏) = 0. So, we see that 

𝑎 = 0 or 𝑎 + 𝑏 = 0. Then 𝑎 + 𝑏𝐼 is a neutrosophic number such that 𝑏𝐼 or 𝑎 − 𝑎𝐼. 
Also, we see that 𝑁(𝑑𝑒𝑡𝑀) = 𝑑𝑒𝑡𝐴. 𝑑𝑒𝑡(𝐴 + 𝐵) where 𝑀 = 𝐴 + 𝐵𝐼 by Theorem 3.10, 

Definition 2.1 and Definition 2.2.  

Theorem 3.11 Let 𝒜 and ℬ be 𝑛 × 𝑛 real matrix and ℳ = 𝒜 +ℬ𝐼. Then 

𝑁(𝑑𝑒𝑡ℳ) ≠ 0 if and only if ℳ is invertible. 

Proof. Let 𝑁(𝑑𝑒𝑡ℳ) ≠ 0. Then we have 𝑑𝑒𝑡𝒜 ≠ 0 and 𝑑𝑒𝑡 (𝒜 + ℬ) ≠ 0. Hence 

𝑑𝑒𝑡ℳ ≠ 0. We know that ℳ.𝐴𝑑𝑗(ℳ) = 𝑑𝑒𝑡ℳ. 𝐼𝑛. Hence it is seen that 

ℳ
1

𝑑𝑒𝑡ℳ
𝐴𝑑𝑗(ℳ) = 𝐼𝑛. Say 𝐾 =

1
𝑑𝑒𝑡ℳ

𝐴𝑑𝑗(ℳ). Since 

 
1

𝑑𝑒𝑡ℳ
=

𝑑𝑒𝑡ℳ̅̅ ̅̅ ̅̅ ̅̅

𝑑𝑒𝑡ℳ.𝑑𝑒𝑡ℳ̅̅ ̅̅ ̅̅ ̅̅  = 
𝑑𝑒𝑡ℳ̅̅ ̅̅ ̅̅ ̅̅

𝑁(𝑑𝑒𝑡ℳ)
 ∈ 𝑅[𝐼], all entries of the matrix K are 

neutrosophic real numbers and 𝐾 =ℳ−1. So ℳ is invertible matrix. Conversely, let 

ℳ is invertible matrix. Then there exists a neutrosophic matrix 𝑁 = 𝐶 + 𝐷𝐼 such that 

ℳ𝑁 = 𝑁ℳ = 𝐼𝑛. Hence since (𝒜 + ℬ𝐼)(𝐶 + 𝐷𝐼) = 𝐼𝑛 and (𝐶 + 𝐷𝐼)(𝒜 + ℬ𝐼) = 𝐼𝑛, 

we have 𝒜𝐶 = 𝐶𝒜 = 𝐼𝑛 and (𝒜 + ℬ)(𝐶 + 𝐷) = (𝐶 + 𝐷)(𝒜 + ℬ) = 𝐼𝑛. So 𝒜 and 

𝒜 +ℬ are invertible real matrices. In this case, since 𝑑𝑒𝑡𝒜 ≠ 0 and det (𝒜 + ℬ) ≠ 0, 

we obtain 𝑁(ℳ) = 𝑑𝑒𝑡𝒜. det (𝒜 + ℬ) ≠ 0. Note that, in case 𝑁(detℳ) = 0 (this 

includes 𝑑𝑒𝑡ℳ = 0), suppose that ℳ is invertible. Then since ℳ.ℳ−1 = 𝐼𝑛, we have 

𝑑𝑒𝑡(ℳ.ℳ−1) = 1. Hence det(ℳ) ∙ det(ℳ−1) = 1. Then the equality N(det(ℳ) ∙
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det(ℳ−1)) = 𝑁(𝑑𝑒𝑡ℳ)⏟      
0

. 𝑁(𝑑𝑒𝑡ℳ−1) = 𝑁(1) = 1 is not true. So ℳ is not an 

invertible matrix. 

Example 3.12 i) Let 𝑀 = [
1 + 𝐼 3 − 𝐼
0 0

]. Then since 𝑁(𝑑𝑒𝑡𝑀) = 𝑁(0) = 0, 𝑀 is not 

invertible. 

ii) Let 𝑀 = [
2 − 𝐼 1 + 𝐼
3 4𝐼

]. Then 𝑑𝑒𝑡𝑀 = −3 + 𝐼 ≠ 0 and 𝑁(𝑑𝑒𝑡𝑀) = 6 ≠ 0.  Hence 

𝑀 is an invertible matrix and  

𝑀−1 =
1

−3 + 𝐼
∙ [
4𝐼 −1 − 𝐼
−3 2 − 𝐼

] 

        =
−2−𝐼

(−3+𝐼)(−2−𝐼)
 .[
4𝐼 −1 − 𝐼
−3 2 − 𝐼

] 

         =
1

6
∙ (−2 − 𝐼). [

4𝐼 −1 − 𝐼
−3 2 − 𝐼

] 

          =
1

6
∙ [
−12𝐼 2 + 4𝐼
6 + 3𝐼 −4 + 𝐼

] 

iii) Let 𝑀 = [
3𝐼 0
0 2𝐼

]. Then 𝑑𝑒𝑡𝑀 = 6𝐼 ≠ 0,𝑁(𝑑𝑒𝑡𝑀) = 0. There do not exist any 

inverse of M by Theorem 3.11. As a second way, if there exists an inverse of the matrix 

𝑀 such that 𝑀−1 = [
𝑎 + 𝑏𝐼 𝑐 + 𝑑𝐼
𝑒 + 𝑓𝐼 𝑔 + ℎ𝐼

], since 𝑀.𝑀−1 = 𝐼, we get 3𝐼(𝑎 + 𝑏𝐼) = 1 and 

2𝐼(𝑔 + ℎ𝐼) = 1. But there do not exist 𝑎, 𝑏 ∈ 𝑅 and 𝑔, ℎ ∈ 𝑅 satisfying the above 

equations by Theorem 3.4. So, the matrix 𝑀 do not have any inverse. 

Remark 1. By Theorem 3.11 and Example 3.12 (iii), we see that the condition 𝑑𝑒𝑡𝑀 ≠
0 is not sufficient for 𝑀 to be an invertible matrix. Therefore, Theorem 3.4 in [8] is not 

entirely correct. 

Now, let 𝒜 and ℬ be 𝑛 × 𝑛 real matrix and C = 𝐷 + 𝐸𝐼 be 𝑛 × 1 be column vector  and 

ℳ = 𝒜 +ℬ𝐼. Consider the systems of neutrosophic linear equations ℳ𝑍 = 𝐶. 

Theorem 3.13 If 𝑁(𝑑𝑒𝑡𝑀) ≠ 0, then the systems of neutrosophic linear equation 𝑀𝑍 =
𝐶 has unique solution and this solution is 𝑍 = 𝑀−1𝐶. 

Proof. By Theorem 3.11, 𝑀 is an invertible matrix. Multiplying 𝑀𝑍 = 𝐶 by 𝑀−1 from 

the left, we get 𝑍 = 𝑀−1𝐶. If 𝑍1 𝑎𝑛𝑑 𝑍2 are two solutions of 𝑀𝑍 = 𝐶, then we have 

𝑀𝑍1 = 𝑀𝑍2. Multiplying by 𝑀−1 from the left, we get 𝑍1 = 𝑍2.  

The following Corollary states the solution vector 𝑍 = 𝑋 + 𝑌𝐼 of the systems of 

neutrosophic linear equation 𝑀𝑍 = 𝐶 in terms of 𝐴, 𝐵, 𝐶 and 𝐷 where 𝑀 = 𝐴 + 𝐵𝐼 and 

𝐶 = 𝐷 + 𝐸𝐼. 

Corollary 3.14 Let 𝒜 and ℬ are 𝑛 × 𝑛 real matrices and 𝐶 𝑎𝑛𝑑 𝐷 are 𝑛 × 1 real 

column vector. Let ℳ = 𝒜 +ℬ𝐼 be an 𝑛 × 𝑛 matrix and C = 𝐷 + 𝐸𝐼 be 𝑛 × 1 be 

column vector.  If 𝑁(𝑑𝑒𝑡𝑀) ≠ 0, then the solution of the systems of neutrosophic linear 

equations 𝑀𝑍 = 𝐶 is the vector 𝑍 = 𝑋 + 𝑌𝐼 where 𝑋 = 𝒜−1𝐷 and 𝑌 = (𝒜 +
ℬ)−1(𝐷 + 𝐸) −𝒜−1𝐷. 

Proof. By Theorem 3.13, we have 𝑍 = 𝑀−1𝐶. Hence using Theorem 2.3, we obtain that 
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𝑍 = 𝑋 + 𝑌𝐼 
    = 𝑀−1𝐶 

    = (𝒜−1 + ((𝒜 + ℬ)−1 −𝒜−1)𝐼)(𝐷 + 𝐸𝐼) 
    = 𝒜−1𝐷 + (𝒜−1𝐸 + (𝒜 + ℬ)−1𝐷 −𝒜−1𝐷 + (𝒜 + ℬ)−1𝐸 −𝒜−1𝐸)𝐼 
    = 𝒜−1𝐷 + ((𝒜 + ℬ)−1(𝐷 + 𝐸) −𝒜−1𝐷)𝐼. 

Example 3.15 Consider the systems of neutrosophic equations 

(2 − 𝐼)𝑍1 + (1 + 𝐼)𝑍2 = 1 + 2𝐼 

                   3𝑍1 + 4𝐼𝑍2 = 3 + 4𝐼. 

Then 𝑀 = [
2 − 𝐼 1 + 𝐼
3 4𝐼

] = [
2 1
3 0

]
⏟  
𝐴

+ [
−1 1
0 4

]
⏟    

𝐵

𝐼, 𝐶 = [
1 + 2𝐼
3 + 4𝐼

] = [
1
3
]

⏟
𝐷

+ [
2
4
]

⏟
𝐸

𝐼, 

𝑍 = [
𝑍1
𝑍2
]. If we use Theorem 3.13, since 𝑀−1 =

1

6
[
−12𝐼 2 + 4𝐼
6 + 3𝐼 −4 + 𝐼

], we have  

𝑍 = 𝑀−1𝐶 = [
1

−1 + 2𝐼
]. If we use the Corollary 3.14, since 𝐴−1 =

1

3
[
0 −1
−3 2

], 

 (𝐴 + 𝐵)−1 = −
1

2
[
4 −2
−3 1

], we have  

𝑋 = 𝐴−1𝐷 = [
1
−1
] , 𝑌 = (𝐴 + 𝐵)−1(𝐷 + 𝐸) − 𝐴−1𝐷 = [

0
2
]. 

 Hence 𝑍 = 𝑋 + 𝑌𝐼 = [
1

−1 + 2𝐼
]. 

In Theorem 3.13 and Corollary 3.14, we investigate the solutions of the systems of 

neutrosophic linear equations 𝑀𝑍 = 𝐶 where 𝑁(𝑑𝑒𝑡𝑀) ≠ 0. If 𝑁(𝑑𝑒𝑡𝑀) = 0, since 𝑀 

has not an inverse, we can not find a solution using the matrix 𝑀−1. In case 𝑁(𝑑𝑒𝑡𝑀) =
0, we can write the following Theorem: 

Theorem 3.16 If 𝑑𝑒𝑡𝑀 ≠ 0 but  𝑁(𝑑𝑒𝑡𝑀) = 0, then the systems of neutrosophic linear 

equations 𝑀𝑍 = 𝐶 has either more than one solution or no solution.  

Proof. Since 𝑑𝑒𝑡𝑀 ≠ 0 and 𝑁(𝑑𝑒𝑡𝑀) = 0, we can use Cramer’s rule. We know that ith 

component of the solution 𝑍 is 𝑍𝑖 =
i

det M

det M
  for 𝑖 = 1,2, … , 𝑛 where 𝑀𝑖 is the matrix 

obtained from 𝑀 by replacing the ith column of 𝑀 by the vector 𝐶. If 𝑑𝑒𝑡𝑀|𝑑𝑒𝑡𝑀𝑖, 
then 𝑍𝑖 ∈ 𝑅[𝐼] for all 𝑖 by Theorem 3.4. Hence  𝑀𝑍 = 𝐶 has more than one solution. If 

𝑑𝑒𝑡𝑀 ∤ 𝑑𝑒𝑡𝑀𝑖 for some 𝑖, then 𝑍𝑖 ∉ 𝑅[𝐼]. Hence 𝑀𝑍 = 𝐶 has no solution. 

Example 3.17 For the system 

3𝐼𝑋 + (1 + 𝐼)𝑌 = 6𝐼 
                      2𝐼𝑌 = 4𝐼, 

𝑀 = [
3𝐼 1 + 𝐼
0 2𝐼

], 𝐶 = [
6𝐼
4𝐼
], 𝑑𝑒𝑡𝑀 = 6𝐼 ≠ 0,𝑁(𝑑𝑒𝑡𝑀) = 0. Then, by the second 

equation, we have  𝑌 =
4𝐼
2𝐼
= 𝑝 + 𝑞𝐼 (𝑝 + 𝑞 = 2, 𝑝, 𝑞 ∈ 𝑅). Substituting it in the first 

equation, we see that  𝑋 =
−𝑝+(4−𝑞)𝐼

3𝐼
. In this case, if p=0, we obtain 3𝐼|(4 − 𝑞)𝐼  and 

𝑋 =
(4−𝑞)𝐼
3𝐼

 ∈ 𝑅[𝐼]. (For 𝑝 ≠ 0, since 3𝐼 ∤ −𝑝 + (4 − 𝑞)𝐼, there are no solution) 

Hence since 𝑝 + 𝑞 = 2, we have 𝑞 = 2 and 𝑌 = 2𝐼. So, the solutions of the given 

systems of the neutrosophic linear equations are 
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𝑋 =
2𝐼

3𝐼
= {𝑢 + 𝑣𝐼: 𝑢, 𝑣 ∈ 𝑅, 𝑢 + 𝑣 =

2

3
} 

                                       𝑌 = 2𝐼. 

Note that, if 𝑑𝑒𝑡𝐴 ≠ 0, then the system 𝐴𝑋 = 𝐵 has only one solution in real linear 

algebra. 

Example 3.18 The system 

3𝐼𝑋 + (1 + 𝐼)𝑌 = 6𝐼 
                              2𝐼𝑌 = 1 + 4𝐼 

has no solutions since  2𝐼 ∤ 1 + 4𝐼. 

Corollary 3.19 Consider the system 𝑀𝑍 = 𝐶 where 𝑀 is a neutrosophic 𝑛 × 𝑛 square 

matrix and C is an 𝑛 × 1 be neutrosophic column vector.  

i) If 𝑁(𝑑𝑒𝑡𝑀) ≠ 0, then the systems of neutrosophic linear equation 𝑀𝑍 = 𝐶 has 

unique solution. (Theorem 3.13) 

ii) If 𝑑𝑒𝑡𝑀 ≠ 0 but  𝑁(𝑑𝑒𝑡𝑀) = 0, then the systems of neutrosophic linear equations 

𝑀𝑍 = 𝐶 has either more than one solution or no solution. (Theorem 3.16) 

iii) If 𝑑𝑒𝑡𝑀 = 0, the systems of equations 𝑀𝑍 = 𝐶 has either more than one solution or 

no solution. 

Remark 2. Considering Corollary 3.18 and the examples above, in Alhasan's article 

([9]), it can be seen that there are some errors in the results and some examples in 

Section 4.2. The system in Example 4.2.2 in Alhasan’s article has unlimited number 

solutions:  

𝑥 =
13I

19I
 = {𝑢 + 𝑣𝐼|𝑢, 𝑣 ∈ 𝑅, 𝑢 + 𝑣 =

13

19
} 

                                   𝑦 =
1

19
 I 

are the solutions of the equation of the systems: 

2𝐼𝑥 + 7𝑦 = 𝐼 

3𝐼𝑥 + 𝑦 = 2𝐼. 

4. Conclusion 

In this paper, we firstly researched the subject in which cases the division of two 

neutrosophic real numbers yields a new neutrosophic number. Then, from a different 

perspective, the solution cases of a neutrosophic linear equation with one unknown were 

examined. After calculating the determinant of a square matrix and giving the necessary 

and sufficient conditions for a square matrix to be invertible, the solution conditions of 

the systems of equations with the number of unknowns equal to the number of 

equations were examined. In doing so, we used the real and neutrophic parts of a 

neutrophisophic matrix. Also, we gave some important examples to clarify the theory.  
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Abstract: The Gaunt coefficient is one of the important coefficients to be known for 

calculating molecular integrals in quantum theory of coupling of three angular momenta. 

Generally, these coefficients are calculated analytically by using the properties of the 

associated Legendre polynomials. In this study, Gaunt coefficients were calculated 

algebraically by using the recurrence relations and orthogonality conditions of spherical 

harmonics and different mathematical expressions were obtained from known analytical 

expressions for Gaunt coefficients in terms of factorial functions or binomial coefficients. By 

using the program written in the Mathematica programming language, both the analytical 

expressions and the algebraic expressions were calculated, and the numerical results obtained 

were compared. Numerical results are in quite agreement with the literature and each other. 

Key words: Clebsch – Gordan coefficients, Vector coupling coefficients, Gaunt coefficients. 

1. Introduction 

Since atoms and molecules are quantum mechanical systems, in order to study their 

electronic structure, physical and chemical properties, the Hamiltonian operator of the 

system must be written, and the Schrödinger equation of the system must be solved. The 

repulsive Coulomb potential energy term between electrons in atoms and molecules 

depends on the distances between two electrons and is inversely proportional to the 

distance term dependent on the coordinates of both electrons. Therefore, this interaction 

term between electrons cannot be written separately depending on the coordinates of 

individually electrons. This makes it impossible to solve the Schrödinger equation 

analytically for multi-electron systems without using approximate methods. It should be 

known that there is no mathematical difficulty in single-electron systems. The most 

suitable coordinate system to solve the Schrödinger equation in such systems is 

spherical coordinates. If spherical coordinates are used, the kinetic energy operators of 

individual particles are written as 

 

𝑇 =  − 
ℏ2

2 𝑚
 {

1

𝑟2
 

𝜕

𝜕𝑟
 (𝑟2  

𝜕

𝜕𝑟
) −  

𝐿2

ℏ2 𝑟2
  } (1) 

 

the form of the square of the angular momentum operator. 

In central field problems, since the Hamiltonian operator of the system commute with 

the square of the angular momentum and the component z of the angular momentum. 

The spherical harmonics are the eigenfunctions of 𝐿2 and also the eigenfunctions of the 

Hamiltonian operator. Therefore, the angular part of the spatial wave functions of all 

atoms and molecules is composed of spherical harmonics.  

https://dergipark.org.tr/sdufeffd
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Spherical harmonics are given by associated Legendre polynomials, 𝑃𝑙
𝑚, as follows [1] 

 

𝑌𝑙
𝑚(𝜃, 𝜙) =  (−1)𝑚 √

2 𝑙 + 1

4𝜋
 
(𝑙 − 𝑚) !

(𝑙 + 𝑚) !
 𝑃𝑙

𝑚(𝑐𝑜𝑠𝜃) 𝑒𝑖 𝑚 𝜙 , 𝑚 ≥ 0 (2.a) 

Spherical harmonics for negative superscript is given by 

𝑌𝑙
−|𝑚|(𝜃, 𝜙) =  (−1)𝑚 [𝑌𝑙

|𝑚|(𝜃, 𝜙)]
∗
 (2.b) 

Spherical harmonics have a very wide range of applications not only in atomic and 

molecular physics, but also in solid-state physics, nuclear physics, astrophysics, and 

many areas of chemistry. 

In the second part of this study, functions consisting of the product of spherical 

harmonics and trigonometric functions are written again in terms of spherical 

harmonics. In the third part, the Gaunt coefficients are calculated algebraically using the 

integral expression for the Gaunt coefficients and the recurrence relations of the 

spherical harmonics in the second part. The numerical results of the obtained 

mathematical expression are calculated with the Mathematica program, the results are 

presented as Table 1 in the fourth part. The accuracy of the results found was checked 

using the orthogonality relation and compared with the literature. 

2. Material and Method 

2.1. Recurrence relations for spherical harmonics 

In multipole moment transitions that occur as a result of the interaction of atoms with 

the external electric and magnetic fields, the products of one spherical harmonic and 

trigonometric function (or product of trigonometric and exponential function) emerge. 

To calculate multipole moment integrals, it is possible to write recurrence relations for 

spherical harmonics using the recurrence relations provided by the associated Legendre 

polynomials. Some of these relations are given below [1, 2]. 

 

𝑐𝑜𝑠𝜃 𝑌𝐿
𝑀(𝜃, 𝜙) = √

(𝐿−𝑀+1)(𝐿+𝑀+1)

(2𝐿+1)(2𝐿+3)
 𝑌𝐿+1

𝑀 + √
(𝐿−𝑀)(𝐿+𝑀)

(2𝐿−1)(2𝐿+1)
 𝑌𝐿−1

𝑀   (3) 

  

𝑠𝑖𝑛𝜃 𝑌𝐿
𝑀(𝜃, 𝜙) 𝑒𝑖 𝜙 = −√

(𝐿+𝑀+1)(𝐿+𝑀+2)

(2𝐿+1)(2𝐿+3)
 𝑌𝐿+1

𝑀+1 + √
(𝐿−𝑀−1)(𝐿−𝑀)

(2𝐿−1)(2𝐿+1)
 𝑌𝐿−1

𝑀+1  (4) 

 

𝑠𝑖𝑛𝜃 𝑌𝐿
𝑀(𝜃, 𝜙) 𝑒−𝑖 𝜙 = √

(𝐿−𝑀+1)(𝐿−𝑀+2)

(2𝐿+1)(2𝐿+3)
 𝑌𝐿+1

𝑀−1 − √
(𝐿+𝑀−1)(𝐿+𝑀)

(2𝐿−1)(2𝐿+1)
 𝑌𝐿−1

𝑀−1  

 

(5) 

  

(2𝐿 − 1)(2𝐿 + 3) cos2 𝜃 𝑌𝐿
𝑀(𝜃, 𝜙) = (2𝑙 − 1)√

((𝐿+1)2−𝑀2)((𝐿+2)2−𝑀2)

(2𝐿+1)(2𝐿+5)
 𝑌𝐿+2

𝑀     

  

                                                           +[2𝐿(𝐿 + 1) − 2𝑀2 − 1] 𝑌𝐿
𝑀 (6) 

  

                                                                    +(2𝑙 + 3)√
(𝐿2−𝑀2)((𝐿−1)2−𝑀2)

(2𝐿+1)(2𝐿−3)
 𝑌𝐿−2

𝑀    

 

    (2𝐿 − 1)(2𝐿 + 3) 𝑠𝑖𝑛𝜃 cos 𝜃 𝑒𝑖𝜙 𝑌𝐿
𝑀(𝜃, 𝜙)  = 
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                                       −(2𝑙 − 1)√
((𝐿+1)2−𝑀2)(𝐿+𝑀+2)(𝐿+𝑀+3)

(2𝐿+1)(2𝐿+5)
 𝑌𝐿+2

𝑀+1    

   

                                    −(2𝑀 + 1)√𝐿(𝐿 + 1) − 𝑀(𝑀 + 1) 𝑌𝐿
𝑀+1 (7) 

  

                                  +(2𝑙 + 3)√
(𝐿2−𝑀2)(𝐿−𝑀−1)(𝐿−𝑀−2)

(2𝐿+1)(2𝐿−3)
 𝑌𝐿−2

𝑀+1   

 

    (2𝐿 − 1)(2𝐿 + 3) 𝑠𝑖𝑛𝜃 cos 𝜃 𝑒−𝑖𝜙 𝑌𝐿
𝑀(𝜃, 𝜙)  =   

 

  

                                       (2𝐿 − 1)√
((𝐿+1)2−𝑀2)(𝐿−𝑀+2)(𝐿−𝑀+3)

(2𝐿+1)(2𝐿+5)
 𝑌𝐿+2

𝑀−1    

  

                                     −(2𝑀 − 1)√𝐿(𝐿 + 1) − 𝑀(𝑀 − 1) 𝑌𝐿
𝑀−1 (8) 

  

                                  −(2𝑙 + 3)√
(𝐿2−𝑀2)(𝐿+𝑀−1)(𝐿+𝑀−2)

(2𝐿+1)(2𝐿−3)
 𝑌𝐿−2

𝑀−1   

 

     (2𝐿 − 1)(2𝐿 + 3) sin2 𝜃  𝑒2𝑖𝜙 𝑌𝐿
𝑀(𝜃, 𝜙)  = 

 

 

  

                               
2𝐿−1

√(2𝐿+1)(2𝐿+5)
√

(𝐿+𝑀+4)!

(𝐿+𝑀)!
 𝑌𝐿+2

𝑀+2    

   

                                                           +
2𝐿+3

√(2𝐿+1)(2𝐿−3)
√

(𝐿−𝑀)!

(𝐿−𝑀−4)!
 𝑌𝐿−2

𝑀+2 (9) 

  

                         −2√
(𝐿+𝑀+2)!(𝐿−𝑀)!

(𝐿−𝑀−2)!(𝐿+𝑀)!
 𝑌𝐿

𝑀+2    

   

     (2𝐿 − 1)(2𝐿 + 3) sin2 𝜃  𝑒−2𝑖𝜙 𝑌𝐿
𝑀(𝜃, 𝜙)  =  

 

                                    
2𝐿−1

√(2𝐿+1)(2𝐿+5)
√

(𝐿−𝑀+4)!

(𝐿−𝑀)!
 𝑌𝐿+2

𝑀−2    

   

                                                           +
2𝐿+3

√(2𝐿+1)(2𝐿−3)
√

(𝐿+𝑀)!

(𝐿+𝑀−4)!
 𝑌𝐿−2

𝑀−2 (10) 

  

                          −2√
(𝐿−𝑀+2)!(𝐿+𝑀)!

(𝐿+𝑀−2)!(𝐿−𝑀)!
 𝑌𝐿

𝑀−2    

   

In many-particle systems, the total angular momentum of the system is composed of the 

vector sum of the orbital angular momenta of the particles. The situation is a bit more 

complicated in atoms and molecules. Because, in addition to the orbital angular 

momenta of the electrons, there are also spin angular momenta that are independent of 

the orbital motion. In atoms and molecules, the total angular momentum which is 

expressed of the sum of these two angular momenta, needs to be investigated. H 

Hamiltonian operator of the system commutes with 𝐿2, 𝑆2, 𝐿𝑧 and 𝑆𝑧 so that these are 

constants of motion and corresponding quantum numbers 𝑙, 𝑠, 𝑚𝑙 and 𝑚𝑠 are all good 

quantum numbers. It is possible to write the wave function of the system that is 

composed of the individual wave functions of the electrons (superposition principle). In 
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this case, the linear combination coefficients are called Clebsch – Gordan coefficients 

[2] and are defined in terms of 𝐹(𝑎, 𝑏) binomial coefficients [3] as follows. 

 

𝐶𝑙1𝑚1,𝑙2𝑚2

𝐿 𝑀 = ⟨𝑙1𝑚1 𝑙2𝑚2|𝑙1𝑙2𝐿𝑀⟩ = ⟨𝑙1𝑙2𝐿𝑀|𝑙1𝑚1 𝑙2𝑚2⟩ 

(11) 

                     = 𝛿𝑀,𝑚1+𝑚2
[

𝐹(2𝑙1,𝑙1+𝑙2−𝐿) 𝐹(2𝑙2,𝑙1+𝑙2−𝐿)

𝐹(𝑙1+𝑙2+𝐿+1,𝑙1+𝑙2−𝐿)𝐹(2𝑙1,𝑙1−𝑚1)𝐹(2𝑙2,𝑙2−𝑚2)𝐹(2𝐿,𝐿−𝑀)
]

1/2

 

                                  ∑ {(−1)𝑧𝐹(𝑙1+𝑙2 − 𝐿, 𝑧)𝑧   

                                 𝐹(𝑙1−𝑙2 + 𝐿, 𝑙1 − 𝑚1 − 𝑧)𝐹(−𝑙1 + 𝑙2 + 𝐿, 𝑙2+𝑚2 − 𝑧)} 

where the summation index z is described in Refs. [2, 3]. 

To calculate the Clebsch – Gordan coefficients, the raising/lowering operators of the 

angular momentum operators are used. This is quite laborious task for high quantum 

numbers. In the use of computers, there is a problem of memory stacking. Clebsch – 

Gordan coefficients have been calculated analytically by many researchers using 

analytical methods, and the results are generally given in terms of factorial functions or 

binomial coefficients [4-12]. 

Clebsch – Gordan coefficients are the most general coefficients related to rotational 

motion. Therefore, all other coefficients related to rotation are written in terms of 

Clebsch – Gordan coefficients. One of these rotation coefficients is the Gaunt 

coefficient. Gaunt coefficients are defined as the product of three spherical harmonics 

by following form in terms of Clebsch – Gordan coefficients [13-19].  

For ∆𝑀 = 𝑚1 − 𝑚2    

 

 𝑌𝑙1𝑚1,𝑙2𝑚2

𝐿 𝑀 =  ∫ ∫ (𝑌𝑙1

𝑚1)
∗
 𝑌𝑙2

𝑚2  𝑌𝐿
𝑀 𝑠𝑖𝑛𝜃 𝑑𝜃 𝑑𝜙

𝜋

0

2 𝜋

0

 (12) 

 

                               = (−1)𝑚2 √
(2 𝑙1+ 1) (2 𝑙2+ 1) 

4 𝜋 (2𝐿+1)
 𝐶𝑙10,𝑙20

𝐿0 𝐶𝑙1𝑚1,𝑙2−𝑚2

𝐿𝑀  
 

 

and for ∆𝑀 = 𝑚1 + 𝑚2  

 

𝑌𝑙1𝑚1,𝑙2𝑚2

𝐿 𝑀 =  ∫ ∫ 𝑌𝑙1

𝑚1  𝑌𝑙2

𝑚2  (𝑌𝐿
𝑀)∗ 𝑠𝑖𝑛𝜃 𝑑𝜃 𝑑𝜙

𝜋

0

2 𝜋

0

 (13) 

                         

                            = √
(2 𝑙1+ 1) (2 𝑙2+ 1) 

4 𝜋 (2𝐿+1)
 𝐶𝑙10,𝑙20

𝐿0 𝐶𝑙1𝑚1,𝑙2𝑚2

𝐿𝑀    

Using the Clebsch – Gordan coefficients given in Refs. [5, 7, 20] in terms of factorial 

and binomial coefficients and Eqs. (12, 13), the Gaunt coefficients are written in terms 

of generalized hypergeometric functions whose argument is equal to 1 [21]. 

 𝑌𝑙1𝑚1,𝑙2𝑚2

𝐿 𝑀 = (−1)
3𝑙1+𝑙2−𝐿−2𝑚1

2 (
1+(−1)𝑙1+𝑙2+𝐿

2
) √

(2𝑙1+1)(2𝑙2+1)(2𝐿+1)

4𝜋
  

  

(14) 
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𝐹(𝑙2,

𝑙2+𝐿−𝑙1
2

) 𝐹(
𝑙1+𝑙2+𝐿

2
, 𝑙2) 𝐹(𝑙2+𝐿−𝑚1,𝑙2−𝐿+𝑚1)

(𝑙1+𝑙2+𝐿+1) 𝐹(2𝐿,2𝑚1)
  

  

                                √
𝐹(−𝑙1+𝑙2+𝐿,𝐿) 𝐹(2𝐿,𝑙1−𝑙2+𝐿) 𝐹(𝐿+𝑀,𝐿−𝑀) 𝐹(2𝑚1+2𝑚2,2𝑚1)

𝐹(𝑙1+𝑙2+𝐿,2𝐿) 𝐹(2𝐿,𝐿) 𝐹(𝐿,𝑙2−𝑙1) 𝐹(𝑙1+𝑙2+𝐿,2𝐿) 𝐹(𝑙2+𝑚2,𝑙2−𝑚2)
  

 

 

                          𝐹2 [
𝑙1 + 𝑚1 + 1, −𝑙1 +  𝑚1, −𝐿 + 𝑀 
−𝑙1 − 𝐿+𝑚1, 𝑙2 −  𝐿 +  𝑚1 + 1

| 1]3  
 

 

In this study, Gaunt coefficients were calculated algebraically using the recurrence 

relations of spherical harmonics and numerical values were obtained by using the 

Mathematica programming language [22].  

2.2. Gaunt coefficients 

According to Eq. (12 or 13), the expansion of spherical harmonics given by Eq. (2) 

should be used to calculate the Gaunt coefficients analytically. Since the double integral 

over a sphere (both 𝜃 and 𝜙 limits are constant) is product, the Gaunt coefficients are 

written as the product of two independent integrals. While it is difficult to calculate 

integrals via the associated Legendre polynomials, it is quite easy to calculate the 

integral via the azimuthal angle which gives the necessary selection rules for the Gaunt 

coefficients to be nonzero. The selection rules are ∆𝑀 = 𝑚1 ± 𝑚2 according to the 

spherical harmonic chosen as the complex. If the Gaunt coefficients are calculated using 

the Eqs. (12-14), these selection rules must be taken into account. Because, when the 

condition ∆𝑀 = 𝑚1 − 𝑚2 is satisfied, the Gaunt coefficient is different from zero but 

the Clebsch – Gordan coefficient becomes zero unless 𝑚2 = −𝑚2 in the expressions for 

the Clebsch – Gordan coefficient. 

When algebraic methods will be used instead of analytical methods to calculate the 

Gaunt coefficients, recurrence and orthogonality relations of spherical harmonics given 

by Eqs. (3-10) will be used. For 𝑙2 = 1 and 𝑚2 = 0, if  special values of spherical 

harmonics for this quantum sets is used, Eq. (12) rewritten as follows 

 

𝑌𝑙1𝑚1,10
𝐿 𝑀 = √

3

4𝜋
 ∫ ∫ (𝑌𝑙1

𝑚1)
∗
 (𝑐𝑜𝑠𝜃 𝑌𝐿

𝑀) 𝑠𝑖𝑛𝜃 𝑑𝜃 𝑑𝜙
𝜋

0

2 𝜋

0
   

 

In this equation, if the recurrence relation given by Eq. (3) is replaced with the product 

of trigonometric function and spherical harmonics, the orthogonality relation of 

spherical harmonics is used in the integral expression and then obtained. 

 

 𝑌𝑙1𝑚1,10
𝐿𝑀 = √3 {√

(𝐿−𝑀+1)(𝐿+𝑀+1)

(2𝐿+1)(2𝐿+3)
 𝑌𝑙1𝑚1,00

𝐿+1𝑀 + √
(𝐿−𝑀)(𝐿+𝑀)

(2𝐿−1)(2𝐿+1)
 𝑌𝑙1𝑚1,00

𝐿−1𝑀 }  (15) 

 

In order to calculate the  𝑌𝑙1𝑚1,10
𝐿𝑀  Gaunt coefficients, it is sufficient to give only L and M 

quantum numbers to this obtained equation. 

By changing the values of the 𝑙2 and 𝑚2 quantum numbers and repeating the above 

operations, the Gaunt coefficients for different quantum sets can be obtained as follows: 

 

 𝑌𝑙1𝑚1,11
𝐿𝑀 = √3/2 {√

(𝐿+𝑀+1)(𝐿+𝑀+2)

(2𝐿+1)(2𝐿+3)
 𝑌𝑙1𝑚1,00

𝐿+1𝑀+1 − √
(𝐿−𝑀)(𝐿−𝑀−1)

(2𝐿−1)(2𝐿+1)
 𝑌𝑙1𝑚1,00

𝐿−1𝑀+1}  

 

(16) 

  

(17) 
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 𝑌𝑙1𝑚1,1−1
𝐿𝑀 = √3/2 {√

(𝐿−𝑀+1)(𝐿−𝑀+2)

(2𝐿+1)(2𝐿+3)
 𝑌𝑙1𝑚1,00

𝐿+1𝑀−1 − √
(𝐿+𝑀)(𝐿+𝑀−1)

(2𝐿−1)(2𝐿+1)
 𝑌𝑙1𝑚1,00

𝐿−1𝑀−1}  

 

 𝑌𝑙1𝑚1,20
𝐿𝑀 = √5 {

3

2(2𝐿−1)(2𝐿+3)
[(2𝐿 − 1)√

((𝐿+1)2−𝑀2)((𝐿+2)2−𝑀2)

(2𝐿+1)(2𝐿+5)
 𝑌𝑙1𝑚1,00

𝐿+2𝑀   
 

 
 +(2𝐿(𝐿 + 1) − 2𝑀2 − 1) 𝑌𝑙1𝑚1,00

𝐿𝑀  

 

(18) 

 

                                     +(2𝐿 + 3)√
(𝐿2−𝑀2)((𝐿−1)2−𝑀2)

(2𝐿+1)(2𝐿−3)
 𝑌𝑙1𝑚1,00

𝐿−2𝑀 ] −
1

2
  𝑌𝑙1𝑚1,00

𝐿𝑀 }  
                 

 

 𝑌𝑙1𝑚1,21
𝐿𝑀 = 3√

5

6
{

1

(2𝐿−1)(2𝐿+3)
[(2𝐿 − 1)√

((𝐿+1)2−𝑀2)(𝐿+𝑀+2)(𝐿+𝑀+3)

(2𝐿+1)(2𝐿+5)
 𝑌𝑙1𝑚1,00

𝐿+2𝑀+1  
 

 

                   +(2𝑀 + 1)√𝐿(𝐿 + 1) − 𝑀(𝑀 + 1) 𝑌𝑙1𝑚1,00
𝐿𝑀+1  

 

(19) 

 

                         −(2𝐿 + 3)√
(𝐿2−𝑀2)(𝐿−𝑀−1)(𝐿−𝑀−2)

(2𝐿+1)(2𝐿−3)
 𝑌𝑙1𝑚1,00

𝐿−2𝑀+1]} 

 

 

 𝑌𝑙1𝑚1,2−1
𝐿𝑀 = 3√

5

6
{

1

(2𝐿−1)(2𝐿+3)
[(2𝐿 − 1)√

((𝐿+1)2−𝑀2)(𝐿−𝑀+2)(𝐿−𝑀+3)

(2𝐿+1)(2𝐿+5)
 𝑌𝑙1𝑚1,00

𝐿+2𝑀−1   

 

                                         −(2𝑀 − 1)√𝐿(𝐿 + 1) − 𝑀(𝑀 − 1) 𝑌𝑙1𝑚1,00
𝐿𝑀−1  

 

(20) 

 

                         −(2𝐿 + 3)√
(𝐿2−𝑀2)(𝐿+𝑀−1)(𝐿+𝑀−2)

(2𝐿+1)(2𝐿−3)
 𝑌𝑙1𝑚1,00

𝐿−2𝑀−1]}  
 

 

 𝑌𝑙1𝑚1,22
𝐿𝑀 = 3√

5

24
{

1

(2𝐿−1)(2𝐿+3)
[

2𝐿−1

√(2𝐿+1)(2𝐿+5)
√

(𝐿+𝑀+4)!

(𝐿+𝑀)!
 𝑌𝑙1𝑚1,00

𝐿+2𝑀+2  
 

 

    +
2𝐿+3

√(2𝐿+1)(2𝐿−3)
√

(𝐿−𝑀)!

(𝐿−𝑀−4)!
 𝑌𝑙1𝑚1,00

𝐿−2𝑀+2  

 

(21) 

 

                                     −2√
(𝐿+𝑀+2)!(𝐿−𝑀)!

(𝐿−𝑀−2)!(𝐿+𝑀)!
 𝑌𝑙1𝑚1,00

𝐿𝑀+2 ]}  

 

 

 𝑌𝑙1𝑚1,2−2
𝐿𝑀 = 3√

5

24
{

1

(2𝐿−1)(2𝐿+3)
[

2𝐿−1

√(2𝐿+1)(2𝐿+5)
√

(𝐿−𝑀+4)!

(𝐿−𝑀)!
 𝑌𝑙1𝑚1,00

𝐿+2𝑀−2   

 

                                         +
2𝐿+3

√(2𝐿+1)(2𝐿−3)
√

(𝐿+𝑀)!

(𝐿+𝑀−4)!
 𝑌𝑙1𝑚1,00

𝐿−2𝑀−2 

 

(22) 

 

                                         −2√
(𝐿−𝑀+2)!(𝐿+𝑀)!

(𝐿+𝑀−2)!(𝐿−𝑀)!
 𝑌𝑙1𝑚1,00

𝐿𝑀−2 ]}  

 

 

All Gaunt coefficients given by the Eqs. (15-22) are expressed in terms of the basic 

Gaunt coefficient defined as 
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 𝑌𝑙1𝑚1,00
𝐿𝑀 =

1

√4𝜋
𝛿𝑙1,𝐿𝛿𝑚1,𝑀 (23) 

3. Results  

As can be seen from the Eqs. (15-22), it is possible to find the Gaunt coefficients 

numerically according to the given quantum sets by calculating the multipliers of the 

basic Gaunt coefficients. Given Eqs. (14 and 15-22) Gaunt coefficients were calculated 

by algorithm written in Mathematica programming language based on these formulas 

and the results are given in Table 1. The numerical values given in Table 1 are in 

agreement with Refs. [15, 16, 19 and 23]. 

 

Written program by using Eqs. (14 and 15-22) are run on Intel (R) Core (TM) i5-6200U 

CPU @ 2.30 Ghz computer for some sets of quantum numbers and the CPU times are 

found, and the results are given in seconds in Table 2. Since the computers used have 

different hardware, the CPU times are not compared with the literature. 

 
Table 1. Gaunt coefficients for different sets of quantum numbers by using Eqs. (15-22 and 14). 

𝑙1 𝑚1 𝑙2 𝑚2 𝑙 𝑚 
1

√𝜋
 Eqs. (15-22) Eq. (14) 

10 5 0 0 10 5 1/2 0.2820947917738781 

15 8 1 0 14 8 
1

2
√483/899 0.2067705997734994 

25 -8 1 0 26 -8 3/√53 0.2324921981102874 

20 13 1 1 19 12 2√33/533 0.2807685277668304 

30 -15 1 1 31 -16 −
1

2
√1081/1281 −0.2591393410513699 

40 18 1 -1 39 19 
1

6
√77/79 0.09283369360381252 

15 5 1 -1 16 6 −
1

2
√21/31 −0.2321794983075630 

12 6 2 0 10 6 9

46
√17/7 0.1720224711335037 

14 7 2 0 14 7 7√5

186
 0.04747830014554065 

6 5 2 0 8 5 
3

√170
 0.1298140972960522 

64 50 2 1 62 49 14

635
√12882/43 0.2152964127263299 

8 4 2 1 8 3 
7

19√2
 0.1469787348847384 

12 7 2 1 14 6 −
2

9
√14/19 −0.08711191655125597 

38 15 2 -1 36 16 1

10
√1219/365 0.1031051798730726 

53 9 2 -1 53 10 −
19

109
√33/70 −0.06752430402507384 
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45 18 2 -1 47 19 −
8

31
√55/19 −0.2477181917039297 

79 24 2 2 77 22 5

314
√530553/1643 0.1614399541279544 

83 65 2 2 85 63 5

338
√77/167 0.005667160268083574 

34 27 2 2 34 25 
−

90√61

4757
 −0.08336799160917377 

49 5 2 -2 47 7 1

194
√12341/19 0.07411766167839542 

24 9 2 -2 26 11 5

2
√111/6307 0.1871178187511329 

96 47 2 -2 96 49 
−

84√58

2483
 −0.1453588997129646 

   

 

Table 2. Computational times for some sets of quantum numbers in Table 1.   

𝑙1 𝑚1 𝑙2 𝑚2 𝑙 𝑚 
CPU (in seconds) 

Eqs. (15-22) Eq.(14) 

10 5 0 0 10 5 0.234 0.266 

30 -15 1 1 31 -16 0.296 0.218 

64 50 2 1 62 49 0.328 0.282 

53 9 2 -1 53 10 0.329 0.328 

83 65 2 2 85 63 0.297 0.344 

96 47 2 -2 96 49 0.266 0.329 

   

4. Conclusion 

To check the accuracy of the obtained numerical results, we used orthogonality relation 

for the Gaunt coefficients provided by following form [23] 

 

 ∑ ∑ 𝑌𝑙1𝑚1,𝑙2𝑚2

𝐿 𝑀 𝑌𝑙1𝑚1,𝑙2𝑚2

𝐿′ 𝑀′
= 𝑌𝑙10,𝑙20

𝐿 0 √
(2 𝑙1+ 1) (2 𝑙2+ 1)

4 𝜋 (2𝐿+1) 
𝛿𝐿,𝐿′𝛿𝑀,𝑀′  

𝑙2
𝑚2=−𝑙2

𝑙1
𝑚1=−𝑙1

 (24) 

 

Since the 𝑚2 value is constant in the Eqs. (15-22), it is sufficient to add only summation 

via  𝑚1 instead of the two sums in the orthogonality relation.  

In this study, the advantage of the formulas obtained for the Gaunt coefficients is that 

they are valid when both selection rules of the form ∆𝑀 = 𝑚1 ± 𝑚2 are satisfied. 
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Abstract: Ti1-xHoxO2 (x= 0.0, 0.01, 0.02, 0.03) thin films are synthesized by a sol-gel method 

and deposited by a dip-coating technique on the glass substrates. The films’ crystal structures 

are examined by an X-ray diffraction technique, while the morphological properties are 

investigated by scanning electron microscopy and atomic force microscopy. UV-Vis and 

photoluminescence spectrophotometry are used to analyze the optical properties. Based on the 

X-ray diffraction patterns, all the films belong to the anatase phase. It is observed that the 

surface characteristics, such as the morphology, film thickness, and roughness change 

significantly with the holmium substitution. The optical investigations reveal that the 

transmittance, band gap energies, and luminescence properties can be adjusted by the holmium 

substitution. According to the current study, holmium substituted TiO2 thin films with 

improved optical properties may be a suitable candidate for applications that require a wide 

band gap and high optical transparency as well as luminescence properties. 

Key words: TiO2 thin films, Ho substitution, Optical transmittance, Photoluminescence 

properties 

1. Introduction 

Titanium dioxide (TiO2) is one of the most attractive metal oxides with wide band gap 

(~3.00–4.16 eV) and high optical transmittance [1,2]. TiO2 is also a promising 

semiconductor due to its high transparency, refractive index, ultraviolet absorption, and 

photocatalytic activity, making it suitable for the development of next-generation 

optoelectronic devices, including photocatalytic systems, optical sensors, photodiodes, 

phototransistors, solar cells, LEDs, and OLEDs [3]. Furthermore, due to its nontoxicity 

and biocompatibility, TiO2 is commonly used in various biotechnological applications 

such as antibacterial utilities, medicines, air/water purification systems, and cosmetics. 

Its long-term physical and chemical stability in addition to low-cost and practical 

synthesis methods are significant advantages for device applications.  

Different crystallographic phases, including anatase, rutile, and brookite of TiO2 can be 

synthesized by changing the production conditions, such as temperature and pressure. 

However, rutile and anatase phases are the most commonly used phases in optical 

applications. Fabrication of TiO2, in particular, as a thin film rather than as a bulk offers 

the opportunity for it to be deposited onto different substrates, which enables the 

production of flexible devices [4]. There are many methods, including chemical spray 

pyrolysis, electron-beam evaporation, RF sputtering, chemical vapor deposition, and 

pulsed laser deposition to produce anatase TiO2 thin films [5–9]. Due to these methods' 

https://dergipark.org.tr/sdufeffd
https://orcid.org/0000-0002-6894-9082
mailto:seydanurkaya@kastamonu.edu.tr
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complex, expensive, and time-consuming manufacturing processes, researchers have 

focused on wet chemical methods, such as hydrothermal, chemical bath, and sol-gel, 

which give desired results in thin film deposition. Among them, the sol-gel method is one 

of the most attractive methods due to its simple, inexpensive, fast, and practical 

production processes. This method makes it possible to produce pure and homogeneous 

thin films with a controllable stoichiometry at relatively lower temperatures. In addition, 

it enables the fabrication of thin films with different morphologies and optical properties 

by changing the solution chemistry and the deposition parameters. The sol-gel method 

with deposition techniques, such as dip-coating and spin-coating provides high-quality 

thin films with stable optical properties [10]. Thin film surface properties, including grain 

distribution, size and orientation, film thickness, and roughness play crucial roles in the 

optical properties of TiO2. Many previous studies have revealed the strong relationships 

between the morphological properties and optical properties of TiO2 thin films [11,12]. 

Various strategies have been developed to modify the current properties of TiO2 thin 

films, such as doping with metal or nonmetal ions, forming oxygen vacancies in the 

crystal lattice, deposition of various noble metals, combinations with other 

semiconductors, and interfacial modifications [13]. Undoubtedly, the most practical and 

effective method among these is doping to the semiconductor’s crystal structure. A 

typical doping process is based on the controlled incorporation of foreign atoms into the 

crystal lattice. Doping even a small amount of foreign atoms can change the band gap of 

the semiconductor, increase the amount of charge carriers, and significantly improve the 

emission properties. In regard to doping studies carried out so far, different factors exist 

that can affect the final sample, such as production methods and parameters, types of 

precursor materials and ratios, and solvents. Therefore, each doping processing method 

should be evaluated within itself in terms of its conditions [14,15]. Namely, even if the 

same element is doped, different results can be obtained. The doping of rare earth 

elements (REs) is one of the most effective techniques for the structural and 

morphological manipulation of TiO2 as a semiconductor [16]. RE3+ ions provide superior 

electronic, optical, and chemical properties in a wide range of applications due to their 4f 

electron configuration. Among RE3+ ions, holmium (Ho) is one of the most attractive 

metals due to its large atomic radius and luminescence properties originating from the f-

f electronic transition within the partially filled 4f orbitals. By optimizing the doping 

process of Ho3+ ions, it is possible to tune the band gap and optical characteristics of TiO2 

by introducing impurity energy levels into the electronic structure [17]. In addition, the 

combination of titanium and holmium atoms creates several oxide forms, providing a high 

magnetic moment, susceptibility, and dielectric permittivity [18]. Compared to other REs, 

however, fewer studies were conducted on Ho doping on TiO2. The existing reports 

mainly focus on its photocatalytic, photovoltaic, magnetic, optoelectronic, and 

piezoelectric properties [19–23]. However, in these reports, powder or bulk forms of 

titania, rutile or oxide-mixed crystal phases have been investigated. To our knowledge, 

no detailed report has been published on the structural and optical properties of Ho doped 

anatase TiO2 thin films produced by the sol-gel based dip coating technique. Thus, in this 

study, the effect of holmium (Ho) on the morphological and optical properties of anatase 

TiO2 was investigated. Ti1-xHoxO2 (x= 0.0, 0.01, 0.02, 0.03) thin films were produced via 

a sol-gel method. The influence of Ho substitution on the structural, morphological, and 

optical properties was examined by various techniques and significant changes were 

reported. 
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2. Materials and Methods 

A sol-gel method was used to prepare the aqueous solution and a dip-coating technique 

was used for the deposition of the thin films. A schematic diagram of the preparation of 

the samples is given in Figure 1. All the films were deposited on a glass substrate using a 

0.5 M aqueous solution containing titanium (IV) butoxide (Ti(OCH2CH2CH2CH3)4) and 

holmium(III) nitrate pentahydrate (Ho(NO3)3·5H2O) as precursor materials. A 

substitutional doping process was carried out. Ethanol was used as a solvent and 

acetylacetone was used as a chelating agent. A mixture of hydrochloric acid and distilled 

water was added to the solution dropwise for hydrolysis. The final solution was stirred 

for two hours at room temperature. After aging overnight, ultrasonically cleaned glass 

substrates were dip-coated five times. Finally, an annealing process at 600 ℃ for one 

hour was applied to all the samples to obtain an anatase crystal phase. An X-ray 

diffractometer (PANalytical, Empyrean) was used to analyze the crystal structure, while 

a scanning electron microscope (FEI, Quanta FEG 250) and an atomic force microscope 

(Bruker, EDGE 3-SYS) were used to examine the surface morphology of the films. A 

UV-Vis spectrophotometer (Shimadzu, UV Pharmaspec 1700) was used to investigate 

the optical transmittance, whereas a photoluminescence spectrophotometer (Horiba, 

FluoroMax-4) equipped with a Xenon lamp was used to analyze the luminescence 

properties of the samples. The excitation wavelength used was 365 nm.  

 
Figure 1. Schematic diagram of the preparation of Ti1-xHoxO2 (x= 0.0, 0.01, 0.02, 0.03) thin films 

3. Results 

The X-ray diffraction patterns of the samples are given in Figure 2. All samples belong 

to the tetragonal anatase phase of TiO2 with the diffraction peaks of (101) and (200). 

There is preferential growth along the (101) surface due to its lowest surface energy [24]. 

While no impurity peaks are observed in the undoped TiO2, the impurity peaks of the 

diholmium titanate (Ho2TiO5) phase are detected with increasing Ho concentration. Thus, 

it can be said that some of the dopant ions do not enter the crystal lattice but instead form 

the Ho2TiO5 based secondary crystal phases, which reach a considerably high intensity 

level in Ti0.97Ho0.03O2. Furthermore, a slight increase is observed in the intensity of both 

the (101) and (200) peaks with increasing Ho concentration. 
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Figure 2. X-ray diffraction patterns of Ti1-xHoxO2 (x= 0.0, 0.01, 0.02, 0.03)  

The lattice parameters, crystallite size, lattice strain, and dislocation density values of the 

samples are summarized in Table 1. The lattice parameters for a tetragonal crystal system 

are calculated by the Bragg’s law, which is given below [25]:  

                                                  
1

𝑑2
=

ℎ2 + 𝑘2

𝑎2
+

𝑙2

𝑐2
                                                                   (1) 

where, 𝑑 is the interplanar spacing between the crystal planes, ℎ, 𝑘, 𝑙 are the Miller 

indices, 𝑎 and 𝑐 (𝑎 = 𝑏 ≠ 𝑐) are the lattice parameters of the tetragonal crystal system. 

The crystallite size values of the samples are determined using the Scherrer equation, 

which is given as [25]:  

                                                   𝐷 = 0.941𝜆/𝛽𝑐𝑜𝑠𝜃                                                                  (2) 

where 𝐷 is the crystallite size, 𝜆  is the wavelength of the X-ray, 𝛽 is the full width at half 

maximum (FWHM), and 𝜃 is the diffraction angle. The microstrain values are calculated 

using the formula given below [26]: 

                                                         𝜀 =
𝛽𝑐𝑜𝑠𝜃

4𝑠𝑖𝑛𝜃
                                                                            (3) 

Finally, for the density dislocation calculations, the Williamson–Hall relation is used as 

given below [27]: 

                                                               𝛿 =
1

𝐷2
                                                                             (4) 

where 𝛽 is the (FWHM), 𝜃 is the diffraction angle, and D is the crystallite size. 
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Table 1. Lattice parameters, crystallite size, lattice strain, dislocation density, and film thickness values of 

Ti1-xHoxO2 (x= 0.0, 0.01, 0.02, 0.03)  

 

Sample 

Lattice parameters 

a (Å)= b (Å) c (Å) 

Crystallite  

size (nm) 

Microstrain 

 (10-3) 

Discolation  

Density (10-3) 

(nm-2) 

Film 

thickness 

(nm) 

TiO2 3.78 9.49 13 12.63 5.91 60.93 

Ti0.99Ho0.01O2 3.93 9.21 9 19.01 12.3 68.14 

Ti0.98Ho0.02O2 3.80  9.65 11 14.25 8.26 75.02 

Ti0.97Ho0.03O2 3.66 9.29 12 13.69 6.94 82.34 

 

According to Table 1, the 𝑎 lattice parameter of undoped TiO2 is 3.78 Å, while it increases 

to 3.93 Å for Ti0.99Ho0.01O2. Then, a gradual decrease is observed in the 𝑎 lattice parameter 

values with increasing Ho substitution ratio and reaches its minimum in Ti0.97Ho0.03O2. 

The Ho3+ ions have a larger ionic radius (0.901 Å) than that of the Ti4+ ions (0.605 Å). 

Thus, the incorporation of Ho3+ ions into the Ti4+ sites is expected to create lattice 

expansion and tensile microstrain in the TiO2 [28]. At 1% Ho, the increment of the 𝑎 

lattice parameter indicates that the Ho3+ ions cause an expansion along the 𝑎-direction of 

the TiO2 tetragonal lattice. This result is in agreement with the highest tensile microstrain 

value of Ti0.99Ho0.01O2 given in Table 1. It is also interesting to note that the Ho2TiO5 

phase begins to form in this sample, which is shown by weak XRD peaks yet do not affect 

the substitution process, according to the crystal parameters (Table 1). As the Ho 

concentration increases, the substitution ratio decreases, and unsubstituted Ho3+ ions 

promote further formation of the Ho2TiO5 phase. Accordingly, the expansion along the 

𝑎-direction tends to decrease at relatively higher Ho concentrations. Previously, the 

increment up to a certain doping level and then decrement of the 𝑎 lattice parameter has 

been observed in ZnO thin films and has been associated with the difference in dopant 

ionic radii, which is also supported by our current results [29]. The 𝑐 lattice parameter is 

9.49 Å for the undoped sample and decreases to 9.21 Å for Ti0.99Ho0.01O2. While a slight 

increase is observed in Ti0.98Ho0.02O2, it decreases in Ti0.97Ho0.03O2. These variations in 

lattice parameters can be attributed to the different incorporation rates of Ho3+ ions into 

the TiO2 host crystal lattice as well as the formation of the Ho2TiO5 phase. The crystallite 

size values are 13 nm, 9 nm, 11 nm, and 12 nm for TiO2, Ti0.99Ho0.01O2, Ti0.98Ho0.02O2, 

and Ti0.97Ho0.03O2, respectively. Positive microstrain values are observed for all the 

samples, confirming the tensile strain of the lattice (Table 1). The undoped sample has 

the lowest microstrain value. At 1% Ho, a significant increase occurs in the microstrain 

of Ti0.99Ho0.01O2, and then, with increasing Ho concentration, shows a gradual decrease 

to a value still higher than the undoped one. This observation aligns with a similar result 

reported previously, which confirms that Ho ions result in a distortion in the TiO2 crystal 

lattice [19]. This enhancement in the microstrain might be caused by several factors, such 

as crystal defects, lattice mismatch, and the difference between the ionic radius of the 

dopants and the host ions [30,31]. Dislocations can be defined as imperfections in a 

crystal, while dislocation density describes the dislocation lines per unit volume of the 

crystals [32]. According to the dislocation density values given in Table 1, the 

incorporation of Ho3+ ions into the TiO2 lattice creates lattice distortions, which is 

attributed to the defect concentration. 

Figure 3 shows the top and cross-sectional SEM images of the Ti1-xHoxO2 (x= 0.0, 0.01, 

0.02, 0.03) thin films. As shown in Figure 3(a), undoped TiO2 has a homogenous surface 

distribution of uniformly sized spherical particles. With the incorporation of Ho3+ ions 

into the crystal structure, at a concentration of 1%, the surface morphology significantly 

changes. Many more grain formations with different shapes including both smaller and 

larger particles are observed, compared with that of the undoped sample (Figure 3(b)). 

When the Ho concentration is 2%, the number of large particles decreases (Figure 3(c)). 

At 3% Ho, quite large polyhedral clusters with sharp edges are observed on the surface 
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(Figure 3(d)). Thus, it can be said that the surface is quite far from a uniform distribution 

at 3% Ho. 

 
Figure 3. Top and cross-sectional (shown in inset) SEM views of (a) TiO2, (b) Ti0.99Ho0.01O2, (c) 

Ti0.98Ho0.02O2, and (d) Ti0.97Ho0.03O2  

The film thicknesses were measured from the cross-sectional SEM views of the films and 

are given in Table 1. The film thicknesses are 60.93 nm, 68.14 nm, 75.02 nm, and 82.34 

nm for TiO2, Ti0.99Ho0.01O2, Ti0.98Ho0.02O2, and Ti0.97Ho0.03O2, respectively. It can be 

concluded that the thickness of the films increases gradually with Ho substitution. EDX 

area analysis spectra of the samples are given in Figure 4, while the mapping results of 

Ti0.97Ho0.03O2 is given in Figure 5. The elemental concentrations of all the samples are 

given in Table 2. In addition to Ti, O, and Ho peaks, the spectra include some impurity 

peaks such as Si and Na, which come from the substrate used, as well as, Au peaks, which 
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come from the conductive coating of SEM measurements. For the undoped sample, the 

elemental concentrations of Ti and O are 33.32 and 66.68 (atomic %), respectively. For 

Ti0.97Ho0.03O2, the elemental concentrations of Ti, O, and Ho are 29.28, 65.87, and 4.85 

(atomic %), respectively. The mapping images confirm the homogeneous distribution of 

the Ho3+ ions in the TiO2 microstructure. 

 
Figure 4. EDX analysis spectra of Ti1-xHoxO2 (x= 0.0, 0.01, 0.02, 0.03)  

 
Figure 5. EDX mapping images of Ti0.97Ho0.03O2 

Table 2. Elemental concentrations of Ti1-xHoxO2 (x= 0.0, 0.01, 0.02, 0.03) 

Sample Element Atomic (%) 

 

TiO2 

Ti 33.32 

O 66.68 

 

Ti0.99Ho0.01O2 

Ti 31.94 

O 65.33 

Ho 2.73 

 

Ti0.98Ho0.02O2 

Ti 30.60 

O 66.13 

Ho 3.27 

 

Ti0.97Ho0.03O2 

Ti 29.28 

O 65.87 

Ho 4.85 
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Figure 6 shows the top and perspective AFM views of the Ti1-xHoxO2 (x= 0.0, 0.01, 0.02, 

0.03) thin films. In all the images, an area of 5x5 µm was scanned. The top views of the 

film surfaces are shown on the left, while perspective views are shown on the right. 

According to the images, whereas there is a homogeneous particle distribution in the 

undoped TiO2, the clusters forming on the surfaces can clearly be seen in the doped 

samples, in accordance with the SEM results.  

 

Figure 6. Top (left) and perspective (right) AFM views of Ti1-xHoxO2 (x= 0.00, 0.01, 0.02, 0.03)   

For a further investigation of the films’ surface profile, roughness analyzes were carried 

out. The roughness parameters of all the samples, including average roughness (𝑅𝑎), root 

mean square roughness (𝑅𝑞), maximum roughness (𝑅𝑚𝑎𝑥), skewness (𝑅𝑠𝑘), and kurtosis 

(𝑅𝑘𝑢) are presented in Table 3. The (𝑅𝑎) is 3.20 nm for undoped TiO2, which increases 

to 3.61 nm in Ti0.99Ho0.01O2. When the Ho concentration reaches 2%, the 𝑅𝑎 value is 

obtained as 4.54 nm. Finally, at a concentration of 3% Ho, it reaches its maximum, with 
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a value of 5.02 nm. The formation of larger particles due to Ho substitution could be 

responsible for this slight increase in the roughness values due to the variation in height 

differences on the film surfaces. The 𝑅𝑞 value is a measure of the standard deviation of 

the Z height and is also known as RMS. This parameter defines the roughness by 

statistical methods, unlike the arithmetic average height (𝑅𝑎) and gives more precise 

results than 𝑅𝑎 in terms of significant deviation from the reference line [33]. Although 

𝑅𝑎 is used more frequently in surface roughness definitions, 𝑅𝑞 values should also be 

considered when examining roughness properties. 𝑅𝑞 values are obtained as 4.16 nm, 

4.58 nm, 6.00 nm, and 6.27 nm for TiO2, Ti0.99Ho0.01O2, Ti0.98Ho0.02O2, and Ti0.97Ho0.03O2, 

respectively, showing a gradual increment with Ho substitution. As expected, the 𝑅𝑞 

values are higher than those of 𝑅𝑎 and have the same increasing tendency with Ho 

concentration rate. Morphological changes previously observed in SEM, such as 

increasing film thickness, change in grain sizes, formation of clusters on the surface, and 

formation of secondary oxide phases with Ho substitution, can be attributed to the 

increase in both 𝑅𝑞 and 𝑅𝑎 values. The 𝑅𝑠𝑘 values, which show the degree of asymmetry 

of the profile about the reference line, are obtained as 0.97, 0.44, 0.88, and 0.24 for TiO2, 

Ti0.99Ho0.01O2, Ti0.98Ho0.02O2, and Ti0.97Ho0.03O2, respectively. These positive skewness 

values mean the peaks are predominantly distributed on all the film surfaces. The 𝑅𝑘𝑢 

values of the samples are obtained as 4.91, 3.67, 4.78, and 3.13 for TiO2, Ti0.99Ho0.01O2, 

Ti0.98Ho0.02O2, and Ti0.97Ho0.03O2, respectively. 𝑅𝑘𝑢 values higher than 3 mean the film 

surfaces is defined as leptokurtic [33].  

Table 3. Roughness parameters of Ti1-xHoxO2 (x= 0.00, 0.01, 0.02, 0.03)  

Parameters 𝑹𝒂 (𝒏𝒎) 𝑹𝒒  (𝒏𝒎) 𝑹𝒎𝒂𝒙(𝒏𝒎) 𝑹𝒔𝒌 𝑹𝒌𝒖 

Samples 

TiO2 3.20 4.16 41.9 0.97 4.91 

Ti0.99Ho0.01O2 3.61 5.58 42.6 0.44 3.67 

Ti0.98Ho0.02O2 4.54 6.00 51.4 0.88 4.78 

Ti0.97Ho0.03O2 5.02 6.27 48.2 0.24 3.13 

 

Figure 7 illustrates the optical transmittance graphs, while Table 4 presents the 

corresponding average transmittance values of Ti1-xHoxO2 (x= 0.0, 0.01, 0.02, 0.03) thin 

films. The average optical transmittance of the undoped sample in the visible region is 

62%. With the Ho substitution, the average optical transmittance is obtained as 65% in 

Ti0.99Ho0.01O2, while it is 77% in Ti0.98Ho0.02O2, showing a considerable increment. 

Finally, Ti0.97Ho0.03O2 shows the highest optical transmittance value of 80%. It is clear 

that Ho substitution improves the optical transmittance of TiO2 thin films produced by 

the current method. The increment in the optical transmittance values of TiO2 thin films 

by various doping processes has been observed in previous studies [11,16,34]. Many 

factors, such as film thickness, surface properties, roughness, crystal defects, annealing 

temperature and conditions, affect film transparency [35,36]. For the current study, the 

reduction in crystallite size with Ho substitution might hinder the light scattering, causing 

an increased optical transmittance in the visible region [35,37]. Furthermore, previous 

studies have emphasized that the transmittance properties are associated with crystal 

lattice defects [6,36,38]. In particular, the boost observed in the optical transmittance of 

Ti0.98Ho0.02O2 might be attributed to the sharp decrease in the dislocation density of this 

sample (Table 1). Moreover, the formation of Ho2TiO5 particles might be responsible for 

the increased light transmission, which also needs further research. 
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Figure 7. Optical transmittance graphs and Tauc’s plots (shown in the inset) of Ti1-xHoxO2 (x= 0.0, 0.01, 

0.02, 0.03) 

Table 4. Average optical transmittance, band gap energy, and refractive index values of Ti1-xHoxO2 (x= 

0.00, 0.01, 0.02, 0.03) 

      Sample Average optical 

transmittance (%) 

Band gap 

energy (eV) 

Refractive index 

TiO2 62 3.58 2.17 

Ti0.99Ho0.01O2 65 3.69 2.14 

Ti0.98Ho0.02O2 77 3.46 2.20 

Ti0.97Ho0.03O2 80 3.56 2.17 

 

 
Figure 8. (a) The relationship between the average roughness and the average optical transmittance 

versus different Ho concentrations, (b) The relationship between the optical transmittance and the film 

thickness of the films versus different Ho concentrations 

Figure 8(a) shows the relationship between the average roughness and the average optical 

transmittance values of all the samples. According to the graph, films’ optical 

transmittance and roughness values increases with Ho substitution. Accordingly, it can 

be concluded that roughness-induced light scattering do not suppress an increase in the 

optical transmittance of the films with Ho substitution [34]. Figure 8(b) shows the 



DOI: 10.29233/sdufeffd.1237412  2023, 18(3): 223-237 

 

 

233 

 

relationship between the optical transmittance values and the film thickness of the 

samples versus different Ho concentrations. It is clear from the graph that the optical 

transmittance of the samples increases with the Ho concentration despite an increase in 

film thickness.  

From the transmittance spectrum, the absorption coefficient (𝛼) can be calculated by the 

equation given below [39]: 

𝛼 =
1

𝑑
(𝑙𝑛

1

𝑇
 )                                                                    (5)  

where 𝑇 is the transmittance, and 𝑑 is the thickness of the film. The band gap energy is 

determined using the equation given as [40]: 

 

𝛼 =  
𝐴(ℎ𝑣 − 𝐸𝑔)𝑛

ℎ𝑣
                                                                  (6) 

 

where ℎ𝑣 is the photon energy, and 𝐴 is the photon energy independent constant. The 

exponent 𝑛 has a value of 1/2 for direct transitions and a value of 2 for indirect transitions. 

For indirect transitions, the equation can be written as [12]: 

 

                                               (𝛼ℎ𝑣)1/2 = 𝐴 (ℎ𝑣 − 𝐸𝑔)                                                      (7) 

The indirect band gap energies (𝐸𝑔) of the samples were calculated from Tauc’s plots, 

which are given in the inset of Figure 7, showing extrapolation of the linear portion of the 

plot (𝛼ℎ𝑣)1/2 as a function of ℎ𝑣. The 𝐸𝑔 values of all the samples are given in Table 4. 

The values obtained are in agreement with previous reports [6,37]. The 𝐸𝑔 values of the 

samples are calculated as 3.58 eV, 3.69 eV, 3.46 eV, and 3.56 eV for TiO2, Ti0.99Ho0.01O2, 

Ti0.98Ho0.02O2, and Ti0.97Ho0.03O2, respectively. The band gap values of TiO2 thin films are 

highly dependent on the production methods, electronic structure, chemical compositions 

and ratios, heat treatment procedures, surface morphology, and crystal properties. A 

widening in the 𝐸𝑔 of Ti0.99Ho0.01O2 can be attributed to the sharp decrease in the 

crystallite size of this sample (Table 1). On the other hand, a narrowing of 𝐸𝑔 in 

Ti0.98Ho0.02O2 is attributed to the introduction of new impurity levels through substitution 

[34]. As the Ho concentration increases, factors such as the increase in the crystallite size 

and the creation of lattice defects might be responsible for the further increase in the 𝐸𝑔 

of Ti0.97Ho0.03O2 [6]. 

The refractive indices of the samples were estimated by a general relation between the 

refractive index and energy gap in semiconductors proposed by Hervé and Vandamme 

[41]:  

𝑛2 = 1 + (
𝐴

𝐸𝑔 + 𝐵
)2                                                                (8) 

where, A is the hydrogen ionization energy, which equals 13.6 eV, while B is the constant 

assumed to be the difference between the UV resonance energy and band gap energy, and 

equals 3.47 eV [29,42]. Refractive index (𝑛) values are given in Table 4. The 𝑛 value is 

obtained as 2.17 for the undoped sample, while it is 2.14 for Ti0.99Ho0.01O2. After showing 

the maximum value of 2.20 for Ti0.98Ho0.02O2, interestingly, it decreases again to 2.17 in 

Ti0.97Ho0.03O2. In previous studies, an increment [16,43], a decrement [44], and 

fluctuations [45] of the refractive index of TiO2 with doping have been observed. The 

change in the refractive index has been associated with different factors such as crystal 

phase, crystallite size, annealing temperature, packing density, porosity, and film density 
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[46]. In addition, condensation and evaporation processes during the preparation of sol-

gel based materials as well as the heat treatment and withdrawal speed of the substrate 

during the dip coating processes may also be responsible for the changes in the reactive 

index by affecting the surface characteristics [47]. 

 

The photoluminescence (PL) emission spectra of Ti1-xHoxO2 (x= 0.0, 0.01, 0.02, 0.03) 

thin films are given in Figure 9. All the samples exhibit a broad visible emission band 

ranging from 460 to 600 nm. The undoped sample’s emission band is centered at 526 nm, 

while a slight blueshift is observed at 1% and 2% Ho. The peak center of the emission 

band is measured as 524 and 523 nm for Ti0.99Ho0.01O2 and Ti0.98Ho0.02O2, respectively. 

At 3% Ho, the peak center is 524 nm for Ti0.97Ho0.03O2. The emission intensity of the 

samples increases as the Ho concentration is raised to 2%. The maximum emission is 

observed in Ti0.98Ho0.02O2, and then it shows a sharp reduction in Ti0.97Ho0.03O2. In the 

case of doped TiO2 thin films, it has been previously observed that PL emissions are 

quenched or even disappear at higher doping ratios [48,49]. The variation in PL intensity 

is attributed to the change in defect states on the shallow level of the thin film surfaces 

[50]. Thus, it can be inferred that the recombination rate of photogenerated electrons and 

holes on the shallow level of the film sharply decreases in Ti0.97Ho0.03O2 [50,51]. In 

addition to these results, it is noteworthy that the intense formation of the Ho2TiO5 as a 

secondary phase could be also responsible for the PL quenching in Ti0.97Ho0.03O2. 

 
Figure 9. PL emissions of Ti1-xHoxO2 (x= 0.0, 0.01, 0.02, 0.03) 

4. Conclusion 

Ti1-xHoxO2 (x= 0.0, 0.01, 0.02, 0.03) thin films were prepared by a sol-gel method and a 

dip-coating technique. The influence of Ho substitution on the crystallographic, 

morphologic, and optical properties of TiO2 thin films was investigated. According to the 

X-ray diffraction analyzes, all the films belong to the anatase phase of TiO2. Nevertheless, 

with increasing Ho concentration, a secondary phase of Ho2TiO5 is observed. SEM 

images show that Ho substitution has significant effects on the morphological properties 

of TiO2 thin films. The AFM measurements reveal that the Ho substitution increases the 

average roughness of the TiO2 thin films. The increase in both the thickness and 
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roughness values of the films with the increase in Ho concentration does not hinder the 

enhancement of the optical transmittance of the samples. Furthermore, the visible region 

PL emission increases as the Ho concentration is increased up to 2%, and then decreases 

sharply at 3% Ho, indicating that a quenching occurs in substituted samples beyond a 

certain level (2% for the current study). Overall, it can be concluded that Ho substitution 

at relatively lower rates (x < 3%) is an efficient way to improve the optical properties of 

TiO2 thin films, which are good candidates for next-generation optoelectronic 

applications. 
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Abstract: The objective of this study is to investigate the mass attenuation coefficients (μm) of 

lanthanumhexaborides and ceriumhexaborides over a wide photon energy range emitted from 

the main radioactive sources used in medicine and industry. 125I, 99mTc, 131I, 137Cs, 60Co and 
152Eu gamma ray sources were used in the experiments. The materials synthesized in powder 

form were first pelletized and then irradiated by photon beams. At the end, it was seen that 

there is successful consistency between the obtained experimental data and the previous 

theoretical results. It was also observed that the investigated samples are comparable enough 

to the known standard gamma shielding materials, especially to lead which is one of the most 

common one. In conclusion, it is understood that the presently investigated samples have a 

promising aspect in terms of developing new shielding materials against gamma rays. 

Key words: Gamma rays, Hexaborides, Mass attenuation coefficient, Shielding 

1. Introduction 

Nowadays, with the fast improvements in technology, the use of radiation sources have 

been significantly highlighted [1-7]. Gamma and x-rays are the types of radiation included 

in the title of ‘ionizing radiation’, which is increasingly [8-10] used in the area of nuclear 

power plants, agriculture, medicine and industry. The ionizing radiation sources have also 

expanded applications in many areas like nanoscience, biotechnology, semiconductor 

technology, biology, photochemistry, and geology [11,12].  

The main idea of protection from radiation is protecting the employees and the public by 

ensuring that they get the lowest level of radiation dose as much as possible. The materials 

having higher densities and atomic numbers are especially accepted as good candidates 

of the materials which also having higher probability of radiation protection [13]. The 

protective shielding materials enable workers to expose the radiation not exceeding the 

juristical dose limits that can be received during the environmental applications. 
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Developing new protective materials for radiation has also been significant subject of 

research due to the requirements of getting rid of the harmful effects of ionizing radiation 

[14,16]. In the radiation shielding studies, the mass attenuation coefficients are the main 

coefficients to examine and get an idea of measuring the photon interactions with the 

substance [17,18]. The experimental investigation of μm for radiation shielding materials 

is significantly important besides obtaining theoretical simulation results for them. Thus, 

there are various theoretical [19,20] and experimental [21,22] studies that have 

investigated new generation materials for radiation shielding. The materials containing 

lead are traditional radiation protection materials used for shielding due to their capability 

of radiation absorption [23].  

Some of other radiation shielding materials can be stated as glasses, alloys, thin films and 

polymer composites [24-29]. In one of the recent study, gamma ray shielding 

performance and characterization of the graphitic carbon nitride were investigated [30]. 

There are also some other studies stating that the materials containing Bi2O3 nanoparticles 

have better radiation shielding performance than bulk Bi2O3 [31,32]. Several rock 

samples from different regions of Najran, Kingdom of Saudi Arabia were collected and 

then evaluated for their shielding performance for γ-rays [33]. R. Arya and his 

collaborators studied on the next generation gamma ray shielding blocks developed using 

alumina industry waste [34]. In literature, there are also some theoretical and 

experimental studies investigating the ionizing radiation absorption properties of 

materials containing boron compounds [35-37].  

Our purpose of this study is to investigate the gamma ray absorption properties of 

lanthanum and cerium borides experimentally and compare the feature results with the 

data that have been obtained by Monte Carlo method. So, the μm values of experimental 

results for the radiation absorption are compared with the calculated one obtained by 

using the developed code. At the end, it was seen that the presented results are very similar 

and consistent with the calculated ones done by MC along with also those of the 

previously investigated results for borosilicate, granite, vermiculite, concrete and lead. 

Thus, it was seen from also experiments that the lanthanum and the cerium borides have 

high absorption capability of gamma rays when compared to lead which is the standard 

shielding material. 

2.  Experimental and Theoretical Details 

2.1. Synthesis of lanthanumhexaboride (LaB6) 

 

For the synthesis of lanthanumhexaboride, the reduction reaction of La2O3 with B2O3 was 

used under special conditions. 1 mmol La2O3, 6 mmol B2O3 and 25 mmol Mg powder 

were mixed in the porcelain crucible until homogeneous distribution was achieved. The 

contents of the crucible were heated in the muffle furnace up to 900°C and kept at this 

temperature for 4 hours and cooled to room temperature. After the cooled sample was 

transferred into a beaker, it was mixed in 1 M HCl for 24 hours and then kept in 

concentrated acid for the same time period. After the obtained black precipitate was 

washed twice with distilled water by filtering, it was dried in an oven at 120 °C, and then 

annealed at 450 °C for 2 hours.  

2.2. Synthesis of ceriumhexaboride (CeB6) 

For the synthesis of ceriumhexaboride; 1 mmol CeO2, 3 mmol B2O3 and 13 mmol Mg 

powder were thoroughly mixed in a porcelain crucible, and then such contents of the 

crucible were heated in a muffle furnace up to 800°C. It was kept at this temperature for 

2 hours and cooled. The cooled sample was transferred into a beaker and mixed in 1 M 
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HCl for one day, and then it was kept in concentrated acid for one day too. After the 

obtained gray precipitate was filtered and washed twice with distilled water, it was dried 

in an oven at 120 °C and then annealed at 450 °C for 2 hours. 

2.3. Preparation of pellet samples 

In this part of the study, pelletizing the samples was carried out for the irradiation of LaB6 

and CeB6 compounds, which were synthesized and obtained in powder form, as seen in 

Figure 1. 

   
Figure 1. Appearance of LaB6 and CeB6 powder samples. 

It is necessary to have certain physical properties in order to investigate the radiation 

absorption properties of materials. For this reason, the 30-ton press machine as seen in 

Figure 2 was used to make pellets from the synthesized samples. At this stage, cylindrical 

pellets with a diameter of 3 cm and a thickness of 3-6 mm were produced in a non-

dispersible structure under high pressure.  

 
Figure 2. Press machine with 30 tons capacity. 

Pellets in desired physical dimensions were prepared, as seen in Figure 3, to be used in 

gamma spectroscopy system by pressing method under suitable conditions. Thus, the 

samples were prepared for the irradiation study to determine their radiation shielding 

properties. 
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Figure 3.  Top and side views of pelletized samples. 

2.4. Gamma ray absorption spectroscopy 

Gamma ray absorption properties of pellet samples having an appropriate physical size 

and composing of Lanthanumhexaboride and Ceriumhexaboride compounds were carried 

out by using two different scintillation detector systems. One of them is an ORTEC/905 

Series mark/model gamma spectrometer system which has one block of thallium doped 

scintillation detector (NaI(Tl)). The experiments using this system were carried out in 

Nuclear Physics Laboratory located at the Faculty of Science of Ondokuz Mayıs 

University. The experimental analysis were practised using Scintivision-32 software, 

which is fully integrated into the calibrated system. The gamma energies of the 

radioisotopes used in this system are separated in the form of gaussian peaks by multi-

channel analyzer. The other detector system is a GE/Discovery NM-630 mark/model 

gamma camera with multi-block NaI(Tl) detectors. This camera used in the experiments 

is located in the Nuclear Medicine Laboratory of Ondokuz Mayıs University-Faculty of 

Medicine. Narrow beam geometry was preferred in both systems used to examine the 

gamma ray absorption properties of pellet samples. Narrow beam geometry was created 

by beam collimation using lead cylinder. This cylinder has a diameter of 5 cm and a length 

of 20 cm, and its hole diameter is 3 mm. In both systems, after narrow beam collimation 

was achieved, the gamma rays were first dropped in the scintillation crystal. The crystal 

produces lots of scintillations, and the scintillations create electron avalanches in the 

photomultiplier tube. These electron avalanches are amplified by the applied voltage, 

producing an electrical signal proportional to the intensity of the radiation stored in the 

crystal. The experimental setup and schematic diagram of the both detector systems used 

are shown in Figure 4. The reason for using two different detector setups in this 

experimental study is that some radioisotopes and detector setups are located in different 

laboratories at the Ondokuz Mayıs University. While I-125, I-131 and Tc-99m 

radioisotopes and the gamma camera are located in the nuclear medicine laboratory, other 

radioisotopes and the ORTEC brand detector are located in the nuclear physics laboratory. 

Actually, both detector systems have a thallium-activated scintillation detector NaI(Tl). 

But the only difference between them is that the ORTEC detector has a single 

photomultiplyer tube (PMT) while the Gamma camera has multiple PMTs. 

The attenuation of beam intensity in the same direction of the incidence due to absorption 

and scattering of beams is shown in Figure 5 at below. The radiation penetration and 

absorption properties of the materials as seen in the diagram of such figure are determined 

according to the Beer-Lambert law, also known as the exponential absorption law, which 

is also given in Equation 1 [5]. 

 

                                                            I=I0e
-μ∆x                               (1) 
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Here, ∆x is the material thickness and μ is the linear attenuation coefficient. Here, 𝐼 and 

𝐼0 are the radiation intensity in Becquerel (Bq) passing through the material and collected 

in the detector without the material, respectively. Since 𝐼 = 𝐼0 when there is no material 

between the source and the detector, 𝐼0 is obtained for all radiation sources. 

                  
 

 

Figure 4. Gamma spectrometer measurement system with scintillation detector; a) GE/Discovery NM-630 

Gamma camera and b) ORTEC/905 Series NaI(Tl) dedector. 
 

 

Figure 5. Schematic view of the attenuation in beam intensity. 

 

When a material of ∆𝑥 thickness is placed between the radiation source and detector, the 

linear attenuation coefficients (μ) are obtained. Since this coefficient varies with the 

different densities of the same materials, the μm value is much more used instead of μ 

[37]. This parameter is obtained by dividing the linear attenuation coefficient by the 

material density (Eq. 2). 

 

                                             𝜇𝑚 =
𝜇
𝜌⁄             (2) 

 

In the measurements made using the ORTEC detector, the photon intensity was measured 

with and without the material, taking into account the channels falling within a certain 
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width of the Gaussian peak corresponding to each energy value of the radioactive sources. 

Photon intensities in the measurements made with the gamma camera were counted by 

detector channels covering a circular area of 10 mm diameter in the center of the camera 

head. In this way, the photon absorption coefficients of the materials were obtained 

experimentally for each photon energy value by using the obtained 𝐼 and 𝐼0 values. 

3. Results and Discussion  

In order to calculate the mass attenuation coefficients, the density values of the cylindrical 

shaped pellet samples were determined experimentally by the classical method. Scales 

and digital steel calipers were utilized to achieve this precision. The theoretical density 

values of the synthesized samples and the obtained experimental results were given in 

Table 1. In order not to create a difference between the theoretical and the experimental 

data of the gamma ray absorption properties of the pellet samples, no additives were 

added to the samples during the pelletizing process since not to spoil the original content 

of the synthesized materials. So, just the cylindrical pellet samples having certain physical 

dimensions were prepared using a 30-tons press machine. For this reason, the obtained 

density values of the samples are lower than the theoretical values. It doesn't pose a 

problem in the comparison of the results since the density does not have an effect on the 

characteristic absorption parameter which also means the mass attenuation coefficient. 

By the present study, the experimental and theoretical results of the mass attenuation 

coefficients at each energy value emitted from six different radioisotopes for LaB6 and 

CeB6 compound samples are given in Table 2. 

Table 1. Theoretical and experimental density values of lanthanumhexaborides and ceriumhexaboride 

pellet samples. 

Sample 
Density (g/cm3) 

Experimental Theoretical [38] 

Ceriumhexaboride (CeB6) 2.51 4.80 

Lanthanumhexaboride (LaB6) 1.92 4.72 

  

Table 2. Theoretical and experimental mass attenuation coefficients of lanthanumhexaborides and 

ceriumhexaboride pellets for gamma energies emitted from six different radioisotopes. 

Radioisotope 

Gamma 

Energy 

(MeV) 

Mass attenuation coefficients (µ/ρ) 

CeB6 LaB6 

EGSnrc 

[37] 

XCom 

[37] 
Experiment 

EGSnrc 

[37] 

XCom 

[37] 
Experiment 

125I 0.021 19.7625 19.9400 7.3996 18.5308 18.7200 6.2341 
99mTc 0.140 0.7450 0.7444 0.8082 0.7067 0.7060 0.5753 

131I 0.364 0.1334 0.1330 0.1778 0.1298 0.1294 0.1372 
137Cs 0.662 0.0776 0.0777 0.0824 0.0765 0.0766 0.0405 
152Eu 0.779 0.0693 0.0695 0.0541 0.0684 0.0686 0.0528 
152Eu 0.964 0.0606 0.0607 0.0518 0.0600 0.0601 0.0543 
60Co 1.173 0.0541 0.0540 0.0423 0.0536 0.0535 0.0801 
60Co 1.332 0.0504 0.0503 0.0689 0.0500 0.0499 0.0329 
152Eu 1.408 0.0488 0.0488 0.0334 0.0484 0.0484 0.0655 

 

It is clearly understood from the data in Table 2 that there is a good agreement between 

the theoretical and experimental results. According to the data in the table, the biggest 

difference between the experimental and theoretical values was obtained for the 125I 

source with 21 keV gamma energy. It can be said that the reason for this is that the beam 

energy is low for the 3 mm pellet thickness and the source activity for this radioisotope 

may also be insufficient. The obtained experimental results were compared to the XCom 
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and the EGSnrc simulation results previously performed by Ozcan et al. [37] for these 

materials. It was understood that the calculated results in that study were comparable to 

lead, which is the standard shielding material, and it was strongly supported by the 

experimental data in this study. The comparisons of experimental data with the previous 

calculated results [37] for lanthanumhexaborides and ceriumhexaboride are shown in 

Figure 6. 

       
Figure 6. Comparison of the experimental data with the previous theoretical simulation results [37] for 

lanthanumhexaborides and ceriumhexaboride.  

It is understood from the figure that the experimental values decrease exponentially with 

increasing energy values in consistency with the theoretical values. The small standard 

deviations appearing in this figure are thought to be the result of unnoticeable defects in 

the experimental setup like activity values of radioisotopes, or unavoidable statistical 

errors in the spectroscopy system. From such figure, it is generally seen that the 

experimental data and theoretical results are quite compatible with each other. The 

experimentally investigated materials of present study are quite well in terms of absorbing 

gamma radiation. In Figure 7, the radiation parameter of such materials are also compared 

to some other known shielding materials such as lead, vermiculite, borosilicate, granite 

and concrete. 

 

 
Figure 7. Comparison of the mass attenuation coefficients of lanthanumhexaboride and ceriumhexaboride 

with some other standard shielding materials (lead, granite, vermiculite, borosilicate and condrete) 

[36,39,40]. 
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According to this figure, the boride compounds show graphical variations almost similar 

to lead, especially at gamma energies below 10 MeV. Below the energy of 2 MeV, it 

provides protectiveness of 92% radiation for 1.5 MeV, 85% radiation for 1 MeV, 63% 

radiation for 0.5 MeV and 34% radiation for 0.2 MeV, relative to the lead. In addition, 

according to the mass attenuation coefficients, it is observed that it has exactly the same 

absorptive property as lead at values corresponding to the K, L and M shell edges at some 

photon energies below 0.5 MeV. Variations in the mass attenuation coefficients 

corresponding to these edges can be seen from the peak jumps in the same figure. It should 

be kept in mind that these boride compounds have a quite low density values (4.80 g/cm3 

and 4.72 g/cm3) when compared to lead (11.34 g/cm3). 

4. Conclusion  

 

In this study, the mass attenuation coefficients, which are the characteristic parameter for 

radiation shielding, were experimentally determined for lanthanumhexaboride and 

ceriumhexaboride using radioactive sources having different gamma energies. The 

purpose of doing this is to know and understand the gamma absorption properties of such 

materials. So, it was understood that very appropriate results were obtained when the 

experimental data were compared to the previous theoretical findings. It is thought that 

in order to decide a material is a good candidate of radiation shielding material or not, it 

is a definite requirement to support theoretical ideas by experimental data. Thus, in this 

study, the expected theoretical results which were calculated previously are also obtained 

experimentally and it was seen that the results are quite promising ones for future studies 

that will be held on developing new radiation shielding materials synthesized in powder 

form. It was also understood from the densities of the hexaborides that being lighter than 

lead provides a significant advantage in terms of transportation of radiation shielding 

materials since lead is very heavy. Based on the obtained data, it was concluded that these 

materials, which are synthesized and produced in powder form, will play an important 

role in the development of gamma radiation shielding. 
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Abstract: First of all, the structural characteristics of the prepared HDTMA-volcanite. such as 

XRF, SEM and BET surface area were examined, then uranium U(VI) adsorption from aqueous 

solutions was optimized by surface response method (RSM), which is widely used in industrial 

research. . Effective experimental conditions on adsorption efficiency: pH (3-8), time (30-150 

minutes), uranium concentration (20-80 mg/L) and temperature (20-60 °C) were selected. The 

best possible combinations of these parameters were obtained by the surface response method 

(RSM). The central composite design (CCD) was chosen for the design of the experimental 

conditions. According to the RSM results, it was determined that the experimental design fit 

the quadratic model, and the R2 and R2
adj values, which are the parameters showing the model 

fit, were 0.98 and 0.95, respectively. HDTMA-Volk at optimum conditions. Adsorption 

capacity was obtained as 4.41 mg/g for the HDTMA-Volcanics at optimum conditions. The 

compatibility of the obtained data with adsorption isotherms was investigated, and 

thermodynamic parameters were calculated. 

Key words: Adsorption, Uranium (VI), Volcanit, Response Surface Methodology (RSM) 

1. Introduction 

 One of the most significant issues with nuclear technology is the removal, recovery, and 

storage of waste, which results in high expenditures. The elimination of pollution, 

especially caused by the expansion of the nuclear sector, is an important situation and is 

seen as a necessity for development today. Moreover, radioactive wastes that are 

generated in a variety of industries and sectors, including research, industry, and 

medicine, can be found in a variety of physical and chemical states. Chemical 

precipitation, coagulation, adsorption, ion exchange, biosorption [16], and other 

processes are the most efficient ways to remove radioactive materials and heavy metals. 

Due to the abundance of clays in our nation and the fact that they may be used to purify 

metals using the adsorption method, clays are often used as inorganic adsorbent materials. 

Modifying clays with long-chain quaternary amine cationic salts from organic cations 

increases their hydrophobicity, leading to improved adsorption of metal ions. This 

modification alters the structure from a hydrophilic silica surface to an organophilic 

surface, and the organic cation can easily bond to the adsorbent surface through 

electrostatic forces between the positive charges of the long-chain organic cations and the 

https://dergipark.org.tr/sdufeffd
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negative charges on the adsorbent surface [1]. Several adsorbents that are modified with 

organic cations are used as adsorbents in the literature [2-4].  

In the environment, uranium (U) is typically found in its hexavalent form and is 

considered a toxic heavy metal due to its radioactive properties. It can be found in rocks, 

soils, and water, and can enter the environment through various sources, such as scientific 

research, industry, nuclear power plants, medicine, and weapons The US EPA has 

classified uranium as a confirmed human carcinogen (group A) [3], and the tolerable limit 

for its carcinogenic risk is 0.5 μg/kg body weight (or 35 μg for a 70 kg adult) [4]. While 

soluble uranium salts are toxic, their toxicity is generally less severe compared to other 

heavy metals such as mercury or lead. The kidneys are the organ most affected by 

uranium toxicity [4-9]. In a research conducted by Kutahyalı et al. [10], they determined 

that the sorption of strontium ions on untreated and HCl-treated Kula volcanic samples 

yielded calculations of 2.04 and 1.72 mg/g, respectively. In a study examined by Xi et al. 

(2009) [11], the adsorption capacity of 3.54 mg/g was shown under optimum conditions 

by using U(IV) solution in the adsorption of uranium on Hematite. In a different study, 

uranium adsorption was carried out on nano-MgO particles obtained by Kaynar et al. 

(2018b) ignition method. In the study, it was observed that the adhesion had multilayer 

adsorption and a sorption capacity of 128.4 mg/g [12]. 

The production of dangerous rays like alpha, beta, and gamma from the breakdown of 

atomic nuclei in radioactive materials like thorium and uranium can seriously affect both 

living things and the environment. Radioactive contamination has the potential to harm 

genetic material, impair immunological function, hasten the progression of cancer, and 

possibly result in fatalities [13].  

The RSM (Response Surface Methodology) is a technique that utilizes statistical and 

mathematical modeling to evaluate the correlation between diverse observations obtained 

from different factors. Through the optimization of independent and dependent variables, 

RSM analyzes the theoretical and experimental data to investigate this correlation [14]. 

This methodology is extensively employed across various fields for enhancing and 

optimizing the process and obtaining a better understanding of how different variables 

impact the system under study [15,16].  

This study focused on enhancing the adsorption capacity of the abundant and cost-

effective alkali basaltic Kula volcanite by modifying it with an organic cation, HDTMA, 

for the removal of U(VI) from aqueous solutions. The effectiveness of the HDTMA-

modified volcanite was evaluated and RSM for the adsorption of U(VI) from aqueous 

solutions. The goal was to investigate the feasibility of using organic-loaded volcanites 

in the removal and separation of U(VI) from aqueous solutions. Overall, this research 

aimed to develop a practical and cost-effective method for U(VI) removal and separation 

from aqueous solutions using modified volcanites. 

2. Material and Method 

The alkali basalt structure of the Kula volcanite used as an adsorbent in this study was 

derived from the volcanic zone surrounding Demirköprü Dam (Manisa). The study's 

chemical reagents were all analytical quality. The structure-modified quaternary 

ammonium (alkyl aryl ammonium) compound containing cationic surfactants utilized 

was straight chain hexadecyltrimethylammo-nium (HDTMA)-bromide (C19H42NBr, 

MA: 364.46 g, Sigma-Aldrich, purity: 99%). A thermostatic water bath shaker with the 
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model number GFL-1083 was used to conduct the batch method adsorption 

investigations.  

 

Figure 1. HDTMA molecule (a) and surface binding types (b) 

 

2.1. Preparation of organo-volcanics 

 

The volcanics were collected from three different locations around the Demirköprü dam 

extinct volcano region and washed thoroughly with pure water before undergoing organic 

cation modification. Subsequently, they were dried at 110 °C for 24 hours and crushed 

using jaw crushers. The volcanics were then treated with HDTMA salt solutions of 5, 10, 

15, and 20 mM concentrations as organic matter and dried to prepare the modified organo-

volcanites. The optimal concentration of 5 mM was chosen. The molecular structure and 

surface binding types of the organic cation HDTMA are depicted in Figure 1. The 

modified organo-volcanites were characterized using XRF, SEM, and BET surface area 

analysis. 

 

2.2. Adsorption studies of uranium(VI) 

  

For the uranium uptake studies from aqueous solutions, dilutions were made from a stock 

solution of 1000 ppm UO2(CH3COO)2.2H2O. The modified Kula volcanic materials with 

HDTMA (5 mM) were used for the batch experiments. In each experiment, 0.375 g of 

modified volcanic material was mixed with 20 mL of uranium solution in a 50 mL tube. 

After centrifugation at 4500 rpm for 10 minutes, the supernatant was analyzed using ICP-

OES (Perkin-Elmer Optima 2000 DV model Inductively Coupled Plasma-Optic Emission 

Spectrometry) to determine the remaining uranium concentration in the solution after 

adsorption. 

 

 

2.3. Mathematical modeling of the experimental system 
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Response Surface Methodology  

RSM is an analytical technique that employs statistical and mathematical models to 

investigate the relationship between multiple observations obtained under varying 

conditions [14]. By optimizing the values of independent and dependent variables, RSM 

allows for the comparison of theoretical and experimental data. Its application is 

widespread, as it enables the optimization and enhancement of processes, as well as the 

examination of the interrelationships between different variables that impact the system 

being studied [16]. 

 

Experimental design 

The impact of each factor can be represented by a mathematical model derived from the 

scanning design and optimization. In addition to the experimental results, predicted 

outcomes can also be obtained. The statistical experimental design data is analyzed using 

multiple linear regression analysis, and response variables are described by polynomial 

functions. Subsequently, it is verified if the expected outcomes can be achieved 

experimentally. 

 
 

𝑦 = 𝑏𝑜 +∑ 𝑏𝑖𝑥𝑖 +∑ 𝑏𝑖𝑖𝑥𝑖
2∑ 𝑏𝑖𝑗

𝑘

𝑖<𝑗
𝑥𝑖

𝑘

1
𝑥𝑗

𝑘

1
+ 𝜀 (1) 

 

In this study, the relationship between the response variable (y) and the independent 

variables (x1, x2, ..., xk) was expressed using a polynomial function that includes 

coefficients (b1, b2, ..., bk) determined by regression analysis. The interaction between 

factors was taken into account by including terms (bijxixj), and the curvature of the model 

was defined by including quadratic terms (biixi2). The error term (ε) was also included 

in the model. The optimal values of the independent variables were determined using the 

Minitab program. 

 

Table 1. Independence Factors and their Coded Levels Used for Optimization. 
 

Parameters Code -2 -1 0 1 2 

pH X1 3 4 5 6 8 

Concentration X2 20 40 50 60 80 

Temperature (C) X3 20 30 40 50 60 

Time (t) X4 30 60 90 120 150 

 

3. Results 

 

3.1. Characterization of adsorbents 

The original basaltic volcanic sample analyzed in this study was found to have a chemical 

composition consisting of various elements, including SiO2, Al2O3, Fe2O3, MnO, MgO, 

CaO, Na2O, K2O, TiO2, P2O5, and other trace elements. The percentages of each element 

were measured, with SiO2 being the most abundant at 48.4%, followed by Al2O3 at 

17.66%, and Fe2O3 at 8.648%. Other elements found in smaller quantities included MnO 

at 0.085%, MgO at 8.538%, CaO at 6.234%, Na2O at 3.989%, K2O at 2.881%, TiO2 at 
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1.85%, P2O5 at 0.625%, and other trace elements at 1.09% [17]. The analysis of the 

chemical composition provided important information about the properties of the original 

basaltic volcanic sample and informed the subsequent modification and use of the 

material in the study. 

 

The SEM images of the volcanic adsorbent modified with organic cation were obtained 

using the QUANTA 400 F Field Emission-SEM and are presented in Figure 2. The EDS 

was also utilized to examine the elements in the pore structure and their percent 

distributions. The images are magnified x3000 times, and the crystalline dimensions 

appear to be in the micro-meter scale. The images indicate that the organic cation-

modified surface completely covers the volcanic surface. Compared to normal volcanite, 

an increase in carbon percentage of 6.32% was observed in HDTMA-volcanite. The 

surface area changes of the raw and HDTMA modified volcanic samples were 

determined, and the results are presented in Table 2. The HDTMA modification increased 

the surface area of Kula volcanite to 3,689 (m2/g). 

 

Table 2. Surface area changes of unmodified and HDTMA modified -volcanite 

samples. 

 

 Unmodified 

volcanite 

HDTMA-

volcanite 

Surface area (m2/g) 1,265 3,152 

 

3.2. Experimental design results 

The study aimed to optimize the amount of uranium (VI) adsorbed (mg/g) by using RSM 

and optimizing certain parameters including pH, temperature, initial U(VI) concentration 

(mg/L), and time. The optimal conditions were determined through RSM, and subsequent 

experiments were conducted to assess the effect of these parameters using the central 

composite design (CCD) method, a type of RSM method. A total of 31 experiments were 

conducted, with seven at the center point. The results obtained from the designed 

experimental conditions are presented in Table 3. 

 

 
Figure 2. SEM image (x40000) and EDS distribution of raw and HDTMA-volcanics 
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Table 3. Central composite design model for U(VI) adsorption by HDTMA-

Volcanics 
 

Run 

Order 
x

1
 x

2
 x

3
 x

4
 pH Const Temp Time 

Response (mg/g) 

Predicted 

value 

(mg/g) 

Observed 

value (mg/g) 

1 1 1 1 1 6 60 50 120 3,20 3,15 

2 1 1 1 -1 6 60 50 60 3,25 3,15 

3 1 1 -1 1 6 60 30 120 3,04 3,04 

4 1 1 -1 -1 6 60 30 60 3,07 3,02 

5 1 -1 1 1 6 40 50 120 1,99 2,07 

6 1 -1 1 -1 6 40 50 60 2,01 2,11 

7 1 -1 -1 1 6 40 30 120 1,92 2,07 

8 1 -1 -1 -1 6 40 30 60 1,92 2,06 

9 -1 1 1 1 4 60 50 120 3,22 3,11 

10 -1 1 1 -1 4 60 50 60 3,20 3,15 

11 -1 1 -1 1 4 60 30 120 3,15 3,15 

12 -1 1 -1 -1 4 60 30 60 3,12 3,08 

13 -1 -1 1 1 4 40 50 120 1,97 2,12 

14 -1 -1 1 -1 4 40 50 60 1,92 1,97 

15 -1 -1 -1 1 4 40 30 120 1,99 2,13 

16 -1 -1 -1 -1 4 40 30 60 1,93 2,07 

17 2 0 0 0 8 50 40 90 2,53 2,47 

18 -2 0 0 0 3 50 40 90 2,56 2,49 

19 0 2 0 0 5 80 40 90 3,84 4,11 

20 0 -2 0 0 5 20 40 90 1,44 1,04 

21 0 0 2 0 5 50 60 90 2,60 2,64 

22 0 0 -2 0 5 50 20 90 2,45 2,28 

23 0 0 0 2 5 50 40 150 2,52 2,42 

24 0 0 0 -2 5 50 40 30 2,51 2,49 

25 0 0 0 0 5 50 40 90 2,63 2,68 

26 0 0 0 0 5 50 40 90 2,63 2,53 

27 0 0 0 0 5 50 40 90 2,63 2,66 

28 0 0 0 0 5 50 40 90 2,63 2,68 

29 0 0 0 0 5 50 40 90 2,63 2,52 

30 0 0 0 0 5 50 40 90 2,63 2,61 

31 0 0 0 0 5 50 40 90 2,63 2,41 

 

The quadratic equation that predicts the amount of uranium adsorbed (mg/g) was 

derived from the evaluation of the obtained results. 

Q (mg/g) = 2,629 – 0,007X1 + 0,6X2 +0,039X3 + 0,003X4 - 0,021X1X1 + 0,003X2X2 

– 0,026X3X3 – 0,028X4X4 – 0,01 X1X2 + 0,024 X1X3 – 0,016 X1X4 + 0,022 X2X3 – 

0,009 X2X4 – 0,005 X3X4 

Table 5 shows the second-order analysis of variance (ANOVA) of the response surface, 

which is used to test the statistical significance of the equation using the F-test. The 

obtained F-value of 23.04 indicates that the experimental results obtained by varying 

the factor levels are highly significant at a 95% confidence level. The model is 

considered compatible since the probability (P) value is less than 0.0001. The close 

proximity of R2 and R2 Adj (0.98-0.95) values for the quadratic model obtained for 
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adsorbed uranium amount (mg/g) indicates that the predicted values by the model and 

the experimental values are in excellent agreement. The significance of the coefficients 

in front of the model variables was assessed using p-values in Table 4, where p-values 

less than 0.05 indicate that the first-order effect of increasing uranium initial 

concentration is significant in predicting the amount of adsorbed uranium (mg/g) using 

the model. 

 

Table 4. Estimated regression coefficient and corresponding tand P values. 
 

Regression Coefficients Standart 

error 

T P 

Intercept 2,629 0,062 42,217 7,74E-18 

x1 -0,007 0,034 -0,200 0,8438 

x2 0,600 0,034 17,851 5,48E-12 

x3 0,039 0,034 1,150 0,2670 

x4 0,003 0,034 0,102 0,9197 

x1^2 -0,021 0,031 -0,677 0,5079 

X2^2 0,003 0,031 0,104 0,9185 

X3^2 -0,026 0,031 -0,837 0,4149 

X4^2 -0,028 0,031 -0,899 0,3818 

X1X2 -0,010 0,041 -0,231 0,8202 

X1X3 0,024 0,041 0,572 0,5751 

X1X4 -0,016 0,041 -0,392 0,7005 

x2x3 0,022 0,041 0,522 0,6086 

x2x4 -0,009 0,041 -0,213 0,8341 

x3x4 -0,005 0,041 -0,117 0,9085 

 
Table 5. Analysis of variance (ANOVA) for the regression model for U(VI) adsorption efficiency. 

 

 
 
 
 
 
 
 
 
 

Three-dimensional surface graphs of the parameters affecting the U(VI) adsorption are 

given in Figure 3. In the adsorption of U(VI) on HDTMA-volcanic, according to the 

three-dimensional surface graphics; In Figure 4a, changes depending on the time and 

concentration, which are the adsorption parameters at constant pH (5.5) and 

temperature (40 oC), are seen. When the effect of concentration was examined as a 

parameter, it was observed that the best adsorption occurred at 80 mg/L and the amount 

of adsorbed U(VI) increased proportionally as the concentration increased. According 

to the graph, the maximum amount adsorbed reached 3.9 mg/g. When pH and initial 

U(VI) concentration (mg/L) were evaluated together, an increase in the amount of 

adsorption was observed for both parameters. At a concentration of 80 mg/L U(VI) at 

pH 5.5, it reached 4.13 mg/g adsorption values (time 90 min.; temperature 40 oC). When 

the changes in pH and time at constant temperature (40 oC) and concentration (50 mg/L) 

were examined, it was determined that the adsorption amount reached 2.55 mg/g in pH 

ANOVA Df        SS MS F Probability F 

Regression 14 8,76 0,63 23,04 5,77E-08 

Residuals 16 0,43 0,03 
  

Total 30 9,19 
   

R
2

 : 0.98,     R
2

adj
 : 0.95 
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5.5 and 120 minutes. In adsorption, temperature and pH were found to have positive 

effects on adsorption and it is shown in Figure 3 (d). When the time and temperature 

were evaluated together, the amount of adsorption increased with the increase in time 

and a decrease was observed after a certain value (Figure 3 e). With the increase of the 

adsorption time, it reached the maximum adsorption values of 2.52 mg/g at 120 min 

and pH 5.5. When the concentration and temperature are evaluated together in a 

constant time (90 min) and pH environment, both have a positive effect on the increase, 

and the maximum U(VI) adsorption was observed as 4.16 mg/g at 58oC (Figure.3-f). 

 

 
 

Figure 3. (a-f) Response surface graphs for interactions of investigated parameters of 

U(VI) adsorption onto HDTMA- volcanics  

 

Optimum conditions for maximum adsorption were determined by conducting 

comparison experiments with the model. The optimal values were found to be pH 5.75, 

initial uranium concentration of 80 mg/L, temperature of 59.8 °C, and a duration of 40 

minutes. The model predicted that the amount of adsorbed uranium at these optimum 

points would be 3,918 mg/g. In the experiments performed under these optimum 

conditions, the adsorption of U(VI) on HDTMA-volcanite was found to be 4.41 mg/g. 
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When the literature is examined, it is seen that HDTMA-Volcanite is a good adsorbent 

for U(VI) (Table 6). 

 
Table 6. U(VI) uptake capacities of different adsorbents 

 
Adsorbents q(mg/g) pH References 

Hematite 1.63 7 [18] 

Talc 2.19 5 [19] 

DEEA organo-volcanics 2.2 5 [20] 

HDTMA-modified volcanite 4,41 5,75 This study 

 

 
 

Figure 4. Langmuir and Freundlich adsorption isotherm for U(VI) 
 
 

Based on the experimental data obtained from uranium adsorbed from aqueous 

solutions using organic cationic volcanic adsorbent, it was found that the adsorption 

isotherms followed Langmuir type adsorption (R2 = 0.9814) (Figure. 4). Furthermore, 

when the thermodynamic parameters were analyzed, it was determined that the 

adsorption enthalpy (ΔH) was 3.5 kJ/mol, the free energy change (ΔG) was -18.07 

kJ/mol, and the entropy change (ΔS) was 0.07 kJ/Kmol for the adsorption of uranium 

on HDTMA-volcanite. The positive value of ΔH indicates that the adsorption is 

endothermic. The observation that the free energy exchange ΔG has smaller values with 

increasing temperature under optimal conditions suggests that the adsorption process 

is spontaneous at high temperatures. Based on this information, it can be concluded that 

the uranium adsorption onto HDTMA-volcanite is a physical adsorption process. These 

findings have important implications for the use of HDTMA-volcanite in the removal 

and separation of U(VI) from aqueous solutions. 

 

4. Results and discussion 

 

The elimination of radionuclide pollution resulting from the nuclear industry is not only 

vital but also challenging and expensive. Advanced facilities and technologically 

applicable, economical methods are required for the removal, purification, and 

separation of radioactive elements from the environment, especially from uranium and 

thorium mining. In this study, it was found that a natural adsorbent called Kula 

volcanite, modified with an organic cation, can be a useful U(VI) remover. This 
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adsorbent is locally sourced, readily available in large quantities, and can be modified 

with ecologically harmless organic cations to increase its adsorption capacity. Thus, it 

offers many advantages as a viable method for the removal of radionuclides that are 

costly to eliminate as waste. The development of Kula volcanite's features for the 

removal of hazardous metal ion wastes from the environment is significant for both the 

country's economy and the elimination of potential dangers and problems resulting 

from such wastes in the environment. 
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Abstract: In this paper, differential-differential difference equations with variable coefficients 

have been solved using the Fourier Transform Method (FTM). In addition, new definitions 

and theorems are introduced. Besides, the efficiency of the proposed method is verified by 

solving five important examples. Furthermore, we have noted that the Fourier transform 

method is a powerful technique for solving ordinary differential difference equations 

(ODDEs) with variable coefficients. It involves transforming the ODDEs into the frequency 

domain using the Fourier transform, solving the transformed equation, and then applying the 

inverse Fourier transform to obtain the solution in the time domain. 

Key words: Linear differential equation, Variable coefficients, Fourier transform, Dirac delta 

function 

1. Introduction 

Differential equations are a fundamental concept in mathematics that describes how a 

function changes over time or in relation to other variables. They are widely used in 

various scientific fields, such as physics, engineering, economics, and biology, to model 

and understand natural phenomena, processes, and many other phenomena [7,9]. By 

studying the behavior and solutions of differential equations, we can gain insights into 

the underlying dynamics of these systems and make predictions about their future 

behavior. Differential difference equations combine both differential equations and 

difference equations, and they involve both continuous and discrete time variables. 

Solving such equations can be challenging, and various methods have been developed 

to address them. Here are some commonly used approaches: Laplace Transform, Elzaki 

transform [1], Taylor polynomial method [6], Mahgoub transform [2], differential 

transform method [8], and Generalized differential transform method [10]. 

In this article, we will solve ordinary differential- differential difference equations with 

variable coefficients given by the following formula : 

∑ ∑ 𝐶𝑖𝑘(𝑥)𝑦(𝑖)(𝑥 − 𝜇𝑖𝑘)

𝑚

𝑘=0

= 𝑞(𝑥)

𝑛

𝑖=0

, 𝜇𝑖𝑘 ≥ 0 

The organization of the article is as follows: In the second section, new concepts and 

theories related to the proposed method were given. In the third section, five examples 

https://dergipark.org.tr/sdufeffd
https://orcid.org/0000-0000-0000-0000
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of differential equations and differential difference equations were solved, and finally 

the conclusion in the fourth section 

2. Definitions and Theorems of Fourier Transform 

Definition 2.1. [3] The Fourier transform of 𝑓(𝑡) is given by 

ℱ[𝑓(𝑡)] = 𝐹(𝑤) = ∫ 𝑓(𝑡). 𝑒−𝑖𝑤𝑡𝑑𝑡
∞

−∞

 (1) 

Definition 2.2. [3] The inverse Fourier transform of 𝐹(𝑤) is given by 

𝑓(𝑡) = ℱ−1[𝐹(𝑤)] =
1

2𝜋
∫ 𝐹(𝑤) 𝑒𝑖𝑤𝑡𝑑𝑤

∞

−∞

 (2) 

Theorem2.1. If 𝑎, 𝑏 ∈ 𝑅. Then  

ℱ[𝑎𝑓1(𝑡) + 𝑏𝑓2(𝑡)] = 𝑎ℱ[𝑓1(𝑡)] + 𝑏ℱ[𝑓2(𝑡)] 

That means: The Fourier Transform is a linear combination.  

Theorem2.2. [4] Let 𝑓(𝑡) be continuous or partly continuous in (−∞, ∞) and 

𝑓(𝑡), 𝑓′(𝑡), 𝑓′′(𝑡), … , 𝑓(𝑛−1)(𝑡) → 0 for |𝑡| → ∞.  

Also, If 𝑓(𝑡), 𝑓′(𝑡), 𝑓′′(𝑡), … , 𝑓(𝑛−1)(𝑡) are absolutely integrable in (−∞, ∞), then 

ℱ[𝑓(𝑛)(𝑡)] = (𝑖𝑤)𝑛ℱ[𝑓(𝑡)] (3) 

Definition 2.3. [5] The Dirac delta distribution is limit for 𝜀 → 0 function defined by 

𝛿𝜀(𝑡) = {
 
1

𝜀
, 0 < 𝑡 < 𝜀

0,                 𝑡 < 0
   0,                  𝑡 > 𝜀  

 

That is 𝛿(𝑡) = lim
𝜀 →0

𝛿𝜀(𝑡). 

And it’s properties are given by 

i. ∫ 𝛿(𝑡)𝑑𝑡 = 1
∞

−∞
 

ii. ∫ 𝑓(𝑡)𝛿(𝑡 − 𝑡0)𝑑𝑡 = 𝑓(𝑡0)
∞

−∞
 

iii. ∫ 𝑓(𝑡)𝛿(𝑛)(𝑡 − 𝑡0)𝑑𝑡 = (−1)𝑛𝑓(𝑛)(𝑡0)
∞

−∞
 

iv. 𝛿(𝑛)(𝑤 − 𝑤0) = 𝑛! (−1)𝑛  𝛿(𝑤−𝑤0)

(𝑤−𝑤0)𝑛  

v. ∫
𝛿(𝑤−𝑤0)𝑓(𝑤)

(𝑤−𝑤0)𝑛 𝑑𝑤 =
1

𝑛!

∞

−∞

𝑑𝑛𝑓(𝑤)

𝑑𝑤𝑛 |(𝑤=𝑤0), 

where 𝛿(𝑤 − 𝑤0) is given by 

𝛿(𝑤 − 𝑤0) = {
0,      𝑤 ≠ 𝑤0

∞,    𝑤 = 𝑤0
 (4) 
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Definition 2.4. [4] The Heaviside function is defined by 

𝐻(𝑡) = {
1,    𝑡 > 0
0,    𝑡 < 0

 (5) 

Lemma 2.1. 𝐻′(𝑡) = 𝛿(𝑡) 

Theorem 2.3.  The Fourier transform of 𝛿(𝑡) is 1. That means ℱ[𝛿(𝑡)] = 1  

Theorem 2.4.[3,4] The Fourier transforms for some functions are following 

I. ℱ[1] = 2𝜋𝛿(𝑤) 

II. ℱ[𝑡𝑛] = 2𝜋𝑖𝑛𝛿(𝑛)(𝑤) 

III. ℱ[𝑡𝑛𝑓(𝑡)] = 𝑖𝑛 𝑑𝑛ℱ[𝑓(𝑡)]

𝑑𝑤𝑛  

IV. ℱ[𝑒𝑖𝑤0𝑡] = 2𝜋𝛿(𝑤 − 𝑤0). 

V. If ℱ[𝑓(𝑡)] = 𝐹(𝑤), then ℱ[𝑒𝑖𝑤0𝑡𝑓(𝑡)] = 𝐹(𝑤 − 𝑤0) 

VI. ℱ[𝑒𝑎𝑡] = 2𝜋𝛿(𝑤 + 𝑖𝑎) 

VII. If ℱ[𝑓(𝑡)] = 𝐹(𝑤), then ℱ[𝑒𝑎𝑡𝑓(𝑡)] = 𝐹(𝑤 + 𝑖𝑎) 

VIII. If ℱ[𝑓(𝑡)] = 𝐹(𝑤), then ℱ[𝑓(𝑡 − 𝑡0)] = 𝑒−𝑖𝑤𝑡0𝐹(𝑤) 

Theorem 2.5.  If Fourier transform of  𝑓(𝑡) is 𝐹(𝑤) then 

a. ∫ 𝑓(𝑢)𝑑𝑢
𝑡

−∞
= −𝑖ℱ−1 [

𝐹(𝑤)

𝑤
]  

b. ∫ 𝐹(𝑢)𝑑𝑢
𝑢

−∞
= 𝑖ℱ [

𝑓(𝑡)

𝑡
]  

To prove a. we use the definition of the inverse Fourier transform  

𝑓(𝑡) =
1

2𝜋
∫ 𝐹(𝑤)𝑒𝑖𝑤𝑡𝑑𝑤

∞

−∞

 

By taking integral on both sides from −∞ to 𝑡, we have 

∫ 𝑓(𝑢) 𝑑𝑢
𝑡

−∞

=
1

2𝜋
∫ 𝐹(𝑤)

𝑒𝑖𝑤𝑡

𝑖𝑤
𝑑𝑤

∞

−∞

= −𝑖ℱ−1 [
𝐹(𝑤)

𝑤
] 

To prove b. we use the definition of the Fourier transform  

𝐹(𝑤) = ∫ 𝑓(𝑡)𝑒−𝑖𝑤𝑡𝑑𝑡
∞

−∞

 

By taking integral on both sides from −∞ to 𝑤, we obtain 

∫ 𝐹(𝑠)

𝑤

−∞

𝑑𝑠 = ∫ 𝑓(𝑡) ( ∫ 𝑒−𝑖𝑢𝑡 𝑑𝑢

𝑤

−∞

) 𝑑𝑡
∞

−∞

= 𝑖 ∫
𝑓(𝑡)

𝑡
. 𝑒−𝑖𝑤𝑡𝑑𝑡

∞

−∞

= 𝑖ℱ [
𝑓(𝑡)

𝑡
] 

Theorem2.6. Let 𝑤 > 0, then  

a. ℱ [
1

𝑡
] = −2𝜋𝑖𝐻(𝑤) 
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b. ℱ [
1

𝑡2] = −2𝜋𝑤 

c. ℱ [
1

𝑡3] = 𝜋𝑖𝑤2 

d. ℱ [
1

𝑡4] = 𝜋
𝑤3

3
 

e. ℱ [
1

𝑡5
] = −𝜋𝑖

𝑤4

12
 

f. ℱ[𝑙𝑛𝑡] = −2𝜋
𝐻(𝑤)

𝑤
 

Proof a: ℱ [
1

𝑡
] =

1

𝑖
∫ ℱ(1)𝑑𝑢

𝑤

−∞
= −𝑖 ∫ 2𝜋𝛿(𝑢)𝑑𝑢

𝑤

−∞
= −2𝜋𝑖𝐻(𝑤) 

Proof b: ℱ [
1

𝑡2] = −𝑖 ∫ ℱ (
1

𝑡
) 𝑑𝑢

𝑤

−∞
= −𝑖 ∫ −2𝜋𝑖𝐻(𝑢)𝑑𝑢

𝑤

−∞
    = −2𝜋𝑤 

Proof c: ℱ [
1

𝑡3] = −𝑖 ∫ ℱ (
1

𝑡2) 𝑑𝑢
𝑤

−∞
= −𝑖 ∫ −2𝜋𝑢𝑑𝑢

𝑤

−∞
= 𝜋𝑖𝑤2 

Proof f: We know that ℱ[𝑓′(𝑡)] = 𝑖𝑤ℱ[𝑓(𝑡)], and (𝑙𝑛𝑡)′ =
1

𝑡
 

We have  ℱ [
1

𝑡
] = 𝑖𝑤ℱ[𝑙𝑛𝑡] 

Then we have ℱ[𝑙𝑛𝑡] =
1

𝑖𝑤
ℱ [

1

𝑡
] =

−2𝜋𝐻(𝑤)

𝑤
 

Moreover this theorem can be seen with other way.  

By using Theorems 2.5. a, 2.6. a, we have  

ℱ−1[𝐻(𝑤)] =
1

−2𝜋𝑖𝑡
 

ℱ−1 [
𝐻(𝑤)

𝑤
] =

𝑖

−2𝜋𝑖
∫

1

𝑢
𝑑𝑢

𝑡

−∞

=
𝑙𝑛𝑡

−2𝜋
 

Thus  

ℱ[𝑙𝑛𝑡] = −2𝜋
𝐻(𝑤)

𝑤
 

 Theorem2.7. ℱ−1 [
𝐻(𝑤)

𝑤2 ] =
1

2𝜋𝑖
(𝑡𝑙𝑛𝑡 − 𝑡) 

Proof: ℱ−1 [
𝐻(𝑤)

𝑤2 ] =
1

−𝑖
∫ ℱ [

𝐻(𝑤)

𝑤
] 𝑑𝑢

𝑡

−∞
=

1

−𝑖
∫

𝑙𝑛𝑢

−2𝜋
𝑑𝑢

𝑡

−∞
=

1

2𝜋𝑖
(𝑡𝑙𝑛𝑡 − 𝑡) 

3. Examples of Applying The Fourier Transform on Differential Equations: 

In this section five examples are given and exact solution is found using FTM. 

Example 3.1: Let's consider the following ordinary differential difference equation 

𝑦′(𝑥) + 𝑦(𝑥 − 1) = 𝑥2 + 1.  (6) 
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Solution. By taking Fourier transform to Eq (6), we get 

ℱ(𝑦′(𝑥) + 𝑦(𝑥 − 1)) = ℱ(𝑥2 + 1) 

(𝑖𝑤 + 𝑒−𝑖𝑤)𝑌 = 2𝜋𝑖2𝛿′′(𝑤) + 2𝜋𝛿(𝑤) 

𝑌 =
−2𝜋𝛿′′(𝑤) + 2𝜋𝛿(𝑤)

𝑖𝑤 + 𝑒−𝑖𝑤
. 

By taking the inverse Fourier Transform of the above equation, we obtain the solution 

𝑦(𝑥). 

𝑦 = ℱ−1 (
−2𝜋𝛿′′(𝑤) + 2𝜋𝛿(𝑤)

𝑖𝑤 + 𝑒−𝑖𝑤
) 

                                        = ∫
−𝛿′′(𝑤)

𝑖𝑤 + 𝑒−𝑖𝑤
𝑒𝑖𝑤𝑥

∞

−∞

𝑑𝑤 + ∫
𝛿(𝑤)

𝑖𝑤 + 𝑒−𝑖𝑤
𝑒𝑖𝑤𝑥

∞

−∞

𝑑𝑤 

               = −2 ∫
𝛿(𝑤)

𝑤2(𝑖𝑤 + 𝑒−𝑖𝑤)
𝑒𝑖𝑤𝑥

∞

−∞

𝑑𝑤 + 1 

                     = −2 
1

2!

𝑑2

𝑑𝑤2
(

𝑒𝑖𝑤𝑥

𝑖𝑤 + 𝑒−𝑖𝑤
) |𝑤=0 + 1 = 𝑥2. 

Example 3.2:   Let find a special solution of the following ordinary differential equation 

with variable coefficients 

𝑥𝑦′′ − (2𝑥 + 1)𝑦′ + (𝑥 + 1)𝑦 = 𝑥2𝑒𝑥.  (7) 

Solution. By taking Fourier transform to Eq (7), we get 

ℱ(𝑥𝑦′′ − (2𝑥 + 1)𝑦′ + (𝑥 + 1)𝑦) = ℱ(𝑥2𝑒𝑥). 

Therefore 

ℱ(𝑥𝑦′′) − 2ℱ(𝑥𝑦′) − ℱ(𝑦′) + ℱ(𝑥𝑦) + ℱ(𝑦) = ℱ(𝑥2𝑒𝑥). 

𝑖
𝑑

𝑑𝑤
(−𝑤2𝑌) − 2𝑖

𝑑

𝑑𝑤
(𝑖𝑤𝑌) − 𝑖𝑤𝑌 + 𝑖

𝑑𝑌

𝑑𝑤
+ 𝑌 = −2𝜋𝛿′′(𝑤 + 𝑖) 

−2𝑖𝑤𝑌 − 𝑖𝑤2𝑌′ + 2𝑌 + 2𝑤𝑌′ − 𝑖𝑤𝑌 + 𝑖𝑌′ + 𝑌 = −2𝜋𝛿′′(𝑤 + 𝑖) 

(−𝑖𝑤2 + 2𝑤 + 𝑖)𝑌′ + (3 − 3𝑖𝑤)𝑌 = −2𝜋𝛿′′(𝑤 + 𝑖) 

𝑌′ +
3(1 − 𝑖𝑤)

−𝑖(𝑤 + 𝑖)2
𝑌 =

2𝜋𝛿′′(𝑤 + 𝑖)

𝑖(𝑤 + 𝑖)2
. 

The previous equation is a linear differential equation of first order. 
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𝜆 = 𝑒
∫

3(1−𝑖𝑤)

−𝑖(𝑤+𝑖)2𝑑𝑤
= 𝑒∫

3

𝑤+𝑖
𝑑𝑤 = (𝑤 + 𝑖)3 

((𝑤 + 𝑖)3𝑌)′ =
2𝜋

𝑖
(𝑤 + 𝑖)𝛿′′(𝑤 + 𝑖) 

((𝑤 + 𝑖)3𝑌)′ =
4𝜋

𝑖
(𝑤 + 𝑖)

𝛿(𝑤 + 𝑖)

(𝑤 + 𝑖)2
= −4𝜋𝑖

𝛿(𝑤 + 𝑖)

(𝑤 + 𝑖)
= 4𝜋𝑖𝛿′(𝑤 + 𝑖). 

Therefore  

((𝑤 + 𝑖)3𝑌)′ = 4𝜋𝑖𝛿′(𝑤 + 𝑖). 

By taking integral to the above equation, we have  

(𝑤 + 𝑖)3𝑌 = 4𝜋𝑖𝛿(𝑤 + 𝑖) 

𝑌 =
4𝜋𝑖𝛿(𝑤 + 𝑖)

(𝑤 + 𝑖)3
. 

By taking the inverse Fourier Transform of the above equation, we obtain the solution 

𝑦(𝑥). 

𝑦 = ℱ−1(𝑌) = ℱ−1 (
−4𝜋𝑖𝛿(𝑤 + 𝑖)

(𝑤 + 𝑖)3
) = 2𝑖 ∫

𝛿(𝑤 + 𝑖)

(𝑤 + 𝑖)3

∞

−∞

𝑒𝑖𝑤𝑥𝑑𝑤 = 2𝑖
(𝑖𝑥)3

6
𝑒𝑥

=
𝑥3

3
𝑒𝑥. 

Example 3.3: Let's consider the following ordinary differential equation 

𝑦′′ − 2𝑦′ + 𝑦 =
𝑒𝑥

𝑥5
 . (7) 

Solution. By taking Fourier transform to Eq (7), we get 

ℱ(𝑦′′ − 2𝑦′ + 𝑦) = ℱ (
𝑒𝑥

𝑥5
). 

Therefore 

ℱ(𝑦′′) − 2ℱ(𝑦′) + ℱ(𝑦) = ℱ (
𝑒𝑥

𝑥5
) 

(−𝑤2 − 2𝑖𝑤 + 1)𝑌 = −𝜋𝑖
(𝑤 + 𝑖)4

12
 

𝑌 =  𝜋𝑖
(𝑤 + 𝑖)2

12
. 

By taking the inverse Fourier Transform of the above equation, we obtain the solution 

𝑦(𝑥). 
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𝑦 = ℱ−1(𝑌) = ℱ−1 (𝜋𝑖
(𝑤+𝑖)2

12
) =

𝑖

2
∫

(𝑤+𝑖)2

12
𝑒𝑖𝑤𝑥𝑑𝑤

∞

−∞
=

2𝜋𝑖

2

1

𝜋𝑖

1

12

𝑒𝑥

𝑥3 =
𝑒𝑥

12𝑥3.    

Example 3.4: Let find a special solution of the following ordinary differential 

equation with variable coefficients 

(1 − 𝑥)𝑦′′ + 𝑥𝑦′ − 𝑦 = 2(𝑥 − 1)2𝑒−𝑥.  (8) 

Solution. By taking Fourier transform to Eq (8), we get 

ℱ(𝑦′′ − 𝑥𝑦′′ + 𝑥𝑦′ − 𝑦) = 2ℱ((𝑥 − 1)2𝑒−𝑥) 

(𝑖𝑤)2𝑌 − 𝑖(−𝑤2𝑌)′ + 𝑖(𝑖𝑤𝑌)′ − 𝑌 = −4𝜋𝑒−𝑖(𝑤−𝑖)𝛿′′(𝑤 − 𝑖) 

−𝑤2𝑌 + 𝑖𝑤2𝑌′ + 2𝑖𝑤𝑌 − 𝑌 − 𝑤𝑌′ − 𝑌 = −4𝜋𝑒−𝑖(𝑤−𝑖)𝛿′′(𝑤 − 𝑖) 

(𝑖𝑤2 − 𝑤)𝑌′ + (−𝑤2 + 2𝑖𝑤 − 2)𝑌 = −4𝜋𝑒−𝑖(𝑤−𝑖)𝛿′′(𝑤 − 𝑖) 

𝑌′ +
−𝑤2 + 2𝑖𝑤 − 2

𝑖𝑤2 − 𝑤
𝑌 =

−4𝜋𝑒−𝑖(𝑤−𝑖)𝛿′′(𝑤 − 𝑖)

𝑖𝑤2 − 𝑤
 

𝜆 = 𝑒∫
−𝑤2+2𝑖𝑤−2

𝑖𝑤2−𝑤
𝑑𝑤

= 𝑒∫(𝑖+
2

𝑤
+

1

𝑤+𝑖
)𝑑𝑤 = 𝑤2(𝑤 + 𝑖)𝑒𝑖𝑤 

(𝑤2(𝑤 + 𝑖)𝑒𝑖𝑤𝑌)
′

=
−4𝜋𝑒−𝑖(𝑤−𝑖)𝛿′′(𝑤 − 𝑖)

𝑖𝑤2 − 𝑤
𝑤2(𝑤 + 𝑖)𝑒𝑖𝑤 = 4𝜋𝑖𝑒−1𝑤𝛿′′(𝑤 − 𝑖) 

𝑤2(𝑤 + 𝑖)𝑒𝑖𝑤𝑌 = 4𝜋𝑖𝑒−1 ∫ 𝑤𝛿′′(𝑤 − 𝑖)𝑑𝑤 = 4𝜋𝑖𝑒−1(𝑤𝛿′(𝑤 − 𝑖) − 𝛿(𝑤 − 𝑖)) 

𝑌 =
4𝜋𝑖𝑒−1(𝑤𝛿′(𝑤 − 𝑖) − 𝛿(𝑤 − 𝑖))

𝑤2(𝑤 + 𝑖)𝑒𝑖𝑤
. 

By taking the inverse Fourier Transform of the above equation, we obtain the solution 

𝑦(𝑥). 

𝑦 = 2𝑖𝑒−1 ∫
(𝑤𝛿′(𝑤 − 𝑖) − 𝛿(𝑤 − 𝑖))

𝑤2(𝑤 + 𝑖)𝑒𝑖𝑤

∞

−∞

𝑒𝑖𝑤𝑥𝑑𝑤 

= 2𝑖𝑒−1 ∫
𝑤𝛿′(𝑤 − 𝑖)

𝑤2(𝑤 + 𝑖)

∞

−∞

𝑒𝑖𝑤(𝑥−1)𝑑𝑤 − 2𝑖𝑒−1 ∫
𝛿(𝑤 − 𝑖)

𝑤2(𝑤 + 𝑖)

∞

−∞

𝑒𝑖𝑤(𝑥−1)𝑑𝑤 

= −2𝑖𝑒−1
𝑑

𝑑𝑤
(

𝑒𝑖𝑤(𝑥−1)

𝑤(𝑤 + 𝑖)
) |𝑤=𝑖 − 2𝑖𝑒−1

𝑒1−𝑥

𝑖22𝑖
 

𝑦 = − (𝑥 +
1

2
) 𝑒−𝑥 + 𝑒−𝑥 = (

1

2
− 𝑥) 𝑒−𝑥. 

Example 3.5: Let's consider the following ordinary differential difference equation  

(1 − 𝑥)𝑦′′ + 𝑥𝑦′ − 𝑦 = 2(𝑥 − 1)2𝑒−𝑥.  (9) 
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Solution. By taking Fourier transform to Eq (9), we get 

ℱ(𝑦′′(𝑥) + 𝑦(𝑥 − 2)) = ℱ(−𝑥2 + 2 ) 

(𝑒−2𝑖𝑤 − 𝑤2)𝑌 = −2𝜋𝑖2𝛿′′(𝑤) + 4𝜋𝛿(𝑤) 

𝑌 =
2𝜋𝛿′′(𝑤) + 4𝜋𝛿(𝑤)

𝑒−2𝑖𝑤 − 𝑤2
. 

By taking the inverse Fourier Transform of the above equation, we obtain the solution 

𝑦(𝑥). 

𝑦 = ℱ−1 (
2𝜋𝛿′′(𝑤) + 4𝜋𝛿(𝑤)

𝑒−2𝑖𝑤 − 𝑤2
) 

                                                    = ∫
𝛿′′(𝑤)

𝑒−2𝑖𝑤 − 𝑤2
𝑒𝑖𝑤𝑥

∞

−∞

𝑑𝑤 + 2 ∫
𝛿(𝑤)

𝑒−2𝑖𝑤 − 𝑤2
𝑒𝑖𝑤𝑥

∞

−∞

𝑑𝑤 

                  = 2 ∫
𝛿(𝑤)

𝑤2(𝑒−2𝑖𝑤 − 𝑤2)
𝑒𝑖𝑤𝑥

∞

−∞

𝑑𝑤 + 2 

                                        = 2 
1

2!

𝑑2

𝑑𝑤2
(

𝑒𝑖𝑤𝑥

𝑒−2𝑖𝑤 − 𝑤2
) |𝑤=0 + 2 = −4𝑥 − 𝑥2. 

4. Conclusion 

In conclusion, delving into the realm of solutions for differential-differential difference 

equations with variable coefficients through the application of the Fourier Transform 

Method unveils a powerful and versatile approach. The Fourier Transform's ability to 

seamlessly navigate between the time and frequency domains provides a unique lens 

through which these complex equations can be unraveled. By transforming the 

differential-differential difference equations into simpler algebraic expressions in the 

frequency domain, we gain valuable insights into the system's behavior and 

characteristics. This method not only simplifies the mathematical complexities but also 

opens doors to a wide array of analytical tools that facilitate the exploration of solutions. 

Moreover, the Fourier Transform method shines particularly bright when faced with 

problems featuring variable coefficients. Its adaptability to changes in coefficients 

allows for dynamic and nuanced analysis of systems that may exhibit variations over 

time. This adaptability is crucial in capturing the intricate dynamics of real-world 

phenomena where coefficients are seldom constant. Also in future studies, we can solve 

partial differential difference equations and integro differential difference equations 

using this method. 
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Abstract: Photo-transferred thermoluminescence (PTTL) is defined as the transfer of electrons 

from deep traps into shallow traps via optical stimulation. The importance of PTTL is that it 

allows for a second measurement of dose assessments for accuracy in cases such as an 

erroneous dose evaluation. In this study, the PTTL signal of TLD-100 was investigated in detail 

for a wide dose range from mGy to Gy. The investigation of PTTL signals in the order of Gy 

is the main innovation of this study. Based on the results of the low dose measurement (mGy), 

the PTTL dose-response curve has a significant sublinear characteristic in the order of mGy for 

the total area condition. Additionally, PTTL signals could not be distinguished from the 

background signal up to 5mGy. Therefore, the PTTL method can be used by taking into account 

the sublinear function obtained after 5mGy for the total area. On the other hand, it can be 

applied to TLD-100 between 0.5mGy and 50mGy using ROI. Based on the high dose 

measurement results (Gy), the PTTL method can be applied up to 10Gy regardless of the total 

area and ROI. Therefore, the dose reassessment can be performed with PTTL signal in high 

dose measurements (Gy) such as in the radiotherapy field. Furthermore, in future studies, 

heating the dosimeters during UV exposure, predose effect, or subjecting the dosimeters to fast 

cooling following the annealing process may provide important outputs to obtaining higher 

PTTL intensity, thus, it may allow measuring lower radiation doses. 

Key words: Photo-transfer, PTTL, TLD-100, LiF:Mg,Ti 

1. Introduction 

The photo-transferred thermoluminescence (PTTL) phenomenon is described as the 

transfer of electrons by light from deep electron traps to shallower electron traps already 

depleted. The glow curve obtained by heating the material to a certain temperature, 

followed by exposure to light of a certain wavelength for a period of time, causes the 

regeneration of the TL glow curve [1-4]. Although the thermoluminescence (TL) 

phenomenon is known to be irreversible, it is possible to reassess doses thanks to the 

PTTL method, since not all traps in the material are emptied [5]. The TL peaks obtained 

depend on the power of the light source, wavelength, and illumination duration [6].  PTTL 

has been seen in both natural and artificial materials, this makes the PTTL a useful tool 

for dosimetry and dating applications [7]. Especially in personal dosimetry, it may be 

necessary to re-evaluate the dose and control the accuracy of the measurement. In this 

case, the use of the PTTL method is of critical importance [8,9]. 

TLD-100 (LiF:Mg,Ti) has important features in radiation dosimetry such as tissue 

equivalent, low energy response, and linear dose-response over a wide dose range [10]. 

https://dergipark.org.tr/sdufeffd
https://orcid.org/0000-0000-0000-0000
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The PTTL behavior of TLD-100 has been investigated by various researchers for a long 

time [5,8,9,11-20]. Initial studies performed with TLD-100 have shown that dose 

reassessment with PTTL is possible for doses higher than 10mGy [11].  Mukherjee and 

Duftschmid [12] showed that doses of up to 2mGy can be recalculated using a 30W UV 

lamp with TLD card dosimeters. Apart from these studies, Delgado et al. [5], by designing 

a simple and effective UV irradiator, it was determined that doses in the range of 0.2mGy 

could be determined by PTTL. It has been reported that the method can be routinely 

applied for re-assessment of the doses. According to the study carried out by 

Budzanowski et al. [9], the PTTL behavior of the TLD-100 was investigated throughout 

the dose range between 5 and 50mGy. The PTTL properties of TLD-100 were also 

investigated by Ben-Shachar [14]. According to this study, the doses can be re-evaluated 

with dosimeters between 5 and 100mGy for TLD-100. In addition, it has been reported 

that the PTTL signal intensity can be increased by heating the samples during UV 

exposure and by pre-dose sensitized dosimeters [5,15]. A similar study has been 

performed in recent years by Wrzesień et al. [16]. In this study, PTTL properties of TLD-

100 were investigated between 100 and 1000mGy. 

PTTL studies of TLD-100 have been performed mostly in the personnel dosimetry dose 

range (order of mGy) in the literature. It was seen that studies on the behavior of the PTTL 

signal at high dose values (Gy) were inadequate when the literature was examined.  In the 

present study, PTTL signals were investigated both in the order of mGy and Gy. In this 

context, the investigation of PTTL signals in the order of Gy is the main innovation of 

this study. The results obtained in the order of Gy may provide important contributions 

and new perspectives to high-dose dosimetry area for dose evaluation with PTTL signal, 

especially in the field of radiotherapy. Secondly, when the literature is examined, the dose 

values used in the order of mGy are in a very limited range, but in the present study, the 

dose values are selected over a wide range. 

The purpose of this study is to investigate the PTTL signal behavior of TLD-100 in a 

wide range of doses, starting from the lowest possible dose (0.1mGy) up to 100 Gy. PTTL 

behavior, especially at high doses, is one of the main aims of this study. Both TL and 

PTTL dose-response curves were established for TLD-100. In addition, the UV 

sensitivity of TLD-100 was studied at different UV exposure durations.   

2. Material and Method 

2.1. Material  

The LiF:Mg,Ti (TLD-100) chip dosimeters with dimensions of 3.2×3.2×0.9 mm3 were 

used in the study.  The 90Sr/90Y beta source was used as irradiation source. The Harshaw 

TLD Model 2210 Chip Irradiator a dose rate of 0.92µGy/s was used for low dose (mGy) 

measurement. For high dose (Gy) measurement, the internal 90Sr/90Y beta source in the 

Risø TL/OSL reader with a dose rate of 0.11 Gy/s was used. TL measurements were 

performed with Harshaw TLD-3500 equipped with a normal glass filter. A programmable 

Thermo Theldo furnace was used for the preheat and annealing of the dosimeters. For UV 

exposure, a 15 Watt UVC TUV/G15 T8 model Philips brand UV lamp with a wavelength 

of 254nm and a power of 0.15 W×m2 at 7 cm was used. 

2.2. Method 

The dosimeters were calibrated according to both dose values (mGy and Gy). For this 

purpose, the irradiations were performed at 10mGy in low-dose measurements and 1Gy 

in high-dose measurements. Element correction coefficients (ECC) were assigned to the 

dosimeters separately for each type of measurement in the order of mGy and Gy. Forty 
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dosimeters were used throughout the study, having a standard deviation of around %5.  

The final TL intensity was obtained by multiplying the intensity values obtained from the 

TL reader by the predetermined ECC factors. 

The measurement protocol for PTTL measurements was given in Table 1. RT refers to 

the room temperature in Table 1. This protocol was the same given in the study by 

Budzanowski et al. [9]. The dosimeters were placed in the center at a distance of 7 cm 

from the UV lamp. All measurements were performed using three dosimeters. The error 

bars in the figures describe the standard deviation over the three dosimeters.  

The total area value was determined as the area under the glow curve, while the Region 

of Interest (ROI) was obtained over three peaks in the dosimetric peak region (Channels: 

between 110 and 160). The total area value was generally used in the order of Gy 

measurements. The parts where the ROI was used were indicated in the text.  

Table 1. PTTL measurement protocol 
Steps Measurements  Process 

1 Annealing of the dosimeters  1 hour at 400°C followed 2 hour at 100°C 

2 Irradiation of the dosimeters  mGy to Gy 

3 Preheat of the dosimeters  10 min at 100°C 

4 TL measurement  RT to 300°C (Heating rate=5°C/s) 

5 UV exposure  15 min at room temperature 

6 Preheat of the dosimeters  10 min at 100°C 

7 PTTL measurement  RT to 300°C (Heating rate=5°C/s) 

Two different dose range was studied for dose-response: First, dosimeters were irradiated 

in the order of mGy at 0.1, 0.5, 1, 5, 10, 15, 20, 30, 40 and 50mGy. Secondly, irradiation 

doses were chosen as 0.10, 0.25, 0.50, 0.75, 1, 10 and 100Gy in the order of Gy. A pinhole 

was used in the first TL measurement (Step 4 in Table 1) for 100Gy in front of the glass 

filter in the TLD reader to prevent the possible saturation of the photomultiplier tube, 

decreasing the TL intensity by about 80%. 

3. Results 

3.1. Optimum UV exposure duration 

Figure 1 shows the variation of PTTL signal intensity obtained according to different UV 

exposure durations. The figure was constructed using both total area and ROI. In both 

cases, the PTTL signal intensity showed the same behavior according to the UV exposure 

duration. The PTTL signal intensity increased from 5 to 15 min with UV exposure, then 

started to decrease, and finally, it showed an almost stable behavior after 120 min. The 

highest PTTL signal intensity was obtained after 15 min of UV exposure. Therefore, 15 

min of UV exposure was adopted throughout the study to build the PTTL signal. 
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Figure 1. PTTL signal intensity obtained versus different UV exposure durations 

 

The behavior of PTTL intensity with UV exposure time obtained in this study showed a 

similar pattern with the Alzahrani et al. [6] and Budzanowski et al. [9] although the 

optimum UV exposure time obtained in these studies differs due to reasons such as 

different power of the lamp and difference in distance of sample and lamp.  

3.2. Glow curves (TL and PTTL)  

Figures 2a and b show the TL and PTTL glow curves in the same figures obtained for 

20mGy and 1Gy, respectively. According to Figure 2a, the TL intensity was almost eight 

times bigger than the PTTL intensity when taking into consideration peak maximum 

intensity (known as peak 5). The maximum temperature difference of the main peak in 

the TL and PTTL glow curves was ~6°C. Similar difference was also seen in 

Budzanowski et al. [9]. This temperature difference can be originated from factors such 

as the temperature changes in the heated dosimeter and the planchet material cannot be 

fully distinguished, and the differences in the temperature sensitivity in the thermocouple 

system. Therefore, it can be accepted that TL and PTTL peaks appear at the same 

temperatures. As for the 1Gy, again TL intensity was eight times bigger than the PTTL 

intensity according to peak maximum intensity (Figure 2b). The temperature difference 

of the main peak between TL and PTTL was the same as ~6°C. 
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Figure 2. TL and PTTL glow curves obtained according to different radiation doses: a) 20mGy; b) 1Gy  

The ratio of PTTL intensity to TL intensity varied between (10-12)% according to both 

ROI and total area for the doses between 10 and 50mGy. On the other hand, this ratio 

varied between (15-45)% for ROI and (20 – 85)% for the total area at doses between 0.5 

and 5mGy. The PTTL intensity obtained at 0.1mGy was greater than the TL intensity 

contrary to expectations, both in terms of ROI and total area. Therefore, reassessment of 

doses with the PTTL method for 0.1mGy was not possible under these conditions. 

Furthermore, TL peaks were not evident in the PTTL glow curves at doses between 0.1 
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and 1mGy considering the total area. However, the PTTL peaks became distinguishable 

for these dose ranges in the case of ROI. The ratio of PTTL intensity to TL intensity in 

the order of Gy varied as (10-12)%  for all doses between 0.1 and 100Gy. This ratio did 

not change according to ROI either. Budzanowski et al. [9] reported that the ratio of PTTL 

intensity to TL intensity reached 17% in their study. Similarly, Wrzesień et al. [16] 

obtained this ratio as 19%. These results are almost compatible with our study. The 

slightly higher value seen in both Budzanowski et al. [9]  and Wrzesień et al. [16] is due 

to the increased PTTL efficiency as a result of heating the dosimeters at the same time 

during UV exposure. 

3.3. UV sensitivity  

Figure 3 shows the TL signal intensity obtained from UV exposed dosimeters ranging 

from 5 to 120 minutes for annealed dosimeters. Dashed lines show the mean value of all 

data. In order to understand the UV sensitivity of TLD-100, both the area values under 

the glow curve and the formation of the TL glow curve were investigated. The area values 

obtained after direct UV exposure for annealed dosimeters showed different behavior 

during the 5 to 15 min UV exposure according to ROI and the total area. In the case of 

ROI, the UV sensitivity obtained from the TLD-100 in general was quite low even though 

the intensity at low UV exposures showed an increasing trend. However, a significant 

peak structure could not be seen in the glow curve. The maximum deviation from the 

mean was around 13% in the case of total area, while it was around 33% for the ROI.  

The high deviation in the ROI situation was due to an increase seen in the first three UV 

durations. No regular increase or decrease in intensity was observed for the total area. 

Similar to ROI condition, no notable TL glow curve was observed in the total area 

condition.  As a result, TLD-100 did not show UV sensitivity with respect to both ROI 

and total area.  
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Figure 3. TL signal intensity obtained following different UV exposure durations 

According to a study performed by Mason et al. [21], the UV sensitivity of TLD-100, 

TLD-200 and TLD-300 has been reported as low. The UV sensitivity of the dosimeters 

was compatible with those obtained by both Ben-Shachar et al. [14] and Mason et al. [21]. 

3.4. Dose-response curve (TL and PTTL) 

Figures 4a and b show the TL and PTTL signal intensity obtained doses between 0.1mGy 

and 50mGy, respectively in the log-log scale. Figure 4a was constructed according to the 

total area, while Figure 4b was constructed according to both total area and ROI. Dose-

response curves were fitted to the function of y=a×𝐷𝑏 where the D is applied dose, a is 

the constant and b is the linearity coefficient. In this equation, if b equals 1, a curve is 

linear, if b<1 or b>1, the curve shows sublinear and supralinear behavior, respectively 

[22,23]. According to Figure 4a, the TL signal intensity showed sublinear behavior with 
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b equal to 0.92±0.02. However, this value can be considered linear as b is close to 1.00. 

On the other hand, Figure 4b shows different dose-response characteristics depending on 

the total area and ROI. PTTL signal intensity has prominently sublinear characteristics 

by b equal to 0.41±0.08 for the total area condition. As for the ROI, it showed a slightly 

sublinear behavior similar to Figure 4a by b equal to 0.84 ±0.02. It can be said that the 

use of ROI increases its linearity. 

 

According to studies conducted by [11-14], PTTL dose-response curves in the mGy order 

have been reported to show linear behavior. However, the linearity of the dose-response 

curves was not investigated with any fit function, it was interpreted only visually. In the 

present study, the PTTL signal generally increases as the dose increases for both mGy 

and Gy order. In this sense, the data obtained are compatible with the literature [11-14]. 

When the linearity of the curves was examined comprehensively, a serious sublinearity 

appeared in the case of the total area case in the order of mGy. Therefore, attention should 

be paid to the sublinearity of the dose-response function when determining the dose with 

the PTTL signal in the mGy order according to the total area. As a result, the PTTL signal 

obtained at between 0.1 and 1mGy cannot be used since the peaks cannot be distinguished 

from the background signal for the total area. Therefore, dose evaluation with PTTL can 

be used after 5mGy. On the other hand, in the case of ROI, it is possible to re-evaluate 

doses with the PTTL signal at dose values between 0.5 and 50 mGy.  
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Figure 4. Dose-response curves obtained for the order of mGy: a) TL signal intensity, b) PTTL signal 

intensity 

Figures 5a and b show the TL and PTTL intensity obtained between 0.1 and 100 Gy in 

the log-log scale. The correction was applied to the last data (100Gy) due to the pinhole 

reducing the intensity. Both TL and PTTL intensities increased with increasing dose 

values. 
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Figure 5. Dose-response curves obtained for order of Gy: a) TL signal intensity, b) PTTL signal intensity  
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According to Figure 5a, the TL signal intensity showed slight supralinear behaviour by b 

equal to 1.13 ±0.03 in the dose ranges between 0.1 and 10Gy. After 10Gy, the 

supralinearity increases further. In Figure 5b, the PTTL signal showed a linear response 

with b equal to 1.02 ±0.02 and started to deviate from linearity after 10 Gy. Based on the 

results for the order of Gy, the PTTL method allows re-assessment of doses up to 10Gy. 

 

4. Conclusion 

In this study, PTTL signals were investigated in detail both in the order of mGy and Gy. 

The investigation of PTTL signals in the order of Gy is the main innovation of this study. 

Based on the results of the low dose measurement (mGy), the PTTL dose-response curve 

has a significant sublinear characteristic in the order of mGy for the total area. 

Additionally, PTTL signals could not be distinguished from the background signal up to 

5mGy. Therefore, the PTTL method can be used by taking into account the sublinear 

function after 5mGy for the total area. On the other hand, it can be applied to TLD-100 

between 0.5 and 50mGy using ROI.  Based on the high dose measurement results (Gy), 

the PTTL signal can be evaluated up to 10Gy regardless of the total area and ROI. 

Therefore, the dose reassessment can be performed with PTTL signal in high dose 

measurements (Gy) such as in the radiotherapy field. With this study, it has been shown 

that dose reassessment is possible with a PTTL signal in the order of Gy. Furthermore, in 

future studies, heating the dosimeters during UV exposure, predose effect, or subjecting 

the dosimeters to fast cooling following the annealing process may provide important 

outputs to obtaining higher PTTL intensity, thus, it may allow measuring lower radiation 

doses. 
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Abstract: Perovskite Solar Cells (PSCs) have managed to significantly capture attention by 

achieving efficiency values of 25.6% in a remarkably short period of around ten years. Each 

layer within the device plays a crucial role in the overall device efficiency when it comes to 

PSC production. PC61BM, a derivative of fullerene, is one of the most commonly used electron-

transport layers (ETLs) in inverted-type PSCs. In this study, the improvement of the ETL was 

aimed by incorporating C60 into PC61BM, and the effects of the doped ETL on MAPbI3-based 

inverted-type PSCs were investigated. For inverted type PSCs which are fabricated under high 

humidity (40-60%) and room conditions (~25 °C), the power conversion efficiencies (PCEs) 

have boosted from 11.54% (for undoped PC61BM) to 13.40% (for C60-doped PC61BM). To 

comprehend the sources of improvement in the fabricated devices, a series of characterizations 

were carried out, including Current Density-Voltage (J-V), Hysteresis Factor (HF), Scanning 

Electron Microscope (SEM), and Atomic Force Microscope (AFM) measurements. 

Key words: Perovskite solar cells, Fullerene, Electron transport layer  

1. Introduction 

Perovskite solar cells (PSCs) have achieved a remarkable increase in efficiency, from 

3.8% to 25.6%, in a relatively short period of about a decade [1, 2]. PSCs have garnered 

significant attention from researchers worldwide due to their easy production, high 

efficiency, and cost-effectiveness. Perovskite materials typically have a chemical 

structure represented as ABX3. In the desired semiconductor structure of halide 

perovskites for photovoltaic applications, ABX3 consists of: A = cation (such as CH3NH3
+ 

and CH(NH2)2
+), B = divalent metal cation (such as  Pb2+), and X = halogen anion (such 

as Cl−, Br− and I−) [3]. In 2009, Miyasaka and their colleagues discovered that the organic 

metal halide perovskite materials, Methyl ammonium lead bromide (MAPbBr3) and 

Methyl ammonium lead iodide (MAPbI3), could absorb sunlight in dye-sensitized solar 

cells. They achieved an efficiency of 3.8% by using perovskite materials inside liquid 

electrolytes [1]. However, it was observed that perovskite materials degraded rapidly 

within liquid electrolytes, leading to research efforts to find more suitable production 

methods for perovskite. In 2012, using thin-film technology, the first all-solid-state PSCs 

were fabricated, and device stability was improved, reaching efficiency values of 9.7% 

[4]. In the same year, Snaith and their colleagues used compact titanium dioxide (TiO2) 

as the electron transport layer (ETL) and aluminum oxide (Al2O3) as the scaffold material, 

achieving an efficiency of 10.9% for PSCs by using the perovskite material methyl 

ammonium lead iodide chloride (CH3NH3PbI2Cl)  [5]. Recently, all-solid-state single 

https://dergipark.org.tr/sdufeffd
https://www.scopus.com/redirect.uri?url=https://orcid.org/0000-0001-9048-7788&authorId=56830600400&origin=AuthorProfile&orcId=0000-0001-9048-7788&category=orcidLink
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junction PSCs have reached efficiency values of 25.6% [2]. Thin-film layers involved in 

every stage of fabrication for PSCs are crucial in terms of production cost, stability, and 

efficiency. In traditional and inverted device architectures of PSCs, the main aim is to 

transport the charges generated in the absorber layer (perovskite) to the necessary 

electrodes through charge transport layers. Therefore, charge transport layers play a 

significant role in the device efficiency. The orientation of the electron-hole (exciton) 

pairs formed in the absorber layer is the most fundamental difference between traditional 

and inverted type PSCs. In the traditional architecture, electrons move towards the bottom 

electrode, whereas in the inverted architecture, they move towards the top electrode. 

Similarly, in the traditional device architecture, holes move towards the top electrode, 

while in the inverted structure, holes move towards the bottom electrode. In the PSCs 

fabricated using traditional device architecture, inorganic oxide materials such as titanium 

dioxide (TiO2)[4, 5, 6] and tin (IV) oxide (SnO2) [7, 8] are commonly used as ETLs. On 

the other hand, in the inverted device architecture, ETLs often involve fullerene and its 

derivatives, known for their ultrafast charge transfer properties [9, 10]. The inverted 

device architecture has gained attention for commercial applications due to its low-

temperature production techniques and ease of manufacturability [11]. Phenyl-C61-

butyric acid methyl ester (PC61BM), a derivative of fullerene, is one of the most 

commonly used electron transport materials in the inverted type PSCs due to its strong 

electron transport capabilities and relatively high electron affinity [12]. However, 

PC61BM can lead to efficiency reduces in the inverted type PSCs due to certain 

limitations, including low electron mobility, challenges in forming high-quality thin 

films, current leakage, and excessive nonradiative recombination [10, 13]. To overcome 

the disadvantages mentioned above, one of the most effective methods is to apply a 

doping process into PC61BM. Kuang and their colleagues enhanced device performance 

in CH3NH3PbI3−xClx-based PSCs by introducing a new two-dimensional carbon material 

called graphdiyne as a dopant into PC61BM. This approach enhanced film conductivity 

and improved the electron transport layer/perovskite interface [14]. Bae and their 

colleagues boosted the PCE of PSCs by employing n-type 1,3-Dimethyl-2-phenyl-2,3-

dihydro-1H-benzoimidazole (DMBI) as a dopant into PC61BM. This addition increased 

the electrical conductivity of the ETL while reducing the work function [15]. Xia and 

their colleagues enhanced device efficiency by incorporating Oleamide, an amphiphilic 

surfactant, into PC61BM. This modification improved the coverage of ETL on the 

perovskite surface, increased the flow of the charge to the top electrode, and significantly 

reduced recombination [16]. Similar doping strategies with PC61BM, such as reduced 

graphene oxide (RGO) [17] , carbon quantum dots [18] , bathocuproine (BCP) [19] and 

poly[(9,9-dioctyluorene)-2,7-diyl-alt-(4,7-bis(3-hexylthien-5-yl)-2,1,3 benzothiadiazole) 

-2′,2′′-diyl] (F8TBT) [20], have been utilized to enhance the PCEs of PSCs. In 2021, 

Younes and their colleagues improved device performance and stability for inverted type 

PSCs by directly doping fullerene (C60) into PC61BM, serving as an ETL [21]. In this 

study, chlorobenzene was used as a solvent for both PC61BM and C60 materials, and the 

research investigated very low concentration ratios of C60 within PC61BM. The device 

fabrication involved preparing perovskite (MAPbI3) in dimethyl sulfoxide (DMSO) and 

gamma-butyrolactone (γ-butyrolactone) solvents, and perovskite and ETLs were 

deposited in a glove box with low oxygen and humidity conditions. However, it's 

important to note that commercializing PSCs with device fabrication inside a glove box 

can be both challenging and costly. 

In this present study, PSCs based on MAPbI3 were fabricated using gamma-butyrolactone 

as a solvent under high humidity conditions (40-60%) and room temperature (~25 °C) for 

the inverted architecture.  The aim was to improve device efficiency by incorporating C60 

into PC61BM as the electron transport layer.  Unlike previous studies, 1,2-

dichlorobenzene, which is a good solvent for C60, was specifically used for the electron 
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transport layer, and the amount of PC61BM was reduced, with C60 being added in its place. 

The efficiency of the fabricated PSCs increased from 11.54% (for undoped PC61BM) to 

13.40% (for C60-doped PC61BM), as compared to the reference device. 

2. Material and Method 

2.1. Device Fabrication 

The inverted type PSCs were fabricated with the ITO/PEDOT:PSS/MAPbI3/PC61BM or 

PC61BM:C60 /BCP/Ag device architecture. Indium tin oxide (ITO)-coated glass substrates 

(Japan, 10-12 ohm/square resistance) were first cleaned by sonication in acetone and 

isopropanol for 20 minutes each and then dried with nitrogen gas. Before the spin-coating 

process, the cleaned ITO-coated glass substrates were exposed to oxygen plasma for 10 

minutes (Germany, Diener-Femto). As the hole transport layer, PEDOT:PSS (Heraeus, 

AL4083) was coated onto the ITO-coated glass using the spin-coating method. After the 

deposition of PEDOT:PSS thin films, a 10-minute annealing process was carried out at 

140 °C. The perovskite solution was prepared by mixing PbI2 (Sigma Aldrich, 1.3 M) and 

CH3NH3I (Lumtec, 1.54 M) materials in 2.5 mL of gamma-butyrolactone (GBL) and 

stirring on a magnetic stirrer at 50 °C for 24 hours. Prior to coating, the perovskite solution 

was filtered using a 0.45 µm PTFE filter. Subsequently, the perovskite solution was spin-

coated onto the PEDOT:PSS layer at 5000 rpm for 40 seconds. During the last 10 seconds 

of the spin-coating process, a washing step with 80 µL of toluene was applied as an anti-

solvent while coating the perovskite onto the PEDOT:PSS layer. The perovskite films 

were annealed at 100 °C for 20 minutes PC61BM (Lumtec) (20 mg) and PC61BM:C60 (18 

mg:2 mg) were separately prepared in 1 mL of 1,2-dichlorobenzene solvent and mixed 

on a magnetic stirrer for 12 hours without temperature application. The PC61BM and 

PC61BM:C60 solutions were then spin-coated onto the perovskite surface at 2000 rpm for 

35 seconds. The BCP (Lumtec) solution (0.5 mg/mL in ethanol) was spin-coated on ETL 

at 4000 rpm for 45 seconds. Finally, a 110 nm-thick silver (Ag) top metal electrode was 

deposited using thermal evaporation method. Throughout the device fabrication process, 

all steps except for the top metal electrode deposition were carried out under ambient 

conditions with high humidity levels (40-60%). 

PCEs and hysteresis factor (HF) of fabricated devices were calculated by using the 

following equations: 

𝑃𝐶𝐸(%) = (
𝑃𝑜𝑢𝑡

𝑃𝑖𝑛
) 𝑥100 =

𝐽𝑠𝑐 𝑥𝑉𝑜𝑐 𝑥𝐹𝐹

𝑃𝑖𝑛
𝑥100 (1) 

 

𝐻𝐹(%) =
|𝑃𝐶𝐸𝐹𝑜𝑟𝑤𝑎𝑟𝑑 − 𝑃𝐶𝐸𝑅𝑒𝑣𝑒𝑟𝑠𝑒|

𝑃𝐶𝐸𝐹𝑜𝑟𝑤𝑎𝑟𝑑
𝑥100 (2) 

 

3. Results 

Fullerene and its derivatives are among the most often utilized ETLs for inverted-type 

(IT) PSCs. The effects of using of fullerene (C60) in its derivative (PC61BM) as ETLs for 

PSCs have been investigated on device performance. IT-PSCs were fabricated with the 

device configuration of ITO/PEDOT:PSS/MAPbI3/PC61BM or PC61BM:C60/BCP/Ag. 

The fabricated device architecture and molecular structures of C60 and PC61BM were 

illustrated in figure 1. 
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Figure 1. (a) Device structure of inverted-type PSC and molecular structures of (b) C60 and (c) PC61BM 

 

In order to determine the photovoltaic parameters of the fabricated IT-PSCs, current 

density-voltage (J-V) measurements were carried out. The photocurrent density-voltage 

(J-V) characteristics were measured under AM 1.5G irradiation at 100 mW/cm2. Figure 

2 displays J-V curves of control (PC61BM as ETL) and champion (PC61BM:C60 as ETL) 

devices. In the absence of any small amounts of C60 additives, utilizing pristine PC61BM 

as the ETL (control device), the cell exhibited a short-circuit current density (JSC) of 16.92 

mA/cm2, an open circuit voltage (VOC) of 1015 mV and a fill factor (FF) of 67.2%. The 

photovoltaic parameters resulted in a power conversion efficiency (PCE) of 11.54% for 

the control device, with an average PCE of 10.37% across the fifteen fabricated devices. 

The addition of the C60 into PC61BM (champion device) boosted PCE to 13.40% with a 

JSC of 18.36 mA/cm2, a VOC of 986 mV and a FF of 74.0% (average PCE of 12.91% for 

fifteen devices).  

 

Figure 2. Current density (J) - Voltage (V) curves for (a) control and (b) champion devices 

When the best efficiency values for the control and champion devices are compared, it is 

found that using C60 as the additive in ETL improves the PCE by approximately 16%. 

The primary factors contributing to this enhancement are clearly discernible in the form 
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of increased JSC and FF. It is evident that the addition of C60 into PC61BM has 

significantly boosted JSC, increasing it from 16.92 mA/cm² (control) to 18.36 mA/cm² 

(champion), and FF has also improved from 67.2% to 74.0%. Another factor that affects 

the PCEs of PSCs is the current-voltage hysteresis. To comprehend the hysteresis effect 

of C60 as an additive in PC61BM on PSCs, both forward and reverse scans were carried 

out during J-V measurements. Photovoltaic parameters and HF values for control and 

modified devices are provided in Table 1. Table 1 reveals that the hysteresis factors for 

the control and champion devices were computed as 1.14% and 0.60%, respectively. It 

can be said that the negligible level of hysteresis factor obtained for the champion device 

might lead to improvements in the charge carrier extraction when C60 is added into 

PC61BM. The average PCEs were determined based on a total of 30 distinct fabricated 

devices. 

Table 1. Photovoltaic parameters of fabricated devices 

ETL  JSC 

(mA/cm2) 

VOC 

(mV) 

FF (%) 

 

PCE  (%) HF(%) 

Best Average 

PC61BM 

(Control) 

Forward 16.88 1013 66.7 11.41 10.37 1.14 

Reverse 16.92 1015 67.2 11.54 

PC61BM:C60 

(Champion) 

Forward 18.36 986 74.0 13.40 12.91 0.60 

Reverse 18.34 988 73.5 13.32 

 

The surface morphology of the layers within PSCs has a substantial impact on their 

photovoltaic performance. Therefore, in order to gain a better understanding of the impact 

of C60 on the photovoltaic parameters, Scanning Electron Microscope (SEM) 

measurements were conducted. SEM images of PC61BM and PC61BM: C60 layers on the 

perovskite were depicted in Figure 3.  

Figure 3. SEM images for (a) PC61BM and (b) PC61BM: C60 layers on perovskite 

It was realized that the ETLs deposited on perovskite appear to be quite uniform based 

on SEM measurements. There are almost no pinholes observed in films coated with both 

PC61BM and PC61BM:C60 on perovskite. To delve deeper into the effects of incorporating 

C60 into the ETL surface, atomic force microscopy (AFM) measurements were 

performed. In this way, it could be gained a more detailed understanding of the 

morphology of both the perovskite/PC61BM and the perovskite/PC61BM:C60 surfaces. 2D 

and 3D AFM images of PC61BM and PC61BM:C60 surfaces deposited on perovskite layers 

were illustrated in Figure 4. The Root mean square (RMS) roughness values for the 

interfaces of perovskite/PC61BM, perovskite/PC61BM:C60 are 5.20 nm and 4.50 nm, 

respectively. It is evident that the PC61BM:C60 surface is smoother than the PC61BM 

surface from the AFM images. Thus, the incorporation of C60 into PC61BM enhanced the 

morphology of the ETL films, leading to smoother surfaces. 

 

(a)      (b) 
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Figure 4. (a) 2D and (c) 3D AFM images of the PC61BM surface on perovskite, and (b) 2D and (d) 3D 

AFM images of the PC61BM:C60 surface on perovskite 

The smoother coated of the ETL on perovskite can prevent direct contact between the 

perovskite and the metal layer applied on ETL. Consequently, this situation might allow 

for more efficient charge transport between the metal contact and the ETL, leading to 

reduced charge recombination [21]. It can be concluded that the photovoltaic results 

obtained for both control and champion devices clearly demonstrate the considerable 

influence of this enhancement at the perovskite/ETL interface. In this study, a total of 30 

different devices were fabricated with 15 serving as controls (PC61BM used as ETL) and 

15 incorporating C60-doped ETLs, to investigate the impact of C60 on photovoltaic 

performance. The statistical distribution of photovoltaic parameters for the fabricated 

devices is illustrated in Figure 5. 

 

 

 

 

 

 

 

 

 

Figure 5. Statistic distribution of photovoltaic parameters for PSCs utilized PC61BM and PC61BM:C60 as 

ETLs: distribution of (a) JSC, (b) VOC, (c) FF and (d) PCE. 
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In devices where pristine PC61BM is used as the ETL, JSC values are observed in the range 

of 15.05 to 17.45 mA/cm², while in devices where C60-doped ETLs are employed, JSC 

values have been observed in the range of 17.84 to 18.61 mA/cm². The minimum JSC 

value (17.84) for C60-doped devices surpasses the maximum JSC value (17.45) for the 

reference device. VOC values for devices with pristine ETLs range from 0.98 to 1.02 volt, 

whereas for doped ETLs, they range from 0.96 to 0.99 volt. There has been not a 

noticeable shift in VOC. The FF values for control devices range from 59.7% to 67.2%, 

while for C60-doped devices, they range from 70.8% to 74.0%. It is clear that there is a 

significant improvement in FFs as well. As a result, the enhancement of both JSC and FF 

contributed to the increased PCE in devices incorporating C60 into the ETL. 

4. Conclusion 

In this study, IT-PSCs were fabricated using MAPbI3 perovskite structure under high 

humidity (40-60%) and room temperature (~25 °C) and C60 was incorporated into 

PC61BM as the ETL to improve PCEs of PSCs. The photovoltaic results demonstrated 

that by incorporating C60 into the ETL, the PCE values for IT-PSCs were boosted from 

11.54% to 13.40%. Additionally, it has been observed that the hysteresis factor decreased 

in devices with C60 doping. SEM and AFM measurements were conducted to assess the 

impact of C60 on the film morphology in PSCs. AFM images reveal that surface of C60-

doped ETL is smoother than the pristine ETL. The smoother surface of ETLs doped with 

C60 is thought to avoid direct interaction between the metal contact on the ETL and the 

perovskite structure. As a result, devices with doped ETLs show significant 

improvements in JSC and FF parameters, attributed to enhanced charge transport and 

reduced charge recombination. 
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