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ABSTRACT

Many people apply technologies gradually, moving towards new progress and development. Moreover,
many of us utilize database systems to assist our work management; the database contains our work or
personal information, which increases the risk of losing our data due to disruptive electronic attacks. As a
result, protecting databases from electronic attacks and data seizures is crucial. One method of identifying
data is through several algorithms so that no benefit is taken from our data during electronic attacks. In this
paper, we explain a formula we created for data encryption. The data is encrypted using ASCII Code. Also,
we used three keys in the main formula. Because of that formula, each data we save in the database will be
encrypted. The data can be Text or numbers. And through using another coordinator with the three previous
keys, we can render the data to our original style. The formula focuses on data size and recording speed so
that we get the same data size as when the data is encrypted at a reasonable speed.

Keywords: Cryptography, encryption, decryption, cyber, security, database, ASCII code

oz

Giintimiizde, ozellikle internet {izerinde bir¢cok bulut tabanli uygulama gelistirilmekte ve insanlarin
kullanimina sunulmaktadir. Bu uygulamalarin ¢ogu veri tabani sistemlerini kullanir ve 6zellikle ¢alisma
hayatimizdaki is veya kisisel bilgilerimizi igerebilir. Kritik bilgilerin bu veri depolarinda tutulmasi yikici
elektronik saldirilar nedeniyle veri kaybi riskini artirir. Sonug olarak, veri tabanlarini elektronik
saldirilardan ve veri hirsizligindan korumak olduk¢a 6nemlidir ve veri giivenligi sistemlerinin kullanilmasini
zorunlu hale getirir. Bu kapsamda c¢esitli glivenlik algoritmalarina ihtiya¢ vardir. Bu makalede, verilerin
sifrelenmesi i¢in yeni bir algoritma 6nerilmistir. Ug anahtar ile ¢alisan algoritmada veriler ASCII Kodu
kullanilarak sifrelenir. Cesitli formiiller sayesinde veri tabanina kaydettigimiz metin ve rakam formundaki
her veri sifrelenecektir. Gelistirilen algoritma, verilerin yiiksek bir hizda sifrelenmesiyle kayipsiz ayni
veriyi tekrar elde etmemizi saglar. Yapilan testler algoritmanin yiiksek veri boyutunda olduk¢a hizli
¢alistigini ortaya koymustur.

Anahtar Kelimeler: Kriptografi, sifreleme, sifre ¢czme, siber, giivenlik, veri tabani
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A Novel Data Encryption Algorithm To Ensure Database Security

1. INTRODUCTION

A database is a collection of data that is organized and stored in a structured way so that it can be accessed and modified
efficiently. Databases store and manage large amounts of data in a systematic and organized manner. They are an essential
component of many modern information systems, allowing organizations to store and retrieve data quickly and accurately
(Silberschatz et al., 2002).

Many databases exist, including relational, object-oriented, and NoSQL databases. They can be used for many purposes,

such as storing customer information, managing inventory, and tracking financial transactions.

The importance of databases lies in their ability to store and manage large amounts of data in an organized, efficient, and
reliable way. They enable organizations to store, retrieve, and manipulate data quickly and accurately, which is essential for
various business and scientific applications. Additionally, databases allow for data integration from different sources and
enable data sharing and collaboration among other users and systems.

Database security refers to the various measures taken to protect databases from unauthorized access, misuse, or damage.
It is an essential aspect of information security that ensures that sensitive data stored in databases is kept safe and secure.
Overall, database security is vital to protecting data integrity and confidentiality and helps organizations meet legal and
regulatory requirements for data protection (Bertino et al., 2005).

Several articles have been written in the literature. For instance, the authors of (Shelly et al., 2013) concluded that Databases
were a preferred target for hackers because of their sensitive and valuable information. A database can be hacked in a variety
of ways. A database should be protected from various types of threats and risks. This paper identifies solutions to most attacks,
although some are beneficial while others are only momentary. In (Aamer et al., 2005), the writer measured cipher algorithms
(AES, DES, 3-DES, and Blowfish) to various data dimensions and encryption periods for two separate devices, a Pentium-4,
2.4 GHz, and a Pentium-I1 266 MHz in EBC and CFB Mode. The author decided Blowfish is the quickest, afterward came DES
and Triple DES; and CFB needed longer than ECB cipher block mode. Mathur (2012) proposed an encryption algorithm that
depended on the ASCII value of the message to be encoded. This algorithm required a key that had the same length as the letter.
This key was encrypted and utilized in the encryption and decryption processes. This device required the user to input the key.
If the message was longer than the device allowed, the recipient was asked to input a key identical to the range of the letter. This
made it difficult for the user to input a large key. Another disadvantage of this algorithm was that it took longer to execute. So,
these are two deficiencies of the current algorithm. On the other hand, Nadeem (2006) explored well-known unique vital
algorithms, for example, DES, 3DES, AES, and Blowfish. These algorithms were tested, and their efficiency was measured by
encrypting input folders of various points and dimensions. Compared to other algorithms, the results revealed that Blowfish

performed exceptionally well. It was also discovered that AES outperformed 3DES and DES.

Despite the advancements in database security algorithms, some deficiencies still need to be addressed. Some of the most
notable ones include insufficient encryption, lack of access control, lack of data audit trails, and human error. Overall, while
current database security algorithms have made significant progress in protecting sensitive data, there is still room for
improvement to ensure that databases are more secure and better able to withstand attacks.

This paper’s primary goal is to develop a new high-performance and secure data encryption algorithm to overcome the
abovementioned issues. In our algorithm, several performance characteristics were considered, such as keys’ strength, data
size, and the speed of encrypting and decrypting data. In developing the encryption approach, we created the formula
composed of four other sub-formulas and three keys so that each is encrypted through those sub-formulas. Then these are
all used in the leading formula with an ASCII code to strengthen the protected side of the formula. Finally, we reached the
result that the size of the original data and the encrypted data are equal. We showed the developed approach’s performance
compared with other standard cryptographic algorithms.

The paper’s organization is the following: in Section 2, we discussed the important information related to the study. In Section

3, studies related to the proposed system are presented. In Section 4, we gave the proposed system structure with the
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implementation details. The experimental result and achievements are discussed in Section 5, and finally, the paper is
concluded in section 6 with potential future research directions.

2. BACKGROUND
2.1. Database Security

DBSs were created in the 1960s and have become crucial to different firms because this allowed the data to be better
coordinated and accessible to consumers. A database (DB) is the collection of data that are connected in pairs and serve in
place of information that can be recorded and contain indirect inferences. Databases are categorized based on their architecture:
concentrated DB (CDB) and alternatively disseminated DB (DDB). A primary distinction between CDB and DDB is that
the CDB saves whole statistics and information in a mere place; however, the DDB protects various parts of DB inside many
corporeal places (Emad et al., 2017).

In CDB interference in a site leaves the complete structure inaccessible for any consumer; however, with DDB consumers
can visit other DB locations. DBS can be built using different data structures, including comparative patterns, categorized
patterns, and patterns toward the object. These DB patterns contain lots of personal information, like credit card use and
history, medical records, and pupil history that must be kept secure against unauthorized use. As the risks for DBS were
revealed, the necessity for maintaining data security coupled with confidentiality has arisen as a needed safeguard against
any threats.

Many approaches have appeared to secure data, and three requirements must be fulfilled to achieve this goal. They are the
following: confidentiality, integrity, and availability. Confidentiality is using rules to prohibit an unlicensed person from
accessing records. The term “integrity” refers to the assurance that the data is not subjected to any alteration or degradation

(Emad et al., 2017). Availability ensures that the customer has consistent and timely access to the information.

The lack of any of these requirements endangers the database. Since the mid-1970s, DB system security has gained a great
deal of interest, beginning with entry restriction patterns to DB order that is regarded as one of the early safety approaches
for DB safety. Entry restriction is a system that checks a consumer’s privileges in the face of a catalog of authorization to
ensure data integrity and confidentiality. Authorization defines which database operations a consumer can carry out and
what data the consumer can enter. One more tool for verifying the consumer’s persona is verification which is the first step

in accessing the database (Emad et al., 2017).

Also, after verification of the consumer within the system, the database management system (DBMS) contained several
mechanisms, for example, inspection inquiry coupled with a display, which kept the data safe from unauthorized interactions.
An inspection inquiry is records of activities performed by a particular person in the database. If an illegal procedure is
recorded, the database administrator (DBA) investigated the account number that carried it out. A sight approach is a digital

table generated by performing comparative exercises on the base table (Kaur et al., 2014).

This approach allowed a user to access a portion of the data while the user cannot directly reach the database. Data secrecy
may be protected by the encryption methods used in the figure. Encryption data is done by applying a cipher which makes
it indecipherable for other consumers apart from the person having the security clearance to decode the data (Basharat et
al., 2012).

2.2. Threats To Database Security

Risks are either problems or activities which may negatively impact DB protection, and they can be deliberate or unintentional

(Kaur et al., 2014). The following are some of the most widespread threats to database security:

1. Privilege Abuse: We have two types of Privilege Abuse: Excessive Privilege Abuse (EPA) and Legitimate Privilege
Abuse (LPA). EPA occurs when consumers illegally get control of entry rights for a database, which is above their task
responsibilities; this excessive privilege could be abused for harmful purposes (Rohilla et al., 2013). The permitted user’s
use of legal DB privilege for destructive purposes is called LPA (Rohilla et al., 2013).
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2. Privilege Elevation: If the database has a loophole, an attacker might be able to manipulate it to change the entry

requirements for all consumers from regular customers to company management (Rohilla et al., 2013).

3. SQL Injection: SQL Injection occurs when an assailant enters sequences of illegal SQL statements into a vulnerable
SQL data means. By applying SQL injection, assailants can receive full entry for the whole database (Singh et al., 2014).

4. Platform Vulnerabilities: Vulnerabilities in performing systems and whatever external assistance is enabled on a DB
server may cause DB harm, for instance, disallowed entry, rejection of service, and, ultimately, data exploitation (Singh
et al., 2014).

5. Weak Audit Trail: Audit trails are designed to save a consumer’s actions inside the database. As a result, the lack of an
audit trail endangers the organization’s databases (Basharat et al., 2012).

6. Rejection of Assistance: This threat inhibits permitted consumers from entering the DB. It threatens every company
(Basharat et al., 2012).

7.  Weak Authentication: Weak verification can enable hackers to employ techniques, for example (community engineering
and violent strength) for hacking legitimate consumers’ usernames and passwords to subsequently enter the database
(Singh et al., 2014).

8. Backup Data Exposure: Since backup DB storage media is rarely secured from any threat, most often safety violations
involve stealing hard disks as well as backup tapes (Singh et al., 2014).

2.3. Database Security Measures

Risks are either problems or activities which may negatively impact DB protection, and they can be deliberate or unintentional
(Kaur et al., 2014). The following are some of the most widespread threats to database security:

Security methods that protect the database against unauthorized individuals, intentional attacks, data leakage, and hackers
(Kaur et al., 2014). It covers many problems, including lawful, moral, regulation, and order-connected concerns. Database
safety is a complex step that every company should strengthen to perform its actions smoothly and effectively. Any good
company demands that the security and privacy of its database be protected from unauthorized entry, malicious intent, and
unintended alteration (Basharat et al., 2012).

Data security is achieved through various sides of a data control scheme (DBMS). DBMS is a collection of implementations
that handle the data stored inside a database and aids in data organization for better performance (Kulkarni et al., 2012).

To minimize risks, all DBMSs have security strategies developed for these purposes (Patil et al., 2012). Many security
mechanisms have been developed to secure databases.

The four main security mechanisms that are applied to protect DBs from attacks are as follows: entry restriction, disruption

management, flow management, and figure encryption.

Figure 1 depicts these monitoring steps. As previously said, entry management is a procedure that ensures data security by
comparing the user’s privileges to a list of licenses.

The mentioned licenses are managed using a Discretionary Access Control (DAC) approach, a Mandatory Access Control
(MAC) approach, a Role-Based Access Control (RBAC) approach, or an Attribute-Based Access Control (ABAC) approach
(ABAC). When individuals are allowed entry to analytical or synopsis data, the access control system prohibits them from
gathering sensitive information that is not part of their user privileges.

Flow control guarantees that no unauthorized users can access the records. Encryption (as previously stated) is considered
an act of transforming data by applying a cipher to cause it to be illegible for all consumers but the person having a password
and user privilege to decode the figure (Kaur et al., 2014).
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Discretionary Access
Control

Mandatory Access
Control

Access Control

Role Based Access
Control

Inference Control

Attribute Based Access
Control

Control measures

Flow Control
Symmetric Encryption

Data Encryption <
Asymmetric Encryption

Figure 1. Control measures to protect DBs

2.4. Data Encryption

As data is encrypted with a cipher, it becomes unreadable to most consumers apart from people having the proper password
to decode it (Basharat et al., 2012). Although hackers could compromise entry restriction procedures, encryption entries are

still required for decoding the data (Thuraisingham et al., 2015).

Encryption stages rely on the algorithm and the entrance applied to encrypt the figure. There are two kinds of encryption:
ordered encryption as well as deformed encryption. Encryption can be performed at three different stages, as seen below.
Fig. 2 depicts them:

Application Level Encryption

Storate Level Encryption Database Level Encryption
Client RAM
=R oo
] i i
m- m. Encrypt/Decrypt
4 i |
m- Encrypt/Decrypt
Server RAM Server RAM Server RAM
Encrypted data Encrypted data Encrypted data
Database Server Database Server Database Server

Figure 2. Levels of encryption

Storage-Level Encryption: storage-level encryption encrypts data inside the storehouse component, protecting it, for
instance, against television stealing). It is ideal for encrypting folders, and whole folders within a performing order circumstance.
Storage-level encryption has the benefit of being transparent from a database standpoint, preventing any updates to the
current application. However, as the storehouse component is unaware of objects of the database as well as order, the encryption
technique is not likely to be linked to consumer rights, for example, applying different encryption entries for different

consumers) or data privacy.
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As aresult, choosy encryption — that is, encrypting database parts for reducing encryption elevated —is restricted to the folder
granularity. Furthermore, discriminatingly encrypting folders is unsafe as no copy of confidential data can be left unencrypted,
for instance, in log folders, momentary files, and so on. (Luc et al., 2010).

Database Encryption (DLE): database-level encryption secures data since it is being put into alternatively extracted relative
to a database. Thus, the encryption technique could get integrated into database structures and linked to data privacy and
consumer rights. Using discriminating encryption is feasible and could be conducted at different levels of granularity,
including rows, columns, and tables. It could also get linked to logical requirements (for example, encrypt wages greater
than 10K€ per month).

For both methods, data is decrypted on the database server at duration. In this way, on the server side, the encryption entries
must be transferred and held, coupled with encrypted files, offering a poor level of security to stop an unprincipled server
administrator or an attacker impersonating the administrator. Hackers could also follow the history and find encryption keys
or plain text data (Luc et al., 2010).

Application-Level Encryption: Application-level encryption transfers the encryption/decryption mechanism toward the
data-generating devices. Encryption is conducted in the program, bringing the data to the network. The data is transmitted
encrypted, customarily kept, and recovered encrypted, to be eventually decrypted inside the application.

Since the keys should never depart the application side, this technique has the advantage of separating encryption keys from
the encrypted data contained in the database. But, to implement this approach, programs must be modified. Furthermore,
relying on the encryption granularity, the program could be required to retrieve a significant collection of data than that
allowed to the user, thereby creating a security leak. Indeed, the user (or other hacker obtaining entry to the computer that
the program works) can access the program and receive illegal entry to data. Finally, such a technique results in output
overheads (indexes on encrypted information are purposeless) and also prevents the employment of progressive database
workability like saved formulas (i.e., code saved within the DBMS that could be exchanged and used via multiple programs)

as well as triggers on encrypted data (i.e., code fired while information within the database is added).

Application-level encryption has the most flexibility regarding granularity and essential control since the encryption

granularity, and encryption keys can be selected based on application logic (Luc et al., 2010).
2.5. ASCII Code

American Standard Code for Information Interchange (ASCII) is a symbol-representation code that applies data. Each letter
is a designated number between 0 and 127. Separate data is designated for each capital as well as a little letter.

As seen in the ASCII below, the capital letter A was designated the digit 65. However, the little letter was assigned the decimal
number 97. ASCII code returns to the teletype’s times and mechanic-like printers, because it precedes the Internet. Management
codes for ASCII decimal data are limited to numbers between 0 to 31 and are not widely available anymore.

However, if you want to attempt to play alongside association procedures, you can view the restriction codes in the application.
The restriction codes are explained in the ASCII Control Codes table. The entries you click and the correspondences are
obtained like a sequence of data while a device delivers the results. Letters that you wrote or made are symbolized through
this data. Because ASCII is limited to numbers between 0 and 127, 7 bits or 1 byte of information is required. To give an
ASCII example of string coding, it could be 99 97 99 116 117 115 46 105 111. These coding bits, as well as bytes, are understood
by microprocessors. All is a series of pieces to it.

2.6. Cryptography
Cryptography is a method of protecting data from unauthorized entry. It is made up of two major parts:

Nowadays, cryptography has turned into a requirement to all firms. Data safety is a critical element in a firm for maintaining
and protecting their firm’s data from rival firms. It also assists in ensuring a consumer’s confidentiality. Currently, codes
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could be more dependable regarding this duty as it is effortless to find codes because of the limited scope. Furthermore, if
the passcode is not strong, it is relatively easy for a hacker to break the it. (Kakkar et al., 2010).

Accordingly, to preserve data, different algorithms have been developed. It assists in carefully preventing the unauthorized
use of and maintaining the privacy and security of bank accounts, electronic repositioning of financial supports, and a lot

of daily life consequences.
3. PREVIOUS WORKS

As new technology is developed, ensuring the security of databases is an area that has received long term and ongoing
research.. Some of the works related to that research work are listed in this section.

Authors in (Diaa et al., 2010) investigated the Symmetric Encryption Algorithms’ performance. This study evaluated six
exceptional, widespread encryption algorithms: AES (Rijndael), DES, 3DES, RC2, Blowfish, and RC6. A differentiation
was implemented at different setups per algorithm, like different dimensions of data blocks, various data types, battery power
consumption, various key dimensions, and consequently, encryption/decryption quickness. The empirical model indicated
the succeeding consequences.

No crucial difference existed in the exhibition of the results, whether in hexadecimal base encoding or foundation 64 encodings.
When modifying packet dimension, it was discovered that RC6 demands fewer durations when compared to the total algorithms
excluding Blowfish. When it came to changing data categories like images in the position of text, it was discovered that RC2,
RC6, and Blowfish contained drawbacks as compared to other algorithms concerning spending time. Furthermore, 3DES, up
to now, had weaker operations than algorithm DES. Lastly, when modifying the key dimension (feasible just in AES and RC6
algorithms), it showed that a more significant key dimension caused the evident difference in the battery and time-wasting.

The authors of (Hamdan et al., 2010) conducted a relative dissection of three encryption algorithms (DES, 3DES, as well as
AES) based on nine criteria, including key breadth, cipher kind, block dimensions, safety, possible keys, feasible ASCII can
be printed letter keys, as well as duration, taken for searching the total feasible keys at 50 billion keys each moment, and so
on. According to research, AES was superior to DES and 3DES.

Authors in (Agarwal et al., 2010) provided a thorough review of common symmetric key encryption algorithms such as DES,
TRIPLE DES, AES, and Blowfish. Symmetric Key algorithms, such as RSA, were quicker than Asymmetric Key algorithms.
Furthermore, Symmetric algorithms needed less memory than Asymmetric encryption algorithms. Moreover, Symmetric-
key encryption was more secure in comparison to Asymmetric key encryption.

Authors in (Singh et al., 2013), showed that the AES algorithm was efficient in quickness, duration, quantity, and outpouring
impact.

The author in (Mittal, 2012) discovered that the algorithm’s capability depended on the key breadth. Key breadth was a
straight comparable for safety and conversely a comparable for Implementation. When the key breadth rises, the algorithm’s

security expanded; but, the operation decreased.

The authors in (Sesay et al., 2005) examined the importance of cryptography in database security. Confidential data stored
in the clear in database systems was subject to attack. No matter how many security mechanisms were implemented, there
were certain security flaws that attackers could exploit to access the database. However, information leaks could be avoided
by encrypting confidential data before storing it in the archive. And the whole database security problem could be reduced
to protecting a few cryptographic keys.

This method is based on ASCII values in (Arya et al., 2017). For encryption and decryption, ASCII characters utilized with
string length accompanied by numerical calculations. To crack the procedure, the attacker needs a lot of information about
the plain text; a single piece of information, such as string length, is insufficient. The use of different string lengths strengthens
the technique. Further operations apply and are dependent on the size of the string. Consequently, that technique does not
depend on any specific key or key generation method. It is the strength of the method.
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Authors in (Shinge et al., 2014) suggested a symmetric encryption algorithm applying ASCII prices of the figure. The
algorithm provides positive leads to little performing duration. This method produces a key for encrypting the letter. The
spontaneously produced key is changed to a distinct string, and the identical key is applied to encryption and decryption.

Consequently, this algorithm is identified as the symmetric-key algorithm.

Authors in (Seth et al., 2011) performed the dissection of three algorithms: RSA, DES, and AES; while considering some
parameters, for example, the length of duration, memory consumption as well as output byte. The frameworks are a primary
problem to worry about in all Encryption Algorithm. Empirical results indicate that the DES algorithm requires minimum
encryption duration and the AES algorithm contains minimum memory application; however, the encryption duration variety
is a small problem when it comes to AES and the DES algorithm. The RSA algorithm requires the largest encryption duration

and memory utilization, which is extremely big; however, the output byte is minimal.

The authors (Kulkarni et al., 2012) deduced that databases were the primary factor to whatever varieties of implications. The
database includes extremely significant and private data so hacks are very likely. Different types of risks on databases were
explored in this study. The revision of effective database safety methods, such as entry control, methods relative to SQLIA,
encryption, and data deforming, was explored.

The authors of (Elminaam et al., 2009) provided an implementation assessment of various symmetric encryption algorithms.
The selected algorithms were AES, DES, 3DES, RC6, Blowfish, and RC2. They discovered that when the packet size was

changed, Blowfish outperformed other encryption algorithms.

4. PROPOSED METHOD
The formula is clarified using a working style chart seen in Figure 1. We used these in our formula:

1. 3 keys are created by the user, one by the programmer, and the other in a variable way.
2. Two texts to create keyl and key2.

3. Ascii Code.

4. Four Sub formulas

*

Equation No. 1 |

Coecrypled Text 2

Equation No.3

Equation No. 1

Equation No.4

[ Cipher Text J

Figure 3. Equation diagram
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In general, our formula was applied in the following steps:

In the first step, we needed two texts, one written by the user and the other by the programmer. The number of characters
in the text had to be between 8 and 50. The character of the text was one of these characters (a-z, A-Z, 0-9, Keyboard Symbols).
We encrypted both texts through formula number 1.

For example, Textl = Ah5$Z2t*K7 and Text2 = @mQ4s#D7$L

So: Eq (1) = (Ascii code for character + sum of character number in Text)

Table 1

Examples of encrypting text (1) in equation (1)

Character A h 5 $ V4 2 t * K 7
Ascii code 65 104 53 36 90 50 116 42 75 55
Eq(1) 65+10 104+10 53+10 36+10 90+10 50+10 116+10 42+10 75+10 55+10
New Ascii code 75 114 63 46 100 60 126 52 85 65
New Character K r ? . d < ~ 4 U A
Table 2

Examples of encrypting text (2) in equation (1)

Character @ M Q 4 s # D 7 $ L
Ascii code 64 109 81 52 115 35 68 55 36 76
Eq(1) 64+10 109+10 81+10 52+10 115+10 35+10 68+10 55+10 36+10 76+10
New Ascii code 74 119 91 62 125 45 78 65 46 86
New Character J w [ > } - N A . \%

Textl changed to Kr?.d<~4UA, and Text2 changed to Jw[>}-NAV

In the second step, we got both Keyl and Key?2 by applying two different formulas (formula number 2 on text 1 and formula
number 3 on text 2).

Eq (2) = ((total number of all encrypted character ascii code number in Textl) * 2) / (sum of character number in Textl -2) =
Key 1

Table 3

Key (1) generating equation

Character K R ? . d < ~ 4 U A
Ascii code 75 114 63 46 100 60 126 52 85 65
Eq(2) ((75+114+63+46+100+60+126+52+85+65) * 2 ) / (10 - 2) = (786 * 2) / 8 = 196.5

Keyl =196 Because Keyl should be integer number

Eq (3) = ((total number of all encrypted character ascii code number in Text2) - Keyl) / (sum of character number in Text2
-1)=Key 2

Table 4

Key (2) generating equation

Character J w [ > } - N A . \%
Ascii code 74 119 91 62 125 45 78 65 46 86
Eq(2) ((74+119+91+62+125+45+78+65+46+86) - 196) / (10 - 1) = (791 - 196) / 9 = 66.11

Key2 = 66, because Key2 should be an integer number like Keyl.
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In the third step, by applying a sub-formula number 4, we got Key 3, which was a variable key and shifted according to the

number of characters of the text we encrypted.

Key3= sum of the numbers in the ASCII code of the letter

In the fourth step, we got our encrypted letter using all three keys (1, 2, 3), with ASCII code for characters in the main

formula.

We applied the formula to the plain text (Sakarya) when it was known that Keyl =196 and Key2 =66

Eq (5) = (Ascii code for character + Keyl) + (Key2 - sum of character number in Key2) + Key3 = New Ascii code. For

Encryption:
Table 5
Encrypting procedure
lélli‘;r:acter Ascii code Keyl Key2 | Key3 (Ascii code Eliz:gll?:l((;iIZEiqll‘l:l:lg()trlll:of K2) +K3 Ner(,)dA: “ CE;I::::er
S 83 196 66 11 (83 +196) + (66 - 10) + 11 346 S
A 97 196 66 16 (97 +196) + (66 - 10) + 16 365 it
K 107 196 66 8 (107 +196) + (66 - 10) + 8 367 u
A 97 196 66 16 (97 +196) + (66 - 10) + 16 365 a
R 114 196 66 6 (114 +196) + (66 - 10) + 6 372 W
Y 121 196 66 4 (121 +196) + (66 - 10) + 4 377 Z
A 97 196 66 16 (97 +196) + (66 - 10) + 16 365 i

Eq (5) = (New Ascii code + Keyl) - (Key2 - sum of character number in Key2) - Key3 = Ascii code

For Decryption:
Table 6
Decrypting procedure
Cipher New Ascii code | Keyl | Key2 | Key3 Decryption Equation Ascii code Plain
Character (New Ascii code + K1) - (K2 - Length of K2) - K3 Character
$ 346 196 66 11 (346 - 196) - (66 - 10) - 11 83 S
u 380 196 66 16 (380 -196) - (66 - 10) - 16 97 A
i} 372 196 66 8 (372 - 196) - (66 - 10)— 8 107 K
u 379 196 66 16 (379 - 196) - (66 - 10) — 16 97 A
W 381 196 66 6 (381 -196) - (66 - 10) — 6 114 R
V4 401 196 66 4 (401 - 196) - (66 - 10)— 4 121 Y
i 367 196 66 16 (367 -196) - (66 - 10) — 16 97 A

If the data type is number or currency, then: Eq (5) = (value of (number or currency) /5 )+ 5
For example: How to encrypt 550, Encrypted value = (550 /5)+5=110+5 =115

Eq (5) = ((Encrypted value) - 5) * 5

Now, to decrypt 115, decrypted value = (115 - 5) * 5 =110 * 5 =550

4.1. Implementation

To test the formula, we designed a database from Microsoft access 2016 that consisted of two parts; one was to insert some

data into the database table, and the other was to test our formula’s speed. To access our database, a user must be created, as

seen in Figure 4. Then, as seen in Figure 5. we logged into the database using the user and password that were created.
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Create User Login

—

User Name User Name

Password

Password

delete user update user create user

close fon Create user

Figure 4. Create User Figure 5. Login form

Next, we opened a form with two sections, one of which was for data entry and the other for data recording, where Text 1

and Text 2 were used to enter information such as (Id, Full name, Age, Gender, Email) after which we saw that the data was
encrypted as seen in Figure 6.

In the second section, we inserted Text 1 and Text 2, and then we inserted our plain text, which, after we pressed the encrypt

command, produced ciphertext in one text box and the time to encryption in another text box. For decryption, we followed
the same procedure as seen in Figure 7.

stvan.spet(@gmail.com

eIyt 116056y
000

Record: 4 } M bk

Figure 6. Encryption form
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WOKIpRFGHTACS %y SESHEND SAMSksBy

b3 KenjUe o8 ekEAGISTAdE cADzARRDAUN 6ASS21c#8&d23ddhwkjsSHDH23)
AOVaRIEDZAD OB RITAAGEedz G083 Rz UelhriwgfsaCZGHacrB4SeFAacaGV @ RWISERVjhSS
se053aAAGTUBCNBKAG153E0 Toputls Ay [34sDelvhytutyL g wawstByCSVAHGAS 204tk
JbBﬁrﬁbd\s_TaMwhgcﬁ*‘pmffajhd_g &d23ddhwkjsSHDH23)%%r hwfsa

inSS345Ddsvh

Figure 7. Speed test form

5. RESULTS AND DISCUSSION

This section compared our algorithm to other algorithms (Blowfish, DES, 3DES, RSE, and RSA). For instance, if we have

data as shown in Table 7, we reached the results using the following::

Keyl = S8r#I5h&0Da@

Key2 = t@S9&Hk4&0Fm*W

1. When we encrypted plain text, it provided us with the same size as plain text.

2. If a character appeared in the text more than once, it was encrypted with a new character each time.

3. When we encrypted text-type data, it gave us text-type data, but if we encrypted number-type data, we got number-type
data, which was another significant point for the algorithm speed when searching for specific data.

4. Another essential point in our algorithm was that when we encrypted different characters in the plain text, the matched
character appeared in the ciphertext. This was significant for data security because it would be impossible to convert the

encrypted character back to the original if an attacker took over the data.

5. Another point was the length of our Keys, which were between 8 and 50 characters, which was a vital factor in protecting

our algorithm because breaking the Keys would require more time and effort.
To clarify the above-mentioned points in our experimental results, we provided two charts for both encrypted and decrypted texts.

Figure 7 represents the original plain text which holds 52 frequencies the same size as the text, while Figure 7. represents
the secured text which holds 1039 frequencies. This proves that the proposed method works well on the suggested text.

Table 8

Data encryption in our system

Field name Id Full name Age Gender
plain text 008821 Sivan Sper Ibrahim 33 MALE
cipher text 16nRNG rUZaYHSWGW U Uy Tt 11.6 stisy
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Frequency of the encryption text
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Figure 8. Frequency of the encryption text
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25KB file (RSA) was encrypted, it took more time than other algorithms, but (Blowfish) took the least amount of time, as
shown in Figure 8.

When we conducted similar research on a decrypted 25kb file (RSA), it took more time than other algorithms, but (Blowfish)
took the least time, as shown in Figure 9.

To compare algorithm speeds for a 25 KB file, we tested our method. We found that it required 256ms for encryption and
272ms for decryption after five repetitions, indicating that our algorithm was quicker than all of the (RSA, DES, TDES, and
RSA) encryption as decryption speeds, as illustrated in Figure 10.
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Figure 10. Encryption time vs. file size for DES, 3DES, AES, Blowfish, and RSA (Patil et al., 2016)
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Figure 11. Decryption time vs. file size for DES, 3DES, AES, Blowfish, and RSA (Patil et al., 2016)

To compare the algorithm speeds for a 25 KB file, we tested our method. It required 256ms for encryption and 272ms for
decryption after five repetitions, indicating that our algorithm was quicker than all the (RSA, DES, TDES, and RSA)

encryption as decryption speeds, as illustrated in Figure 11.
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Encryption and decryption time(millisecond)
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Figure 12. Encryption and decryption time

As a result, we will use the algorithm to create databases and encrypt data because it has large and fast data encryption
security, which will secure our data from attacks.

6. CONCLUSIONS AND FUTURE WORK

Cryptographic algorithms protect the confidentiality, integrity, and authenticity of data stored in databases. Confidentiality
is the property of ensuring that sensitive information is not disclosed to unauthorized individuals. Cryptographic algorithms
can encrypt data stored in a database so that even if an attacker gains access to the database, they will not be able to read
the data without the decryption key. Integrity ensures that unauthorized individuals have not modified or tampered with
data. Cryptographic algorithms create a message digest of the data, which can then be stored in the database and the data
itself. The message digest is a unique representation of the data produced by applying a mathematical function to the data.
If the data is modified, the message digest will also be different, allowing for the detection of any changes to the data.

Authenticity ensures that data coming from the source it claims to come from has not been tampered with in transit.
Cryptographic algorithms can be used to sign data using a private key so that the recipient can verify the authenticity of the
data using the corresponding public key.

Overall, cryptographic algorithms play a critical role in ensuring the security and integrity of data stored in databases. This
paper is a comparative study between created algorithms for data encryption used when creating databases against several
different cryptographic algorithms, including (DES, 3DES, AES, Blowfish, and RSA) in terms of security and speed of
encryption and decryption. The results revealed that the created algorithm was faster than the (DES, 3DES, AES, and RSA)
algorithms but slower than the (Blowfish) algorithm. Also, in the created algorithm, the plain text and the ciphertext were
the same size. When we encrypted text-type data, we got text-type data. But if we encrypted number type-data, we got
number-type data. The developed algorithm is secure. If there is more than one character in the text, each will encrypt with
a different character. Also, when we encrypted various characters in plain text, the matched character appeared in the
ciphertext. In the future, we will focus on the created algorithm, which can be compared with other cryptographic algorithms.
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ABSTRACT

Due to its high potential and value, the Internet of things (IoT) has been used in various areas such as information
security, industry 4.0, and smart agriculture. 10T is used in agriculture through the use of sensors, unmanned
aerial vehicles (UAV), satellite technologies, robots, image processing, and artificial intelligence technologies.
These smart agricultural practices increase production and quality and lead to savings in irrigation, thereby
reducing environmental pollution during production. This study proposes an ultra-lightweight automated plant
species classification method for smart agriculture applications. A UAV is used to acquire a new image dataset.
Anultra-lightweight classification method is then used to classify the acquired plant species images. Our proposed
ultra-lightweight computer vision model presents a histogram-based simple feature extraction function. The
presented feature extractor uses histogram extraction and median filter in conjunction. The generated features are
fed to two shallow classifiers, which are the support vector machine (SVM), and k nearest neighbor (KNN). The
utilized SVM and KNN classifiers have attained 96.45% and 94.11% accuracies consecutively. The results
demonstrate that this model is very capable of plant image classification and is ready for use in a physical
agriculture environment.

Keywords: Plant classification, smart agriculture, histogram, feature extraction, machine learning

oz

Nesnelerin interneti (IoT) insanlik igin ¢ok degerli bir teknolojidir, dolayisiyla IoT bilgi giivenligi, endiistri 4.0,
akilli tarim gibi ¢esitli alanlarda kullanilmaya baslanmigtir. Akilli tarim uygulamalar: sensorler, insansiz hava
araglar1 (IHA), uydu teknolojileri, robotlar, goriintii isleme ve yapay zeka teknolojileri kullanilarak
gelistirilmektedir. Akilli tarim uygulamalari ile sulama alaninda tasarruf saglanmakta ve tiretim sirasinda ¢evre
kirliligi azaltilmaktadir. Ayni1 zamanda tiretimi ve kaliteyi arttirir. Bu ¢alismada, akilli tarim uygulamalart igin
ultra hafif otomatik bitki tiirleri siniflandirma yontemi gelistirilmistir. Bir IHA kullanilarak yeni bir goriintii veri
seti elde edilmistir. Elde edilen bitki tiirleri goriintiisiinii siniflandirmak i¢in ultra hafif bir siniflandirma yontemi
Snerilmistir. Onerilen ultra hafif bilgisayarli gorii modelimizde, histogram tabanli basit bir 6zellik ¢ikarma islevi
sunulmustur. Sunulan 6znitelik ¢ikarici, histogram ¢ikarimi ve medyan filtresi birlikte kullanilmistir. Olusturulan
oznitelikler, destek vektor makinesi (SVM) ve k en yakin komsu (KNN) olan iki s1§ siniflandiriciya beslenir.
Kullanilan SVM ve KNN siniflandiricilar arka arkaya %96,45 ve %94,11 dogruluk elde etmistir. Sonuglar, bu
modelin bitki goriintii siniflandirmast igin oldukga basarili oldugunu ve fiziksel tarim ortaminda kullanima hazir
oldugunu gostermektedir.

Anahtar Kelimeler: Bitki siniflandirmasi, akilli tarim, histogram, 6zellik ¢ikarma, makine 6grenmesi
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1. INTRODUCTION

Many factors influence agricultural productivity, including soil structure, irrigation type, spraying technique, and meteorological
conditions. To enhance production output, it is important to continually monitor the plants and make the required modifications.
Agricultural production has grown in recent years with the advancement of technology and smart agricultural systems. Smart
agriculture can enable the development of applications such as water monitoring, soil monitoring, and disease monitoring.
Temperature/humidity sensors, soil sensors, and cameras can all be used for these applications (Babayigit & Biiytlikpatpat,
2019), thereby automatically computing irrigation, fertilization, agricultural spraying, and yield analysis.

Plant species and disease detection are significant for smart agricultural applications. It is important to know the type of
plant to assess its production, development, and disease. Furthermore, determining the plant species is required to detect
diseases that may afflict them. In the literature, techniques for classifying plant species based on fruits and leaves have been
developed (Atila, Ugar, Akyol, & Ugar, 2021; Hameed, Chai, & Rassau, 2018; Yalcin & Razavi, 2016; Zhu, Zhu, & Ren,
2018). Plants’ fruits (Hameed et al., 2018), flowers (Pawara, Okafor, Schomaker, & Wiering, 2017), and leaves (Keivani,
Mazloum, Sedaghatfar, & Tavakoli, 2020) are generally used to classify them (Yalcin & Razavi, 2016). Moreover, this also
results in disease detection in the images as well (El, Es-saady, El, Mammass, & Benazoun, 2017; Wang, Yang, Yu, Dong,
& Wang, 2021; Xie, Yang, & He, 2017). Table 1 summarizes the research and methodologies utilized in plant classification

and disease detection in the literature.

Table 1
Studies and methods used in plant classification and disease detection in the literature
Studies Year Dataset Nu.mber of Explanation Method
species/groups
Atila et al. (Atila et al., 2021) 2021 PlantVillage dataset 38 Leaf.d.lsee?se EfficientNet
classification
Swedish leaf dataset 15 IDPCA+ MTSVM
Goyal et al. (Goyal, Kumar, & 2021 Flavia dataset - Plant recognition IDPCA+ MTSVM
Gupta, 2021)
Folio dataset - LDA+ MTSVM
Selvam et al. (Selvam & Kavitha, 2020 Self-collected dataset 3 Leaf d}sea}se CNN
2020) classification
+
Flavia dataset 3 . SURF + Bag of
Murtaza et al. (Murtaza, Saba, 2020 Plant Species Words
Haroon Yousaf, & Viriri, 2020) Identification SURF + Bag of
ImageClef dataset 3
Words
Identification of
Adak (Adak, 2020) 2020 Self-collected dataset 43 . CNN
Plant Species
CNN
Sal t al. (Sal Akht KNN
aleem et al. (Saleem, ar, . P ..
Ahmed, & Qureshi, 2019) 2019 Flavia dataset 25 Plant classification Decision Tree
Naive Bayes
Multi SVM
i i i CNN
Yacin et al. (Yalcin & Razavi, 2016 TARBIL dataset 16 Plant Classification
2016) SVM
Dyrmann et al. (Dyrmann, 2016 BBCH 12616 dataset 2 Plant species CNN

classification

Karstoft, & Midtiby, 2016)

* CNN: Convolutional neural network, SVM: Support vector machine, KNN: k nearest neighbor

As can be seen in Table 1, many image processing, machine learning, and deep learning-based methods have been developed
in the literature. There are many datasets of fruits, vegetables, and other plants in the literature. PlantVillage is a dataset
containing leaf diseases in plants. The Swedish, Flavia, Folio, TARBIL, and BBCH 12¢16 datasets are used for plant
classification. Deep learning-based methods have high computational complexity necessitating methodical work and computers
with high processors.
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2. MATERIAL METHOD
2.1. The collected dataset

In the first step of this research, a new plant image dataset has been collected using a UAV. This dataset contains 17 plant
species and consists of 6170 color images. The size of these images are fixed to 1280 x 720 x 3 since they are RGB images.
They recorded as JPEG. This dataset contains common garden plants. The used species are watermelon, corn, pepper,
eggplant, tomato, wild grass, bean, cucumber, zucchini, melon, white cabbage, black cabbage, basil, parsley, carrot, mint,
and strawberry plants. The sample plant images and counts used in the collected dataset are shown in Figure 1.

Tomato (434)

]

Cucumber (211) Zucchini (177)

Parsley (249) Carrot (171)

Mint (226) Strawberry (174)

Figure 1. Plant images and numbers in the collected dataset
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As illustrated in Figure 1, plant images have been collected with a UAV camera.
2.2. Preprocessing

The dataset collected in this study was carried out on agricultural land of approximately 3000 square meters. There are
thousands of roots belonging to each plant species here. Video recordings were collected by drone for each plant species.
One image was extracted from the videos at 300 millisecond intervals. Thus, approximately 3 images were obtained in 1
second. The images were resized and used. The number of images obtained for each plant category is given in Figure 1 and

Figure 5.
2.3. The proposed ultra-lightweight plant species classification model using images

This research presents an ultra-lightweight image classification model for plan image classification. This model consists of
two basic phases: feature extraction using histogram extraction and median filter and classification. The block diagram of

the proposed method in this study is summarized in Figure 2.

________________________________________________________________________________

Dataset collection

{ Y
i i
| 8 :
15 i
1 m 1
=] :
b3 i l
Vo ( Feature merging J !
L5 |
[ | |
1
. i
i ( Median Filter J E
1
\ e e .
[ g ‘=
L2 ( Train ) [ Test ) !
1
] '
X | | ’
L4 i
i 3 ( Evaluation J,i

Figure 2. Block diagram of the proposed method

As shown in Figures 2, the collected images are RGB. RGB images consist of Red, Green, and Blue channels. In the proposed
method, the histogram is used to extract features from the image. Separate histograms have been extracted from the Red,
Green, and Blue channels. In addition, the RGB image has been converted to a gray image. Thus, four images have been
obtained from an RGB image. The Red, Green, Blue, and Gray channels obtained from a sample RGB image are illustrated

in Figure 3.
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c) d)

Figure 3. Red, Green, Blue and Gray channels from a sample RGB image
a) Red image b) Green image c) Blue image d) Gray image

In the proposed method, a histogram is used to extract features from the image. Separate histograms have been taken for the
Red, Green, and Blue channels. A histogram is a graph that shows the number of color values in an image. In the histogram
graph, the horizontal axis represents the color values between 0-255. The vertical axis represents the pixel numbers of these
color values. The color distribution in the image is obtained by histogram extraction. Thus, feature extraction can be done
from an image. Histogram graphics of the sample Red, Green, Blue, and Gray channels given in Figure 3 are illustrated in
Figure 4.

©) d)

. Histogram

2L Median Filter

0 100 200 300 400 500 600 700 800 900 1000

e)
Figure 4. Example Red, Green, Blue and Gray channels histogram graphics
a) Red channel histogram b) Green channel histogram c) Blue channel histogram d) Gray channel histogram e) Merging

histograms of Red, Green, Blue and Gray channels
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As illustrated in Figure 4, the histogram graphs of Red, Green, Blue, and Gray channels have been obtained and concatenated.
Thus, the length of the created feature is 256 x 4=1024. A median filter has been applied to the obtained histogram graphics.
By applying the median filter, the noise in the extracted features is removed. The proposed feature extraction results for
images of 17 plant species are demonstrated in Figure 5.

- a4
5 x1° 5 104 5 x1

e Histogram
e Histogram e Histogram
Median Filter
2 2 Median Filter 2 Median Filter

0 200 400 600 800 1000 0 200 400 } 600 800 1000 0 200 400 600 800 1000
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s x1© 10t
3 e Histogram
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2 Median Filter R Median Filter

00 800 1000 0 200 400 600 800 1000

3

0 200 400

Aubergine (278) Tomato (434) Wild herb (1624)

10 ¢

Histogram s HiStogram Histogram

Median Filter Median Filter Median Filter
2 2 2
| r\
0

0 200 400 600 800 1000 0 200 400 } 600 800 1000 0 200 400 600 800 1000

Beans (180) Cucumber (211) Courgette (177)

o a a
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2 Median Filter 2 Median Filter 2 Median Filter

/I

0 200 400 600 800 1000 o 200 400 600 800 1000 0 200 400 600 800 1000

Melwere on (211) White cabbage (329) Black Cabbage (249)

10

3 x1° 3 X 3 X

s Histogram . Histogram . Histogram
2 Median Filter 2 Median Filter 2 Median Filter

0 200 400 600 800 1000 0 200 400 600 800 1000 0 200 400 600 800 1000
Basil (161) Parsley (249) Carrot (171)
3 x10° s x10°
e Histogram s Histogram
2 Median Filter 2 Median Filter
1 1
[ L L L 0
0 200 400 600 800 1000 0 200 400 600 800 1000
Mint (226) Strawberry (174)

Figure 5. Proposed feature extraction results for images of 17 plant species

As shown in Figure 5, features have been extracted from RGB images through the histogram method. SVM and KNN
algorithms have been used to classify the extracted features. SVM and KNN algorithms are commonly preferred machine
learning algorithms in the literature (Pooja, Das, & Kanchana, 2018; Yaman, Ertam, Tuncer, & Firat Kilincer, 2020; Yaman
& Tuncer, 2021). In order to choose these classifiers (KNN and SVM), five shallow classifiers have been used to test: Decision
Tree (DT), Linear Discriminant (LD), Cubic SVM, Fine KNN, and Ensemble Boosted Trees (EBT). The calculated accuracies
for these classifiers are depicted in Figure 6.
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100
DT

LD

SVM

Accuracy (%)

KNN

EBT

Our collected dataset

Figure 6. The accuracy results calculated for DT, LD, SVM, KNN, and EBT

As demonstrated in Figure 6, the highest accuracy has been computed with Cubic SVM and Fine KNN for our dataset. For
this reason, the features extracted with the histogram have been classified using Cubic SVM and Fine KNN algorithms.
‘Box constraint level=1", ‘Kernel scale mode=Auto’, ‘Kernel scale=1" and ‘Multiclass method= One-vs-All’ are selected in
Cubic SVM parameters. ‘Number of neighbors=1’, ‘Distance metric=City block’ and ‘Distance weight=Equal’ are selected
in Fine KNN parameters.

3. EXPERIMENTAL RESULTS

In this study, the proposed method has been applied on a personal computer with 17-9700 CPU 3.00 GHz, 32GB RAM, and
a 64-bit Windows 10 operating system. In the proposed method, preprocessing and feature extraction steps are developed
in the MATLAB 2020a program as m-file. The classification process has been calculated using the MATLAB Classification
Learner Toolbox. Confusion matrices have been computed using a 10-fold cross-validation. The confusion matrices are
shown in Figure 7.
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Figure 7. Confusion matrices of the proposed method a) Cubic SVM b) Fine KNN
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The class-wise computed with confusion matrices can be seen in Figure 8.

100

95

90
g
>
Q
e
3 85
8 )
< _o_ Cubic SVM
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80 | | | | | | | | | | | | | T T
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17

Classes

Figure 8. Class wise calculated with our collected dataset

The proposed method ran 100 iterations to calculate Accuracy, Precision, Recall, Geometric mean, and F1-Score parameters.
At the end of 100 iterations, the maximum, minimum, mean, and standard deviation results of Accuracy, Precision, Recall,
Geometric mean, and F1-Score parameters were computed. The Accuracy, Precision, Recall, Geometric mean, and F1-Score
results computed with 100 iterations are tabulated in Table 2.

Table 2
Accuracy, Precision, Recall, Geometric mean, and F1-Score results calculated with 100 iterations
Dataset Classifiers Statistics Accuracy Precision Recall Geometric mean F1-Score
Maximum 96.45 96.04 96.28 96.25 96.16
Minimum 95.78 95.28 95.2 95.16 95.34
Cubic SVM
Mean 96.09 95.7 95.82 95.79 95.76
Our collected Standard deviation 0.12 0.16 0.17 0.18 0.15
dataset Maximum 94.11 94.09 93.83 93.75 93.92
Minimum 93.48 93.11 92.97 92.87 93.04
Fine KNN
Mean 93.82 93.67 93.44 93.33 93.56
Standard deviation 0.12 0.16 0.17 0.18 0.15

As can be seen in Table 2, a maximum accuracy of 96.45% has been computed with Cubic SVM for our collected dataset.
With Fine KNN, accuracy, precision, recall, geometric mean, and F1-Score results have been reckoned as 94.11%, 94.09%,
93.83%, 93.75%, and 93.92% for our collected dataset, respectively. Fold-wise results calculated in the proposed method can
be seen in Figure 9.

100

T T T T T T T T - Cubic SVM
- Fine KNN
95 | -
S
- 90 | -
)
g
=]
o
Q
<
85 | -
80
1 2 3 4 5 6 7 8 9 10

Figure 9. Fold-wise calculated with our collected dataset
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The comparison of the proposed method and the literature are summarized in Table 3.

Table 3
Comparison of the proposed method and the literature
Studies Dataset splz:ig;l/)ge:o(:lfps Method Accuracy Precision Recall F1-Score
. . PlantVillage .
Atila et al. (Atila et al., 2021) dataset 38 EfficientNet 99.97% 99.39% - -
Swedish leaf 15 IDPCA+MTSVM  97.50% - - -
dataset
Goyal etal. (Goyal, Kumar, & Gupta, 2021)  Flayia dataset - IDPCA+ MTSVM  98.15% - - -
Folio dataset - LDA+ MTSVM 89.5% - - -
. Self-collected
Selvam et al. (Selvam & Kavitha, 2020) dataset 3 CNN 94% 92% 95% 93%
. SURF + Bag of
Fl dataset 3 989 - - -
Murtaza et al. (Murtaza, Saba, Haroon avia datase Words &
Yousaf, & Viriri, 2020 +
ousa i ) ImageClef dataset 3 SURF + Bag of 94% - - -
Words
Adak (Adak, 2020) Self-collected 43 CNN 87.57% - - -
dataset
CNN 99.48% - - -
Saleem et al. (Saleem, Akhtar, Ahmed, & NN 98:93% ] ] ]
aleemeta - (Saleem, ar, Ahmed, Flavia dataset 25 Decision Tree 90.65% - - -
Qureshi, 2019) ..
Naive Bayes 94.5% - - -
Multi SVM 88.91% - - -

. . . CNN 97.47% - - -
Yacin et al. (Yalcin & Razavi, 2016) TARBIL dataset 16 SVM 89.94‘%(2 ) ) )
Dyrmann et al. (Dyrmann, Karstoft, & BBCH 12el6 o
Midtiby, 2016) dataset 2 CNN 86.2% . . .
Our Methods Our collected 17 Cubic SVM 96.45% 96.04%  96.28%  96.16%

dataset Fine KNN 94.11% 94.09%  93.83%  93.92%

To evaluate the performance of the proposed method, feature extraction, training time, test time, and total test time have
been computed. The calculated temporal complexity of the method is tabulated in Table 4.

Table 4

The average execution time of the proposed model per the used classifier

Classifiers Feature extraction Train time Test time Total test time
Cubic SVM 12.09 ms 6.41 ms 20.19 ms 32.28 ms
Fine KNN 12.09 ms 0.38 ms 15.91 ms 28 ms

The execution time of the proposed ultra-lightweight has been calculated for the proposed method in Table 2 and Table 4. It
has been observed that a high accuracy has been obtained with SVM and KNN. The time taken for feature extraction and
classification from an image (for 1280 x 720 x 3 sized images) has been computed as 32.28ms. 28ms has been reckoned using
SVM and KNN respectively. Moreover, the time complexity (using asymptotic notation) of our presented ultra-lightweight
model is calculated in Table 5.

Table 5

Time complexity analysis of our proposal

Step Time complexity (Big O notation)
Layer separation o(m)

Gray level conversion om)
Histogram extraction 0(4n)

Median filtering 0(4n)
Classification using KNN 0(nd)
Classification using SVM 0(nd®)

Total complexity using KNN 0(10n +nd) = 0(n + nd)
Total complexity using SVM 0(10n + nd®) = 0(n + nd*)
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According to Table 5, this model has linear time complexity. Table 4 and 5 proves that our proposal meets the standards of
an ultra-lightweight image classification model.

Moreover, these points can be highlighted for this research;

- A novel plant image dataset was acquired using a UAV.

- An ultra-lightweight feature creation method is proposed.

- Per Table 4 and Table 5, our proposal has low time complexity.

- Our ultra-lightweight model has a very simple structure, leading to a wide range of applications by researchers and developers.

- By using the presented ultra-lightweight model and an embedded system, a smart camera can be easily developed for plant
species classification.

4. CONCLUSIONS

In this study, an image processing-based ultra-lightweight method is proposed. The proposed method has been developed in
the MATLAB program and the results have been calculated. To test the method, 6170 images of 17 plant species have been
collected. Features have been created by applying histogram extraction and median filtering functions to these images. For
our collected dataset, 96.45% and 94.11% accuracies have been computed with SVM and KNN algorithms, respectively. The
time complexity and execution times of our model have also been reckoned and these results show that our model is an ultra-
lightweight model.

5. FUTURE WORKS

Classification of plant species and detection of disease in these plants are important for productivity in smart agriculture
practices. Growth, disease symptoms, and yields are analyzed by monitoring plants continuously with cameras, thus leading
to more efficient production. Real-time and inexpensive real-time implementation of smart agriculture applications is
important for its usability. The proposed ultra-lightweight algorithms in future studies will be implemented in embedded
systems. Consequently, operations such as automatic recognition of plants, identification of diseased leaves, and spraying
will be carried out with cameras and embedded systems on the UAV.
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ABSTRACT

Online shopping has become increasingly popular in recent years. Online shopping transactions, which are
frequently carried out by consumers all over the world, are also very common in the tourism sector. Users avail
themselves of a variety of alternative platforms such as websites, social media or recommendation systems in
order to realize their travel plans. Travel transactions can be performed through many applications and platforms.
Therefore, it is becoming increasingly important to make the right choice of platform in order to perform faster
transactions and make the right decisions. Accordingly, it can sometimes be a difficult process for the user who
intends to plan a journey choosing the most suitable online platform from among many alternatives. This study
investigated which criteria are important in order to make online travel transactions. In addition, the study
included research into which platforms the users can choose in accordance with the determined criteria. Thus, the
correct order of the alternatives that people can choose is revealed. In the study, AHP and TOPSIS methods, which
are multi-criteria decision-making methods, were preferred. Content quality, usefulness, satisfaction, interaction
opportunity, accessibility and web design criteria were used as the main criteria. In addition, sub-criteria of the
main criteria were also evaluated. Alternative options were determined such as websites, blogs, Instagram,
Facebook, Twitter, Google Comments. The study concludes that the content quality feature is the most important
criterion in online travel transactions. Of all the online platforms, websites took the first place among the
determined alternatives.

Keywords: Travel planning, AHP, TOPSIS, social media

oZ

Online aligveris giiniimiizde oldukga popiiler hale gelmistir. Tiim diinyada siklikla kullanilan bu iglemler turizm
sektoriinde de oldukga yaygindir. Kullanicilar seyahat planlamalarini gergeklestirmek adina web siteleri, sosyal
medya veya Oneri sistemleri gibi alternatif platformlari kullanabilmektedirler. Bu baglamda seyahat islemleri
bir¢ok uygulama ve platform tizerinden yapilabilmektedir. Bu yiizden hizli islem yapip dogru kararlar verebilme
adina kullanilacak olan platform 6nem kazanmaktadir. Buna gore seyahat planlamasi yapacak olan kullanicinin
bir¢ok alternatif igerisinden en uygun olani se¢mesi bazen zor bir siireg olabilmektedir. Bu ¢alismada online
olarak seyahat islemlerini yapabilmek adina hangi kriterlerin dnemli oldugu arastirilmistir. Bununla beraber
kullanicilarin belirlenmis kriterler dogrultusunda hangi platformlar: tercih edebilecegi de arastirilmistir.
Boylelikle kisilerin sececegi alternatifler i¢erisinden dogru siralamanin hangisi oldugu ortaya konulmustur.
Caligmada gok kriterli karar verme yontemlerinden AHP ve TOPSIS yontemleri tercih edilmistir. Calismada ana
kriterler olarak igerik kalitesi, kullanislilik, memnuniyet, etkilesim imkani, erisilebilirlik ve web tasarimi
kriterleri kullanilmistir. Ayrica ana kriterlerin alt kriterleri de degerlendirilmeye alinmustir. Alternatif segenekler
ise web siteleri, bloglar, Instagram, Facebook, Twitter, Google Yorumlar olarak belirlenmistir. Caligma sonucunda
online seyahat islemlerinde i¢erik kalitesi 6zelligi en dnemli kriter olmustur. Belirlenmis alternatifler icerisinden
ilk siray1 web siteleri almstir.

Anahtar Kelimeler: Seyahat planlamasi, AHP, TOPSIS, sosyal medya
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Determining Online Travel Planning with AHP and TOPSIS Methods

1. INTRODUCTION

In parallel with developments in information and communication technologies, the trend of online shopping has become
very popular all over the world. In this context, online tools are frequently used to meet the needs of people. The fact that
online shopping has become so easy and convenient has brought innovations into the field of tourism as well as into many
other sectors. (Tseng, 2017). Users can carry out their tourism activities through online websites, mobile applications or
social networks. They can make plans according to their needs using their chosen online applications or websites. Therefore,
research should be conducted into which applications among the many on offer are important for online travel planning.
Consideration should be given to the quality elements of the digital platforms preferred by users .

Along with websites, social media platforms are used effectively in determining the travel plans of people. Social media
tools play an important role in people’s preferences by transferring their travel experiences and impressions to other users
(Narangajavana et al., 2017). At the same time, in today’s world where social media tools are quite common, tourism content
producers also offer their products on social media channels to assist users in making travel plans (Mariani et al., 2017;
Rathore et al., 2018). Social media and other web tools are important elements in product marketing and online shopping.
With these tools, the company that markets any product and the real user meet in a common digital market. In order for a
product to be marketed, the digital platform on which the product is located is expected to meet the expectations of the end
user (Hénninen et al., 2018). Sufficient satisfaction of the platform used in product sales affects the marketing of the product
and also the preference of the product. This is because the quality of the digital platform on which the product is presented
affects the marketing of the product (Wang et al., 2019). In this sense, the quality of the digital platform becomes important.
The aim of this study is to determine the importance levels of the factors affecting the quality of online tourism tools used
for travel planning and to evaluate six online tourism tools. In this way, the platforms used by customers who carry out
tourism activities with online tools will be ranked according to quality.

One of the main expectations of the tourism industry is customer loyalty. The quality of the service provided will affect
customer choice of platform (Olorunniwo et al., 2006). If customers are satisfied with the platform they use when making a
digital transaction, the expectation is that they will choose the same platform for their next transaction. Accordingly, the

following questions were investigated in this study:

1. “Which criteria should be prioritized to assist a customer in choosing a particular digital platform for travel planning?”
The aim of this question was to reveal the features that determine the quality of digital platforms used for travel planning.
At the same time, the strengths and weaknesses of the digital platform were determined.

2. “Which digital tool is the best for travel planning?” This question was also addressed and evaluated in this study with
the aim of creating a decision-making model that would help users choose the right digital platform.

In this study, clear criteria were determined in order to assess the quality of platforms used for travel planning. Multi-Criteria
Decision Making-Methods (MCDM) were chosen for ranking these criteria. The Analytic Hierarchy Process (AHP) method,
one of the multi-criteria decision-making methods, was used to solve the stated problem. With this method, the criteria are
ranked among themselves. Then, the TOPSIS method was used to determine which digital platform is the best for travel
planning (Filip, 2014). In this paper we first state the purpose and importance of the study to be conducted. This is followed
by a literature review, after which multi-criteria decision-making methods are mentioned. Fourthly, AHP and TOPSIS
methods are explained step by step. This is followed by a summary of the solutions developed using the AHP and TOPSIS
methods in line with the data obtained from the users. Then the obtained results are presented, and alternative platforms are
listed. In the last section, the results are evaluated, and suggestions are made.

2. LITERATURE REVIEW

As the internet has become an indispensable part of life, users have gained the opportunity to perform many transactions
online thanks to easy access. According to TURKSTAT (2021) Household Information Technologies (IT) Usage Research
data, the rate of internet use among the 16-74 age group in Turkey reached 82.6% as of 2021. Along with the high rate of
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internet use, the rate of online shopping, which was 8.4% in 2011, increased to 44.3%. Such data clearly show that online
shopping rates have been increasing over recent years. With the widespread use of online shopping, online transactions have
also become very common in the tourism sector, as in many other areas as well. Accordingly, many tourism products have
become more accessible online in recent years (Lin & Chen, 2013). Content providers in the tourism sector can best present
their products to their users through online channels (Choi et al., 2018). Many online tools such as websites, social media
platforms, blogs, forum sites, video sharing sites and digital encyclopedias are used effectively to deliver information to
users (Gohil, 2015; Zanna, & Xuedong, 2016).

An examination of research conducted in recent years revealed that social media tools play a huge part in people’s travel
planning (Usui et al., 2018; Pop et al., 2021). According to GuestCentric’s report for 2021, the use of social media is recognized
as a growing trend for hotels to interact directly with guests and drive direct bookings. 48.75% of hoteliers who participated
in the survey conducted in January 2021 see social media as the second most important sales and marketing priority. In this
sense, social media has been found to be very important for hotel operators. Moreover, in recent years, recommendation
systems have been used in travel planning. Recommendation systems aim to help individuals plan their travel by predicting
their preferences and offering suggestions in line with their expectations. Thus, these systems aim to save time for users
enabling them to make faster decisions.

The literature shows that multi-criteria decision-making methods are frequently used in research and aim to eliminate
uncertainty (Bhole & Deshmukh, 2018). In online transactions, quality rankings of websites, social media tools or web tools
can be made using multi-criteria decision-making methods. Kutbi and Alomar (2017) investigated the importance of social
media tools in education in their study. Accordingly, video sharing tools were found to be important in education. Putri and
Alawiah (2021) used the TOPSIS method to determine the right social media tool in product marketing. Bire et al. (2021)
conducted a study to determine the order of importance of the factors affecting the destination choice of tourists. These
researchers also used AHP and TOPSIS methods in their studies. As a result of the study, prominent tourism destinations

were listed in line with certain criteria.

In the tourism sector, the importance of digital tools used in this field has increased with the increase in transactions, especially
on the internet. Baki (2020) conducted a study that evaluates hotel websites according to the criteria of trust, information
quality, customer relations, design and price with fuzzy AHP and fuzzy TOPSIS methods. Accordingly, information quality
and trust criteria emerged as the most important criteria for hotel websites. Using the AHP-SAW method Sari (2021) tested
a specific decision support system to determine the best tourism village . Accordingly, the alternatives most preferred by
tourists were determined. Another study used the AHP method to examine the prominent factors in determining the travel
preferences of tourists in rural areas (Hussain, & Wang, 2018). According to this study, social media tools were mostly
preferred during the travel planning stage. Choedon and Lee (2018) conducted a study to classify and categorize service
requirements in mobile tourism applications. Their study used the AHP method to determine the prominent criteria in the
mobile travel application experiences of tourists. The study concluded that features such as geographic location map, language
option, mobile ticketing, and mobile payment were found to be important in mobile tourism applications.

Various studies have been conducted in this area to improve tourism activities. While planning a trip, several challenges
typically need to be addressed such as searching for a hotel, finding the most suitable ticket, and reaching the destination as
soon as possible. It can sometimes take a long time to deal with these issues. Vieira (2018) conducted a study to reduce travel
costs and optimize travel times. For this, travel data were evaluated using the ant colony optimization method. Thus, a model
was developed for optimized travel planning. People also give importance to the opportunities offered by the destinations
when planning their trips. In this direction, Giil and Topcu (2015) put forward a model that proposes activities for tourist
candidates to spend their holidays more efficiently. In this study, a model was developed using AHP and TOPSIS methods
that determines the activities that tourists may want to be engaged in according to their travel experiences . Chen and Wang
(2021) conducted a study on travel planning during the Covid-19 period. Accordingly, they developed a model for travel
destination recommendation using the fuzzy geometric mean (FGM) approach.
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For many people, making travel plans in tourism has become an indispensable part of the whole travel experience. Sometimes,
various problems can arise while planning a trip. These problems might include choosing a destination, choosing a hotel, or
choosing a vehicle. Various studies have been carried out with the aim of eliminating these problems. Jiaoman et al. (2018)
conducted a study to make destination selection more effective during travel procedures. They used fuzzy AHP method in
their study on Japanese websites. The study concluded that travel planning design was found to be important. Different
techniques have also been used to determine destinations through websites or applications. In their study, Alptekin and
Biiyiikozkan developed an intelligent system proposal using case-based reasoning (CBR) and AHP methods to solve web-
based destination determination problems. Combining two different techniques, this study yielded more effective results
and the weaknesses of both techniques were eliminated. Do and Shih (2016) conducted a study to solve the destination
determination problem during the travel planning phase. In this study, decision-making trial and evaluation laboratory
(DEMATEL) and Analytic Network Process (ANP) models were combined. As a result of the research, the external search
feature emerged as the most important criterion in determining the destination. As a result of the study tourists can make
detailed searches on the web for their travel planning. In addition, they can benefit from the ideas of people who have had
the same experience before in order to determine their destination. In this way, the comments on the websites are important
in determining the destination. Ahani et al. (2019) discussed the comments on websites as a way of deciding on a hotel for
a holiday. In this study, machine learning and TOPSIS methods were used with the aim of classifying tourists according to
their satisfaction levels.

Since most travel planning is done in the digital environment, the features or quality of the digital platform used also
shape the whole process of travel planning. Ip et al. (2012) conducted a study to determine the functionality of hotel
websites. Using the fuzzy method, they listed the information that should be on the hotel websites in order to assist
customers with their travel planning. The list includes a description of the hotel and its facilities , information on making
areservation, a description of the surrounding area , and user-generated information. The result of the study showed that
the most important feature was the reservation information. A study conducted by Balouchi and Khanmohammadi (2015)
investigated the priority features of social media platforms in tourism transactions. This study was conducted with
Logarithmic fuzzy preference programming methodology (LFPP) and fuzzy AHP methods. The results of the study
showed that, of the three stages when tourists might use social media platforms to assist them in travel arrangements, they
mostly prefer to use the platforms before traveling (rather than during or after traveling) . In addition, the most important
reason for the preference of these platforms was information sharing. Bire et al. (2021b) aimed to examine tourism supply
chain management (TSCM) performance characteristics from the perspective of tourists. A questionnaire was used to
obtain data which were evaluated with fuzzy AHP. In the research, the criteria of TSCM (reservation phase, pre-travel
phase, travel phase, post-travel phase) were evaluated. According to the results of the research, the pre-travel performance
criterion was found to be the most important step according to the tourists. Thus, when the studies in the literature are
considered, the problems that require decision-making at the travel planning stage have been resolved. In many of these

problems, multi-criteria decision-making methods were used.
3. MATERIALS AND METHODS

In order to carry out this research, data were obtained voluntarily from predetermined participants. The data obtained by
the survey method were used in the main study by scoring. In this study, AHP and TOPSIS methods from multi-criteria
decision-making methods were used. Ethics committee approval for this study was obtained from the Social and Human
Sciences Publication Ethics Committee at Van Yiiziincii Y1l University.

*  Meeting Date: 15/10/2021
e Number of Sessions: 2021/15
e Decision No: 2021/15-07

e Document Number: E-85157263-604.01.02-117700
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3.1. Multi-Criteria Decision-Making Methods (MCDM)

The decision-making process is the act of selecting one option from a set of choices in order to accomplish a specific objective.
While it might sometimes be quite simple to find alternatives in this process, it can also occasionally take on a complex
structure (Eren & Kaya, 2019). Essentially, the decision-making stage serves as a problem-solving stage. The elements of
intellect, design, and selection serve as the foundation for this problem-solving phase (Aurum & Wohlin, 2003). Multi-criteria
decision-making methods (MCDM) methods are used to solve problems when it becomes difficult to make a decision and
the options increase. MCDM is accepted as an operations research field that aims to develop and apply decision support tools
and methods to deal with decision problems that are not easy to solve, including a specific purpose or conflicting objectives,
with many criteria (Akgiin and Erdal, 2019). Multi-criteria decision-making enables people to make choices in accordance
with their own value judgments in the evaluation of criteria that do not have the same value in conflicting situations (Karaatli
etal., 2015). There are many methods for multi-criteria decision-making. These methods have various advantages according
to the content and solution of the problem (Ersdz & Kabak, 2010). The aim of this study was to determine the hierarchical
order of the criteria and the importance of the alternatives using the AHP and TOPSIS methods, which belong to the multi-
criteria decision-making methods.

3.1.2 Method of AHP

The AHP method, developed by Saaty (1980), has been accepted as a new approach to solving problems involving complexity
and uncertainty. The AHP method is effectively used in making decisions that include many interrelated and categorized
factors. The stage of decision making takes place by transforming user intuitions, abstract and unmeasurable factors and
subjectively obtained judgments into a numerical and common basis and integrating them into this process. (Shapira, 2005).
In this process, it is aimed for decision makers to compare a number of alternatives in a consistent degree and to reveal the

relative priorities of the alternatives within certain ratios (Al-Harbi, 2001).

With AHP, the aim is to create a hierarchical structure among many quantitative and qualitative factors by ordering the
specific and uncertain criteria ideally in a complex problem (Badri, 1999). With AHP, the aim is to measure the criteria
under a hierarchical structure under user control with the help of analyzes such as problem modeling, calculation of criterion
weights and sensitivity analysis (Franek and Kresta, 2014). In order to rank the criteria with the AHP method, the data
obtained from the individuals are processed with comparative analysis. The AHP process steps are performed in 5 steps.

Step 1: Creating the Hierarchical Structure

Firstly, the criteria to be determined by the AHP method and the sub-criteria belonging to these criteria are determined.
Then, the alternatives supported by the criteria are determined and made into a hierarchical structure. In this way, the meaning
of the problem to be decided is provided.

Step 2: Scoring the Criteria

For this step, the scoring scale developed by Saaty (1980) is used (Table 1). Experts perform comparative scoring according
to the importance of the criteria.

Table 1

Binary Comparison Scale

Scale Values Value Definitions

1 Equal Importance

3 Moderate Importance

5 Strong Importance

7 Very Strong Importance
9 Extreme Importance
2-4-6-8 Intermediate Values
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Step 3: Creating the pairwise comparison matrix
The criteria scored from 1 to 9 by the experts are compared among themselves in pairs. In these comparisons, values are
entered into the columns by taking into account the relative importance of the i and j criteria (Table 2).

Table 2
Binary Comparison Matrix

1 al2 .. aln

A a—iz 1 .. azn
: 1 1 :
ain 1

Step 4: Normalization of binary comparison matrices

In this step, the matrices are normalized by dividing each column value by the sum of the column values it is connected to.
The weights of the criteria or sub-criteria are obtained by averaging the rows in the normalized matrix. Thus, the eigenvectors
(W) of the criteria are obtained.

Step 5: Determining the Consistency Ratio

In order to calculate the consistency, first of all, the largest eigenvector value (A max) should be obtained in the pairwise
comparison matrix. In order for the obtained matrix to be fully consistent, the eigenvalue (A max) must be equal to the number
of elements (n) compared in the matrix (Saaty, 1990). In order to calculate this value, the values of the comparison matrix A
are multiplied by the W column matrix and matrix D is obtained. The basic value E is obtained by dividing the row sums of
this matrix by the previously obtained (W) eigenvector column elements. The arithmetic average of the E value gives the
value (A max) (Al-Harbi, 2001). The related equations are obtained as (1) and (2).

Ei=22 (1) M
) max = —Z% £ @
After calculating the largest eigenvalue (A max), the consistency ratio (CR) is determined and the consistency of the obtained
matrix is tested. Thus, the degree of consistency between the comparisons made between the criteria is determined. Accordingly,
the CR value is expected to be less than 0.10. The consistency ratio (CR) is obtained by dividing the CI given in equation (3)

by the randomness index (RI) (Shapira, 2005).
_a 3)

CR =
RI

The CI value used in the equation is obtained as follows (4). The result is written in equation (3) instead of CI.

_ s max-n (4)
Cr= n-1

The RI value is obtained from the table below (Table 3).

Table 3

Random Index Values

n 1 2 3 4 5 6 7 8 9 10

RI 0.00 0.00 0.58 0.9 1.12 1.24 1.32 1.41 1.45 1.49
3.1.3. TOPSIS Method

TOPSIS (Technique for Order Preference by Similarity to Ideal Solution) is a method developed by Hwang and Yoon (1981)
for ranking the determined alternatives. This method is preferred in determining the optimal alternatives in complex operations.
Accordingly, in the TOPSIS method, the closest distance to the positive ideal solution and the farthest distance to the negative
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ideal solution are preferred for the selection of alternatives (Opricovic and Tzeng, 2004). The implementation of the TOPSIS
method takes place in 7 stages.

1. Creation of the Standard Decision Matrix

In the first stage, the initial matrix is created with the data obtained by the experts. In order to determine the advantages in
this matrix (A), there are alternatives in the row and criteria in the column (1).

all al2 .. aln
la21 a22 .. a2n ¢))
Ajj= : : : :
aml am2 .. amn

2. Creation of Normalized Decision Matrix

At this stage, n, values are normalized according to the following formula (2).

n;= i i=1,..m, j=1,.n. @

I x%j
3. Creating Weighted Normalized Decision Matrix
The calculation of the weighted normalized decision matrix vy is shown in the following equation (3).
vij = winy i=1,...m, j=1,..n. w;=where wj is the weight of the ith criterion and Z}lzl w; =1 )

4. Determining the Ideal Positive and Ideal Negative Solutions

In the V matrix, the column values give the highest values A" positive ideal solution values and the smallest values A- negative

ideal solution values. Accordingly, / represents the benefit and J represents the cost.
A= {v{, .., vy} = {(maxvij|i € 1), (max vij|i € J)}
J J

A ={vi,..,vy} = {(minvijli € 1), (min vijli € J)}
J J
5. Calculating the Separation Measures

At this stage, it is ensured that the distances to the ideal solutions are expressed. Accordingly, the distance to the positive
ideal solution and the distance to the negative ideal solution are obtained by the following equations (4) and (5).

s = 2] (vij — vy @
Si_ = {Z}l:l(yl] - Ur:)z }1/2 (5)
6. Calculating the Relative Closeness to The Ideal Solution

Ci value was calculated in order to find the relative closeness to the ideal solution (6).

L+ 0<C/ <1 (6)

G =75 6)

L

7. Ranking the Alternatives

In this step, alternatives with values between 0 and 1 are sorted according to the highest value. According to this solution,
the alternative with the largest coefficient supports the best solution.

4. APPLICATION

In order to carry out online travel planning, users make travel plans with the help of many websites, applications, and social
media tools. The level of importance of the features of these applications in determining travel planning was investigated in
this study. The aim of the study was to determine the quality of the application used to make travel transactions. In this
application, depending on the problem identified, literature support and expert opinion support were applied. Then it was
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decided by which methods the problem would be solved. Accordingly, AHP and TOPSIS methods were preferred and criteria
and sub-criteria were determined. In determining the criteria, support was received from three academicians working in
computer science and management information systems, all of whom are experts in their fields. Then, the alternatives were
determined. Accordingly, the features to be measured by the AHP method were made into criteria and their importance was
ranked. In addition, this study also investigated which application in the digital environment is more important for users
wishing to perform their travel transactions. For this, pre-determined applications with the TOPSIS method were turned into
alternatives. Finally, these alternatives were listed in order of importance. The path to be followed in choosing a digital
application for online travel transactions is shown in Figure 1.

| Problem Identification |
v
| | Expert Support |

| Determination of Solution Model |

| Literature Support

| AHP | TOPSIS |

| Determination of Criteria | * | Determination of Sub-Criteria |
| Identification of Alternatives |
A4
| Creation of Multi-Criteria Hierarchical Model |
v
‘Obtaining Criterion Weights and Alternative Scores with AHP
v

| Making pairwise comparisons with AHP |

v

Determination of Consistency of
Criterion Weights

Yes

v

| Creation of Decision Matrix |

h 4
| Creation of Positive and Negative Ideal Solution Vectors |
v
| Determination of the Distances of Alternatives to Positive and Negative Soltion Valuies
h 4
| Final Sequencing of Alternatives |
v

Figure 1. The Way to Choose a Digital Travel App
4.1. Solution with AHP Method

The first step in using the AHP method was that of determining the criteria that should be found in the web tools which
perform travel transactions. Accordingly, the main criteria were determined as usability, satisfaction, interaction opportunity,
accessibility, content quality and web design. In addition, sub-criteria supporting these criteria were created (Park et al.,
2012; Cheng, 2014; Davis, 1989; Wang, 2008; Cheng, 2012; Wang et al., 2007). Once this had been done, alternatives were
chosen for the determined criteria, which were Twitter, Instagram, Facebook, Blogs, Websites and Google Comments. The
determined criteria, the sub-criteria belonging to these criteria, and the alternatives are shown in Figure 2.

Acta Infologica, Volume 7, Number 1, 2023 36



Eren, A., Khorsheed, HA.

CHOOSING TRAVEL
PLANNING METHOD

USABILITY SATISFACTION INTERACTION |[ ACCESSIBILITY [ CONTENT OREEIEEALER
O A P ® Satisfaction OPPORTUNITY *  Always Access QUALITY ® Being Well-
C T e P Le’s:e_a]_ _ o Message * Fasy Access * Easyto Stn_lcmre_ d
S DL * Positive Attitude Forwarding Understand * Satisfying
o Content Interface Design

» Ability to Add

s ety * Curment Content

* Sufficient Content
* Content You Need

GOOGLE

TWITTER INSTAGRAM FACEBOOK BLOGS WEBSITES

Figure 2. Criteria, Sub-Criteria and Alternatives

4.1.1. Weighting The Criteria

In order to conduct an analysis using AHP, 6 main criteria and 17 sub-criteria were evaluated. Following this, all criteria
were converted into expert opinion forms. Sixteen participants, all of whom were academicians, were selected and asked to
fill in the expert opinion forms. All the participants had a doctorate degree. Predetermined expert opinion forms were filled
in during face-to-face interviews with the participants, all of whom had been selected due to their being frequent users of
web tools and social media channels. In addition, all of them had done travel planning using online tools in the previous 5
years. The data obtained from the expert opinion forms were scored and placed in the comparison matrices. Pairwise
comparison matrices were created by taking the geometric mean of individual matrix values to ensure the group decision
(Saaty, 2008). In the next stages, the consistency of the final criterion weights obtained was tested.

The main criteria were determined as usability (USA), satisfaction (SAT), interaction opportunity (I0), accessibility (ACC),
content quality (CQ) and web design (WD). After this, pairwise comparison matrices were created. Relative priorities were
determined together with the weights obtained by scoring the criteria. In addition to these, (CR) consistency ratios were
found to determine the consistency of the results. Table 4 shows how pairwise comparisons of the criteria were made and
their superiority to each other proportioned. The general weights of the criteria were found in line with the determined ratios
by normalizing the obtained matrix. It was also found to what extent the eigenvectors were consistent by using the obtained
weights.
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Table 4

Binary Comparison Matrix

Criteria Interaction Satisfaction Usability Accessibility  Content Quality ‘Web Design Weights
Interaction 1.00 4.12 2.45 5.96 0.45 6.19 0.279
Satisfaction 0.24 1.00 0.37 2.71 0.19 3.66 0.093
Usability 0.41 2.69 1.00 443 0.49 4.23 0.175
Accessibility 0.17 0.02 0.23 1.00 0.16 2.71 0.051
Content Quality 2.21 5.14 2.06 6.24 1.00 5.38 0.363
Web Design 0.16 0.27 0.24 0.37 0.19 1.00 0.039
Consistency 0.03

Rate

After obtaining the main criteria, we worked on determining the relative weights of the sub-criteria. For this, the sub-criteria
belonging to each criterion were compared with each other, just like the main criteria, and paired comparison matrices were
created. Then, with the help of these normalized matrices, the eigenvectors of the sub-criteria were estimated, and their consistency
calculated (Table 5). Accordingly, the global weights (W') of the sub-criteria were obtained by multiplying the sub-criteria with
the weight of the main criterion to which they were attached. Thus, the final weights of the sub-criteria were revealed, and their
importance levels were determined. In addition, all the obtained consistency ratios provided the desired criterion.

Z‘z?ljtlsation of the Weights of the Main Criteria and Sub-Criteria
Criteria Weights Sub-Criteria Weights Global Weights (W) Consistency Rate(CR)
Interaction Opportunity (I0) 0.279 101-Message Forwarding 0.326 0.091 0.033
102-Ability to Add Comments 0.162 0.045
103-Ability to Read Comments 0.107 0.030
104-Instant Communication 0.405 0.113
Satisfaction (SAT) 0.093 SAT1-Satisfaction Level 0.349 0.033 0.011
SAT2-Positive Attitude 0.211 0.020
SAT3-Meeting the Expectation 0.440 0.041
Usability (USA) 0.175 USA1-Usefulness 0.476 0.083 0.003
USAZ2-Effectiveness 0.315 0.055
USA3-Performance 0.208 0.036
Accessibility (ACC) 0.051 ACCI1-Always Access 0.586 0.030
ACC2-Easy Access 0.414 0.021
Content Quality (CQ) 0.363 CQ1-Easy to Understand Content 0.418 0.152 0.047
CQ2-Current Content 0.254 0.092
CQ3-Sufficient Content 0.117 0.043
CQ4-Content You Need 0.211 0.077
Web Design (WD) 0.039 WD1-Being Well Structured 0.390 oots e
WD2-Satisfying Interface Design 0.610 0.024

5. RANKING WITH THE TOPSIS METHOD

The TOPSIS method was used to rank the alternative options to be used in travel planning. In order to do this, we first created
a decision matrix. In the decision matrix, alternatives and options were scored according to all sub-criteria. According to
this, the matrix to be created was scored by experts in a way to get values between 1-10. The final decision matrix was

obtained by taking the geometric mean of the scores obtained from the experts (Table 6).
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Table 6

Decision Matrix
- N I <+ = Q = a 2 3 3] = 9 2 s < P <
S © ¢ © a 8 Z Z > ST -1 o o bt = b
= = = = =z =z g S % ¢ =2 © © <°© <° g g g

A1-TWITTER 447 423 473 495 5.00 5.00 5.00 4.00 5.00 5.00 6.00 4.00 5.00 4.00 5.00 5.00 4.00 5.00

A2-INSTAGRAM  7.74 824 821 774 6.74 596 6.45 6.74 6.74 800 800 648 624 748 670 744 6.74 8.00
A3-FACEBOOK 774 845 824 821 600 6.74 7.00 6.74 696 824 874 624 724 648 748 6.00 6.00 6.00

A4-BLOGS 400 4.00 3.00 300 7.00 8.00 6.00 4.00 500 6.00 6.00 500 500 6.00 3.00 500 6.00 5.00
AS-WEBSITES 7.00 7.74 724 674 774 774 8.49 8.49 9.00 800 800 800 800 748 774 748 724 724
A6-GOOGLE 6.74 640 548 518 400 3.00 6.00 6.00 6.00 800 7.00 624 624 544 573 624 7.00 8,00
COMMENTS

After the decision matrix was obtained, the matrix elements were normalized with the help of equation (2) used in the TOPSIS
method (Table 7).

Table 7
Normalization Matrix
— ~ 5] -« P [ ) [a) ] 5 8 — ~ - - — 2 g
) = S S a g ) g > o o o 9o &
= = = = = = & & & £ =2 © < < C° g g g
Al-TWITTER 0.283  0.255  0.300 0.324  0.329 0.324 0310 0263 0310 0.279 0.333 0.267 0320 0.261 0331 0.325 0.261 0.306

A2-INSTAGRAM 0489 0498 0520 0507 0443 0386 0400 0443 0417 0447 0444 0432 0399 0488 0444 0484 0440 0490
A3-FACEBOOK 0489 0511 0522 0538 0395 0436 0434 0443 0431 0460 0484 0416 0463 0422 0496 0390 0392 0.368
A4-BLOGS 0253 0242 0190 0.197 0460 0518 0372 0263 0310 0335 0333 0334 0320 0391 0199 0325 0392 0306
AS5-WEBSITES 0443 0467 045 0441 0509 0501 0527 055 0557 0447 0444 0534 0512 0488 0513 0487 0472 0443

A6-GOOGLE 0.426 0.387 0347 0339 0263 0.194 0372 0395 0371 0447 0388 0416 0399 0354 0380 0406 0.457 0.490
COMMENTS

After the normalization matrix was obtained, the global criteria weights (W') obtained by the AHP method were used in the
weighted decision matrix. Accordingly, the weighted decision matrix was formed as a result of the multiplication of the
normalized criterion values and (W) values (Table 8).

Table 8
Weighted Decision Matrix
- N @ <+ Q = ) ] o 8 a S 2 b= 2 2 g
IS ) 3 S 2 a2 > Z > o o o (=4
= = = = =2 =2 & & &% £ < © © ©°© © g g g
\\% 0.091 0.045 0.030 0.113 0.015 0.024 0.033 0.020 0.041 0.030 0.021 0.152 0.092 0.043 0.077 0.083 0.055 0.036
A1-TWITTER 0.026  0.012 0.009 0.037 0.005 0.008 0.010 0.005 0.013 0.008 0.007 0.040 0.029 0.011 0.025 0.027 0.014 0.011

A2-INSTAGRAM 0.044 0.022 0.016 0.057 0.007 0.009 0.013 0.009 0.017 0.013 0.009 0.066 0.037 0.021 0.034 0.040 0.024 0.018
A3-FACEBOOK 0.044  0.023 0.016 0.061 0.006 0.010 0.014 0.009 0.018 0.014 0.010 0.063 0.043 0.018 0.038 0.033 0.022 0.013
A4-BLOGS 0.023  0.011  0.006 0.022 0.007 0.012 0.012 0.005 0.013 0.010 0.007 0.051 0.029 0.017 0.015 0.027 0.022 0.011
AS5-WEBSITES 0.040 0.021 0.014 0.050 0.008 0.012 0.017 0.011 0.023 0.013 0.009 0.081 0.047 0.021 0.039 0.041 0.026 0.016

A6-GOOGLE

0.039  0.017 0.010 0.038 0.004 0.005 0.012 0.008 0.015 0.013 0.008 0.063 0.037 0.015 0.029 0.034 0.025 0.018
COMMENTS

In the next step, A" (positive) ideal solution values and A" (negative) ideal solution values are revealed with the help of a
weighted decision matrix. An examination of the column values in the weighted decision matrix reveals that the maximum
values are expressed as A" and the minimum values are determined as A" (Wang et al.; 2020). Thus, the positive ideal solution
and negative ideal solution sets of the alternatives were created (Table 9).
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Table 9

Positive and Negative Ideal Solution Set

A+ 0.044 0.023 0.016 0.061 0.008 0.012 0.017  0.011 0.023  0.014 0.010 0.081 0.047 0.021 0.039 0.041 0.026 0.018
A- 0.023 0.011 0.006 0.022 0.004 0.005 0.010  0.005 0.013 0.008 0.007 0.040 0.029 0.011 0.015 0.027 0.014 0.011

After obtaining the positive and negative ideal solution sets, the distances to these solution points were determined. The
matrices for the distance to the positive ideal solution () and the distance to the negative ideal solution () are shown in Tables
10 and 11.

Table 10
Distance to Positive Ideal Solution (s,")
101 102 103 104 WD1 WD2 SAT1 SAT2 SAT3

A1-TWITTER 0.000352  0.000132  0.000044  0.000581  0.000007  0.000021  0.000050  0.000034  0.000103
A2-INSTAGRAM 0.000000  0.000000  0.000000  0.000012  0.000001  0.000010  0.000017  0.000005  0.000033
A3-FACEBOOK 0.000000  0.000000  0.000000  0.000000  0.000003  0.000004  0.000009  0.000005  0.000027
A4-BLOGS 0.000461  0.000147  0.000098  0.001485  0.000001  0.000000  0.000025  0.000034  0.000103
AS5-WEBSITES 0.000018  0.000004  0.000004  0.000119  0.000000  0.000000  0.000000  0.000000  0.000000
A6-GOOGLE COMMENTS 0.000033  0.000031  0.000027  0.000502  0.000014  0.000058  0.000025  0.000010  0.000058

ACC1 ACC2 CQ1 CQ2 CQ3 CQ4 USA1 USA2 USA3
A1-TWITTER 0.000029  0.000010  0.001635  0.000313  0.000093  0.000194  0.000182  0.000136  0.000045
A2-INSTAGRAM 0.000000  0.000001  0.000236  0.000108  0.000000  0.000028  0.000000  0.000003  0.000000
A3-FACEBOOK 0.000000  0.000000  0.000318  0.000020  0.000008  0.000002  0.000065  0.000020  0.000020
A4-BLOGLAR 0.000014  0.000010  0.000920  0.000313  0.000017  0.000581  0.000182  0.000020  0.000045
A5-WEBSITES 0.000000  0.000001  0.000000  0.000000  0.000000  0.000000  0.000000  0.000000  0.000003

A6-GOOGLE COMMENTS 0.000000  0.000004  0.000318  0.000108  0.000032  0.000104  0.000046  0.000001  0.000000

Table 11
Distance To Negative Ideal Solution (s;)

101 102 103 104 WD1 WD2 SAT1 SAT2 SAT3
A1-TWITTER 0.000007  0.000000  0.000011  0.000208  0.000001  0.000009  0.000000  0.000000  0.000000
A2-INSTAGRAM 0.000461  0.000133  0.000097  0.001229  0.000007  0.000020  0.000009  0.000013  0.000019
A3-FACEBOOK 0.000461  0.000147  0.000098  0.001485  0.000004  0.000033  0.000016  0.000013  0.000025
A4-BLOGS 0.000000  0.000000  0.000000  0.000000  0.000009  0.000058  0.000004  0.000000  0.000000
A5-WEBSITES 0.000297  0.000104  0.000064  0.000764  0.000014  0.000052  0.000050  0.000034  0.000103
A6-GOOGLE COMMENTS 0.000247  0.000043  0.000022  0.000260  0.000000  0.000000  0.000004  0.000007  0.000006

ACC1 ACC2 CQ1 CcQ2 CQ3 CQ4 USA1 USA2 USA3
AI-TWITTER 0.000000  0.000000  0.000000  0.000000  0.000000  0.000103  0.000000  0.000000  0.000000
A2-INSTAGRAM 0.000025  0.000006  0.000629  0.000053  0.000093  0.000354  0.000176  0.000097  0.000045
A3-FACEBOOK 0.000029  0.000010  0.000511  0.000174  0.000047  0.000520  0.000029  0.000052  0.000005
A4-BLOGS 0.000003  0.000000  0.000102  0.000000  0.000031  0.000000  0.000000  0.000052  0.000000
A5-WEBSITES 0.000025  0.000006  0.001635  0.000313  0.000093  0.000581  0.000182  0.000136  0.000025

A6-GOOGLE COMMENTS 0.000025  0.000001  0.000511  0.000053  0.000016  0.000193  0.000045  0.000117  0.000045

The final () and () values of each alternative in the decision stage of the TOPSIS method were determined by equations (4)
and (5) on TOPSIS. Finally, with the help of the values obtained for the alternatives, the value of was reached by using
equation (6) (Table 12). Thus, with the help of the value, the relative closeness of the alternatives to the ideal solution was

determined. In this way, the final ranking of the alternatives is also revealed.
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Table 12
Closeness Of Alternatives to The Ideal Solution and Final Ranking
st s; c’ Ranking

A1-TWITTER 0.062946 0.018450 0.226674 5
A2-INSTAGRAM 0.021318 0.058888 0.734204 2
A3-FACEBOOK 0.022358 0.060501 0.730166 3
A4-BLOGS 0.066750 0.016092 0.194254 6
A5-WEBSITES 0.012161 0.066914 0.846205 1
A6-GOOGLE COMMENTS 0.037049 0.039947 0.518822 4

6. DISCUSSION AND CONCLUSION

In today’s world, where online shopping trends are at a very high level, internet users aim to carry out their shopping
requirements in the best possible way. One of the areas where online transactions are widely used is travel planning. Many
users use online platforms to carry out their travel planning or holiday transactions. Of course, knowing which platform is
more convenient than others is also important. In addition, users want to benefit from the features offered by the online
platforms they use for their travel planning. In this sense, the expectations of users from the platforms they use can also
affect the quality of shopping. For some customers, accessibility is more important, while for others, factors such as speed
or content quality are a priority. Thus, the aim of this study was to conduct research into which platform is effective in online
travel planning and, accordingly, which criteria are prioritized on alternative platforms.

In this study, platforms that can perform online travel planning processes and the quality criteria of these platforms were
evaluated. The AHP and TOPSIS methods, which are multi-criteria decision-making methods, were chosen for the study,
and the data obtained from users were evaluated. Accordingly, the main criteria which formed the basis of this study were
usability, satisfaction, interaction possibility, content quality, accessibility and web design criteria. Sub-criteria were listed
using the AHP method. As a result of the evaluation, content quality was seen to be the most important criterion with 36.3%,
and this criterion was followed by the possibility of interaction with 27.9%. The usefulness criterion had a priority of 17.5%
and the satisfaction criteria had a priority value of 9.3%. While system accessibility had a priority of 5.1%, the web design
criterion took last place with a rate of 3.9%. Our evaluation of the sub-criteria showed that the easy-to-understand content
criterion, which is the content quality sub-criterion (CQ1), took first place with 41.7%. An examination of the sub-criteria

of the interaction possibility criterion revealed that the instant communication feature took first place with 40.5% (104).

In the study, the best alternatives meeting the criteria were determined. Alternatives were listed using the TOPSIS method
in order to determine the best platform for performing travel planning processes. Our results showed that websites have
become the most preferred alternative in travel planning. Instagram and Facebook applications followed this alternative with
very close values, respectively. The Google comments alternative took 4th place, with the Twitter application following it in
Sth place. In this study, the blogs alternative took the last place.

An evaluation of the result of the study shows that the criterion of quality of content was found to be the most important
criterion in the digital platforms preferred for online travel planning. In previous studies content quality is also called
information quality (Delone & Mclean, 2003). Accordingly, in order for the information of any web application to be of high
quality, it is expected that it should be presented in an easy, understandable, complete, appropriate, and up-to-date way, while
also meeting the needs of customers (Delone & Mclean, 2003; Sirsat & Sirsat, 2016; Rai et al.; 2002). When the literature is
examined, information quality plays an important role in determining the success of information systems (Lee et al.; 2002;
Petter et al.; 2008). Thus, the fact that the content quality criterion is a priority feature in the current study supports the
literature within the framework of information systems. The quality of the information obtained from any information system
also positively affects the satisfaction obtained from the system and the success of the system (Mardiana et al.; 2015; Petter
et al.; 2008; Zviran & Erlich, 2003). If there is sufficient and satisfactory content in information systems, users prefer to use
that system (Alshibly, 2014; Delone & Mclean, 1992; Urbach & Miiller, 2012). The current study also shows that content
quality is the most important factor in increasing the quality of a digital platform used in tourism or travel transactions.
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When studies conducted with multi-criteria decision-making methods are evaluated, it is clear that the quality of information
has priority in the research. Accordingly, Lin (2010) reported that content quality is the most important criterion in the
learning system in his study on web-based learning systems using fuzzy AHP method. Arora and Gupta (2017) examined
the features of the system in their study on e-government systems with the AHP method. According to this study, content
quality was found to be the most important criterion among other system features. Baki (2020) evaluated hotel websites in
terms of quality with fuzzy AHP and fuzzy TOPSIS methods. The results showed that, when the criteria of trust, information
quality, customer relations, design and price are taken into consideration, the criterion of trust takes the first place, while
quality of information takes the second place. Tseng et al. (2021) developed a model for the selection of 3rd party travel
reservation systems in their study. The study determined which criteria were important in the selection of the best tourism
website with the AHP method. As a result of the research, while the security criterion among the five main criteria took the
first place, the information quality criterion took the second place. The current study also shows that quality of the content
is an important criterion for travel planning. In this respect, the result of the present study largely supports previous studies.
According to the results of this research, it can be said that digital platforms with quality content will create more satisfaction
on users. This is because the content that is sufficient and meets expectations affects platform users. Thus, the quality of the
content created by the content providers gains importance in terms of guiding the customers. In this direction, the aim of
content providers should be to provide better service to users by improving the content offered by the platforms in order for
customers to plan travel transactions. In particular, if the content is up-to-date, comprehensible, meeting expectations and
reliable customers will be affected positively. In this way, customer loyalty will be achieved as the expectations and needs
of the customers are met. As a result of the study, the factors affecting the quality of digital platforms for travel planning
were revealed. To this end, a solution model was developed for the problem of appropriate platform selection.

There are certain limitations within the scope of this study. The opinions of 16 experts in the field were evaluated. This
number could be increased in future studies. In addition, different results may be obtained if this study were tested on
generation Z or other age groups. This is because the use of social networks varies according to various age groups (Thuy
and Duy, 2021). Different results may emerge in studies on the younger population, for example (Mamula-Nikoli¢ et al.;
2022). In addition, the participants in the current study were determined from among academicians. This study could be
repeated on different business groups or people with different incomes. However, more definitive results could be obtained
if these and similar studies were also performed using new techniques such as fuzzy AHP, fuzzy TOPSIS, ANP, PIPRECIA
and fuzzy MARCOS (Stevic et al.; 2021; Sun, 2010; Chowdhury & Paul, 2020). In this study, the preferred platforms are
limited to only six. In future studies, more social media platforms or digital content providers could be tested. In this study,
six criteria were used to determine the quality of online tourism tools. In future studies, these criteria could be changed
according to different dimensions or perspectives. Influencers or advertisements could also be considered as effective criteria
in determining travel planning. As a result of the study, although the websites were chosen as the best platform, it should be
taken into account that Instagram and Facebook platforms also receive very close values. Accordingly, managers in the sales
and marketing sector are likely to turn to social media platforms in order to gain customers. In addition, in this study, the
criteria of content quality and interaction possibility were shown to be the most important criteria in travel planning. Thus,
improving the content on the platforms will create satisfaction on the users. Since information sharing is very popular in
today’s world, it will be important for users to have an interactive structure on digital platforms.
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ABSTRACT

Since websites are the visible face of companies, they are a significant determinant of how customers perceive
interactions. Websites give the first impression of ensuring customer satisfaction and meeting expectations.
Therefore, a quality website will provide competitive advantages. In this study, the website performance of 27
businesses in the BIST Technology and Informatics Index was evaluated, and 24 websites were analysed because
the websites of three companies gave analysis errors. Website performance was measured by Page Size (Mb),
Onload Time (s), First contentful paint (ms), Performance Score (%), Largest Contentful Paint (ms), Total Blocking
Time (ms) and Speed Index (ms) criteria. The performance evaluation criteria of the websites were determined
based on the literature and expert opinion. The data of the websites were obtained from GTmetrix automated test
tool and analysed by using the Grey Relational Analysis (GRA) method. As a result of the analysis, companies’
websites were ranked according to their performance score. Accordingly, Alcatel-Lucent, Plastik Kart, Escort,
Smartiks, and Papilon have the highest website performance scores and are in the top five. Aselsan, Index,
Datagate, Despec and Mia Teknoloji have the lowest performance scores.

Keywords: Website performance evaluation, Grey Relational Analysis (GRA), GTmetrix

oz

Web siteler, isletmelerin goriinen yiizii oldugundan isletmelerin miisteriler tarafindan nasil algilanacaginin
6nemli belirleyicisidir. Miisteri memnuniyetinin saglanmasi ve beklentilerin karsilanmasi noktasinda web siteler
ilk izlenimi vermektedir. Dolayisiyla kaliteli bir web sitesine sahip olmak isletmelere rakipleri karsisinda
avantajlar saglayacaktir. Bu calismada BIST Teknoloji ve Bilisim Endeksi’nde yer alan 27 isletmenin web site
performansi degerlendirilmis olup ii¢ isletmenin web sitesi analiz hatasi verdigi i¢in 24 web sitesinin analizi
yapilmistir. Web sitelerin performansi sayfa boyutu, yiiklenme siiresi, FCP (First Contentful Paint), performans
skoru, LCP (Largest Contentful Paint), toplam engelleme siiresi ve hiz endeksi kriterleri kullanilarak dl¢tilmiistiir.
Kriterler uzman goriisiine ve literatiire dayanarak belirlenmistir. Web sitelere ait veriler GTmetrix otomatik test
aract kullanilarak elde edilmis olup Gri Iliskisel Analiz (GRA) yontemi kullanilarak analiz edilmistir. Analizler
sonucunda sirketlere ait web siteler performans skorlarina gore siralanmistir. Buna gore Alcatel-Lucent, Plastik
Kart, Escort, Smartiks, ve Papilon sirketleri en yiiksek web sitesi performans skoruna sahiptir ve ilk beste sirada
yer almaktadir. Ayrica Aselsan, Index, Datagate, Despec ve Mia Teknoloji sirketleri en diisitk web sitesi
performans skoruna sahiptir.

Anahtar Kelimeler: Web site performans degerlendirmesi, gri iliskisel analiz (GRA), GTmetrix
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1. INTRODUCTION

The rapid increase in internet usage worldwide increases the importance of websites for companies and customers. Since
websites are the visible face of companies, they are an essential determinant of how customers perceive interactions. Websites
give the first impression of ensuring customer satisfaction and meeting expectations. Companies and customers initially
interact through websites and customers obtain basic data and information about companies from the websites. Therefore,
a quality website will provide companies with advantages over their competitors (Ozbek, 2020). There are many factors that
determine the quality of a website. Some quality factors are related to design dimensions (colors, font, font size, photos, etc.),
while others are more technical (page speed, page size, HTTPS request, etc.). In this framework, the performance of websites
can be evaluated in the context of different quality factors.

Website quality and performance have a significant impact on customers’ perceptions and attitudes about the companies.
The websites that have high quality and high performance create a more favorable impression on customers (Rababah ve
Masoud, 2010; Ozbek, 2020). This phenomenon is the same for investors and other stakeholders. Like customers, investors
in the stock market get their initial impressions and information about companies from websites. Companies in the IT sector
in particular provide consultancy services about technology and informatics to other companies and individual users. In this
case, it is expected that the website performance of IT companies will be high. Therefore, in this study, the website performance
of 27 businesses in the BIST Technology and Informatics Index was evaluated, and 24 websites were analysed because the
websites of three companies gave analysis errors. The performance evaluation criteria of the websites were determined based
on the literature and expert opinion. In this regard, the website performance of 24 companies was measured by using seven
criteria which are Page Size (Mb), Onload Time (s), First contentful paint (ms), Performance Score (%), Largest Contentful
Paint (ms), Total Blocking Time (ms) and Speed Index (ms). Data were obtained using the GTmetrix automated testing tool.
Also, data were analysed using the Grey Relational Analysis (GRA) method, and 24 companies’ websites were ranked
according to their performance score.

It is important to determine the weights of the criteria relative to each other when evaluating the performance in the grey
relational analysis method. The criteria weights can be accepted as equal or different weight values can be assigned to the
criteria by using methods such as the modified digital logic method (Dehghan-Manshadi et al., 2007), Analytical network
process (ANP) (Tsai et al., 2011), Analytical hierarchy process (AHP) (Sun et al., 2013; Wang et al., 2012; Sandeep et al.,
2011), and Entropy method (Shemshadi et al., 2011; Aycin, 2018; Vatansever and Akgiil, 2018). However, in a study by Kung
et al. (2006), the criteria weights were taken equally and it was determined that the profitability ratios affected the ranking
obtained as a result of the analyses (Yildirim et al., 2021).

Many studies use the grey relational analysis (GRA) methods in diverse research areas when the literature is examined. For
instance, evaluation of online travel agencies (Gavcar and Organ, 2020) and evaluation of the companies’ financial performance
(Kula et al., 2016; Ecer and Gunay, 2014; Gunay et al., 2018; Suvvari et al., 2019; Dinler, 2021; Cekici and Babacan, 2022),
evaluation of smartphone technical features’ significance level (Sahin and Aydemir, 2019), supplier selection (Rajesh and
Ravi 2015; Wang et al., 2017; Soylemez et al., 2021), evaluation of energy consumption and CO, emission of transportation
sector (Yuan et al., 2017), evaluation of bank performance (Guru and Mahalik, 2019), evaluation of social media usage
performance of companies (Mercangoz et al., 2018), and evaluation of website performance (Wuwei, 2009; Vatansever and
Akgul, 2018; Zhang, 2018).

Studies examining website performance with Grey Relational Analysis are insufficient in the literature. In this study, the
website performance of the companies in the BIST technology and informatics index was evaluated using grey relational
analysis. In this context, it is thought that this study will contribute to the literature on grey relational analysis and website
performance evaluation. In this study, the main reason for choosing the GRA method, which is one of the popular multi-
criteria decision-making methods, is its advantage over other methods.

This study is organized as: Section 2 discusses the related works in literature. In Section 3, information about used data and
method are given. In section 4, the findings arranged according to the results of the analysis are included. Section 5
accommodates the conclusion.
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2. LITERATURE REVIEW

In this section, different decision-making methods used in the performance measurement of websites and some studies
published in the literature on grey relational analysis method, especially in the last five years, are presented in chronological

order without any sector restrictions.

Kaur et al. (2016), evaluated the performance of 12 university websites by using diverse automated testing tools that are
Pingdom, GTmetrix, Website Grader and Site Speed Checker. They analysed performance score, speed, response time, page
size, number of requests and load time of websites. In the study, they also compared automated testing tools evaluation results
and they revealed measured components of each website from each testing tool.

Beneida and Namoun (2018), evaluated the performance of top-rank Arabic educational websites in their study with seven
components, which are efficiency, effectiveness, learnability, memorability, errors, content and satisfaction. Additionally,
they evaluate technical performance of the websites using GTmetrix and Web Page Analyser. In this case, page speed, Yslow
grade, fully loaded time, total page size, total number of requests, HTML size, image size, script size, CSS size were examined
in evaluating the technical performance of Arabic educational websites. They saw that according to the web performance
evaluation results of GTmetrix and Web Page Analyser, all educational websites have weak performance scores.

Bilal et al. (2019), evaluated the performance of the top 60 government websites of China and Pakistan according to accessibility
and usability issues. They specified seven criteria of websites and analysed these criteria by using automated testing tools.
In this context, loading time and page size analysed by using GTmetrix, mobile friendliness were analysed by using Google-
Mobile Friendly Tool, broken links were analysed by using Dead Link Checker, HTML5-ARIA and content errors were
analysed by using WAVE and accessibility performance of the websites were analysed by using the AChecker testing tool.

Stringam and Gerdes (2019), evaluated and compared load performance of 259 international hotel websites using both mobile
and desktop devices. They analysed load time and speed index of hotel websites with the GTmetrix automated testing tool.
In the study, they interpreted results according to continent (Africa, Asia, Australia, Europe, North America and South
America) and size of hotels.

Salvio and Palaoag (2019), evaluated the performance of 5 selected Philippine e-government websites by using Website
Grader, GTmetrix and Pingdom automated testing tools. They analysed performance score, page size, page requests and
page speed of the websites. In the context of each analysed parameters, they also made various recommendations to increase
performance of each website.

Ozdemir and Turna (2020), evaluated the performance of 10 commercial banks’ websites in Turkey by using AHP, TOPSIS
and VIKOR MCDM methods. They determined six performance criteria: load time, page speed, markup, page views, visitors
and speed index. Accordingly, they used five automated testing tools, which are Pingdom, GTmetrix, Validator, Webpagetest
and Websiteinformer, to evaluate performance of websites. They obtained data at the same time of the day by using the same

devices over the 60-day period.

Csontos and Heckl (2021), evaluated the performance of 25 Hungarian public sector websites based on accessibility, usability
and security components. For testing the accessibility component, they used the WAV E automated testing tool, however for
testing usability they used GTmetrix and for security issue they used Securi online checker. In this regard, they analysed
page speed, page load time, YSlow value, total size of websites, number of total requests, GDPR compliance and multilingual

support of websites.

Hossain et al. (2021), evaluated the performance of 10 e-commerce websites in Bangladesh by considering nine parameters:
first byte, load time, start render, speed index, first contentful paint (FCP), largest contentful paint (LCP), total blocking
time, cumulative layout shift (CLS) and interactive time. They collected data from WebpageTest, PageSpeed Insights and
GTmetrix testing tools.
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Maruf and Ozdemir (2021), evaluated the performance of 15 commercial banks’ websites in Turkey by using SWARA (Step-
wise Weight Assessment Ratio Analysis) and ARAS (Additive Ratio Assessment) methods. They analysed performance
score, page speed, fully loaded time, page size, bounce rate, number of visitors, average number of page views, average time
spent on websites, world ranking and Turkey ranking of websites. In this regard, to evaluate websites performance they used
GTmetrix and Similarweb testing tools.

Al-Sakran and Alsudairi (2021), evaluated the usability and accessibility components of 22 e-government websites from
various sectors, such as education, social development, health, environment, finance, foreign affairs and justice etc. in Saudi
Arabia. In the first part of the study, they analysed websites with a manual evaluation by experts, and in the second part they
used automated testing tools for desktop (GTmetrix, WAVE) and mobile (Dareboost). With GTmetrix they analysed page
speed, Yslow grade, fully loaded time, page size and number of requests of e-government websites. According to the findings,

e-government websites have usability and accessibility problems that negatively affect website performance.

Belinda et al. (2021), evaluated four websites’ (FUTA, UMaT, Yahoo and Google) performance with internal and external
usability factors. The internal usability factors are performance, page size, speed, load time, number of requests and the
external usability factors are ease of navigate, easy to find information, clear organization of information, pleasant interface,
useful image and right presentation of content. They used GTmetrix, Website Grader and Pingdom automated testing tools
for evaluating internal usability of websites. However, in the second part of the study they conducted a survey on users to
assess the external usability of websites.

Dawis and Setiawan (2022), evaluated the performance of university websites by using the automated testing tool GTmetrix.
They analysed page speed, Yslow grade, page load, total page size and number of requests of university website. As a result
of the analysis, performance score of the university website was determined as E grade which means the website performance
is not satisfactory and needs to be improved.

3. METHODOLOGY

This study aims to test and measure the website quality of companies in BIST technology and informatics index with online

web diagnostic tools.
3.1. DATA COLLECTION

In this study, the website performance of 24 companies in the BIST technology and informatics index were examined. For
this purpose, first of all, 26 criteria were determined to examine the performance of these websites. Then, the number of
criteria was reduced to 7 by taking expert opinion. The expert team consists of four independent individuals, one academician,
two web designers and one computer engineer. In addition to the expert opinion, determined criteria were used in the literature
for website performance measurement. For instance, page size (Nacar and Ozdemir, 2021; Bilal et al., 2019), onload time,
speed index (Stringam and Gerdes, 2019; Hossain et al., 2021), first contentful paint, largest contentful paint, total blocking
time (Hossain et al., 2021) and performance score (Al-Sakran and Alsudairi, 2021; Belinda et al., 2021). The criteria utilized
in this study and their descriptions are shown in Table 1.

Table 1
Criteria for Website Performance Measurement
Criteria Objective Definition
Page size is a significant component of website performance as it is directly related to speed and quality. Page size
. . increases depending on the size and quality of images, videos, and excess content on the websites (Nacar and
Page Size (Mb) Min P g 4 Y g (

Ozdemir, 2021: 210). The recommended page size for fast-loading websites is<= 12 KB, average is <=2 MB and
slow-loading is >= 2 MB (Bilal et al., 2019: 318).

Onload time is defined as completing the processing of the web page and downloading the whole resources (images,
Min videos, texts, font size, etc.) on the page (Gtmetrix, 2022a). In this case, onload time is directly related to the
customer waiting time and satisfaction (Zhang et al., 1999).

Onload Time
®
First contentful . First contentful paint (FCP) measures how quickly visitors can view the actual content of websites (images, videos,

paint (ms) Min texts, etc) and it depends on page load speed (Gtmetrix, 2022b).
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The performance score measures how well the website performs from the visitor’s perspective. The Performance
score is determined by some key performance metrics such as loading performance, interactivity, and visual
Performance Max stability. Since the performance score provides measurement from a visitor perspective, it can vary due to geographic,
Score (%) hardware, and network differences (Gtmetrix, 2022¢). The grading scale is between 0-100 and if the score is 90-
100, it is indicated by A grade, 80-90 is indicated by B Grade, 70-80 is indicated by C grade, and so on (Al-Sakran

and Alsudairi (2021).

Largest Largest Contentful Paint measures how long it takes visitors to see the largest content item (images, videos, heading
Contentful Min text, etc.) on the web pages. In this regard, Largest Contentful Paint is a substantial indicator of visitors’ perceived
Paint (ms) speed of web pages (Gtmetrix, 2022d).
Total Blocking . Total blocking time measures the total amount of time the web page is blocked, which is between First Contentful
. Min . . . .
Time (ms) Paint and Time to Interactive (Gtmetrix, 2022¢).
Speed index measures how quickly a web page is visually complete up to the fold. The speed index tells the visibility
Speed Index - . .
(ms) Max of the content of the web page to the visitors and analyses the viewport of the web browser (Stringam and Gerdes,
2019: 21).

GTmetrix automatic evaluation tool was used to analyse the performance of 24 websites to be used in the study. GTmetrix
is an automated software tool that measures websites performance. GTmetrix use Google Pagespeed and Yahoo YSlow as a
machine for website analysis. This tool measures website performance based on available parameters such as website speed
and page size (Dawis and Setiawan, 2022; Kaur et al., 2016). The data was collected from 02/01/2022-02/28/2022. Table 2

shows descriptive statistics of the dataset.

Table 2

Descriptive Statistics of the Dataset

Criteria Mean Std. Dev. Max Min
Page Size (Mb) 6.83 771 25.77 0.28
Onload Time (s) 87.98 81.58 283.33 17.81
First Contentful Paint (s) 2.51 0.87 4.17 0.03
Performance Score (%) 53.71 15.98 86 9
Largest Contentful Paint (s) 5.50 3.61 16.22 0.59
Total Blocking Time (ms) 226.25 563.82 2800 0
Speed Index (s) 545 3.62 17.67 1.07

Internet speed of visitors is a significant variable in collecting data for website performance measurement with GTmetrix
automatic testing tools. Because the data can differ according to the internet quality. For this reason, we also recorded the
speed of the internet network via Speedtest.net website. In this regard, during the data collection period, our average ping
was 16.3 ms, download speed was 28.84 Mbps and upload speed was 20.2 Mbps.

3.2. GREY RELATIONAL ANALYSIS METHODS

Grey system theory offers a mathematical method for dealing with poor, incomplete, and uncertain information. It was first
developed by Deng Julong, to study the uncertainties in system models, to help in prediction and decision making. Grey
system theory uses a certain idea of information. It categorizes situations with no information as black and those with perfect
information as white. If a system has partially known information, it is called a grey system. But in actual problems, neither
of these idealistic scenarios ever happens (Ju-long, Deng, 1982). The grey system theory has five major parts: grey prediction,
grey decision, grey relational analysis, grey control, and grey programming (Ju-Long, Deng, 1982; Ju-Long, Deng, 1989).

In the grey relational analysis, also known as the grey relational generation, experimental findings are first normalized in
the 0—1 range. To express the link between the desired and actual experimental data, the grey relational coefficient is
generated from the normalized experimental data. The grey relational grade is then calculated by averaging each process
response’s respective grey relational coefficient. The grey relational grade serves as the foundation for the overall assessment
of the multiple process answers. As a consequence, the optimization of a single grey relational grade can be replaced by the
optimization of the complex multiple process answers. For the multi-response process, the grey relational grade may be
thought of as the comprehensive assessment of experimental data (Lin C. L., 2004; Acir et all. 2017; Mia et al. 2018; Ramesh,
Baranithara and Sakthivel, 2019; Uzun, 2019).
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Table 3

Comparative performance of some well-known MCDM techniques (Wang et al., 2013).

MCDM method Computational time Simplicity Mathematical calculations involved Stability
GRA Moderate Moderately critical Moderate Medium
TOPSIS Moderate Moderately critical Moderate Medium
AHP Very high Very critical Maximum Poor
ELECTRE High Moderately critical Moderate Medium
PROMETHEE High Moderately critical Moderate Medium

The main reason for choosing the GRA method, which is one of the popular multi-criteria decision-making methods in this
study is the advantages compared with others. In addition, since the GRA method is independent of a probability distribution,
it is known that it provides better results in studies with small sample sizes than other statistical analysis techniques (Kung
et al., 2006). Table 3 shows the performance comparison of some popular MCDM methods discussed by Wang et al (2013).
According to Table 3, it can be said that the grey relational analysis method clearly outperforms other methods in terms of
being more effective in solving complex decision-making problems, having a wide application area, shorter computation
time, and flexibility.

The calculation steps of the grey relational analysis are presented as follows:
Step 1: Calculating the decision matrix.

To n alternatives and m criteria, a decision matrix is formulated as F = ( fi f)nxm' Here, f; ; is the value of jth criterion function

for alternative 4; (i = 1,2,...,n;j = 1,2, ..., m) and obtained decision matrix is as follows (Wang et al. 2013; Uzun, 2019):

F = fl = : . :
(1) X (D) o xp(n)

Step 2: Determination of the series to be compared.

To compare the factors in the decision problem, a reference series is determined and the comparison matrix is obtained by

adding this series to the decision matrix.

x? (k) stands for the original data sequence, x;(k) stands for normalized data, that is, data sequence after pre-processing.
max x; (k) denotes the maximum of x; (k) and min x? (k) represents the minimum of x; (k) values (Uzun, 2019).

Step 3: Calculating normalized decision matrix.

In order to acquire normalization values Eq. (2) is calculated as follows:

_ maxx?()-x) (k)
xi(k) - maxx?(k)—minx?(k) (2)
wherei=1,..,m;k=1,..,n. m m is the number of experimental data and n is the number of parameters. After the

normalization values are determined, the decision matrix is converted to a normalized decision matrix (Uzun, 2019).
Step 4: Determination of grey relational coefficient.

The grey relational grade in grey relational analysis is the measure of the relevance between two systems or two sequences.
A local grey relation measurement is what is used when there is just one sequence, x,(k), that may be used as the reference
sequence and all other sequences perform as comparison sequences. After data pre-processing is completed the grey relation
coefficient &;(k) for the kth performance characteristic in the ith experiment may be expressed (Lin, 2004; Acir et al. 2017,
Zerti et al., 2018; Mia et all. 2018; Ramesh et al. 2019; Uzun, 2019) as:

i _ Amin"’f Amax 3
El(k) N AOi(k)"'fAmax ( )
Where, the reference sequence’s and the comparability sequence’s deviation sequence is denoted by Ao
Agi(k) = [ xo (k) — x; (k)| @)
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Apin= m]ln mkin |xo (k) — xj(k)| (5)
Amax= m]ax m}?X |X0 (k) - xj(k)| (6)

Here, the reference sequence is denoted by x,(k), while the comparability sequence is denoted by x;(k). In addition, the
identifying or distinguishing coefficient is ¢ € [0,1]. The value of £ may be adjusted according to actual system requirements.
¢ value is generally used as 0.5 and ¢ =0.5 was also used in this study. The value of ¢ is the smaller and the distinguished
ability is the larger.

Step 5. Determination of grey relational grade.

The average value of the grey relational coefficients is taken as grey relational grade (Lin, 2004; Tzeng et al., 2009; Acir et
al., 2017). As aresult, if criteria weights are determined equally, grey relational grade is defined as follows:

1
Vi =7 k=1 & (). (7
Step 6: Ranking the alternatives.

The values of the grey relationship grade are used to rank the existing alternatives in terms of similarity in the reference
series. A higher value means higher similarity (Wang et al., 2013).

4. FINDINGS

In this part of the study, the Grey Relational Analysis method was used evaluate the performance of 24 websites in the BIST
Technology and Informatics index. The variables used in the analysis are given in Table 1. In addition, the names and websites
of the companies included in the analysis are shown in Table 4.

Table 4

Companies and Websites

Website Code Companies Websites Website Code Companies Websites

WSI1 Alcatel - Lucent www.alcatel-lucent.com.tr WSI13 Kron www.kron.com.tr
WS2 ARD Bilisim www.ardbilisim.com.tr WS14 Link www.link.com.tr
WS3 Arena www.arena.com.tr WSI15 Logo www.logo.com.tr
WS4 Armada www.armada.com.tr WS16 Manas WWwWw.manas.com.tr
WSS Aselsan www.aselsan.com.tr WS17 Matriks Data www.matriksdata.com
WS6 ATP www.atp.com.tr WS18 Mia Teknoloji www.miateknoloji.com
WS7 Datagate www.datagate.com.tr WS19 Mobiltel www.mobiltel.com.tr
WSS Despec www.despec.com.tr WS20 Papilon invest.papilon.com.tr
WS9 Escort www.escort.com.tr WS21 Penta www.penta.com.tr
WS10 Index www.index.com.tr WS22 Plastik Kart www.plastkart.com.tr
WSI1 Kafein www.kafein.com.tr WS23 Smartiks www.smartiks.com.tr
WSI12 Karel www.karel.com.tr WS24 VBT www.vbt.com.tr

Initially, the data set was arranged by obtaining the minimum and maximum values of each variable. Then, in order to express
the whole sample with the same unit, the data were normalized to the range of 0-1 using Equation (2). Normalized data are
given in Table 5. While the data were normalized, calculations were made in the direction that the performance score (%)
and speed index (ms) criteria were maximum and the others were minimum (Gtmetrix, 2022e).

Table 5
Normalized Values

min min min max min min max

. Page Size Onload First contentful Performance Largest Tota‘l
Website Code (Mb) Time (5) paint (ms) Score (%) Contentful Blocking Speed Index (ms)
Paint (ms) Time (ms)

WS1 0.97 0.96 0.80 1.00 0.95 0.94 0.03
WS2 0.86 0.82 0.42 0.61 0.70 0.99 0.21
WS3 0.95 0.91 0.39 0.51 0.85 0.87 0.14
WS4 0.69 0.67 0.39 0.45 0.53 1.00 0.31
WS5 0.70 0.02 0.42 0.51 0.53 0.96 0.26
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WS6
WS7
WS8
WS9
WSI10
WSI11
WSI12
WSI13
WS14
WSI15
WS16
WS17
WSI8
WS19
WS20
WS21
WS22
WS23
WS24
Max
Min

0.77
0.07
0.05
0.98
0.42
0.83
0.91
0.87
0.95
0.84
0.88
0.97
0.64
0.96
0.96
0.82
1.00
0.00
0.74
1.00
0.00

0.69
0.01
0.00
0.95
0.53
0.93
0.85
0.87
0.90
0.87
0.81
0.89
0.83
0.90
0.96
0.80
0.97
1.00
0.54
1.00
0.00

0.13
0.59
0.65
0.57
0.62
0.40
0.12
0.52
0.46
0.46
0.23
0.46
0.00
0.28
0.38
0.36
0.71
1.00
0.14
1.00
0.00

0.44
0.61
0.61
0.87
0.30
0.43
0.57
0.62
0.70
0.43
0.58
0.62
0.00
0.48
0.73
0.57
0.88
0.86
0.55
1.00
0.00

0.00
0.62
0.54
0.91
0.15
0.71
0.75
0.81
0.85
0.74
0.60
0.74
0.64
0.76
0.85
0.78
0.88
1.00
0.59
1.00
0.00

0.97
0.96
0.96
1.00
0.95
0.99
0.99
0.97
1.00
0.90
1.00
1.00
0.00
0.92
1.00
0.94
1.00
0.81
0.95
1.00
0.00

1.00
0.13
0.21
0.15
0.39
0.20
0.21
0.31
0.15
0.32
0.26
0.17
0.77
0.32
0.15
0.24
0.08
0.00
0.34
1.00
0.00

After that, the distance matrix was determined with the help of Equation (3-6) to find the grey correlation coefficient. The

distance matrix is shown in Table 6.

Table 6
Distance Matrix
Website Code Page Size (Mb) Onload Time (s) First .contentful Performf:nce C{)J::eglletsftul Tota'] Blocking Speed Index
paint (ms) Score (%) Paint (ms) Time (ms) (ms)
WS1 0.03 0.04 0.20 0.00 0.05 0.06 0.97
WS2 0.14 0.18 0.58 0.39 0.30 0.01 0.79
WS3 0.05 0.09 0.61 0.49 0.15 0.13 0.86
WS4 0.31 0.33 0.61 0.55 0.47 0.00 0.69
WS5 0.30 0.98 0.58 0.49 0.47 0.04 0.74
WS6 0.23 0.31 0.87 0.56 1.00 0.03 0.00
WS7 0.93 0.99 0.41 0.39 0.38 0.04 0.87
WS8 0.95 1.00 0.35 0.39 0.46 0.05 0.79
WS9 0.02 0.05 0.43 0.13 0.09 0.00 0.85
WS10 0.58 0.47 0.38 0.70 0.85 0.06 0.61
WSI11 0.17 0.07 0.60 0.57 0.29 0.01 0.80
WS12 0.09 0.15 0.88 0.43 0.25 0.01 0.79
WS13 0.13 0.13 0.48 0.38 0.19 0.03 0.69
WS14 0.05 0.10 0.54 0.30 0.15 0.00 0.85
WS15 0.16 0.13 0.54 0.57 0.26 0.10 0.68
WSl16 0.12 0.19 0.77 0.42 0.40 0.00 0.74
WS17 0.03 0.11 0.54 0.38 0.26 0.00 0.83
WSI18 0.36 0.17 1.00 1.00 0.36 1.00 0.23
WS19 0.04 0.10 0.72 0.52 0.24 0.08 0.68
WS20 0.04 0.04 0.62 0.27 0.15 0.00 0.85
WS21 0.18 0.20 0.64 0.43 0.22 0.06 0.76
WS22 0.00 0.03 0.29 0.12 0.12 0.00 0.92
WS23 1.00 0.00 0.00 0.14 0.00 0.19 1.00
WS24 0.26 0.46 0.86 0.45 0.41 0.05 0.66
Max 1.00 1.00 1.00 1.00 1.00 1.00 1.00
Min 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Then, using the obtained distance matrix and Equation (3), the grey correlation coefficients were determined.
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Table 7
Grey Relational Coefficient
Website First contentful Performance Largest Total Blocking Speed Index
Page Size (Mb) Onload Time (s) . Contentful Paint .
Code paint (ms) Score (%) (ms) Time (ms) (ms)
WSI1 0.9499 0.9317 0.7143 1.0000 0.9018 0.8917 0.3392
WS2 0.7813 0.7375 0.4646 0.5620 0.6249 0.9838 0.3872
WS3 0.9137 0.8429 0.4490 0.5033 0.7722 0.7973 0.3681
WS4 0.6201 0.6022 0.4493 0.4783 0.5131 1.0000 0.4198
WSS 0.6278 0.3370 0.4622 0.5033 0.5150 0.9340 0.4039
WS6 0.6892 0.6153 0.3639 0.4724 0.3333 0.9365 1.0000
WS7 0.3495 0.3350 0.5506 0.5620 0.5662 0.9265 0.3647
WS8 0.3454 0.3333 0.5851 0.5620 0.5183 0.9174 0.3868
WS9 0.9580 09113 0.5387 0.7938 0.8479 1.0000 0.3696
WSI10 0.4640 0.5129 0.5678 0.4162 0.3712 0.9009 0.4493
WSI11 0.7429 0.8723 0.4532 0.4667 0.6341 0.9715 0.3853
WS12 0.8517 0.7709 0.3620 0.5385 0.6653 0.9838 0.3883
WSI13 0.7878 0.7895 0.5090 0.5704 0.7241 0.9479 0.4207
WS14 0.9066 0.8269 0.4811 0.6260 0.7727 1.0000 0.3692
WSI15 0.7577 0.7961 0.4798 0.4667 0.6622 0.8289 0.4248
WSI16 0.8045 0.7203 0.3943 0.5461 0.5541 0.9993 0.4023
WS17 0.9426 0.8253 0.4829 0.5704 0.6618 0.9986 0.3746
WSI8 0.5813 0.7462 0.3333 0.3333 0.5791 0.3333 0.6852
WS19 0.9177 0.8302 0.4110 0.4904 0.6728 0.8690 0.4228
WS20 0.9257 0.9236 0.4483 0.6471 0.7663 1.0000 0.3697
WS21 0.7321 0.7161 0.4391 0.5385 0.6990 0.8940 0.3978
WS22 1.0000 0.9476 0.6317 0.8105 0.8061 0.9908 0.3517
WS23 0.3333 1.0000 1.0000 0.7778 1.0000 0.7216 0.3333
WS24 0.6540 0.5184 0.3684 0.5238 0.5465 0.9132 0.4328
Finally, grey relational degrees are determined by using Equation (7).
Table 8
Grey Relational Grade
Website Code  Company Name Performance Ranking Website Code Company Name Performance Ranking
Score Score
WS1 Alcatel - Lucent 0.818 1 WS13 Kron 0.678 8
WS2 ARD Bilisim 0.649 12 WS14 Link 0.712
WS3 Arena 0.664 9 WSI5 Logo 0.631 16
WS4 Armada 0.583 18 WSI16 Manas 0.632 14
WS5 Aselsan 0.540 20 WS17 Matriks Data 0.694 7
WS6 ATP 0.630 17 WSI18 Mia Teknoloji 0.513 24
WS7 Datagate 0.522 22 WS19 Mobiltel 0.659 10
WS8 Despec 0.521 23 WS20 Papilon 0.726 5
WS9 Escort 0.774 3 WS21 Penta 0.631 15
WS10 Index 0.526 21 WS22 Plastik Kart 0.791 2
WSI1 Kafein 0.647 13 WS23 Smartiks 0.738 4
WSI12 Karel 0.652 11 WS24 VBT 0.565 19

Table 8 shows the final results of the analyses. According to the results of the analysis using the data set obtained by taking
the average data, the website with the highest performance was the Alcatel-Lucent company. Also, the website of the Plastik
Kart company is ranked second, and the website of the Escort company ranked third. The company with the lowest website
performance is Mia Teknoloji.

4. DISCUSSION AND CONCLUSION

Today, every company desires to provide a great user experience to the visitors of their websites. With the advancement of
technology, user expectations are increasing, and so is better performance of websites which means more satisfied users and

companies. However, if the website is slow, various problems will arise, such as the page opening late, and due to such issues,
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user satisfaction will decrease, and the website will lose visitors. Because websites are the visible face of businesses, they
are an essential determinant of how customers perceive companies. Websites give also the first impression of ensuring

customer satisfaction and meeting expectations. Therefore, having a quality website will provide competitive advantages.

The purpose of this study is to evaluate the website performance of 27 companies in the BIST Technology and Informatics
Index. Since the websites of 3 companies gave an analysis error, the data could not be obtained, so the websites of 24 companies
were evaluated. The performance evaluation criteria of the websites were determined based on the literature and expert
opinion. In this context, the website performance of 24 companies was measured by using seven criteria which are Page Size
(Mb), Onload Time (s), First contentful paint (ms), Performance Score (%), Largest Contentful Paint (ms), Total Blocking
Time (ms) and Speed Index (ms). Data were obtained using the Gtmetrix automated testing tool. Relevant data were analysed
using the Grey Relational Analysis (GRA) method, and as a result of the analysis, 24 companies’ websites were ranked
according to their performance score. In addition, no weight assignment was made for the criteria in the analysis, that is, the
criteria weights were accepted as equal.

According to the performance scores calculated as a result of the Grey Relational Analysis method, Alcatel-Lucent (0.818),
Plastik Kart (0.791), Escort (0.774), Smartiks (0.738) and Papilon (0.726) have the highest website performance scores and
are in the top five. Aselsan (0.540), Index (0.526), Datagate (0.522), Despec (0.521) and Mia Teknoloji (0.512) have the lowest

performance scores. These companies’ websites are in the last five in the ranking.

When the website performance evaluation literature was examined, studies examining website performance with Grey
Relational Analysis were found to be insufficient. In this context, it is thought that the study will contribute to the literature.
Also, the website performances of the companies in the BIST Technology and Informatics Index were measured for the first
time, and the company’s websites were ranked.

As with any study, this study also has some limitations. The most important limitation of the study is the measurement of
website performance with seven criteria. In future studies, website performance can be measured using different criteria.
The analyses results also differ when other criteria are used. Besides that, obtaining the data of 24 companies using the
GTmetrix automatic test tool is a significant limitation. In this case, different tools such as Pingdom, Website Grader, Site
Speed Checker, Validator, Webpagetest, Websiteinformer, etc., can be used in future studies. Another limitation of the study
is that website performance is only considered using the “speed” measure. A website’s performance can also be evaluated
using different measures such as content, usability, and user interface. These metrics are beyond the scope of the study.
Consequently, the results are valid in the context of criteria, testing tool, and method. Thus, the results might also differ
when other website performance criteria, testing tools, measured metrics, and method differ.
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ABSTRACT

The accuracy of sales forecasting is crucial for e-commerce businesses to optimize inventory management,
pricing decisions, marketing strategies and staff scheduling. At this point, different approaches such as statistical
models, fuzzy systems, machine learning and deep learning algorithms are widely used for sales forecasting. This
study investigates the performance of the deep learning based the Long-Short Term Memory (LSTM) model and
the Facebook Prophet model on short-term sales forecasting. The performance of the proposed models is
compared with the seasonal autoregressive integrated moving average (SARIMA) using real-life data from an
e-commerce site. For the comparative analysis of the proposed forecasting models, weighted average absolute
percent error (WMAPE), root mean square error (RMSE) and R-squared are selected as performance measures.
The numerical results show that the LSTM model outperforms the Prophet and SARIMA models in terms of
forecast accuracy for hourly sales forecasting.

Keywords: Sales forecasting, e-commerce, LSTM, prophet

0oZ

Satig tahmininin dogrulugu, e-ticaret igletmelerinin envanter yonetimini, fiyatlandirma kararlarini, pazarlama
stratejilerini ve personel planlamasini en iyilemesi i¢in ¢ok dnemlidir. Bu noktada, satis tahmini i¢in istatistiksel
modeller, bulanik sistemler, makine 6grenmesi ve derin 6grenme algoritmalar1 gibi farkli yaklasimlar yaygin
olarak kullanilmaktadir. Bu ¢alisma, derin 6grenme tabanli Uzun-Kisa Siireli Bellek (LSTM) modeli ve
Facebook Prophet modelinin kisa vadeli satis tahmini iizerindeki performansini incelemektedir. Onerilen
modellerin performansi, bir e-ticaret sitesinden alinan gercek hayat verileri kullanilarak mevsimsel otoregresif
biitiinlesik hareketli ortalama (SARIMA) ile karsilastirilmigtir. Onerilen tahmin modellerinin karsilastirmali
analizi i¢in, performans Olgiitleri olarak agirlikli ortalama mutlak yilizde hata (WMAPE), hata kareleri
ortalamasinin karekokii (RMSE) ve R-kare se¢ilmistir. Sayisal sonuclar, LSTM modelinin saatlik satis tahmini
i¢in tahmin dogrulugu agisindan Prophet ve SARIMA modellerinden daha iyi performans gosterdigini
gostermistir.

Anahtar Kelimeler: Satis tahmini, e-ticaret, LSTM, prophet
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Short-Term Sales Forecasting Using LSTM and Prophet Based Models in E-Commerce

1. INTRODUCTION

Sales forecasting is a crucial task for e-commerce businesses as it allows them to anticipate future demand and make informed
decisions on inventory management, pricing strategies, marketing campaigns and staff scheduling. Accurately predicting
future sales allows retailers to optimize their stock and inventory levels, avoiding the costly consequences of both stockouts
and excess inventory. Stockouts can lead to customer disappointment and loss of sales, whereas excess inventory can result
in increased storage and holding costs, negatively impacting overall profits (Jing & Lewis, 2011). Therefore, retailers use
various forecasting models to improve the accuracy of their sales forecasts. At this point, especially, machine learning and
deep learning-based models are very popular.

This study presents the performance analysis of the deep learning based the Long-Short Term Memory (LSTM) model and
the Prophet model on hourly sales forecasting. The performance of the proposed models is evaluated by comparison with
the seasonal autoregressive integrated moving average (SARIMA). For this analysis, e-commerce data of a grocery retailer
is used. In addition, weighted average absolute percent error (WMAPE), root mean square error (RMSE) and R-square of
these models are calculated to measure prediction performance. In other words, the aim of this study is to perform a comparative
analysis of three popular time series forecasting models such as LSTM, Prophet and SARIMA in order to identify the best
model for short-term sales forecasting. Recent studies have shown that deep learning frameworks and Prophet have been
effective in sales forecasting for e-commerce applications (Ensafi, Amin, Zhang, & Shah, 2022), whereas SARIMA remained
apopular choice for traditional time series forecasting (Zhang, 2003). Each model has its own unique strengths and limitations,
making it essential to thoroughly compare them in order to determine the most accurate and efficient model for sales
forecasting. The findings of this study have practical implications for e-commerce businesses and contributes to the existing
literature on sales forecasting in the field.

The rest of this paper is organized as follows: In the next section, a literature review of the existing methods for sales
forecasting in e-commerce and retailing is presented. In Section 3, the methods used for sales forecasting and the performance
metrics are explained. In Section 4, the dataset and the data preprocessing and application steps performed are described.
In Section 5, the performance results obtained are presented and discussed. Finally, the conclusion of the paper is presented
along with the suggested future work.

2. RELATED WORKS

The accuracy of sales forecasting significantly influences the marketing, pricing, inventory and scheduling decisions,
especially for retailers and e-commerce companies. Loureiro, Miguéis, & da Silva (2018) acknowledged this statement by
emphasized the crucial place of sales forecasting for businesses. Therefore, sales forecasting has been an interesting topic
for practitioners and academics alike. There are numerous studies related to sales forecasting in the literature. Some of these
studies are discussed in this section.

The importance of statistical models such as Autoregressive integrated moving averages (ARIMA) cannot be denied. However,
these kinds of statistical forecasting frameworks have certain limitations. ARIMA models do perform well under the condition
of data’s linearity (Zhang, 2003; Loureiro et al., 2018; Ji, Wang, Zhao, & Guo, 2019; Bandara et al., 2019; Punia, Nikolopoulos,
Singh, Madaan, & Litsiou, 2020). As the limitations of statistical models have been acknowledged and machine learning/
deep learning approaches started to become more efficient, Zhang (2003) proposed a hybrid approach that combined ARIMA
and Artificial Neural Networks (ANN) intended to capture both the linear and nonlinear relationship between data points.
In this study, various datasets have been implemented to test the hybrid model and this architecture has been evaluated with
mean squared error (MSE) and mean absolute deviation (MAD). The hybrid model outperformed both ARIMA and ANN
models based on the performance metrics mentioned above in all datasets. Sun, Choi, Au, & Yu (2008), showed the usage
of neural networks in sales forecasting tasks. This study took advantage of a neural network framework called extreme
machine learning (EML) and used it in the fashion retail industry by examining the relationship between sales amount and
product-related features. Chang, Liu, & Fan (2009) used a hybrid structure that combined a k-means clustering algorithm
with a neural network to predict the sales of circuit boards. In this study, the performance of the model was evaluated by
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comparing it with different kinds of models such as back propagation neural networks, radial basis function neural networks.
Different from previous studies, Yu, Choi, & Hui (2011) focused on the time-consuming aspect of Artificial Neural Networks
and developed an extreme learning machine (ELM) model. Although it has been indicated in this study, that the extreme
learning machines are not stable when compared to ANNs, the developed model has been used in the retail fashion industry
which sacrificed performance over agility. Choi, Hui, Liu, Ng, & Yu (2014) proposed a hybrid approach of combining the
grey model and the extreme learning machine using synthetic fashion retail data in order to predict the sales of the fast
fashion industry. In this study, the proposed model was highly appropriate for industries where products are highly seasonal
and are constantly changing i.e., there is a low amount of data available for every product point. Arunraj & Ahrens (2015)
developed a hybrid autoregressive model to predict the sales of a banana retailer using features such as day of the year, the
month of the year, holiday, weather effect, etc. In this study, focused the seasonal autoregressive integrated moving average
with external variables (SARIMAX) and hybrid SARIMA and Quantile Regression (SARIMA-QR) that enabled high-low
quantile predictions. The results of this study indicated that SARIMA-QR has been more successful in aspects such as
business interpretability, accurate decision-making and insightfulness. Zhao & Wang (2017) proposed a CNN-based model
that used a one-dimensional convolution layer to predict sales of an e-commerce site using variables such as user actions and
content of the product. Loureiro et al. (2018) presented an Artificial Neural Network model to predict the sales of retail
products using product-related data. In this study, the proposed model was compared with different models such as Random

Forests, Decision Trees and Support Vector Regression.

Another state-of-the-art approach in time series forecasting tasks is to use Recurrent Neural Networks (RNN) and particularly
Long Short-Term Memory (LSTM) models. Yu, Wang, Strandhagen, & Wang (2018) created a LSTM model for the product-
based sales forecasting. The model achieved strong results in only one-fourth of the products. These results showed that the
necessity of a larger amount of data points and a multivariate structure of both the model and the dataset. One of the more
recent algorithms that have been used in time series forecasting tasks was Meta’s Prophet (Taylor & Letham, 2017). Weytjens,
Lohmann, & Kleinsteuber (2021) compared Prophet, ARIMA and LSTM models in predicting cash flows using transaction-
related data. Rather than using mean squared error as a performance metric, this study adopted a domain-related measure
called the Interest Opportunity Cost (IOC) which is used to evaluate the above models. In this study, numerical results showed
that LSTMs both outperformed the statistical ARIMA model and Meta’s Prophet. Ji et al. (2019) developed a hybrid model
called C-A-XGBoost for an e-commerce company, which combined clustering, ARIMA and XGBoost algorithms that used
features such as user actions, sales, weather and holidays. In order to evaluate the performance of the model, metrics such
as mean squared error, root mean square error and mean absolute error were used, and numerical results showed that the
proposed C-A-XGBoost model performed better than statistical forecasting algorithms. Bandara et al. (2019) created a model
that combined LSTM with K-means using product-related, sales-related and time-related features for sales forecasting. In
this study, the numerical results showed that the proposed LSTM-based time series forecasting model outperformed linear
forecasting models. The usage of statistical methods for time series forecasting has been limited during the last few years
and literature started to emphasize the argument that machine learning and deep learning models outperform models like
ARIMA, SARIMA and linear regression. Punia et al. (2020) indicated that machine learning models are insufficient in
handling the trend and seasonality in the data, and developed a hybrid model that combined LSTM and Random Forests.
The performance of the developed model was compared with LSTM, ARIMA X and multiple regression. The proposed hybrid
model performed slightly better than all of the other models. Another example of a forecasting study has been conducted by
Chandriah & Naraganahalli (2021), created a LSTM-based model using the Modified-Adam algorithm to predict the demand
for spare automobile parts. In this study, sales and stock-related features were used in order to train the model, and the model
was evaluated using performance metrics of mean error and mean squared error. Ensafi et al. (2022) performed a comparative
analysis of a Seasonal Autoregressive Integrated Moving Average (SARIMA), Prophet model, LSTM model and CNN model
for predicting the sales of a furniture store. Numerical results showed that the LSTM model seemed to outperform all others,
followed by the CNN model and the Prophet model. Zohdi, Rafiee, Kayvanfar, & Salamiraad (2022) used both machine
learning and deep learning models to predict the demand for a supply chain management system. This study compared

machine learning models such as K-nearest neighbors, decision trees, extreme gradient boosting and multi-layer perceptron
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neural network. The numerical results of the study showed that multi-layer perceptron neural network had a stronger
performance than the machine learning models mentioned above. Martinez, Charte, Frias, & Martinez-Rodriguez (2022)
emphasized the importance of fast runtimes and developed a Generalized Regression Neural Networks (GRNNs) based
framework for time series forecasting tasks. The main aim of this study was to create a fast and accurate neural network
framework that was able to capture seasonality and trendiness from data. The numerical results of this study showed that
GRNNS s can be used in order to train time series forecasting models highly fast and accurately.

3. METHODOLOGY

In this section, mathematical details of the Prophet and LSTM algorithms are discussed along with selected performance

measures.
3.1. Prophet

The Prophet procedure is a forecasting model developed by Facebook. There are libraries in Python and R for the implementation
of Prophet. Meta’s Prophet framework is an additive regression model that consists of four components: a trend function g(?)
that models non-periodic changes such as the growth over time, a seasonality component s(#) that shows the periodic changes
(i.e., monthly, yearly, weekly changes), a holiday component /() that merges the effects of holidays to the model and the e(?)
parameter which represents the idiosyncratic changes that are not foreseen by the model (Taylor & Letham, 2017).

The calculation steps of the Prophet model are as follows (Taylor & Letham, 2017).

Meta’s Prophet framework can be expressed by Equation (1).
() = g(©) +5(8) + h(®) +e(®) )

The Prophet has two trend models, one of them being a saturating growth model and the other one is a piecewise linear
model. The nonlinear saturating growth model is a model that aims to model and forecast growth. As the authors indicate,
the growth model is typically modeled using a logistic growth model. For example, in a case where the capacity of an online
site users depends on the number of people that has access to internet, the typical growth model is given in Equation (2):

_ c

"1+ exp (=k(t —m)) )

g(®)

Where C is the capacity of online site users, k& is the growth rate, and m is the offset parameter.

However, this growth model is missing some aspects of growth. First, the capacity is not constant, so in the Prophet framework,
constant C is replaced by a time-dependent C of C(?). Second, the growth rate is not constant either. In order to catch the
changes in trend, the model incorporates changepoints where the growth rate has the ability to change. In a case where there
are S changepoints at times sj’where j represents the values from 1 to S, the authors define a vector of rate adjustments:
5 € R®. Where 9, is the change in rate at time s;. The rate mentioned above at time 7 is the base rate , with the adjustments
up to that time ¢, and it can be defined by Equation (3).

k + Zj:t>5j6j

3
The equation above can be defined more clearly by using a vector as in Equation (4);
a(t) € {0,1}° “4)
where
1; lf t 2 Sjl
(t) =
%(t) {0, otherwise 5)

Rate k and offset parameter m both need to be adjusted when the former is adjusted in order to connect the endpoints of
segments. The adjustment as change point is as in Equation (6):
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k+Y,.:6
y=s-m=)n *(1 M) ©)

= (k+ X< 61)

Then, the rate at time ¢ becomes k + a(t)"§ as seen in Equation (7). So, the growth model is reached as follows:
c@®)
1+ exp (=(k +a(®)78)(t — (m + a(®)™p)))

9 = (7)

The second trend model which is called the linear trend with changepoints is a simple linear model with a fixed rate of

growth. This model is more suited for problems where there is not a saturating growth, and can be defined by Equation (8).
g(@®) = (k+a®)"d)t+ m+al®)y) ®)

Where £ is the growth rate, J has the rate adjustments and m is the offset parameter. To make function continuous, the growth
rate can be expressed by Equation (9):

Y) = —5;6; ©)

The changepoints can be defined by the user or may be automatically selected by the model. The literature studies indicate
it is advised to define a large number of changepoints. The changepoints can be shown as in Equation (10):

5}- ~L(0,7) (10)
In this equation, 7 directly controls the flexibility of the model.

When the model is going to start making predictions about the future using the data from the past, the g(¢) will have a constant
rate. The uncertainty in the forecast trend will be solved by extending the generative model forward. This generative model
is composed of S changepoints over a history of 7 in which each has a rate change given in Equation (10).

Simulation of future changes is done by replacing t with variance as in Equation (11).

1 N
A=) 15
§Lajer (11)

Future changepoints are randomly sampled in a way that the average frequency of changepoints in history is the same as the
ones in the future as in Equation (12).
T-S

6; =0 w.p. —

Vji>T, P
6;~L(0,1) w.p. T

(12)

Thus, uncertainty in the trend is calculated by making the assumption that the average frequency and magnitude of rate
changes in history will be the same as in the future.

The second component which is the seasonality component is modeled using the Fourier series. Where P is the time period
we want our time series to have (e.g. P =7 for a weekly data or P =365.25 for yearly data in daily-scaled data). The seasonality
component of the model can be expressed by Equation (13).

s(t) = zN: (an cos (27;nt) + b, sin (21;nt)) (13)

n=1

Fitting this seasonality component would require the construction of a matrix of seasonality vectors for each value of t in

our data (?). For example, when looking at a yearly seasonality with N=10, Equation (14) is obtained.
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X(t) = [ <27‘[(1)t> ) (2n(10)t>]
= 1°*\365.25/)" T " (36525 (14)
In this case, the seasonal component can be expressed by Equation (15).
s(©) =X(©)p (15)

In the generative model, Prophet takes f# ~Normal(0,0?) in order to implement a smoothing prior to the seasonality. The more
N is increased the more the model’s ability to fit seasonality, which changes more rapidly, increases.

The third component (%(2#)) is for including predictable instances in the model such as national holidays, Valentine’s Day, etc.
In order to use this feature, the user needs to provide the dates to the model by also specifying the source country of the
holiday. For each holiday i, D, represents the past and future occurrences of the holiday i which then is added by an indicator
function that denotes whether the time ¢ is during holiday i. As the last step, the model assigns a parameter of k; to holiday i
that represents the change in the forecast. This procedure is conducted in a similar way as seasonality components which is
by generating a matrix of regressors as in Equation (16):

Z(t) = [1(t € Dy), ..., 1(t € D,)] (16)
The holiday component of the Prophet model can be expressed by Equation (17).
h(t) = Z(t) 'K (17)

and using a prior K ~ Normal(0,v?).
3.2. Long-Short Term Memory (LSTM)

Long-Short Term Memory (LSTM) is a particular type of Recurrent Neural Network that is constructed to deal with sequential
data. They are generally used for speech recognition, handwriting recognition, and time series forecasting (Weytjens et al.
2021). However, in the traditional RNN there is a gradient vanishing and exploding problem. To overcome gradient vanishing
and exploding problems, gated RNNs are introduced which have the ability to learn when and how to forget past data
(Goodfellow et al. 2016). One of the most famous gated RNN frameworks is Long-short term memory and the flow of this
network is illustrated in Fig. 1.

II' w{ln.- 2”.)_, \wj:r,,.-
LSTM —>» LSTM [---===-====- » LSTM
U U U
)| &
\" ____: e T b __.-.-.-
\ i = 1.N,; b
/>—Nf;. - -\\'}—h" -Z \ _ _}_‘.-'/ ; ‘.\\, ____________ '/z =, lr/z
v T T & @@

Figure 1. LSTM flow (Delasalles, Lamprier, & Denoyer, 2019)
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LSTM includes three stages; forget gate, input gate, and output gate. At the forget gate of /,what percentage of the Long-term
memory to remember is decided via the sigmoid activation function. Then, at the input gate i, short-term memory and the
input are used to calculate the potential Long-term memory with hyperbolic tangent function (fank). Similar to the forget
gate, the percentage of potential long-term memory to remember is determined with the sigmoid activation function. As a
result, Long term memory is updated. At the last stage, the new long-term memory is the input of the fanh function to find
the potential short-term memory, again the percentage to remember is calculated with the sigmoid function. For a single
time step, the model is operated using Equations (18)-(23) (Goodfellow et al. 2016).

In these equations, f;, i, o represent the forget gate, the input gate and the output gate, respectively. Also, ¢, and 4 indicate
the cell state and the hidden state, respectively. is used for the sigmoid activation function, while is used for the hyperbolic

tangent function.

ft = gy (W X x¢ + Up X hy_y + by) 18)
i = og(W; X x + U; X he_q + by) (19)
0 = ag(Wo X x¢ + Uy X hy_q + by) (20)
ci = 0.(We Xx + U, X hye_y +by) @n
Ct= fr Cooq +ip-cf 22

he = o, - a.(ct) (23)

3.3. Performance Measures

In this study, Root Mean Squared Error (RMSE), Weighted Mean Absolute Percentage Error (WM APE) and R-squared were

used as performance measures which are clearly explained in this section.

Mean squared error (MSE) is computed as the average of the squared differences between the predicted and observed values.
Root Mean Squared Error (RMSE) is the square root of MSE. These two performance measures have the same units as the
target variable. The main difference between these measures is that MSE effectively penalizes larger errors more severely.
Hence, an overshoot may result in quite a high MSE value while RMSE smooths it out. The formulas for MSE and RMSE
are given in Equations (24)-(25), respectively.

1 ~
MSE = n ?:1(Yi - Yi)z (24)

RMSE = VMSE (25)
In these equations, Y, is the observed output vector at i th instance and Yl is the predicted output vector at i th instance.

WMAPE is another metric used in this study to compare the performance of the proposed approaches. This decision is based
on the limitations of commonly used metrics, such as the Mean Absolute Error (MAE) or L1 loss, which is computed as the
mean of the differences between the actual measurements and the predictions. While MAE can be useful, it is not a meaningful
metric by itself, as it depends on the magnitude of the data. To address these limitations, this study chose to use the Mean
Absolute Percentage Error (MAPE) as a more meaningful metric. However, even MAPE has its own limitations, as it tends
to become less reliable as the sales increase. For instance, forecasting a sale of $130 instead of $100 may not be as unacceptable
as forecasting a sale of $13,000 instead of $10,000.

In this study, to overcome these limitations, WMAPE was chosen as the performance measurement metric. It weighs the
error by adding the total sales, making it a more suitable metric for the study. MAE, MAPE and wMAPE can be calculated
using Equations (26)-(28), respectively.
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n
1
MAE == [y =9 | 6)
i=1
n
1 9
MAPE = Q=9 27)
n & Vi
i=1
n . — %
WAPE — Zl=1n|yl yil (28)
i=1 |yl

Another performance metric used in this study is R-squared. R-squared is one of the goodness of fit measures. It measures
the proportion of variability in ¥ that can be explained using X. In other words, it represents the relationship between dependent
variables and independent variables. It is equal to the squared correlation between the model and the response (dependent)
variable (James et al, 2013). The R-squared can be calculated using Equations (29)-(31).

n
1
RSS = (v = 91’ 29)
i=1
1 n
7SS == (i =9’ (30)
i=1
RSS (31)
21—
R=1"7ss

In these equations, RSS gives the unexplainable part of the error left after performing the model, while TSS measures the
total sum of squares.

4. APPLICATION

In this study, the proposed LSTM, Prophet and SARIMA approaches are applied for hourly sales forecasting with real-life

data from an e-commerce site. In this section, the application steps are detailed.
4.1. Data Set

In this study, the real-world dataset that is used to train the models consisted of both numerical features and ordinal features.
A sample of the dataset is shown in Fig. 2 and Table 1 with the features of total sales, day of the week, holiday, temperature
and weather conditions per timestamp. The dataset used in the study consists of dates per hour starting from December 14,
2022, at 9 a.m. and ending on January 23, 2023, at 9 a.m. with a total of 961 timestamps. In order to maintain data privacy,
the values in the data set were scaled.
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Figure 2. Time series plot of the hourly sales used in this study

Table 1
A sample of the dataset used in this study
Date Day Total Sales Holiday Temperature Condition
2022-12-14 9:00:00 4 0.1360 0 10.5 3
2022-12-14 10:00:00 4 0.3830 0 12 4
2022-12-14 11:00:00 4 0.4602 0 12 4
2022-12-14 12:00:00 4 0.5116 0 11.7 3
2022-12-14 13:00:00 4 0.4838 0 12 3
2023-01-23 5:00:00 2 0.0043 0 9.8 2
2023-01-23 6:00:00 2 0.0279 0 10.1 2
2023-01-23 7:00:00 2 0.0581 0 10.5 2
2023-01-23 8:00:00 2 0.1682 0 11 2
2023-01-23 9:00:00 2 0.2129 0 11.5 2

4.2. Short Term Sales Forecasting Using Proposed Models

In this study, the hold-out validation method is used for training the proposed models. 80% of the dataset is used for training
the model and the remaining 20% dataset is used for testing. The forecasting performance of the proposed models is compared
using R-squared, RMSE, and WMAPE metrics. Since the sales data is scaled using a min-max scaling method, the R-squared
calculation is implemented using the observed sales data rather than the scaled values. However, RMSE and WMAPE are
calculated using the scaled values due to interpretability reasons.

This study used the Python programming language to train the models. In order to train the models, different Python libraries
and/or dependencies are used. For the LSTM model, Tensorflow’s Keras API is used; for the Prophet model, the Meta’s
Prophet package is used, and for the SARIMA model, the statsmodels package is used.

As indicated before, in this study, the SARIMA model is used as a comparison model to evaluate the prediction performance
of the LSTM and PROPHET models. Due to the model’s univariate structure, only the total sales feature is used for the
training process, and other features are ignored. 54 combinations of different parameter values are tried in order to find the
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optimal SARIMA model according to AIC values. After the training process, the best parameters (0,1,0), (1,1,1,24) are
adopted, and the final model is formed using these best parameters.

After taking the SARIMA model as the baseline model, the Prophet model is trained using all of the features in the data set.
Like the SARIMA model, the total sales column is also scaled; however, some additional steps are taken in the training
process of the Prophet model. The holiday column of the data is wrapped into the Prophet model’s holiday argument. Also,
additional regressors (i.e., day of the week, temperature, and weather condition regressors) are added in order to include all
of the features in our dataset. The model is trained by implementing both the linear and logistic growth trends.

The LSTM model is trained using all of the features in the data set. After scaling the total sales column, ordinal columns of
weather condition and day of the week are encoded as binary features by adding new columns to the data set. Before fitting
the data set into the LSTM input layer, the dataset is restructured into a 3D-array in which the timestamps are grouped by
days using a shifting method. For instance, the first sample in the modified data set started from the 1st timestamp and
finished with the 24th timestamp in which the 25th timestamp’s sales data is used as the target variable. This process is
replicated for all the timestamps, meaning that the second sample of the modified data set started from the 2nd timestamp
and finished with the 25th timestamp where the 26th timestamp’s sales data is used as the target variable. So, the shape of
the data that included only the independent variables turned into (937, 24, 16) where 937 represented the number of samples
(i.e., the grouped days) and the target array is turned into an array with the shape (937,). Representation of the reshaped data
can be seen in Fig. 3 in which t represents the timestamps at time 1,2,3, etc. and f represents the feature index that is between
1 and 16 inclusively.

[IRSL, ..., tIf16], [12(1, ..., 2f16], [t3f1, ..., t3(16], .., [124f1, ..., 124f16]] — [125f1]
[[12f1, ..., 12f16], [t3f1, ..., t3(16], [t4f1, ..., t4f16], ..., [L25(1, ..., 125f16]] — [126(1]

[[t93711, ..., t937f16], [t938f1, ..., t938f16], ..., [t960f1, ..., t960f16]]] — [t961f1]
Figure 3. LSTM data structure

In this study, the neural network structure included a Bidirectional LSTM layer, a global pooling layer, and 2 dense layers
with relu and linear activation functions. This model is trained for 100 epochs and optimized using the Adam optimizer. In
order to prevent overfitting, early stopping callback is added with a monitoring interval of 10 epochs. Different methods are
implemented in order to prevent overfitting such as adding a dropout layer, adding 12 regularization, etc. However, adding
the early stopping callback showed the best results. The LSTM model is also tested with different architectures, such as using
a single dense layer, not using a bidirectional LSTM layer etc. Best results are achieved using the architecture described

above.
5. RESULTS

The prediction performance of the proposed models is given in Table 2 for training and testing data. Numerical results showed
that the proposed LSTM model outperformed the Prophet and the SARIMA in terms of R-squared, RMSE and WMAPE
measures. The results of this study confirmed the argument that deep learning frameworks do perform better for sales
forecasting tasks. As mentioned before, metrics for the training set is calculated using 80% of the data, and for the test set’s
metrics, 20% of the data is used. Amongst the trained models, Prophet performed the worst with a testing R-squared of
0.8243; however, having lower RMSE and WMAPE than the SARIMA model. The lowest error metrics for the test set are
achieved with the LSTM model where R-squared, RMSE and WMAPE were 0.9113, 0.0763 and 0.1623, respectively. As this
study trained the SARIMA model as the baseline model, implementation of the Prophet model showed worse results than
expected. However, since the LSTM model performed the best, the study confirmed the superiority of deep learning
frameworks over statistical forecasting methods. The time series plot of the predicted values of the proposed models for the
test data is presented in Figure 4.
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iite)i;cztion performance of the proposed models for training and testing data
Train Set Test Set
R-squared RMSE WwMAPE R-squared RMSE wMAPE
LSTM 0.9643 0.0456 0.1040 09113 0.0763 0.1623
SARIMA 0.9388 0.0592 0.1314 0.8791 0.0952 0.2216
Prophet 0.8724 0.0805 0.1849 0.8243 0.0941 0.1939

Actual Values & Predictions(Hourly)

101 variable
—_— Actual
— SARIMA
—— PROPHET
0.8 — ISTM
\
1Il
0.6 - '
Wi
2@
]
w
B .
3
2 0.4
0.2 4
\J \3
0.0 4
: . . . . . . . .
2 2
, e N A , o N A . e 5 e N e L N T
10% ks 40% ks 40* 40F 4o+ 0% 40%

Figure 4. Time series plot of the proposed models for testing data

6. CONCLUSION AND DISCUSSION

In this study, Long-Short Term Memory (LSTM) Networks and the Prophet algorithm are compared with classic statistical
approaches in terms of the aforementioned performance metrics using a real-world e-commerce data set. According to the
numerical results, the LSTM model outperformed the other models in terms of prediction accuracy. These results showed
the superiority of deep learning frameworks over statistical forecasting methods. Regarding the future work on this topic,
despite the fact that parameter tuning is already done at the application stage, there is still some room for improvement in
optimizing hyper-parameters. Future studies can also focus on using different metaheuristic algorithms and/or increasing
the size of the dataset. Especially for deep learning models, a larger dataset tends to improve the model performance. The
results of this study may be improved by using a bigger dataset and a more complex neural networks architecture. In this
study, weekdays, holidays, weather conditions and temperature are chosen as external variables; however, new features can
be added, like campaign and price information, to model extreme points in the data which may lead to an increase in the
model’s performance. The same method used in this study can also be used to predict the sales of particular product items.
Predicting the sales of certain products might have a higher business value which might help industries to plan the supply
and stock levels of their product items.

Peer-review: Externally peer-reviewed.

Author Contributions: Conception/Design of Study- A.E., 1.0., M.D., T.O.; Data Acquisition- A.E., 1.0., M.D.; Data Analysis/Interpretation- A.E., .0., M.D., T.0.; Drafting
Manuscript- A.E., 1.0., M.D.; Critical Revision of Manuscript- T.0.; Final Approval and Accountability- A.E., I.0., M.D., T.0O.; Material and Technical Support- A.E., .0., M.D ;
Supervision- T.0.

Acta Infologica, Volume 7, Number 1, 2023 69



Short-Term Sales Forecasting Using LSTM and Prophet Based Models in E-Commerce

Conlflict of Interest: The authors have no conflict of interest to declare.
Grant Support: The authors declared that this study has received no financial support.

REFERENCES

Arunraj, N. S., & Ahrens, D. (2015). A hybrid seasonal autoregressive integrated moving average and quantile regression for daily food sales forecasting.
International Journal of Production Economics, 170, 321-335. https://doi.org/10.1016/j.ijpe.2015.09.039

Bandara, K., Shi, P., Bergmeir, C., Hewamalage, H., Tran, Q., & Seaman, B. (2019). Sales Demand Forecast in E-commerce Using a Long Short-Term
Memory Neural Network Methodology. In T. Gedeon, K. W. Wong, & M. Lee (Eds.), Neural Information Processing (pp. 462—474). Cham: Springer
International Publishing. https://doi.org/10.1007/978-3-030-36718-3_39

Chandriah, K. K., & Naraganahalli, R. V. (2021). RNN / LSTM with modified Adam optimizer in deep learning approach for automobile spare parts
demand forecasting. Multimedia Tools and Applications, 80(17), 26145-26159. https://doi.org/10.1007/s11042-021-10913-0

Chang, P.-C., Liu, C.-H., & Fan, C.-Y. (2009). Data clustering and fuzzy neural network for sales forecasting: A case study in printed circuit board industry.
Knowledge-Based Systems, 22(5), 344-355. https://doi.org/10.1016/j.knosys.2009.02.005

Choi, T.-M., Hui, C.-L., Liu, N., Ng, S.-F., & Yu, Y. (2014). Fast fashion sales forecasting with limited data and time. Decision Support Systems, 59, 84-92.
https://doi.org/10.1016/j.dss.2013.10.008

Delasalles, E., Lamprier, S., & Denoyer, L. (2019). Dynamic Neural Language Models. In T. Gedeon, K. W. Wong, & M.

Lee (Eds.), Neural Information Processing (pp. 282—294). Cham: Springer International Publishing. https://doi.org/10.1007/978-3-030-36718-3 24

Ensafi, Y., Amin, S. H., Zhang, G., & Shah, B. (2022). Time-series forecasting of seasonal items sales using machine learning — A comparative analysis.
International Journal of Information Management Data Insights, 2(1), 100058. https://doi.org/10.1016/}.jjimei.2022.100058

Goodfellow, 1., Bengio, Y., & Courville, A. (2016). Sequence Modeling: Recurrent and Recursive Nets. In Deep learning (pp. 373—420). Cambridge,
Massachusetts: The MIT Press.

James, G., Witten, D., Hastie, T., & Tibshirani, R. (2013). Linear Regression. In An introduction to statistical learning: With applications in R (pp. 59-128).
New York: Springer.

Ji, S., Wang, X., Zhao, W., & Guo, D. (2019). An Application of a Three-Stage XGBoost-Based Model to Sales Forecasting of a Cross-Border E-Commerce
Enterprise. Mathematical Problems in Engineering, 2019, 1-15. https://doi.org/10.1155/2019/8503252

Jing, X., & Lewis, M. (2011). Stockouts in Online Retailing. Journal of Marketing Research, 48(2), 342-354. https://doi.org/10.1509/jmkr.48.2.342

Loureiro, A. L. D., Miguéis, V. L., & da Silva, L. F. M. (2018). Exploring the use of deep neural networks for sales forecasting in fashion retail. Decision
Support Systems, 114, 81-93. https://doi.org/10.1016/j.dss.2018.08.010

Martinez, F., Charte, F., Frias, M. P., & Martinez-Rodriguez, A. M. (2022). Strategies for time series forecasting with generalized regression neural
networks. Neurocomputing, 491, 509-521. https://doi.org/10.1016/j.neucom.2021.12.028

Punia, S., Nikolopoulos, K., Singh, S. P., Madaan, J. K., & Litsiou, K. (2020). Deep learning with long short-term memory networks and random forests
for demand forecasting in multi-channel retail. International Journal of Production Research, 58(16), 4964—4979. https://doi.org/10.1080/00207543
.2020.1735666

Sun, Z.-L., Choi, T.-M., Au, K.-F., & Yu, Y. (2008). Sales forecasting using extreme learning machine with applications in fashion retailing. Decision
Support Systems, 46(1), 411-419. https://doi.org/10.1016/j.dss.2008.07.009

Taylor, S. J., & Letham, B. (2017). Forecasting at scale (No. e3190v2). PeerJ Inc. https://doi.org/10.7287/peerj.preprints.3190v2

Weytjens, H., Lohmann, E., & Kleinsteuber, M. (2021). Cash flow prediction: MLP and LSTM compared to ARIMA and

Prophet. Electronic Commerce Research, 21(2), 371-391. https://doi.org/10.1007/s10660-019-09362-7

Yu, Q., Wang, K., Strandhagen, J. O., & Wang, Y. (2018). Application of Long Short-Term Memory Neural Network to

Sales Forecasting in Retail—A Case Study. In K. Wang, Y. Wang, J. O. Strandhagen, & T. Yu (Eds.), Advanced Manufacturing and Automation VII (pp.
11-17). Singapore: Springer. https://doi.org/10.1007/978-981-10-5768-7 2

Yu, Y., Choi, T.-M., & Hui, C.-L. (2011). An intelligent fast sales forecasting model for fashion products. Expert Systems with Applications, 38(6),
7373-7379. https://doi.org/10.1016/j.eswa.2010.12.089

Zhang, G. P. (2003). Time series forecasting using a hybrid ARIMA and neural network model. Neurocomputing, 50, 159-175. https://doi.org/10.1016/
S0925-2312(01)00702-0

Zhao, K., & Wang, C. (2017, August 26). Sales Forecast in E-commerce using Convolutional Neural Network. arXiv. https://doi.org/10.48550/arXiv.1708.07946

Zohdi, M., Rafiee, M., Kayvanfar, V., & Salamiraad, A. (2022). Demand forecasting based machine learning algorithms on customer information: An
applied approach. International Journal of Information Technology, 14(4), 1937-1947. https://doi.org/10.1007/s41870-022-00875-3

Acta Infologica, Volume 7, Number 1, 2023 70


https://doi.org/10.1016/j.ijpe.2015.09.039
https://doi.org/10.1007/978-3-030-36718-3_39
https://doi.org/10.1007/s11042-021-10913-0
https://doi.org/10.1016/j.knosys.2009.02.005
https://doi.org/10.1016/j.dss.2013.10.008
https://doi.org/10.1007/978-3-030-36718-3_24
https://doi.org/10.1016/j.jjimei.2022.100058
https://doi.org/10.1155/2019/8503252
https://doi.org/10.1509/jmkr.48.2.342
https://doi.org/10.1016/j.dss.2018.08.010
https://doi.org/10.1016/j.neucom.2021.12.028
https://doi.org/10.1080/00207543.2020.1735666
https://doi.org/10.1080/00207543.2020.1735666
https://doi.org/10.1016/j.dss.2008.07.009
https://doi.org/10.7287/peerj.preprints.3190v2
https://doi.org/10.1007/s10660-019-09362-7
https://doi.org/10.1007/978-981-10-5768-7_2
https://doi.org/10.1016/j.eswa.2010.12.089
https://doi.org/10.1016/S0925-2312(01)00702-0
https://doi.org/10.1016/S0925-2312(01)00702-0
https://doi.org/10.48550/arXiv.1708.07946
https://doi.org/10.1007/s41870-022-00875-3

ACTA ) D I
ACTA ACTA INFOLOGICA 2023;7(1):71-80 BN [STANBUL
I N F. L‘ G I CA dergipark.org.tr/acin 2 5

UNIVERSITY
tEst P RESS
DOI: 10.26650/acin.1234106 RESEARCH ARTICLE

Detection of Orienting Response to Novel Sounds
in Healthy Elderly Subjects: A Machine Learning
Approach Using EEG Features

Saglikli Yash Bireylerde Yeni Seslere Y Onlendirme Yanitinin Tespiti:
EEG Ozelliklerini Kullanan Bir Makine Ogrenimi Yaklasimi

Emine Elif Tiilay’

! (Assist. Prof.) Mugla Sitki Kocman University,
Faculty of Engineering, Department of Software
Engineering, Mugla, Turkiye

ORCID: E.E.T. 0000-0003-0150-5476

Corresponding author:

Emine Elif TULAY

Mugla Sitki Kocman University, Faculty of
Engineering, Department of Software Engineering,
Mugla, Turkiye

E-mail address: eliftulay@mu.edu.tr

Submitted: 16.01.2023

Revision Requested: 16.01.2023
Last Revision Received: 16.03.2023
Accepted: 14.03.2023

Published Online: 25.04.2023

Citation: Tulay, E.E. (2023). Detection of
orienting response to novel sounds in healthy
elderly subjects: A machine learning approach
using EEG features. Acta Infologica, 7(1), 71-80.
https://doi.org/10.26650/acin. 1234106

ABSTRACT

Unexpected events in the environment elicit the orienting response that protects humans from dangerous
situations and there is great importance in identifying these events, especially in aging. The aims of the current
study are attempting to find which classification model exhibits the best performance by means of event-related
spectral perturbation (ERSP) features based on EEG and to understand which frequency bands, and time
windows, contribute most to the classification of external stimuli. The data of 20 healthy elderly participants were
included in the study and the 3-Stimulation auditory oddball paradigm was applied to participants. Different
classifiers including Support Vector Machine (SVM) with Linear and Polynomial kernels, Linear Discriminant
Analysis (LDA), and Naive Bayes were fed by ERSP features obtained from varying frequency bands and time
domains. The classification process was fulfilled using custom-written scripts via the FieldTrip Toolbox (version
no: 20220104) integrated with the MVPA-light toolbox running under Matlab R2018b. The best performance was
obtained by linear SVM which was fed by theta response (4 — 8 HZ) in the early time window (0.1 — 0.5 s) with
90% accuracy in the case of standard stimuli distinguished from novel stimuli. Delta responses also exhibit
distinctive characteristics for standard and novel stimuli by running LDA (87% accuracy) and polynomial SVM
(86% accuracy). These findings show that the delta and theta responses have contributed to detecting standard and
novel sounds with remarkable performances of SVM and LDA.

Keywords: Delta, theta, auditory stimuli, machine learning

0z

Cevrede meydana gelen beklenmedik olaylar, insani tehlikeli durumlardan koruyan yonlendirici tepkiyi ortaya
¢ikarir ve bu olaylarin tespit edilmesi 6zellikle yaslanma siirecinde biiyiik 6nem tasir. Mevcut ¢aligmanin amaci,
EEG’ye dayali olaya iliskin spektral pertiirbasyon (ERSP) 6zellikleri araciligiyla hangi siniflandirma modelinin
en iyi performansi gosterdigini bulmaya calismak ve hangi frekans bantlarinin ve zaman pencerelerinin dis
uyaranin siniflandirilmasi igin en ¢ok katkida bulundugunu anlamaktir. 20 saglikli yaslt katilimeinin verileri
calismaya dahil edilmistir ve katilimcilara 3-Stimiilasyon isitsel oddball paradigmasi uygulanmustir. Lineer ve
Polinom ¢ekirdek fonksiyonlu Destek Vektor Makinesi (DVM), Lineer Diskriminant Analizi (LDA) ve Naive
Bayes gibi farkli siniflandiricilar, degisen frekans bantlarindan ve zaman alanlarindan elde edilen ERSP
Oznitelikleri ile beslenmistir. Siniflandirma iglemi, Matlab R2018b altinda ¢alisgan MVPA-light ara¢ kutusu ile
entegre FieldTrip Toolbox (siirim no: 20220104) araciligiyla 6zel yazilmis komutlar kullanilarak
gergeklestirilmistir. En iyi performans erken zaman penceresinde (0.1 — 0.5 s) teta yanit1 (4 — 8 HZ) ile beslenen
lineer DVM tarafindan standart uyaranlarin yeni uyaranlardan ayirt edilmesi durumunda %90 dogrulukla elde
edilmistir. Delta yanitlar1 ayrica LDA (%87 dogruluk) ve polinom DVM (%86 dogruluk) ¢alistirarak standart ve
yeni uyaranlar i¢in ayirt edici 6zellikler sergilemektedir. Bu bulgular, delta ve teta yanitlarinin, DVM ve LDA’nin
dikkate deger performanslartyla standart ve yeni seslerin algilanmasina katkida bulundugunu géstermektedir.
Anahtar Kelimeler: Delta, teta, isitsel uyaran, makine grenmesi
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Detection of Orienting Response to Novel Sounds in Healthy Elderly Subjects: A Machine Learning Approach Using EEG Features

1. INTRODUCTION

Human brains are affected by different types of stimuli and produce stimuli-specific responses. According to the literature,
unexpected novel events like a car horn in traffic elicit the Orienting Response (OR), which leads to the automatic detection
of sudden changes in the environment (Debener, Makeig, Delorme, & Engel, 2005; Berti, Vossel, & Gamer, 2017) by disrupting
ongoing thoughts and actions, and prepares the human on a physiological, behavioral, and cognitive level (Lynn, 1966). In
other words, the sensory change detection mechanism based on the OR protects humans from dangerous situations despite
the fact that a considerable number of studies support that OR is influenced by habituation (Barry, 2009; Cavanagh, Kumar,
Mueller, Richardson, & Mueen, 2018).

Although there are many neuroimaging techniques like fMRI, PET/SPECT, or MEG, EEG is the most widely used to
investigate brain responses in the cognitive domain due to its being technically and economically more practical. Moreover,
different neurophysiological features like Event-related Potential (ERP) and Event-related oscillations (EROs) were investigated
to understand the mechanism of attentional processes (Basar-Eroglu, Basar, Demiralp, & Schiirmann, 1992; Basar, Demiralp,
Schiirmann, Basar-Eroglu, & Ademoglu, 1999; Basar, Basar-Eroglu, Karakas, & Schiirmann, 2001; Basar-Eroglu & Demiralp,
2001; Berti et al., 2017; Behforuzi et al., 2019) of rare stimuli in various paradigms. Especially event-related delta and theta
oscillations have been associated with perception and attention (Harmony, 2013; Giintekin & Basar, 2016; Karakas, 2020).
There are a number of feature extraction methods available for measuring ERO. Event-related spectral perturbation (ERSP)
(Delorme & Makeig, 2004) is one of the most important measurements of oscillatory activities to understand the mechanisms
of cognitive processes (Makeig, 1993; Wei, Zhao, Yan, Duan, & Li, 1998).

Neuro-cognitive processes for unexpected events are affected by age (Li & Lindenberger, 2002; Berti et al., 2017). According
to the studies based on ERO in the literature, the decrease of delta ERO in a visual oddball paradigm (Emek-Savas, Giintekin,
Yener, & Basar, 2016) and cued Go/Nogo Paradigm (Schmiedt-Fehr & Basar-Eroglu, 2011) was associated with aging. On
the other hand, the findings of Huizeling, Wang, Holland, & Kessler (2021) revealed that older adults present different ERO
patterns during attentional control to compensate for cognitive decline. Moreover, Schmiedt-Fehr, Diihl, & Basar-Eroglu
(2011) supported that there may be modality-specific changes with age, and the brain responses of older adults could be
affected more during visual stimuli in comparison to auditory stimuli in early stages, whereas Ho et al., (2012) found that
the healthy elderly group showed higher delta power than the young group during auditory stimuli.

When the findings in the literature were considered, it could be said that there is no consensus about the mechanism of
attentional processing of elderly subjects among researchers. Especially with the rise in machine learning (ML) approaches
and methods that have outstanding robustness and adaptability, researchers can objectively and efficiently differentiate neural
responses to external stimuli (Saeidi et al., 2021). In the last decade, various ML techniques have been applied to EEG signals
for understanding affective processing (Alarcao & Fonseca, 2017, Wang & Wang, 2021; Rahman et al., 2021), attentional
processing (Lotte et al., 2018), and even for detecting medical conditions (Hosseini, Hosseini, & Ahi, 2021; Chung & Teo,
2022). Among the different features of EEG data used in the literature, ERO in the Time-Frequency domain provides more
information about temporal, spectral, and spatial dynamics of cognitive processes (Aliakbaryhosseinabadi, Kamavuako,
Jiang, Farina, & Mrachacz-Kersting, 2019). However, various studies showed that ERP features also had promising classification
performances for stimuli classification (Parvar et al., 2014; Tjandrasa & Djanali, 2018; Akhter, Lawal, Tanvir, & Ahmed,
2020; Borra & Magosso, 2021).

The current study aimed to examine mainly two aspects of the classification of three sound stimuli applied to healthy elderly
subjects. First, to attempt to find which classification model exhibits the best performance by means of ERSP features.
Second, to understand which frequency bands, and time windows, contribute most to the classification of external stimuli.
For this purpose, different classifiers were run on delta and theta responses at different time windows (please see Section
2.3). It was hypothesized that novel sound stimuli would be differentiated from the other type of sound stimuli with the delta
and theta powers, especially in the early time window. Also, it was estimated that higher performances would be obtained
by means of Support Vector Machine (SVM) and Linear Discriminant Analysis (LDA) classifiers.
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2. METHODS AND MATERIALS
2.1 Dataset

In the current study, a public dataset (Cavanagh, 2021) was adopted (available at https:/openneuro.org/datasets/ds003490/
versions/1.1.0) including EEG signals of 25 healthy elderly subjects. The data of 20 participants (8 female, 12 male) were
included in the study, disregarding the remaining 5 participants due to persistent artifacts or noise in their recordings. Out
of these 5 participants, the epoch numbers of 2 participants were below 20, and the data of 3 participants were too noisy
(muscle artifacts and spikes). The mean age was 68.8 (Standard deviation: 17.5) years. The inclusion criteria for the participants
were as follows; Mini-Mental State Exam (MMSE) score > 26. All participants provided written informed consent (Cavanagh
et al., 2018).

The 3-auditory oddball paradigm was applied to participants during EEG recording. In the paradigm, there were three stimuli
named standard (440 Hz sinusoidal tones, and 80 dB), target (660 Hz sinusoidal tones, and 80 dB), and novel distractors that
are naturalistic sounds (Bradley & Lang, 1999), varying with each presentation (65 dB with an inter-quartile range of +/— 6.5
dB). The total number of stimuli is 200, including 140 standard, 30 target, and 30 novel. Each stimulus was presented for
200 ms and a random inter-trial interval (ITI) was selected from a uniform distribution of 0.5 to 1 second for the novel
condition, and 950 to 1450 ms for both the standard and target conditions. The subjects mentally counted the target sounds
(Cavanagh et al., 2018).

The EEGs of participants were recorded using the 64 channel Brain Vision system with a sampling rate of 500 Hz. During

the recording, a CPz electrode served as reference, and an AFz electrode served as ground.
2.2 EEG Data Analysis

All the steps of EEG data analysis including preprocessing, feature extraction, and classification were fulfilled using custom-
written scripts via the FieldTrip Toolbox (version no: 20220104) (Oostenveld, Fries, Maris, & Schoffelen, 2011) running under
Matlab R2018b (MathWorks, Natick, MA, U.S.A.).

2.2.1 Preprocessing

Unlike the reference study by Cavanagh et al. (2018), a different pre-processing pipeline has been applied to data. The

processing steps were described below;

1-  Importing data: All conditions for each subject were imported to the Matlab platform by segmenting the data around
the stimulus onset (2000 to 2000 ms) and selecting 30 channels (F7, F5, F3, F1, Fz, F2, F4, F6, F8, T7, C5, C3, Cl, Cz,
C2, C4, C6, C8, P7, P5, P3, P1, Pz, P2, P4, P6, P8, O1, Oz, O2) apart from 64 channels. During the importing process,
the data were re-referenced to an average reference of selected channels. Also, each epoch was baseline corrected
according to the mean amplitude of—200 to 0 ms pre-stimulus time window. Finally, the discrete Fourier transform (DFT)

filter was applied for removing the line noise.

2-  Removing artifacts: The trials that contain fast muscular artifacts, jumps, and uncommon patterns were eliminated

manually to enhance the efficiency of the next step, Independent Component Analysis (ICA).

3-  Applying ICA: To remove eye movements, heartbeat effects, and spiky patterns, the fast ICA method' was used.
After decomposing the data into sources, components that spectrally and topographically correspond to related artifacts
were selected and removed, and the cleaned data was reconstructed.

4-  Detrending: In this step, slow low-frequency drifts were removed per trial.

5- Divide data into separate conditions: The data that include all types of stimuli (target, standard, novel) were divided

into separate sub-data based on the conditions per participant.

1 https://github.com/fieldtrip/fieldtrip/blob/master/external/fastica/fastica.m
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6- Removing residual bad trials: The trials in each sub-data were checked by visual inspection, and bad trials were

manually removed from the data.

7-  Equalizing the number of epochs among conditions: The trials were then matched between conditions for each
participant separately. The minimum number of trials was determined across all conditions per participant and after
calculating the number of remaining trials for any conditions that were large, the calculated number of randomly selected
trials was removed from the sub-data. In case a participant had less than 20 trials for a condition, the data were excluded
from the dataset.

2.2.2 Feature Extraction: ERSP Analysis

To obtain the feature sets based on ERSP values for the classifier, the sensor-level time-frequency decomposition with complex
Morlet wavelets was conducted on each trial of clean data for each condition, each selected channel (F3, Fz, F4, C3, Cz, C4,
P3, Pz, P4, O1, Oz, 02), and for all participants. A Morlet function with three cycles was used to calculate the time-frequency
transform between 1 and 15 Hz with 0.5 Hz frequency resolution, and the wavelet coefficients were estimated for 10 ms steps
between —2000 s and 2000 ms. Time-frequency representations (TFRs) were baseline-corrected with respect to the —1000
to =500 ms pre-stimulus period for slow oscillations (delta and theta bands).

2.3 Classification Analysis

The Fieldtrip integrated MVPA-light toolbox (Treder, 2020) was used to assess whether the ERSP features of EEG could be
used to detect novel stimuli in healthy elderly subjects. For this purpose, several classifiers were employed, including Linear
SVM, Polynomial SVM, LDA, and Naive Bayes (NB) with default hyperparameters® of the MVPA-light toolbox. These
hyperparameters can be listed as follows: For SVM, a default search grid was used to automatically determine the best ¢
parameter. When the polynomial kernel was used, gamma was set to 1/(number of features), coefO was set to 1 and degree
was set to 2. For LDA, shrinkage regularization was used and the shrinkage regularization parameter (lambda) was calculated
automatically using the Ledoit-Wolf formula®. For NB, probabilities were modeled using Gaussians and every class had an
equal probability. The class means and variances were estimated for every feature for training. At testing time, the maximum

a posteriori (MAP) rule was applied to assign a sample to the class with the maximum posterior probability.

Prior to training the classifier, nested z-scoring was used to avoid the flow of information from the test set flowing into the
processing of the train set. Also, a 10-fold cross-validation method was used to train classifiers that were applied for the
average of time-frequency points in a specific time and frequency ranges using selected EEG channels as features. The
training process with cross-validation was repeated 5 times with new randomly assigned folds to obtain robust results. After
that, all test folds and repetitions were averaged to reach the final result. The performance of the classifier was evaluated

using the confusion matrix and accuracy metrics.

During the classification analysis, the spectral-temporal searchlight analysis was implemented by using different frequency
bands, and time of interest to distinguish novel stimuli from target and standard stimuli. For each classification model, EEG
channels were included as features in the delta (1.5 — 4 Hz) frequency band with 0.1- 0.7 s time windows of interest, theta
(4 -8 Hz and 5.5 — 8 Hz) with 0.1 — 0.5 s and 0.5-0.7 s time windows of interest. The time windows and frequency ranges
were determined by visual inspection of grand averages (please see Fig. 1 and Fig. 2).

3. RESULTS

Fig. 1 and Fig. 2 depict the grand averages of ERSP values in the delta and theta frequency bands, respectively, over the
average across all electrodes (please see Section 2.2.2) for all types of sound stimuli applied to healthy elderly subjects. In
both Figures, the left plot represents target stimuli, the middle plot represents standard stimuli, and the right box represents

novel stimuli.

2 https://github.com/fieldtrip/fieldtrip/blob/master/ft_statistics mvpa.m
3 https://github.com/treder/MVPA-Light/blob/master/external/cov1para.m
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Mean ERSP in Delta Frequency Band
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Figure 1. Time-Frequency Representations for all stimuli: Grand average of ERSP values in Delta frequency band over
the averaged across all electrodes. Red dashed lines represent the ranges for frequency (1.5 — 4 Hz) and time (0.1 — 0.7 s)
that were used by the classifiers as features.
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Figure 2. Time-Frequency Representations for all stimuli: Grand average of ERSP values in Theta frequency band over
the averaged across all electrodes. Red dashed lines represent the ranges for frequency (4 — 8 Hz) and time (0.1 — 0.5 s),
black dashed lines represent the ranges for frequency (5.5 — 8 Hz) and time (0.1 — 0.5 s), red solid lines represent the ranges
for frequency (4 — 8 Hz) and time (0.5 — 0.7 s), black solid lines represent the ranges for frequency (5.5 — 8 Hz) and time
(0.5 - 0.7 s). The time-frequency points in all these ranges were used by the classifiers as features separately.

The plots in Fig. 1 and Fig. 2 give us clues for the frequency and time ranges in order to perform spectral-temporal searchlight
analyses for the classification process. Whereas one time-frequency range was used in the delta band (Fig. 1), four time-
frequency ranges were determined in the theta band (Fig. 2). The ranges were also determined in light of the literature given

in Section 1.

Fig. 3 depicts the results of the classification analyses by means of the accuracy metric for Linear SVM, Polynomial SVM,
LDA, and NB classifiers (the bars from left to right) where different time-frequency points were used as features. The first
(front) row shows the performances for delta (1.4-4 Hz) as the frequency of interest at 0.1-0.7 s times of interest, the second
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row shows the performances for theta (4-8 Hz) as the frequency of interest at 0.1-0.5 s times of interest, the third row shows
the performances for theta (4-8 Hz) as the frequency of interest at 0.5-0.7 s times of interest, the fourth row shows the
performances for theta (5.5-8 Hz) as the frequency of interest at 0.1-0.5 s times of interest, and the last (at the back) row shows
the performances for theta (5.5-8 Hz) as the frequency of interest at 0.5-0.7 s times of interest. Fig. 3A represents the accuracy
values for classifying target and novel stimuli, whereas Fig. 3B represents the accuracy values for classifying standard and
novel stimuli.
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Novel 020
0,00

Linear Polynomial  LDA NB

SVM SVM
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Figure 3. The classification performances by means of accuracy metric for Linear SVM, Polynomial SVM, LDA, and NB
classifiers where different times and frequencies were used as features. (a) The performances to distinguish target and
novel stimuli (b) The performances to distinguish standard and novel stimuli.

As seen from the bar graph (Fig. 3A), the best feature of EEG to distinguish novel stimuli from target stimuli is late theta
(5.5 — 8 Hz at 0.5-0.7s) via all classifier models. Fig. 2 also supports this finding. However, early theta (0.1 — 0.5 s) in the
same frequency range could not show the same performance. Moreover, when the theta frequency band was taken wider (4
— 8 Hz), the performances could not reach higher levels at both time windows. To distinguish novel stimuli from standard
stimuli, whereas the performances of lincar SVM, polynomial SVM, and LDA were close to each other, NB had a lower
performance for all feature sets (Fig. 3B). Fig. 3A and 3B clearly showed that the performances of all classifiers were higher
for distinguishing novel stimuli from standard stimuli than distinguishing novel stimuli from target stimuli by means of
almost all feature sets, except late theta (5.5 — 8 Hz at 0.5-0.7s). All accuracies and confusion matrices (TP and TN rates) of
the classification analysis obtained by running searchlight analyses by means of the temporal and spectral features of ERSP
are summarized in Table 1.
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Table 1
Classification metrics after running spectral-temporal searchlight analyses
Linear
Polynomial SVM LDA NB
Frequency Time SVM
Classes .
Bands Windows TP/TN TP/TN TP/TN TP/TN
Acc Acc Acc Acc
(%) (%) (%) (%)
Delta 0.1-0.7s 70/55 0.60  82/40  0.65 80/57 0.65 48/67  0.59
Theta 0.1-0.5s 61/58 0.57 78/54  0.65 67/36 0.50 36/89  0.66
Target vs Novel 4-8 Hz 0.5-0.7 s 63/66  0.63 67/76 0.71 77/52 0.66 53/83 0.68
Theta 0.1-0.5s 59/53 0.56  75/46  0.60  66/43 0.53 47/48 0.50
5.5-8 Hz 0.5-0.7s 75/85 0.82 75/87 0.82  76/80 0.76 60/85 0.75
Delta 0.1-0.7 s 88/69  0.82 89/86  0.86  90/84 0.87 74/83 0.77
Theta 0.1-0.5s 95/87 090  84/73 0.78 94/72 0.82 43/79  0.65
;:)‘i‘e‘lda"d VS 4-8Hz 0.5-0.7s 68/75 074  66/86 071  80/52  0.68  46/86  0.67
Theta 0.1-0.5s 80/79  0.80 87/52  0.69 85/59 0.73 44/36 042
5.5-8 Hz 0.5-0.7 s 81/79 0.83 77/85 0.80  95/66 0.77 44/88  0.65

Acc: Accuracy, TP/TN: True Positive/True Negative

The findings revealed that the best performance (0.90 accuracy) was achieved with Linear SVM for the classification of
novel stimuli and standard stimuli by means of early theta (4 — 8 Hz at 0.1 — 0.5 s). Also, the TP and TN values of the confusion
matrix showed that the classifier was better at predicting standard stimuli (95%) than it was at predicting novel stimuli (87%).
When the delta frequency band was used as a feature set, the performance of LDA (0.87 accuracy) and polynomial SVM
(0.86 accuracy) surpassed the performance of linear SVM. Among all confusion matrix values for the classification of novel
and standard stimuli, the most balanced prediction rates were achieved by polynomial SVM where the delta frequency band
was used as the feature set (Table 1).

Moreover, both SVM classifiers were quite successful to differentiate two rare stimuli, target and novel. Linear SVM and
polynomial SVM were much better at predicting novel stimuli (85%, and 87% respectively) than at predicting target stimuli
(75% for both) with a 0.82 accuracy rate.

4. DISCUSSION AND CONCLUSION

The current study evaluated the delta and theta responses upon application of the 3-Stimulation auditory oddball paradigm
by means of ERSP measurement, and the classification analyses were performed with varying selected features in frequency
and time domains to understand which features have a higher contribution at identifying novel sounds. Moreover, different
classifiers were used including SVM with Linear and Polynomial kernels, LDA, and NB to reveal which classifier exhibits
good distinction for unexpected stimuli with which features. To the best of my knowledge, this is the first study that attempts
to detect novel sounds with different traditional machine learning techniques fed with the ERSP features of EEG in various
time-frequency ranges.

The most remarkable performances of the current study were obtained in the case that standard stimuli distinguished from
novel stimuli and SVM, with both kernel types showing better performances followed by LDA. Furthermore, the other
important observations of the spectral-temporal searchlight analyses revealed that the best classification performance was
achieved by linear SVM (0.90 accuracy) which was fed by theta response (4 — 8 HZ) in the early time window (0.1 — 0.5 s).
Delta responses also have distinctive characteristics for standard and novel stimuli. However, LDA (0.87 accuracy) and
polynomial SVM (0.86 accuracy) were more powerful than the rest of the classifiers with delta response features. On the
other hand, in the case to classify both rare stimuli, target, and novel, the best prominent feature was late theta (5.5-8 Hz),
where SVM (both kernels) was used (0.82 accuracy). In general, the results revealed that novel sounds were distinguished
from standard tones better than from target tones since whereas both novel and target tones were rare sounds which were
the attended and/or oriented noises, standard tones were frequent sounds.

Acta Infologica, Volume 7, Number 1, 2023 77



Detection of Orienting Response to Novel Sounds in Healthy Elderly Subjects: A Machine Learning Approach Using EEG Features

The findings in this study were in line with the previous studies that show the relation between delta (Glintekin and Basar,
2016) and theta (Karakas, 2020) oscillatory responses and attentional processes. According to the literature, for stronger
orientation coding, the main effects (peak latency) of the stimulus were found mostly at 300-500 ms post-stimulus onset
for delta oscillations; however, general stimulus effects were found at time localization from 190 to 960 ms. For theta
oscillations, whereas the main effects (peak latency) of the stimulus were found at 320—400 ms post-stimulus onset, a
significant difference between target and non-target processing was obtained within 60—700 ms (Demiralp et al., 1999). In
another study by Basar-Eroglu et al. (1992), in responses to 3rd attended tones, there was a significant increase in the theta
frequency band (frontal and parietal locations; 0-250 ms).

There were also common points with the studies that applied the ML approach. Aliakbaryhosseinabadi et al. (2019) ran the
LDA classifier with three types of feature sets (time domain, frequency domain, and the combination of these two sets)
obtained by the application of three modalities (auditory, visual, and audiovisual). However, the study focused on young
adults rather than the elderly group. According to the results of this study, spectro-temporal features (combined feature set)
had a higher accuracy than the other two feature sets for all modalities. Moreover, spectro-temporal features obtained upon
application of auditory stimuli enable the classifier to attain remarkable performances for all brain regions, separately, in
contrast to the current study which considered all the brain regions in one feature set. However, brain oscillations are selectively
distributed in the whole brain (Basar, 2006). Therefore, feeding the classifier with a single feature set that includes the

features obtained from all brain regions could provide more robust results.

Another study that attempted to classify standard and novel sounds by means of spatio-temporal patterns of discriminant
electrophysiological responses to auditory stimuli was done by Aellen, Goktepe-Kavis, Apostolopoulos, & Tzovara (2021).
In the study, the performances of deep learning (convolutional neural networks (CNN) with different techniques) and
‘traditional’ machine learning algorithms (Logistic Regression and SVM with ’rbf” kernel) were compared. The findings
revealed that the AUC scores of the different CNN architectures (Shallow CNN: 0.75; Deep CNN: 0.73; ResNet: 0.72) were
significantly higher than the AUC of logistic regression (0.63) and the AUC of SVM (0.58). Although the study applied deep-
learning techniques, the performance of the current study where EROs in the time-frequency domain were used as features
in the ‘traditional’ machine learning approach was much better than in this study where only time-domain features were
used. Moreover, in the current study, the preprocessing step that makes the data more suitable for ML (Akhter et al., 2020)
was more comprehensive than in the study by Aellen et al. (2021).

There is great importance in identifying rare stimuli, which have an impact on attentional processing in the environment
(Liebherr et al., 2021), especially as adults grow older (Riis et al., 2008). The current study has revealed promising classification
results to identify the novel sounds. Also, unlike many classification studies in the literature, exhaustive preprocessing steps
were applied before feature extraction, including various artifact removal methods for robust classification results. However,
the performances would be improved by overcoming several limitations of the study and using different feature sets. As a
major problem, it is not possible to understand the aging effect in the identification of novel stimuli. To overcome this
limitation, it absolutely would be better to include the young healthy group in the study, even dividing them into subgroups.
This inclusion will also be helpful to decide the best model in cases of different ages.

Moreover, undoubtedly, the faster brain oscillations, like alpha, beta, and gamma, in response to sound stimuli are also related
to cognitive processes (Mékinen, May, & Tiitinen, 2004; Basar & Giintekin, 2012; Basar, 2013; Villena-Gonzalez, Palacios-
Garcia, Rodriguez, & Lopez, 2018). For example, beta oscillations in response to novel stimuli elicited an OR (Haenschel,
Baldeweg, Croft, Whittington, & Gruzelier, 2000). Therefore, it would be informative to examine the distinctive features of
high frequencies for the identification of sound stimuli in future studies. It should also be acknowledged that the current
study addressed the sound stimuli classification with a small sample set. It obviously would be better to increase the number

of subjects for more robust results and to use different learning techniques such as deep learning.
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ABSTRACT

This study investigated the relationship between the number of hospitals and healthcare professionals in the
Turkish healthcare system. The study data covers the years 1967-2018. In the study, statistical analysis was
performed, and the integer response optimization models were created using the linear regression response
optimization models. The Pearson correlation test was applied to show the relationship between decision variables.
The percentage of variation of the response variable specified by the linear regression model was calculated as
97.85. The numbers of nurses (p value=0.001, f value=21.36, t value=-4.62), midwives (p value=0.001, f
value=24.88, t value=4.99), and OHP (Other health professionals) (p value=0.001, f value=24.16, t value=4.92)
were found to be effective on the number of hospitals, doctors and pharmacists were not effective on the number
of hospitals with a margin of error of 1.00% or 5.00%. The optimum number of healthcare workers required to
provide health services in 1798 hospitals was calculated as 153128 doctors, 165244 nurses, 56351 midwives, 32032
pharmacists, and 177409 OHP. As a result of this study, we confirmed that the Turkish government should be able
to provide health services in more hospitals with the existing healthcare system resources.

Keywords: Turkish healthcare system, healthcare professionals, hospitals, integer response optimization
models

oz

Bu ¢aligma, Tiirk saglik sistemindeki hastane sayisi ile saglik profesyonelleri arasindaki iliskiyi aragtirmak
amaciyla yapilmistir. Calisma verileri 1967-2018 yillarini kapsamaktadir. Caligmada istatistiksel analizler
yapilmis ve lineer regresyon yanit optimizasyon modelleri kullanilarak tamsayili yanit optimizasyon modelleri
olusturulmustur. Karar degiskenleri arasindaki iliskiyi gostermek i¢in Pearson korelasyon testi uygulanmistir.
Dogrusal regresyon modeli ile belirlenen yanit degiskeninin varyasyon yiizdesi 97,85 olarak hesaplanmistir.
Hemsire (p degeri=0,001, f degeri=21,36, t degeri=-4,62), ebe (p degeri=0,001, f degeri=24,88, t degeri=4,99) ve
diger saglik calisanlar1 (DSC) (p degeri=0,001, f degeri = 24.16, t degeri=4.92) hastane say1s1 lizerinde etkili
bulunmus, doktor ve eczaci hastane sayisi izerinde %1.00 veya %5.00 hata pay: ile etkili olmamistir. 1798
hastanede saglik hizmeti vermek i¢in gereken optimum saglik calisani sayis1 153128 doktor, 165244 hemsire,
56351 ebe, 32032 eczact ve 177409 DSC olarak hesaplanmistir. Bu ¢alismanin sonucunda, Tiirk hitkiimetinin
saglik sisteminin mevcut kaynaklari ile daha fazla hastanede saglik hizmeti sunabilmesi gerektigi dogrulanmistir.
Anahtar Kelimeler: Tiirk saglik sistemi, saglik profesyonelleri, hastaneler, tamsayili yanit optimizasyon
modelleri
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Application of Integer Response Optimization Models for the Healthcare Resources

1. INTRODUCTION

The healthcare systems of countries consist of two cornerstones: the human factor and physical structures. The main point
is the human factor rather than the physical structures when health systems components are examined in detail (Leonard
2004; Taylor 1976). The human factor, health workers such as doctors, nurses, technicians, assistants, etc., is at the center of
health services (Khatri et al. 2006). Healthcare system sections are divided into employees and organizations (Atalan and
Donmez 2020; Mihaylova et al. 2011). While employees create the human factor, doctors, midwives, nurses, technicians,
etc., structures such as hospitals, clinics, etc., are classified as healthcare institutions. Some researchers have handled these
classifications as healthcare components and health resources (Siciliani, Stanciole, and Jacobs 2009). For example, while
hospitals, private health insurance companies, patients, and rule-making states are considered health components, doctors,

nurses, number of beds, etc., are defined as healthcare resources (Lovink et al. 2017; Shinjo and Aramaki 2012).

The components or resources that researchers define make up health systems as variables, factors, elements, etc. (Maleki,
Majlesinasab, and Sepehri 2014; Mihaylova et al. 2011). These dependent and independent variables affect the dependent
variable (Ahmed and Alkhamis 2009; Thapa et al. 2018). In this study, five independent variables and one dependent variable
were considered. While the number of hospitals was defined as the dependent variable, four independent variables were
determined as the number of doctors, nurses, midwives, pharmacists, and other healthcare workers. Researchers have used
many methods to reveal the link between dependent and independent variables (Atalan 2021; ATALAN 2020). Since healthcare
systems have complex and dynamic structures, a single process is insufficient to solve the problem (Ramudhin, Chan, and
Mokadem 2006). For this reason, many methods specific to healthcare problems are used at the same time. Statistical analysis
approaches are used at the beginning of an examination of healthcare problems (Dénmez, Atalan, and Dénmez 2020; Malehi,
Pourmotahari, and Angali 2015; Pellegrini, Rodriguez-Monguio, and Qian 2014). Also, the correlation values between
dependent and independent variables defined in this study were computed using the linear regression analysis method. In
addition to the correlation values of the health resources considered for health management, the correlation values were
calculated indicating the types of diseases seen which are useful in health resource planning (Cheng et al. 2022). However,

in this study, data on disease types were not considered in health resource management.

This study examined the health resources affecting Turkey’s healthcare economy using linear regression statistical analysis.
Using the data for the years 1990-2016, per capita income, and population showed that the number of doctors was statistically
significant, while the number of nurses and beds was insignificant (Atalan 2018). This study did not use the healthcare
economy and population of Turkey data. Kan et al. estimated future healthcare costs for the elderly and compared the results
obtained from using two methods, standard and linear regression (Kan et al. 2019). Data from 2,911 patients were analyzed
using ‘chi-square tests, one-way ANOVA, multiple linear regression, and binominal logistic regression to determine statistically
whether outpatients received medical attention from the same physicians (Lee, Chang, and Du 2017). Another study used
the linear regression method to examine patient safety in a regional hospital, considering doctor and nurse variables. As a
result, the effect of doctors and nurses on hospital safety culture was statistically emphasized in this study (Chi et al. 2017).
Comparisons were made between these three occupations by measuring job satisfaction among doctors, nurses, and assistants
with a linear regression model (Krogstad et al. 2006). Krogstad has preferred predictive logistic regression models to examine
the perception of cooperation between 551 doctors and 2,050 nurses (Krogstad 2004). Researchers used a multiple logistic
regression method to examine doctors’ attitudes toward new nursing practices by expanding nurses’ job descriptions (Brodsky
and Van Dijk 2008). Regression analysis and one-sample t-test were used to characterize nurses’ organizational commitment
and job qualifications according to different dimensions in another study (Gabrani et al. 2016). Ishikawa used logistic
regression analysis to estimate relevant factors resulting from the geographic distribution of physicians according to health
policies (Ishikawa 2020). Regression analysis models have been widely used to solve many problems in the field of healthcare
(Atalan 2014). The mathematical optimization models were developed as a second method to calculate this study’s optimum
healthcare component and resources.

Researchers in studies generally use optimization models in the field of healthcare to determine the number of healthcare
resources, organize the shift system of healthcare resources, and eliminate unnecessary steps in the patient flow diagram
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(Abdalkareem et al. 2021; Daldoul et al. 2018; Goienetxea Uriarte et al. 2017; Lin 2008). The optimization models contributed
to an increase in the number of patients treated, a decrease in patient waiting times, and an increase in the efficiency of
hospital resources (Atalan and Donmez 2020; Daldoul et al. 2018; Schmid 2012). Optimization models such as linear, nonlinear,
integer, dynamic, and static differ according to the problem addressed in healthcare (Agarana and Olokunde 2015; Batun
and Begen 2013; Cabrera et al. 2012; Ozcan and Tiiysiiz 2018; Steiner et al. 2015). This study used a linear optimization
model since there was no interaction between independent variables.

As a result of optimizing the number of healthcare resources employed in emergency services using the discrete event
simulation model with linear optimization, the patient waiting time was reduced, and the number of patients treated increased
(Ahmed and Alkhamis 2009; Atalan 2022). In another study, optimum healthcare resource numbers were calculated to
provide better healthcare by optimizing patient flow (Ansari et al. 2020). Ramudhin et al. developed a medBPM (medical
Business Process Modeling) optimization model for the treatment process to examine patient flow movements, decision
points, and waiting for queues in the healthcare system (Ramudhin et al. 2006). To efficiently plan the healthcare resources
required for the operating rooms, a dynamically structured optimization model has been developed for healthcare institutions
with limited healthcare resources, using the assignment problem method, one of the optimization types (Zhao and Wen 2021).
It has been improved by multi-objective optimization models to regulate nurses’ shift systems, which are essential in increasing
healthcare service quality, reducing hospital budget, and improving staff work satisfaction (Chiang et al. 2019). The optimization
models created for this study have two objective functions. The objective functions of the optimization models developed

were not evaluated within the scope of the multi-objective optimization model, and the models were run separately.

This study consists of four parts. Literature information about the methods used for dependent and independent variables
affecting healthcare systems are given in the first section. The data used in this study and the applied linear regression
response optimization model method are provided in the second part. The statistical and optimization results obtained in the
study are evaluated in the third part. The results and suggestions for future studies are stated in the conclusion.

2. DATA AND METHODOLOGY

The methodology part of this study consists of three parts. The study data and variables are given in the first part. Two
methods were used in the study. The effect of independent variables on the dependent variable was statistically measured
using linear regression analysis. The optimum results of dependent and independent variables were obtained by considering
two different optimization models in the second method. Developed optimization models were created according to linear

mathematical modeling since there is no interaction between the input variables.

2.1. Data and Variables

The study data belongs to the Turkish Healthcare System, and the data between 1967-2018 were obtained from the Turkish
Statistical Institution (TUIK 2021). The data set was considered dependent (the number of hospitals) and independent (medical
doctors, nurses, midwives, pharmacists, and other healthcare professionals), including six variables. Descriptive statistical
data of these variables are shown in Table 1.

Table 1

Descriptive Statistics Data of Healthcare Resources

X:::i:g::rs Medical Doctors Nurses Midwives Pharmacists Ogi;:::;l;l;f;re Hospitals
Types independent independent independent independent independent dependent
Notation X, X X, X X, Y,
Sample Size 52.00000 52.00000 52.0000 52.000 52.0000 52.00
Mean 67418.00 62160.00 31995.0 6686.0 48178.0 1024.9
Mean of Std. Dev. 6118.000 6584.000 2161.00 1150.00 6514.0 40.90
Std. Dev. 44114.00 47474.00 15587.0 8295.0 46974.0 294.70
Variance 19460413 22538122 242945 68814 220659 86866.1
Variance CoefT. 65.43000 76.37000 48.7200 49.720 97.500 28.760
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Minimum 11875.00 6161.000 5621.00 2203 5997.00 646.00
Q, 26534.00 24568.00 16949.0 11369 11846.0 776.30
Median 59018.00 52362.00 35680.0 17145 26468.0 945.00
Q, 103570.0 81515.00 44248.0 23044 66144.0 1213.50
Maximum 153128.0 190499.00 56351.0 32032 177409.0 1534.0
Skewness 0.45.000 0.920000 -0.0600 -0.220 1.260000 0.4800
Kurtosis -1.14.00 0.060000 -1.4900 -1.050 0.47000 -1.200

'Technicians, Biologists, ¢ Physiotherapists, Technicians, Technologists, Secretaries, etc. For detailed information: (TUIK 2021); Abbreviations: Coeff., coefficient; Std.
Dev., standard deviation; Q,, the first quartile of data; Q,, the third quartile of data

The number of physicians among the independent variables is one of the cornerstones of healthcare systems. The number of
doctors increased over the years, with a maximum of 153,128 doctors employed. The lowest level was in 1967 when 11,875
doctors were employed. An average of 64,417 physicians was employed during the years for which the data were taken into
account. While a maximum of 190,499 nurses were employed in 2018, only 6,161 nurses were employed in 1967. The average
number of nurses between these years was 62,160. Five thousand six hundred twenty-one midwives were employed in 1967,
while a maximum of 56,351 midwives were employed in 2018. The average number of midwives between these years
isapproximately 32,000.

Pharmacists play an essential role in the health system. The number of pharmacists employed in hospitals is deficient when
compared with the number of pharmacists operating outside the hospital. This study considered the number of pharmacists
working inside and outside the hospital. This study evaluated the number of pharmacists factor as an independent variable.
While a maximum of 32,032 pharmacists worked in 2018, only 2,203 pharmacists worked in 1967. The average number of
pharmacists between these years wasas 16,686. The average number of other health professionals (OHP) considered between
these years was estimated as 48,178. While a maximum of 177,409 other health workers were employed in 2018, only 5,997
other health workers were employed in 1967. The average number of hospitals considered between these years was approximately
1,025. A maximum of 1,534 hospitals provided healthcare services in 2018, but only 646 hospitals provided services in 1981.

The number of hospitals fluctuated over the years. While an increase was observed from 1967 to 1980, the number of hospitals
providing healthcare services decreased dramatically in 1981 and 1982. Although there was an increase in the number of
hospitals from 1982 to 2001, there was a slight decrease until 2008. Although there was an increase in the number of hospitals
providing health services from 2009 to 2014, there was a stagnation in the number of hospitals until 2018; even though there
were fluctuations in the number of hospitals, the employment of healthcare personnel increased over the years. This study
statistically analyzed whether healthcare personnel was affected by the fluctuations in the number of hospitals.

The correlation data of dependent and independent variables are given in Correlation values are measured according to the
values between -1.00 and +1.00 between two variables. As the correlation values get closer to -1.00, they create a strong negative
correlation, while as they get closer to +1.00, they create a strong positive correlation. This study has positive correlation values
between all variables. Correlation values between the variables ranged between 0.858 and 0.983. According to this table, there
is a strong correlation value between the number of other health workers and the number of nurses. The correlation values
between the dependent and independent variables were calculated as 0.978 with the number of doctors, 0.956 with the number
of nurses, 0947 with the number of midwives, 0.918 with the pharmacist, and 0.946 with the number of OHP.

Table 2

Correlation values between dependent and independent variables

Variables Medical Doctors Nurses Midwives Pharmacists OHP
Hospitals 0.978 0.956 0.947 0.918 0.946
OHP 0.952 0.983 0.870 0.858 1.000
Pharmacists 0.961 0.929 0.981 1.000

Midwives 0.972 0.931 1.000

Nurses 0.979 1.000
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2.2. Linear Regression Model

There are two types of variables in regression analysis: dependent and independent. In short, regression analyzes are widely
used to statistically detect the effects of independent variables on dependent variables. The symbol usually denotes the
independent variables. The dependent variables affected by the independent variables are expressed with the symbol . A

regression equation with one independent variable is formulated as follows (Cattaneo, Jansson, and Newey 2018):
yi,n = ﬁi’xi,n + yr’lwi,n + Hins i= 1: e n (1)

where, Yin represents the dependent variable, and ¥in denotes the independent variable. The Win symbolizes the vector of
covariates with the coefficient of ¥» in the regression model, and Bi signifies the coefficient of influence of the independent
variable. The Hin indicates the number of errors between the observed value and the predicted value. Since then, w;, = 0, w;
was excluded from the formulation in this study. The following formula expresses linear regression models with multidirectional
fixed effects according to data distributions and in non-interactive independent variable environments.

Yie = a; + BiXie + Uy, i=1,..,N, t=1,..,T )

where Y« represents the dependent variables and suppose that Yie = Ya-ur+en for 1 <i < N and 1 < ¢ < T. The constant value of the
regression model is @ a; €R Xgrepresents the independent regressors and suppose that Xi=X*i-vr+n for
Xie =Xty o, Xirt 1 S0 <0 Uy = U, ., U are the values of errors equal to the /™ unit variables of dimension N and
Uie = Ugsy o, Uir, Xie = Xia, ., Xip: 1 < i < m. There are multiple independent variables in this study. A regression equation with a large

number of independent variables is expressed (Montgomery, Peck, and Vining 2012):

Y = a; + BiXoe + BaXoe + BiXse + - +B{ Xy + Uy, i=1,..,N, t=1,..,T 3)

In this study, the regression equation contains five independent variables and one dependent variable, according to the
notations of the variables shown in Table 1. The equation is expressed as Yi =a:+BXar + BuXue + BnXome +
BoXpt + BoXor + Uy fori=1,..,N, t=1,..,T  The regression equation resulting from the absence of interaction between the
independent variables has a linear equation structure. In other words, the regression equation obtained in this study is an

example of a linear regression equation.
2.3. Integer Optimization Models

Integer optimization models are used if the decision variables are integers; and the input and output decision variables have
indivisibility problems (Oztiirk 2016). Integer optimization models are generally defined as linear optimization models that adopt
the constraint of integer decision variables. Linear mathematical modeling is created as follows (Bradley, Hax, and Magnanti 1977):
T
Maximize or Minimize Z Cix;

=

Subject to

T

ZAijx,- <K fori=1,2,3 .. N, @

Jj=1
T

ZAijxj =K, fori= Ny+1..,N,

=1
T
ZAijxj >K, fori= Ny +1..,N;
=

X;=0andj=12.3,..,T
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where xj represents the decision variable. 4 ij and C] are decision variable coefficients and constants. The value of K; represents
the right-hand-side value of the optimization model’s constraints. The integer mathematical model is formulated as follows
(Bradley et al. 1977):

T
Maximize or Minimize Z Cix;
=)
Subject to
T
ZAUx] SKL fOT'I:: 1,2,3,.,_ 'Nl (5)
=

T

Ai}'x]' =Ki fOTi = N1+1 ,Nz
=1
T
ZAij >K, fori= Ny+1..,Ns
=

X; =0, and integer,forj=1,2,3,..,T

If the decision variables are binary, the decision variable limits are expressed as % =00rX; =1 Tn such a case, the model

T
=]

Optimization models created with such definitions are defined as integer assignment models (Winston and Venkataramanan
2002).

constraint is described as follows:

The second method of this study is the creation of integer optimization models. Optimization models are formed by determining
the decision variables, objective function, constraints and limits, and the signs or types of the decision variables. While the
decision variables of this study are independent factors, the objective function consists of the regression equation. Two types
of optimization models were created for this study. The integer optimization method was used since the values of the decision
variables in both optimization models are integers. In the first optimization model, the objective function equals an average
number. The maximum value of the constraints is defined as the average value they have for 52 years. This optimization
model is built as follows:

Yiefai + BaXar + BrXne + BmnXme + BpXpe + BoXor + Ui} = Y

Subject to the constraints:

G < Xge <Uh

I5 <X, <1

b < Xpe < Uy (7
< Xpe S 1,

I <X, <ul

t = {1967,1968, ...,2018}

Xats Xnt» Xme» Xpt, Xor 2 0, and integer
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where, ¥is represents the mean of the values of the objective function over 52 years. it b by, s t ={1967,1968, ..., 2018} are the
minimum values of the variables. % @ @, @, ; t = {1967,1968,..,2018} data represents the average of the values of the
independent variables over 52 years. The second optimization model developed for this study, the objective function, was
created to calculate the optimum values the independent variables can have when the number of hospitals at the current

maximum level is obtained. The second optimization model is expressed as mathematical equations as follows:

Maximize Y, = {ai + BaXar + BiXne + BmXme + BpXpe + BoXor + Uit}:

Subject to the constraints:
15 < Xqe <1

I5 < Xp <1
I8 < X < T, ®)
L < Xpe <4
16 <X, <l
t = {1967,1968, ..., 2018}
Xae» Xne» Xme» Xpts Xor = 0,and integer

where, Ug, Un, U, Up, Uo; &= {1967,1968, ..., 2018} are the maximum values of the independent variables. Minitab 18.01

computer statistics program was used both for statistical analysis and for the solution of optimization models. The findings
obtained from the study methods are included in the third part.

3. FINDINGS OF THE STUDY

A two-stage method was used for this study. Regression analysis, the first method, was performed and tested whether the
independent factors affected the dependent factor. In addition, the accuracy percentages of the statistical analysis (variation
percentages of the response variable specified by the linear regression model) were calculated as R* = 97.85%, R?
=97.62%,andR* .
of the models with more than one variable, adjusted R? is used to compare the reliability power between regression models

adjusted
=97.62%, respectively. While predicted R? is used in statistical regression models due to the complexity

containing a different number of variables and univariate models. The R? values obtained in this study are high, and the
reliability of the obtained results has been tested. Statistical effects of dependent and independent variables are given in

Table 3

The results of statistical analysis

Variables Coefficient of Regression Sum of Squares Mean of Squares t-value f-value p-value
X 0.00029 48,000 48,000 0.15 0.020 0.880
X -0.00970 44245 44245 -4.62 21.36 0.001
X, 0.01681 51518 51518 4.99 24.88 0.001
X, 0.00315 572,00 572,00 0.53 0.280 0.602
X 0.00999 50034 50034 4.92 24.16 0.001

According to , the numbers of the nurse (p value=0.001, f value=21.36, t value=-4.62), midwives (p value=0.001, f value=24.88,
t value=4.99), and OHP (p value=0.001, f value=24.16, t value=4.92) were found to be effective on the number of hospitals.
Still, the number of doctors and pharmacists was inadequate for the number of hospitals, with a margin of error of 1.00% or
5.00%. However, if the number of doctors and pharmacists is evaluated within the margin of error of 10%, we can assume
that they affected the outcome. While the increase in the number of health institutions also causes an increase in some
healthcare resources, some of them should not be employed too much. By obtaining the regression coefficients of the dependent

and independent variables, the regression equation has emerged as follows:

Y, = 536,6 + 0,00029X,, — 0,00970X,,, + 0,01681X,,,, + 0,00315X,,, + 0,00999X,, + Uy, )
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According to this equation, of the five independent variables, only the number of nurses, had a negative effect on the number
of hospitals. It is understood that other independent variables positively impact the number of hospitals. This regression
equation is also considered the objective function of the optimization models developed. The optimum values obtained by
running the first and second optimization models are shown in Table 4.

Table 4
The optimum results of dependent and independent variables

Decision Variables

Optimization Models Objective functions
X, X, X, X, X
1263,99 60999,29 16545,90 1514525 12887.26 57581.173
Model 1, ~ ~ ~ ~ ~ ~
1264 60999 16546 15145 12887 57581
1458,09 139105,617 165244,26 48796,89 25500,35 156824,39
Model 2, ~ ~ ~ ~ ~ ~
1458 139106 165244 48797 25500 156824

Table 4 was converted to integers when healthcare resources could not be expressed as fractions. According to optimization
model 1, the objective function was calculated as 1,264. The optimum health resource numbers to be employed in 1,264
hospitals were calculated as 60,999 doctors, 16,546 nurses, 15,145 midwives, 12,887 pharmacists, and 57,581 OHP. According
to the second optimization model, the optimum number of hospitals was 1,458. According to the optimum number of hospitals,
13,9106 doctors, 16,5244 nurses, 48,797 midwives, 25,500 pharmacists, and 156,824 OHP should be employed. The closest
value to the number of 1,458 hospitals is the data for 2011. While the number of hospitals operating in 2011 is 1,453, the
number of doctors employed is 126,029, the number of nurses is 124,982, the number of midwives is 51,905, the number of
pharmacists is 26,089, and the number of OHP is 110,862. As a result of the optimum values obtained, we determined that
the employment of doctors, nurses, and OHP is low, while the employment of midwives and pharmacists is high compared
to 2011 data.

Calculating how many hospitals should provide healthcare services according to the maximum and minimum values of the
existing independent variables is shown in . According to these figures, the maximum number of hospitals was calculated
as 1,798 without limiting the objective function. While maximizing the number of hospitals, the limits of the decision variables
did not change. In other words, how many hospitals will operate with the existing health workers (the numbers may vary
within limits) without employing extra health workers has been optimized. The optimum number of health workers required
to provide health services in 1,798 hospitals was calculated as 153,128 doctors, 165,244 nurses, 56,351 midwives, 32,032
pharmacists, and 177,409 OHP. They obtain optimum results by arranging the numbers of each healthcare worker from the
lowest to the highest, corresponding to different iterations. According to these results, 25,255 nurses are overworked in the
Turkish Healthcare System.
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Figure 7. Number of Healthcare Professionals for the Maximum Number of Hospitals
(a-the number of doctors, b-the number of nurses, d-the number of midwives,

d-the number of pharmacists, e-the number of OHP) (Z: objective function)

The optimization model developed in this study will contribute to the determination of the optimum number of healthcare
resources needed according to the number of hospitals that operating in the future. Thus, efficient and sufficient use of health
resources will be ensured in the healthcare systems of countries. Efficient use of healthcare resources is one of the critical
issues in health system management. While health resource planning is done in health management, there are more effective
ways to use available resources. The employment of health personnel in existing health institutions does not disrupt the
service or recruitment of personnel for new health institutions. In new health institutions, there are two situations that can
affect the employment of health personnel and their utilization.. In the first situation, the institution must determine how
best to utilize existing health personnel, but the main issue of health management is to deal with the second case, which
causes problems in terms of costs. In other words, it is preferred in health management to keep existing resources and expense
costs constant and to get more efficiency (Ceylan and Atalan 2021). Although this situation may seem appropriate for small-
scale communities or health institutions, if it is examined in terms of patient population and number of institutions, the lack
of many health resources can cause disadvantages (for example, long waiting times, staff and patient dissatisfaction, a small
number of patients being examined or treated, etc.). Balancing the two situations should be decided by looking at the changes
in healthcare systems.

4. DISCUSSION AND CONCLUSION

The integer optimization models were created using the response optimization method to facilitate healthcare resource
planning by using the data on the number of health resources from 1967 to 2018 in Turkey in this study. The number of
hospitals was considered the dependent variable, while the number of doctors, nurses, midwives, pharmacists, and OHP were
defined as the independent variable. Linear regression and integer optimization methods were used in this study. In regression
analysis, the number of nurses, midwives, and OHP was effective on the number of hospitals, but the number of doctors and
pharmacists was only effective on the dependent variable, according to a 10% margin of error. Two optimization models
were developed by determining the limits of the decision variables with the obtained regression equation. Optimum results
were obtained for the number of healthcare resources employed by taking the average number of hospitals operating in the
first model 52 years. In the second optimization model, the optimum values of the healthcare resources used were calculated
by maximizing the number of hospitals. The number of doctors, nurses, and midwives from health resources is low, but the
number of other health resources is high, according to the results obtained from the second optimization model.
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The number of hospitals is increasing day by day to meet human needs. There may be many reasons for this increase, such
as the population, the desire to live longer, etc. However, an increase in the number of healthcare resources is considered
normal only after ensuring that efficiency from the existing healthcare resources is sufficient. Increasing the number of
healthcare resources in a healthcare institution does not mean that that institution will obtain higher efficiency. Advantages
such as the increase in the number of patients treated, reduced patient waiting time, and decreased patient examination/
treatment costs are not directly proportional to increasing the number of healthcare resources. Many processes, such as
patient flow diagrams, examination/treatment procedures, and communication between resources, must be examined well

to reveal such benefits.

For future studies, the number of healthcare resources can be calculated using the data used in this study and the estimation
methods such as machine learning and time series. The number and types of dependent and independent variables can be
increased or decreased by considering the healthcare cost data. Another research topic is the optimum number of health
resources calculated by calculating the labor costs of healthcare resources for a hospital. For this reason, this study will
contribute significantly to the literature and be an essential source for future studies.
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ABSTRACT

This study aims to analyze the user experience (UX) of a plainly designed website on a comprehensive
subject, to determine its effect and efficiency on a target group and to find out if it is a “must” to form a
detailed design for such a mission. The analysis is conducted on an original website on school preference for
university selection guidance. The website differs from others by bringing in the concept of presenting
comparative comments about the schools of students who studied at two different universities, with no
additional information. The research is conducted by using the Technology Acceptance Model (TAM),
which is based on Information Architecture (IA), for UX analyses. The info processed by relational
screening technique was obtained from 256 high school students through the internet by a survey regarding
their opinions about the website. Data were analyzed by Structural Equation Modeling (SEM), in the context
of five hypotheses. Findings confirmed that the IA factors predicted TAM factors, which showed that such
a website holds a positive effect and efficiency for the measured factors. Moreover, a result other than those
estimated was also achieved, which was the absence of an effect of one of the TAM factors to another, very
probably due to the design’s extreme plainness. These results present key messages both to web designers
and the academy by showing that using plainness at the limits may possess extra positive outcomes and may
reveal unexpected evidence in models.

Keywords: User experience, information architecture, context design, visual design, technology acceptance
model

OZ

Bu calisma, sade tasarlanmis bir web sitesinin kullanici deneyimini (UX) kapsamli bir konuda analiz etmeyi,
hedef kitle tizerindeki etkisini ve verimliligini belirlemeyi, bdyle bir web sitesi i¢in detayli bir tasarim
olusturmanin “zorunluluk” olup olmadigini ortaya ¢ikarmay1 amaglamaktadir. Analiz, {iniversite se¢im
rehberligi i¢in okul tercihi konulu orijinal bir web sitesinde gergeklestirilir. Web sitesi, iki farkli tiniversitede
okuyan ogrencilerin okullar: hakkinda higbir ek bilgi olmaksizin karsilastirmali yorumlar sunma konseptini
getirmesiyle digerlerinden farklidir. Arastirma, UX analizleri i¢in Bilgi Mimarisini (IA) temel alan Teknoloji
Kabul Modeli (TAM) kullanilarak yiiriitiilmektedir. iligkisel tarama teknigi ile islenen bilgiler, internet {izerinden
256 lise 6grencisine site hakkindaki diistincelerine yonelik bir anket yapilarak elde edilmistir. Veriler, Yapisal
Esitlik Modellemesi (YEM) ile bes hipotez baglaminda analiz edilmistir. Bulgular, IA faktorlerinin TAM
faktorlerini 6ngérdigiinii dogruladi ve bu, boyle bir web sitesinin olgiilen faktorler icin olumlu bir etkiye ve
verimlilige sahip oldugunu gosterdi. Ayrica tahmin edilenden farkli bir sonuca da ulasilmistir, bu da biyiik
olasilikla tasarimin asir1 sadeliginden dolay1 TAM faktorlerinden birinin digerine etkisinin olmamasi seklindedir.
Bu sonuglar, sadeligin sinirlarda kullanilmasinin ekstra olumlu sonuglar dogurabilecegini ve modellerde
beklenmedik kanitlar1 ortaya ¢ikarabilecegini gostererek hem web tasarimcilarina hem de akademiye 6nemli
mesajlar sunmaktadir.

Anahtar Kelimeler: Kullanict deneyimi, bilgi mimarisi, baglam tasarimi, gorsel tasarim, teknoloji kabul
modeli

QOB
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1. INTRODUCTION

Information architecture (IA), which has a prominent place in structuring today’s huge information load, refers to organizing
data according to the minds of potential users and making the complex understandable. When it comes to information
architecture in the internet; it is defined as the art and science of shaping information for usability through structural design
in websites and mobile applications (Morville & Rosenfeld, 2006).

When developing a product in the context of IA, evaluating the users’ physical and emotional reactions to that product is
extremely important in optimizing the product. Herein, user experience (UX) is seen as a crucial component and can be
defined as the users’ perceptions and reactions resulting from the use of a product, system, or service. According to this
definition, UX includes users’ emotions, preferences, perceptions, physical and psychological reactions, behaviors, and
achievements before, during and after the usage. In this context, three factors affecting the user experience are product, user,
and use (ISO, 2018). UX enables designers to develop the product correctly by showing how easy and seamless users can
perform the operations in the product and feel about it (Norman, 2002).

In this extent, context and visual design come forward. Usability, which is the level of ease of use of a product or system in
IA, and content, which is the information itself, are the essential elements of the architecture. In addition, aesthetics has a
strong effect on the entire structure and is an important side element in this context. Content design and usability, together
with the visual design that forms aesthetics, affect user satisfaction in websites and mobile applications.

In websites, the content is the main element that distinguishes the site from its competitors and attracts the user. The content
should have a rich and understandable structure that meets the needs of the target group and is suitable for user characteristics,
such as age and gender. Content on websites is also shown as the number one factor for search engine optimization (Sparktoro,
2019). While the success of websites is mainly determined by their content, acceptance of good content by users is only
possible with good visuals. Usability in websites and mobile applications is also mainly based on visual design. The usability
of a product is determined by the visual control features of that product and their functionality (Telek, 2013). In addition,
aesthetics based on visual design also affect user interest and satisfaction, as well as content and ease of use. Tranctinsky et
al., (2000) and Norman (2002) emphasize that aesthetic elements can have such strong effects that they can make learning
and using the application easier. Aesthetic elements sometimes even surpass functionality, and some even pave the way to
become cult brands.

Simplicity, which has separately important places in content design and visual design, is another key factor behind a favored
design (Nielsen, 1999), meaning that users on the web are able to get what they came for. Simplicity brings in clearness for
context, ease of use for visual design, and a pleasant and attractive interface for aesthetics (Karvonen, 2000).

In this scope of design variables, the purpose of the study is investigating the user experience for an original website designed
with absolute simplicity and revealing the efficiency of the design factors in such a design. It is obvious that the information
to be obtained with UX on a website based on a simple design will make a good contribution to the literature.

For this study, the newly developed website “O Okul”, a Turkish website meaning “That School” in English, is set as the
subject material. The site, unlike other preference guidance sites, has been planned with a concept that gives guidance by
comparing schools with the comments of students who have studied at those schools. In addition to this different point of
view of the site, the principle of simplicity has been acted on throughout the editing and construction of the site. The website
is presented to students who will enter the nationwide qualifying exam, which is the condition for enrollment to all universities
in the country.

The model of the research is based on the Technology Acceptance Model (TAM), which is an effective model to reveal the
factors that affect the adoption of the developments in today’s technology. While the main factors of the model, perceived
usefulness and perceived ease of use, are affected by external variables, they can affect users’ intention to use and ultimately
form the actual usage output. Data were analyzed by Structural Equation Modeling (SEM), the statistical technique to test
and evaluate multivariate causal relationships of observed and latent variables. The study model covers 5 hypotheses regarding

the interaction between five factors.
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Within this scope, the research questions of the study are written as follows:

Does the content design and visual design at the website have an impact on users’ perceptions of the ease of use and usefulness
of the site?

If the designs in question influence user perceptions, do these perceptions have a positive effect on each other and on usage
intention?

To find answers to these questions, the website is presented to a target group together with a survey on the context design
and visual design of the site and the internal factors of the TAM. The analysis on the obtained data set of the UX, is implemented
by the Analysis of Moment Structures (AMOS) through the software Statistical Package for the Social Sciences (SPSS).

2. RESEARCH BACKGROUND
2.1 The Original Website

The product put forth during the design process should serve a specific purpose, be functional because of conscious thought,
and have at least one unique feature which is extraordinary in the sense that it has not been made before or is different from
similar ones in functionality or aesthetics (Onlii, 2004). Design is a process that includes problem solving, creativity and
aesthetics. It is the organization of a whole consisting of ideas, materials, and forms to serve a certain purpose (Whitely,
1993; Brooks Jr., 2010).

In this context, besides the school choice guidance websites on the Internet, the “O Okul” website in the study is a design
that approaches the display of the schools from a different perspective and in a very simple way. The editing and construction
of the site are made for functionality in a logical and theoretical integrity. While the schools are introduced separately with
various sub-plugins on the existing sites, the schools are introduced by comparing them in “O Okul”. Other websites involve
comparison based on enrollment scores of the schools, which are most accurately available on the test center’s website. Each
pair of schools discussed in “O Okul” however, is compared by a student who studied at both schools. Here, while on one
hand the fact that the most accurate comments about a school can be obtained from the experiences of the students from that
school, on the other hand this factor is combined with the comparison method that will prevent students from being biased

in their comments for their own school.

Since simplicity is based on both the contextual and visual design of the site (Karvonen, 2000; Maeda, 2006), this factor has
been prioritized throughout the site setup. Except for the “About” section where the site ID is shared, there are only comparisons
on the site. Comparisons are demonstrated on the main page in a box loop called “Carousel”, which stops at certain time
intervals. The carousel boxes contain only school logos and names, showing which schools are being compared, together
with comment headings. When the boxes are clicked, the page with the relevant comment opens. Under the carousel, all
comments are listed in pairs. Apart from the comment pages on the site, there is only one separate section for the option to
search by school names. While configuring the site, the basic element in the page layout was again simplicity. The simple
setup of the site is given as a flowchart in Figure 1 omitting the return to the home page link.

F HOME H
ABOUT ‘ SEARCH

COMPARISONS _ BY NAME

Figure 1. The setup of the website
2.2. Technology Acceptance Model (TAM)

IA is a design-based interdisciplinary and applied field for accessing and using today’s information load (Resmini & Rosati,
2011). In this field, one of the most effective models developed on the factors affecting adoption of the rapid and major
developments in technology is the Technology Acceptance Model (TAM). This model is aimed at understanding user behaviors
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related to the presented product. The basis of TAM, formed by Fred Davis in 1986, constitutes the three variables “perceived
usefulness” and “perceived ease of use”, with the “attitude toward using” influenced by them. This foundation forms the
structure of “user motivation”. While external variables affect “perceived usefulness” and “perceived ease of use”, “attitude
toward using” directly determines “actual system use” output. The model is shown in Figure 2 with these variables (Davis,
1986).

............................................
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Figure 2. The main structure of Technology Acceptance Model

Numerous studies on the model have shown that it is superior to other models and makes meaningful predictions for both
experienced and inexperienced users (Taylor & Todd, 1995). TAM has been subject to many studies since its emergence and
has developed over time. The first model explained 40% of the intention to use (Davis, 1989). In 2000 TAM 2 was formed
which increased the variance to 37%-52% by adding the factors that affect “perceived usefulness” to the model (Vankatesh
& Davis, 2000). In 2008, by adding the factors that affect “perceived ease of use” to the model, TAM 3 was formed, which
increased the variance to 40%-53% (Vankatesh & Davis, 2000). TAM is still being used effectively in assessing an existing
or newly developed product, as well as in research to develop new models.

2.3 Research Hypotheses

There are five factors and five hypotheses in the research model. Three of the factors come from the original model as internal
variables, while the other two influence these factors externally as independent variables. The factors are defined and the
hypotheses are formulated as follows:

Contextual Design: The setting of the information in a product to meet the user’s needs and present it in the best viable way
(IDF, 2021).

Visual Design: Establishing the aesthetic appeal and usability of a product with appropriate elements, typography, space,
layout, and colors (IDF, 2020).

Perceived Usefulness: The degree to which a person believes that using a particular system will improve work performance
(Davis, 1986).

Perceived Ease of Use: The degree to which a person believes that using a particular system will not require physical and
mental effort (Davis, 1986).

Attitude towards Using: The degree to which a person considers doing or not doing a certain future behavior (Warshaw &
Davis, 1985).

H1: The contextual design of the website has a positive effect on perceived usefulness.
H2: The visual design of the site has a positive effect on perceived ease of use.

H3: Perceived ease of use for the website has a positive effect on perceived usefulness.
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H4: Perceived usefulness for the website has a positive effect on the intention to use.
HS: Perceived ease of use for the website has a positive effect on the intention to use.
3. METHOD

3.1. The Research Model

This research, which aims to determine the effectiveness of a constructed website by applying it to a sample target audience,
bears a relational design model. In this type of research, it is aimed to determine the existence and degree of a common

change between two or more variables (Karasar, 2000).

The original model developed by Davis (1986) was directly taken as the model of the research. The dependent internal
variables in this model are perceived usefulness, perceived ease of use, and intention to use, where contextual and visual
design are reflected as independent external variables. In this context, the hypotheses set on the model are defined relationally
in Figure 3.

Context

IH:]:} Perceived
Design Usefulness H4

Attitude
H3 toward Using

Wisual = Perceived H5
Design H2 Ease of Use

Figure 3. Model of the research
3.2. Population and Sample

The population of the research is students from public schools with high base points, and the sample is students from two
well-known high schools within them; BAAL and SSAL, in Istanbul. The sample was determined by convenient sampling,
where it is chosen from easily accessible and applicable places due to limitations in terms of time, money, and labor
(Biiyiikoztiirk, 2018). The two schools were selected for the ease of the application process as both schools had teachers who
had been our classmates and had worked with us previously.

3.3. Data Collection Tools

The questionnaire consisted of 16 items for the basic components of TAM and 8 items for the IA factors affecting them. The
S-point scale lines up as; totally agree (4), partly agree (3), not sure (2), partly disagree (1), and totally disagree (0).

3.3.1 The Questionnaire

In the study, a 5-point Likert type questionnaire was prepared with 24 items, in which the questions obtained from the
literature based on the “Technology Acceptance Model” were used. The visual form of the questionnaire and the limit on
the number of items used were set by using the information obtained from the studies (Canca & Altun, 2011; Canca, 2011).

Items Related to TA
Content design:

* In my opinion, the content on the website_is up-to-date and accurate.

* In my opinion, the content on the website is suitable for user needs.

* In my opinion, the content on the website is practical and useful.
* In my opinion, the content on the website is reliable.

Visual design:
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* In my opinion, the website has been structured for easy use.

* In my opinion, the website is very good in terms of speed.

* In my opinion, the website is clearly designed for the organization of information.

* In my opinion, the website has a nice and high-quality look.

Items Related to TAM
Perceived usefulness:
»  Using this website can enable me to make a quicker decision on my school choice.

»  Using this website can enable me to make a better decision in choosing a school.

»  Using this website would increase my productivity.

»  Using this website would positively affect my effectiveness in my school choice.

*  Using this website would make it easier for me to make a choice.
*  Using this website would be helpful in making a school selection.
Perceived ease of use:

*  Regarding this website, learning to use it is easy for me.

*  Regarding this website, I can get what I want with the commands I give while using it.

»  Regarding this website, I can use it comfortably.

*  Regarding this website, I found it clear and understandable.
*  Regarding this website, I can use it skillfully in a short time.
*  Regarding this website, using it will be easy.

Attitude toward using:
* I would use this website in the coming months.

e I donot think I would want to use this website.

* I would recommend this website to my friends whom I want to help.

» I think that this website will be used by students because it will be liked.
3.3.2. Data Collection Process

For data collection, firstly, the questionnaire was transferred to an internet platform. Selection of the platform was made by
uploading the questionnaire to three of the most preferred sites worldwide, and Survey Planet was chosen as the most suitable
one for the study. We obtained ethics approval from the Provincial Directorate of National Education before inviting individuals
to fill out the survey.

Personal information of users except for the school and class information was not collected due to the General Data Protection
Regulation (GDPR) in EU law on personal data protection. Data from those who marked the same options in all the items
or made a constant repetition or gave similar answers to the 21st and 22nd items, which have opposite statements, were
excluded from the research.
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3.3.3. Data Analysis Process

The descriptive and content analysis methods were used in data analysis. While in descriptive analysis the data set is evaluated
in cause-effect relationships with previously formed themes, in content analysis the relations between the conceptualized
data are determined (Karasar, 2000). The data set was analyzed with the software SPSS-AMOS.

Before the analysis, the adequacy of the sample size was checked. For SEM analyses, there are two approaches for the
minimum number of participants: one considering only the number of participants, the other considering the ratio according
to the number of items. These can be very briefly summarized as: 100, 150 and 200 responses in direct participant number,
and at least 5 or 10 responses for each item in proportional participant number (O’Reilly, 2020). Considering these numbers,
we note that 256 students who participated in the study and shared reliable information were above the required number.

3.4. Statistical Bases

Before leading to the testing of the hypotheses, statistical bases were checked by assessing the central distribution, reliability

tests, and confirmatory factor analysis. After this overview, the structural equation of the model was setup and activated.
3.4.1. Central Distribution

In the study where responses ranged between 0 and 4, the mean and standard deviation values are presented in Table 1.

Table 1
Central distribution values of the questionnaire responses
Factors Item heading Mean Standard deviation
Up-to-date and accurate 2.996 0.874
Suitable for user needs 3.055 0.944
Contextual design
Practical and useful 3.164 0.914
Reliable 3.004 0.874
Structured for easy use 3.219 0.982
Fast 3.047 0.989
Visual design
Clear design 3.027 1.000
Nice and quality look 2.730 1.145
Enabling quicker decision 2.695 1.029
Enabling better decision 2.902 1.026
Increasing productivity 2.758 1.079
Perceived usefulness
Increasing effectiveness 2.922 1.007
Easy in making a choice 2.879 1.028
Helping in deciding 3.039 0.993
Easy to learn to use 3.395 0.952
Responds well to commands 3.203 0.928
Easy interaction 3.230 0.906
Perceived ease of use
Clear and understandable 3.227 0.922
Quick mastering in usage 3.324 0.877
Easy usage 3.402 0.862
Will use in the future 2.672 1.089
Will not use in the future 1.242 1.076
Attitude to use
Will recommended 2.840 1.049
Will be liked by others 2.977 0.998

It is observed that the views on the external variables are gathered around the “partly agree” option, which is expressed as
three on the 0-4 scale. Distribution of the views on internal variables show that the means gather slightly below the “partly
agree” value for “perceived usefulness”, and slightly above the “partly agree” value for “perceived ease of use”. For the output
factor, “attitude towards using”, opinions are gathered slightly below the value for “partly agree”.
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3.4.2. Reliability Analysis

After these findings, the model consisting of 24 items of five factors was tested for reliability (see Table 2.).

Table 2
Factor estimates and convergent validity results of the model.
Item Unstandardized Standardized Explained Cronbach’s Composite Aveirage
Factors . X . e e variance
no estimates estimates variance Alpha reliability
extracted
1 1.256 0.736 0.542
2 1.387 0.753 0.568
Contextual 0.815 0.727 0.401
design 3 1.473 0.826 0.683
4 1.000 0.586 0.344
5 1.100 0.718 0.516
i 6 0.799 0.518 0.268
Visual 0.720 0.677 0.352
design 7 1.166 0.748 0.559
8 1.000 0.560 0.313
9 1.000 0.797 0.635
10 1.032 0.825 0.681
i 11 1.055 0.801 0.642
Perceived 0.935 0.906 0.618
usefulness 12 1.100 0.896 0.803
13 1.035 0.826 0.682
14 0.999 0.825 0.680
15 1.040 0.776 0.602
16 0.892 0.683 0.467
i 17 0.996 0.781 0.609
Perceived 0.892 0.874 0.537
ease of use 18 1.028 0.792 0.627
19 0.836 0.677 0.459
20 1.000 0.824 0.678
21 1.000 0.791 0.625
i 22 -0.994 -0.796 0.633
Attitude 0.885 0.773 0.440
to use 23 0.932 0.765 0.585
24 0.975 0.841 0.708

All standardized estimates in the model were above 0.5 (Table 2) and Cronbach’s Alpha values of all factors were found to

be high within the scope of the reliability (Bademci, 2006) of the application.

3.4.3. Confirmatory Factor Analysis

Confirmatory Factor Analysis is used in scale development and validity analyses or to confirm a predetermined structure

(Yaslioglu, 2017). To examine the suitability of the data set in the study for the analysis, firstly correlations between the

factors were checked (Table 3).

Table 3

Connection between the factors (p < 0.001)

Factors CD VD PU PEU ATU
CD 0.561 0.705 0.563 0.592
VD 0.561 0.573 0.739 0.471
PU 0.705 0.573 0.520 0.687
PEU 0.563 0.739 0.520 0.499
ATU 0.592 0.471 0.687 0.499

While there is a significant (p <0.001) relation between all factors, the correlations between VD-PEU, CD-PU, and PU-ATU

factors were found to be high, which respectively correspond to the hypotheses H2, H1, and H4.
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4. FINDINGS
4.1. Data of the First Model

Numerical data on structural relations were obtained by setting up the factors according to the original TAM in AMOS with
the SEM. Considering that the sample size is larger than 250 and the number of variables is between 12 and 30, the fit values
of the first model according to the reference values for the ideal fit (Byrne, 2011) are given in Table 4.

Table 4
Fit values of the first model

Fit values of

Goodness of fit statistic Reference values the first model
CMIN/DF <5 2.948
GFI >0.90 0.819
CFI >0.92 0.887
NFI >0.90 0.839
TLI >0.90 0.873
RMSEA <0.07 0.087

4.2. Data of the Renewed Model

The changes that AMOS indicates can be understood by looking at the central distribution values and item contents. While
no two-way relation was established between any of the items in the external variables, similarity between the linked item
pairs appears to be the reason for this change. These changes had a positive effect on factor relations and fit values in general
(Table 5). The renewed model is presented in Figure 4.

Table 5

Fit values of the renewed model

Goodness of fit statistic Reference values Fit values of the renewed model
CMIN/DF <5 1.829

GFI >0.90 0.875

CFI1 >0.92 0.953

NFI >0.90 0.902

TLI >0.90 0.946

RMSEA <0.07 0.049

Except for the GFI value in the second model, all values show that the model has reached the level required for an ideal fit.
After the arrangements suggested by the AMOS program were made, data of the latest model was obtained, and was proceeded
to testing of the hypotheses.

4.3. Confirmatory Factor Analysis

At the end of the SEM analysis, relations between the variables and the regression estimates in the model are presented in
Table 6.

Table 6

Predictive findings on the hypotheses

Hypotheses Regression loads Standard loads t values p values Result of the hypothesis
H1: CD >PU 1.347 0.183 7377 0.000 Verified

H2: VD > PEU 1.018 0.119 8.528 0.000 Verified

H3: PEU > PU - - - 0.850 Falsified

H4: PU > ATU 0.831 0.076 10.926 0.000 Verified

HS5: PEU >ATU 0.238 0.064 3.706 0.000 Verified
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While all hypotheses are presented in Table 6, only the rejection of H3 draws attention. Regarding this finding, additional
tests were conducted on the model (Sen, 2019). Firstly, the correlational arrow between CD and PU has been removed from
the additions indicated by AMOS. Separately, two predictive arrows have been added from CD to PEU and from VD to PU.
Again, apart from these trials, each of the item pairs with correlational arrows was selected and removed according to the
load change. In each case, while the fit values weakened, there was no significant change for H3. As a result, it is seen that
all the tested hypotheses are supported except the one related to the effect of perceived ease of usee on perceived usefulness.

5. DISCUSSION AND CONCLUSION

The first hypothesis of the study (H1) is on the effect of contextual design of the website on perceived usefulness. Findings
confirm that contextual design positively affects perceived usefulness, as expected. It is an expected situation that the content
of a site that is consulted about choosing a school will affect the perceived benefit in this regard, as would be expected in
almost every subject. The fact that the contextual design of the site predicts perceived usefulness in a positive way also shows

that it is organized in accordance with the purpose.

The second hypothesis (H2) of the study is on the effect of the visual design of the website on perceived ease of use. Findings
confirm that visual design positively affects perceived ease of use, as expected. It is expected that the visual design of a site
to be used for school preference will affect the perceived ease of use in this regard, as would be expected in almost every
subject. The fact that visual design predicts perceived usefulness in a positive way also shows that the visual design on the

site is organized in accordance with the purpose.

The third hypothesis (H3) of the study is on the effect of perceived ease of use on perceived usefulness. The findings do not
show that perceived ease of use has an effect on perceived usefulness, contrary to what is reported in the literature. The fact
that perceived ease of use does not have a significant effect on perceived usefulness is explainable with respect to the
interaction between them for such a website. TAM is a model developed for a wide variety of products in the field of technology.
Therefore, of course, it is expected that ease of use will directly affect usefulness when certain products are used for certain
benefits. Technological products such as smart home appliances, autonomous vehicles and facial recognition systems are
examples of this. However, it cannot be said that ease of use has a direct effect on the usefulness for the designed website
within the scope of its concept. Moreover, simplicity in its design is likely to keep this relation at a minimum level. The
absence of interaction between these factors also shows that perceived usefulness and perceived ease of use can be considered
quite independently of each other in view of the external factors of contextual and visual design.

According to TAM, individuals tend to use a new product to the extent of their perceptions of its ease of use and the benefits
it will provide, while PEU has an impact on PU (Silva & Diaz, 2007). These two main factors remain the most influential
variables in the model, although many new factors have been tested in studies (Avci Yiicel & Giilbahar, 2013). However, it
is seen that many studies refer to TAM due to the simplicity of the model without considering the nature of the relations
between factors [33]. Considering the intention to play digital games; finding them difficult or easy, and seeing them as a
waste of time or mental gymnastics, is a good example of the use of TAM in such studies (Charness & Boot, 2016). Likewise,
the two factors in this study may not have a predictive effect on one another. Another reason for the finding about H3 in
practice may be the fact that the PEU remains at an extremely high level, as the product is found so easily by the user group.
Naturally, one fact that minimizes the effect of PEU on PU can be the simplicity of the design. The rejection of H3 also does
not change the fact that PEU and PU are the main variables in the model.

The fourth hypothesis (H4) of the study is on the effect of perceived usefulness on intention to use. Findings confirm that
perceived usefulness positively affects intention to use, as stated in the literature. Intrinsically, the perceived usefulness of
a website on school choice may have a direct effect on the intention to use, and so it is expected that it can predict this output
factor.

The fifth hypothesis (H5) of the study is on the effect of perceived ease of use on intention to use. Findings confirm that
perceived ease of use positively affects intention to use, as stated in the literature. For a website on school preference, a direct

effect of perceived ease of use on intention to use is not expected, but it may still predict it indirectly.

Acta Infologica 104



Canca, D., Perdah¢i, ZN.

In the results, it is seen that the information architecture factors within the scope of the research have a positive effect on
the adoption of the sample website. This shows that the contextual and visual designs are formed at a good level according
to the criteria within the scope of the research, considering the target group.

Considering the findings based on factors, it can be said that the success in contextual and visual design is at similar levels.
Unlike this similarity between external factors, it is seen that there is a difference in favor of ease of use within the measured

scope between the levels of perceived usefulness and perceived ease of use.

Considering the findings based on items, additional comments can be made about the overall design and certain points. The
first is about the lack of names of graduates on the website. This was for the purpose of obtaining sincere shares from the
authors on the website. Despite this lack, as can be seen in the findings of item #4, users assumed that the comments were
reliable. Similarly, there was no info about the graduation year of the authors. Despite this fact, as can be seen in the findings
of item #1, users assumed that the comments on the website were up to date. This shows that the test group considered the

information on the website reliable despite these two shortcomings.

This study analyses the UX of an extremely plainly designed website on a special comprehensive subject and reveals that it
is not a “must” to form a detailed design for such a mission for the website designers. Furthermore, findings confirmed that
an extremely plain and well-designed website has a positive effect for the attitude towards using the website. Moreover, for
literature, the study presents that, probably due to the extreme plainness of the design, the effect of perceived ease of use on
perceived usefulness disappears. These results are pleasing, as showing positive facts of plain design on a particular topic,
and these types of designs embody data that have not been explored yet.

To raise the original website design to even better levels, enhancements and follow-up new measurements should also be
made according to open-ended comments from users. In addition, since perceived usefulness, perceived ease of use, and
intention to use, which are the main variables of TAM, were discussed in the study; the actual use, which is directly affected
by the intention to use, has not been measured. This factor, which requires more different and detailed tools for measurement,

can be measured by allocating more time and resources in development processes.
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ABSTRACT

In this study, a data mining model has been developed and used to analyze how cities and regions in Turkey
can be grouped, aiming to find similarities and differences between them. For this purpose, data is obtained
from Turkish Statistical Institution (TUIK) and fuzzy c-means clustering algorithm was used to find
categorizations. The data set contains 142 variables from 8 categories such as education, health, happiness,
and development levels. The results showed that in all categories, the biggest 3 cities in Turkey, Istanbul,
Ankara, and Izmir are different from the rest of the country. Also, cities located in the western and eastern
regions of Turkey are mostly grouped among themselves, showing the clear distinction between those two
regions. Finally, small cities with big neighbors are grouped with other big cities, showing the direct impact
of big cities on their neighbors. This also implies that small cities with no big neighbors are often isolated,
as their residents don’t have access to the services provided in the big cities.

Keywords: Data mining, clustering analysis, data management, demographic analysis

0z

Bu calismada, Tiirkiye’deki sehirlerin ve bolgelerin nasil gruplanabilecegini analiz etmek, aralarindaki benzerlik
ve farkliliklart bulmak amaciyla bir veri madenciligi modeli gelistirilmis ve kullanilmistir. Bu amagla Tiirkiye
Istatistik Kurumu’ndan (TUTK) veriler elde edilmis ve kategorizasyonlari bulmak igin bulanik c-ortalamalar
kiimeleme algoritmasi kullanilmistir. Veri setinde egitim, saglik, mutluluk ve gelismislik diizeyleri gibi 8
kategoriden 142 degisken yer almaktadir. Sonuglar, Tiirkiye’nin en biiyiik 3 sehri olan istanbul, Ankara ve
Izmir’in tiim kategorilerde {ilkenin geri kalanindan farkli oldugunu gésterdi. Ayrica, Tiirkiye’nin bat1 ve dogu
bolgelerinde yer alan sehirler cogunlukla kendi aralarinda gruplandirilarak bu iki bolge arasindaki agik fark
goriilmektedir. Son olarak, biiyiikk komsular: olan kiigiik sehirler, biiyiik sehirlerin komsular: tizerindeki
dogrudan etkisini gostererek diger biiylik sehirlerle gruplandirilmistir. Bu ayn1 zamanda, sakinlerinin biiyiik
sehirlerde saglanan hizmetlere erisimi olmadigi igin, bityiik komsular1 olmayan kiigiik sehirlerin genellikle izole
edildigi anlamina gelir.

Anahtar Kelimeler: Veri madenciligi, kiimeleme analizi, veri yonetim, demografik analiz
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Analysis of City Demographics in Turkiye Using Data Mining Techniques

1. INTRODUCTION

Turkey has 81 provinces and 7 geographic regions. Although most cities have unique characteristics, cities in each region
may have similar cultural characteristics due to regional similarities. Therefore, a city in the Marmara Region and a city in
the Eastern Anatolia region may show similarities in some of their demographic characteristics. Knowing in which features
the cities are similar can help with the decisions that are made at the state level. For example, a proposed investment in a city
can be planned for other cities that have been experiencing similar problems or have similar needs. Areas that cities need to
develop or investments they need can be observed in more detail, and it will be easier for the investments to spread throughout
the country if these similarities and differences are well-analyzed.

Data analytics is a science that analyzes existing historical data with statistical and machine learning methods and extracts
useful information (Silahtaroglu, 2008). As its name suggests, the quality of the data to be provided to machine learning is
extremely important. For example, providing the age of the person as input can help the method to discover patterns and
make predictions, but also providing the sign of the same person, along with the age category (such as child, young, old, very
old) will help the machine to reveal different and hidden information about that individual. Similarly, correlating provinces
or cities to people, such as the person’s place of birth and city of residence helps the data analytic methods to extract information
and patterns about populations. At this point, like the age example, in addition to the name of the province, using variables

such as its population, literacy, and patients per physician will help the method produce a more detailed result.

This study uses 142 demographic variables about Turkish cities, spanning 5 years. This is the first study in the literature that
uses such as wide range of demographic variables in Turkish cities to perform data analytics; as the studies in the literature
had much limited scopes. This study provides a general clustering analysis of the cities that was carried out by collecting
data from a wide range of categories. Therefore, unsupervised algorithms are used to find the groups of attributes as well as
clusters of the cities that provide the best resemblance (similarities). This study aims to help the local governments and
institutions by providing a detailed analysis of how and why some of the cities exhibit similarities and discuss how these

similarities can be used in budget and investment planning.
2. LITERATURE SURVEY

There are several studies in the literature on cluster analysis using data provided by the Turkish Statistical Institution (TUIK).
In one of these studies, Bulut (2019) aimed to cluster Turkish citizens based on the life satisfaction index values. In the study,
a total of 11 index values and indicators showing the life satisfaction rates of the citizens were used as variables. The index
values used in the study were housing, health, environment, access to infrastructure services, social life, income and wealth
status, security, business life, civic participation, education, and life satisfaction. The value range of index values is between
0 and 1, and values closer to 1 represent higher living standards. In the study, Expectation Maximization (EM) and k-means
algorithms are used. As a result of the study, the number of interpreted clusters was obtained as 2. Cities in the 2nd cluster
generally consist of the cities located in the Southeastern and Eastern regions of Turkey. With this result, it has been seen
that the satisfaction or dissatisfaction of the citizens in Turkey is caused by a regional problem. (Bulut, 2019).

In his study, Yilanci (2010) classified the cities in Turkey from a socioeconomic point of view using fuzzy clustering analysis.
In addition to the fuzzy cluster analysis method, the k-means method was also used in the study for comparison. The study
used 11 socioeconomic variables such as population density, unemployment rate, number of insured people, public investment
expenditures, rate of higher education graduates, total agricultural production values, population per physician, infant
mortality rate, the total number of people receiving a pension, gross domestic per capita. The study revealed two clusters of
cities where the cities in the first cluster can be classified as developed when evaluated in terms of socioeconomics, and the
cities in the second cluster can be classified as underdeveloped cities when evaluated in terms of socioeconomics. (Yilanct,
2010).

In the study by Incekirik and Altin (2021), the transportation data of the cities in Turkey were evaluated and classified by

cluster analysis. The data set used for the study includes the transportation statistics between the years 2004-2018 and
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contained 40 variables. As a result, 5 clusters of cities were discovered; where the clustering algorithm placed the cities that
are developed and located on the coast with significant export and import activities in different clusters than the cities that
did not have advanced transportation alternatives and thus were open to further development. (incekirik & Altin, 2021).

In another study done by Tekin (2015), health data from 81 provinces of Turkey were examined to identify similar provincial
groups. The study used data from 2013 with 16 health indicators; and aimed to provide a comparison of development levels
of different cities using health and socioeconomic indicators. The study revealed significant differences in the quality of
health services provided in the western and eastern regions of Turkey. (Tekin, 2015).

In Kandemir’s (2018) study, the clustering of provinces in Turkey was made according to accommodation statistics. The
study aims to determine the cities with priority in tourism and discuss planning to allocate resources to the cities that do not
have priority. Using the data from 2016, the study showed that Ankara, Antalya, and Istanbul do not have a definite cluster
membership with other cities and the distance between cities does not affect this situation. When it comes to domestic and
foreign tourists, it is seen that Antalya is the most preferred city, as expected. And for foreign tourists, Corum province is
the least preferred and according to the number of domestic tourists, Osmaniye is the least preferred province (Kandemir,
2018).

This study analyzes the demographics of Turkish cities across 142 attributes by using an unsupervised learning method,
clustering. Unlike the previous studies in the literature, this study analyzes the demographic data from a broad perspective
and finds demographic attributes that show a resemblance between Turkish cities. The sections discuss the clustering methods

that are used in this study and introduce the data set that is used for generating results.
2.1 K-MEANS CLUSTERING ALGORITHM

K-means is a popular clustering algorithm that is used to classify data. The algorithm divides the data to be classified into
k classes or clusters based on their properties. Classification is done by the distribution of the selected data around the center
points of the clusters, which show the closest features in terms of similarity to each other. The name of the algorithm comes
from the requirement for the number of clusters to be known and constant. The number of clusters is expressed with the
letter k, and it is also the representation of the number of clusters that will be created according to the similarity between
the data. (Silahtaroglu, 2004).

Figure 1 illustrates how the k-means algorithm works. In the visualized example, k is taken as 3. The white symbols (triangle,
circle, square) seen in (a) on the left resemble the initial cluster centers, and they were chosen randomly. Afterward, the data
points shown in the first iteration (b) are assigned to the nearest center and shown with the same symbols (triangle, circle,
square). Next, the cluster centers are recalculated, considering the average of the elements in each cluster. Cluster centers
(shown by looking at moving arrows) are redetermined. Steps b and c are performed again if there is a change in the cluster

centers. In the example in the figure, the algorithm ends up dividing it into three clusters. (B6hm, 2001).

(a) Initialization (b) First Iteration (c) Convergence
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Figure I. Representation of the K-Means algorithm (Bohm, 2001)
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2.2 FUZZY C-MEANS ALGORITHM

The Fuzzy c-means algorithm was first introduced by Dunn in 1973 and implemented by Bezden in 1981. (Hoppner et al.,
1999) It is one of the most popular and most used fuzzy clustering algorithms in the literature. Different than regular clustering
algorithms such as k-means, fuzzy c-means allows data elements to be assigned to multiple clusters. (Kruse et al., 1999) It
uses ‘goal functions’ for cluster assignments and tries to minimize the goal score at every iteration. (Isik & Camurcu, 2011).
Like the k-means algorithm, it reevaluates the cluster centers and recalculates the goal function at every iteration. The
algorithm iterates until the goal score is less than €. (Silahtaroglu, 2013). Like the k-means algorithm, the performance of
fuzzy c-means is dependent on the initial cluster center assignments. (Hekim & Orhan, 2011). However, unlike the k-means
algorithm, fuzzy c-means provide ‘soft assignments’ to the clusters, where each assignment contains a probability. Therefore,
the fuzzy c-means algorithm can track an unlimited number of cluster assignments and pick the ones with the highest
probabilities.

3. DATA ACQUISITION AND METHOD

The data set used in this study was collected from multiple data sources through TUIK. Data set contains data from 2015-
2020 and includes 23 major categories as follows:

TR

“Education”, “Demography”, “Population and Migration”, “Health”, “Environment”, “Transportation”, ‘Justice”,

>

“Foreign Trade”, Energy”, “Construction and Housing”, “Culture”, “Industry”, “Agriculture and Livestock”,

’ ’

“Tourism”, “National Accounts”, “Working Life”, “Civil Participation”, “Income and Wealth”, “Security”, “Access

SIS

to Infrastructure Services”, “Social Life”, “Happiness” Level .

Each category involves a number of variables; and thus, the data set contains 142 variables in total. Table 1 below shows the
variables in each category.

Table 1

Demographic categories and variables used in this study

Category Name Variables
Population

Female Population
Male Population
Population Percentage
Area (Km?)
Number Of Districts
Number Of Municipalities
Number Of Villages

General Information

Literacy rate (%)
Number of primary school students
Number of secondary school students
Number of high school students
Number of primary school teachers
Number of secondary school teachers
Number of high school teachers
Number of primary schools
Number of secondary schools
Number of high schools
Primary and Secondary Schools / Number of Students Per
Classroom
High Schools / Number of Students Per Classroom
Education Number of Students Per Teacher (Primary School)
Number of Students Per Teacher (Secondary School)
Number of Students Per Teacher (High School)
Primary School Enrolment Rate (female)
Primary School Enrolment Rate (overall)
Primary + Secondary Schooling Rate (female)
Primary + Secondary Schooling Rate (overall)
High School Enrolment Rate (female)
High School Enrolment Rate (overall)
Net enrolment rate in pre-primary education (3-5 years) (%)
The mean score for placing the TEOG system.
YGS average score
Percentage of faculty or college graduates (%)
Satisfaction rate of public education services (%)
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Infant Mortality Rate (per thousand)
Number of Divorces
Number of Births
Expected Lifespan at Birth (years)
Number of Marriages
Divorce Rate (per thousand)
Birth Rate (per thousand)
Marriage Rate (per thousand)
Death Rate (per thousand)
Number of Deaths
Total Fertility Rate (number of children)
Under-5 Mortality Rate (per thousand)

Child Dependency Rate (%)
Net Migration Rate (per thousand)
Population Density (number of people per square kilometer)
Average Household Size
Population And Total Number of Households
Migration Total Age Dependency Rate (%)
Immigration from Turkey to Abroad
Elderly Dependency Rate (%)
Annual Population Growth Rate (per thousand)
Migration from Abroad to Turkey

Demography

Total Number of Physicians Per Thousand People
Number of Hospitals
Number of Hospital Beds
Total Number of Hospital Beds per Hundred Thousand
People
Number of Applications Per Physician
Health satisfaction rate (%)
Satisfaction rate of public health services (%)

Health

Wastewater Collection Rate (%)
Wastewater Recycle Rate (%)
Access to Potable Water Rate (%)
Potable Water Recycle Rate (%)
(Air Pollution) Average of PM10 Station Values (png/m?)
Forest Area per km? (%)
Rate of Street Noise Complaints (%)
Cleaning Services Satisfaction Rate (%)

Environment

Number of Cars per Thousand People
Number of Land Vehicles
Number of Cars
Number of Traffic Accidents

Transport

Number of Convicts Entering the Penitentiary Institution

Justice . . .
According to the Committed Crime

Total Exports (thousand $)

Foreign Trade Total Imports (thousand $)

Energy Total Electricity Consumption per Person (kWh)

Number of Housing sales (first sale)
Number of Housing Sales (total)
Number of Buildings by Occupancy Permit
Number of Flats by Occupancy Permit
Area According to the Occupancy Permit (square meters)
Number of Buildings by Building Permit
Number of Flats by Building Permit
Area According to Building Permit (square meters)
Number of Rooms Per Person
Availability of toilets in the residences (%)
Housing services quality satisfaction rate (%)

Construction And
Housing
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Number of Public Library Users
Number of Books in Public Libraries
Number of Public Libraries
Number of Museum Artifacts Affiliated with the Ministry of
Culture and Tourism
Number of Museums Affiliated to the Ministry of Culture
and Tourism

Number of Museum Visitors
Number of Movie Theaters

Number of Cinema Audiences

Number of Theater Halls
Number of Theater Audiences

Culture

Industry Total Number of Initiatives

Crop Production Value (thousand TL)
Number of Cattle (head)
Live Animals Value (thousand TL)
Agriculture And Animal Products Value (thousand TL)
Livestock Number of Ovine (head)
Greenhouse Vegetable and Fruit Production (tons)
Cereals and Other Herbal Products Production (tons)
Total Agricultural Area (hectares)

Total number of overnight stays
Total Number of Arrivals (person)
Number of Foreign Stays
Number of Foreign Arrivals (person)

GDP (thousand TL)
National Accounts GDP per Capita ($)
GDP per Capita (TL)

Employment rate (%)
Unemployment rate (%)
Average daily earnings (TL)
Job satisfaction rate (%)

Tourism

Work Life

Local Administrations Election Rate (%)
Civil Participation Political Parties Membership Rate (%)
Rate of Union/Association Membership (%)

Savings Deposits Per Capita (TL)
Percentage of Households in the Middle- and Upper-Income
Income And Wealth Group (%)
Percentage of Households That Do Not Meet Basic Needs
(%)
Murder Rate (per one million people)
Number of Fatal and Injured Traffic Accidents (per

Security thousand)

Rate of Feeling Safe When Outside at Night (%)

Satisfaction Rate of Public Security Services (%)

Number of Internet Subscribers (per hundred)
Access To Infrastructure Access to Sewerage and Potable Water (%)
Services Airport Access Rate (%)
Public Transportation Services Satisfaction Rate (%)

Shopping Center Area Per Thousand People (m?)
Social Life Social Relations Satisfaction Rate (%)
Social Life Satisfaction Rate (%)

Happiness Level Life Happiness Level (%)

This study uses the Fuzzy C-means clustering algorithm to analyze TUIK data from different perspectives. After an initial
cluster analysis is done with all 142 variables, data is further analyzed from 7 different perspectives. The next section provides
details about the cluster analysis. Figure 2 summarizes the approach taken in this study.
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Figure 2. Workflow of the approach used in this study.
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4. CLUSTER ANALYSIS

In the analysis section, the major categories in the data were examined in order to find similar ones among the cities. For
data analysis, this study uses an enhanced version of the Fuzzy C-means clustering with a variable number of clusters. The
study uses clustering indices such as Xie Beni and partition coefficient along with the Fuzzy C-means algorithm’s scoring
function, to find the most optimal number of clusters. Initially, all 142 variables were used in a general cluster analysis to
identify overall similarities between the cities. Next, data is analyzed from 7 perspectives such as “Education”, “Population
and Settlement”, “Livelihood, Income, and Purchasing Power”, “Health”, “Satisfaction”, “Security”, “Cultural Opportunities
and Utilization” and at the same time, a clustering analysis was performed with the variables. Thus, by working on the data
from 8 aspects, similarities between the cities across different categories were considered. Cities are colored based on the
clusters they belong to and presented on the maps. The analysis results obtained when all variables are included in the analysis
are shown in the table below. While determining the cluster numbers, Xie Beni, Partition Entropy, and Partition Coefficient
values were used, different cluster numbers were tried and the number of clusters that gave the best coefficient was presented
as the final cluster number in the study.

In the general clustering analysis performed with 142 different variables, 9 clusters were obtained. The provinces and the
clusters they belong to are shown on the map in Figure 3. As can be seen, Istanbul, Ankara, Konya, and [zmir are separated
from all provinces, and each is represented as a cluster.
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Figure 3. Representation of the clustering study based on all 142 variables on the map.

Cluster 0: Aydin, Balikesir, Denizli, Diyarbakir, Eskisehir, Hatay, Kahramanmaras, Kayseri, Mugla, Sakarya, Samsun,
Sanlurfa

Cluster 1: Antalya, Bursa, Kocaeli
Cluster 2: Istanbul

Cluster 3: Adiyaman, Amasya, Ardahan, Artvin, Agr1, Bartin, Batman, Bayburt, Burdur, Bilecik, Bingdl, Bitlis, Erzincan,
Gilimiishane, Giresun, Hakkari, Igdir, Karabiik, Karaman, Kars, Kastamonu, Kirikkale, Kirgehir, Kilis, Mus, Nevsehir,
Nigde, Rize, Sinop, Siirt, Tunceli, Yalova, Yozgat, Cankiri, Sirnak

Cluster 4: Adana, Gaziantep, Manisa, Mersin, Tekirdag
Cluster 5: Konya

Cluster 6: Ankara

Cluster 7: izmir

Cluster 8: Afyonkarahisar, Aksaray, Bolu, Diizce, Edirne, Elazig, Erzurum, Isparta, Kirklareli, Kiitahya, Malatya, Mardin,

Ordu, Osmaniye, Sivas, Tokat, Trabzon, Usak, Van, Zonguldak, Canakkale, Corum

It is observed from the cluster results that the biggest 3 cities in Turkey, Istanbul, Ankara, and Izmir are located in separate
clusters. Cluster 0 contains the cities that are developing and have more than 1M residents, although they are geographically
separate. Similarly, Cluster 3 contains underdeveloped cities. The initial clustering analysis with all variables revealed that
the dataset can be used to distinguish developed and underdeveloped cities. So, as a next step data is analyzed focusing on

different perspectives.
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Ardahan

Figure 4. Representation of the cities based on clustering analysis for education.

Cluster 0: Amasya, Ankara, Artvin, Aydin, Balikesir, Bolu, Burdur, Denizli, Edirne, Eskisehir, Isparta, Karabiik, Kirikkale,
Kirklareli, Kirsehir, Kiitahya, Mugla, Nevsehir, Samsun, Trabzon, Tunceli, Usak, Canakkale

Cluster 1: Erzincan, Rize

Cluster 2: Adiyaman, Antalya, Bilecik, Elaz1g, Kocaeli, Konya, Malatya, Manisa, Mersin, Nigde, Sakarya, Yalova, izmir
Cluster 3: Kastamonu

Cluster 4: Agr, Bitlis, Igdir, Kars, Mus, Siirt

Cluster 5: Bartin, Diizce, Giresun, Karaman, Ordu, Sinop, Sivas, Zonguldak, Corum

Cluster 6: Batman, Diyarbakir, Hakkari, Mardin, Van, Sanlurfa, Sirnak

Cluster 7: Adana, Bursa, Gaziantep, Hatay, Kahramanmaras, Kayseri, Kilis, Osmaniye, Tekirdag, Istanbul

Cluster 8: Afyonkarahisar, Aksaray, Ardahan, Bayburt, Bing6l, Erzurum, Giimiishane, Tokat, Yozgat, Cankir1

There is a resemblance between the clusters in Figure 4 with the clusters created with all 142 variables. Some of the developing
cities such as Istanbul, Adana, and Bursa are in Cluster 7 along with their neighbor cities, although they are not developed
(e.g., Osmaniye and Kilis). This suggests that the education level of a developed city can impact its neighbors. This can be
explained by students traveling or relocating to big neighboring cities for advanced education.

On the contrary, clusters 1 — 5 contain mostly underdeveloped cities with no neighboring big cities. Residents of these small
cities do not have easy access to higher education institutions that are generally located in big cities.
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Figure 5. Representation of the cities based on clustering analysis for security.
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Cluster 0:
Cluster 1:
Cluster 2:
Cluster 3:
Cluster 4:
Cluster 5:
Cluster 6:
Cluster 7:
Cluster 8:

Cluster 9:

Ankara, Kocaeli, Istanbul, izmir

Agr1, Batman, Hakkari, Mus, Van, Sirnak

Burdur, Karaman, Kastamonu, Kirikkale, Kirsehir
Afyonkarahisar, Balikesir, Manisa, Sakarya, Usak
Artvin, Giresun, Kiitahya, Nigde, Rize, Sinop
Bursa, Elazig, Eskisehir, Samsun, Tekirdag, Yalova
Aksaray, Amasya, Karabiik, Nevsehir, Tokat
Aydin, Denizli, Kilis, Mugla, Osmaniye, Corum
Kayseri, Konya, Mersin

Bayburt, Bolu, Bilecik, Erzincan, Giimiishane, Isparta, Cankir1

Cluster 10: Adryaman, Bingo6l, 1gdir, Mardin, Trabzon, Zonguldak

Cluster 11: Diyarbakir

Cluster 12: Adana, Diizce, Gaziantep, Hatay, Tunceli

Cluster 13: Ardahan, Bitlis, Edirne, Erzurum, Kars, Kirklareli, Malatya, Ordu, Siirt, Sanliurfa
Cluster 14: Bartin, Kahramanmaras, Canakkale

Cluster 15: Sivas, Yozgat

Cluster 16: Antalya

Although there are more clusters than the previous analysis results, the biggest 3 cities (Istanbul, Ankara, and Izmir) are

placed in the same cluster. Also, the developed and underdeveloped cities show different security characteristics and are
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therefore placed in different clusters. Cities that are in the western and eastern regions are put in separate clusters. Clusters
13 and 14 are the only exceptions to this where Ardahan-Edirne and Kahramanmaras-Canakkale are placed in the same
cluster. It can be observed that political instability in the eastern regions over the years and the refugee migrations due to
the Syrian internal conflict affected Security in the cities in eastern and Southeastern regions of Turkey.

Ardahan

Figure 6. Representation of the cities based on clustering analysis for population.

Cluster 0: Aydin, Balikesir, Denizli, Kahramanmarag, Kayseri, Manisa, Mugla, Sakarya, Samsun, Tekirdag, Van
Cluster 1: Adiyaman, Agri, Batman, Elaz1g, Kiitahya, Osmaniye, Sivas, Tokat, Zonguldak, Canakkale, Corum, Sirnak
Cluster 2: izmir

Cluster 3: Adana, Gaziantep, Kocaeli, Konya, Sanlurfa

Cluster 4: Afyonkarahisar, Erzurum, Eskisehir, Malatya, Mardin, Ordu, Trabzon

Cluster 5: Ardahan, Artvin, Bartin, Bayburt, Burdur, Bilecik, Bingél, Erzincan, Giimiishane, Hakkari, Igdir, Karabiik,
Karaman, Kars, Kirikkale, Kirsehir, Kilis, Sinop, Tunceli, Yalova, Cankir1

Cluster 6: Bursa
Cluster 7: Ankara, Istanbul

Cluster 8: Aksaray, Amasya, Bolu, Bitlis, Diizce, Edirne, Giresun, Isparta, Kastamonu, Kirklareli, Mus, Nevsehir, Nigde,
Rize, Siirt, Usak, Yozgat

Cluster 9: Antalya

Cluster 10: Diyarbakir, Hatay, Mersin

Not surprisingly, the top 5 biggest cities such as Istanbul, Ankara, Izmir, Bursa, and Antalya are separated from the rest of
the cities. Clusters 3 and 10 show the developing cities with more than 1 million residents, and the rest of the cities were
placed in clusters based on their geographic regions. These results are on par with the previous clustering results with other
perspectives where large and small cities are placed in separate clusters.
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Figure 7. Representation of the cities based on clustering analysis for health services.

Cluster 0: Amasya, Artvin, Balikesir, Bartin, Burdur, Bilecik, Giresun, Karabiik, Karaman, Kastamonu, Kirklareli,
Kiitahya, Nigde, Ordu, Sakarya, Sinop, Usak, Yalova, Cankir1

Cluster 1: Aksaray, Ardahan, Bayburt, Diyarbakir, Giimiishane, Kahramanmaras, Kirsehir, Kocaeli, Kilis, Mersin,
Nevsehir, Osmaniye, Tekirdag

Cluster 2: Bolu, Edirne, Elazig, Erzurum, Eskisehir, Isparta, Kirikkale, Konya, Manisa, Samsun, Sivas, Tokat, Trabzon,
Zonguldak, Izmir

Cluster 3: Afyonkarahisar, Aydin, Bursa, Denizli, Rize, Yozgat, Canakkale, Corum
Cluster 4: Adana, Ankara, Antalya, Diizce, Erzincan, Kars, Kayseri, Malatya, Mugla, Tunceli, Istanbul

Cluster 5: Adiyaman, Agri, Batman, Bingol, Bitlis, Gaziantep, Hakkari, Hatay, Igdir, Mardin, Mus, Siirt, Van, Sanliurfa,
Sirnak

These results clearly show that geography has a direct impact on access to health services. Cluster 5 contains cities in the
eastern regions only. Diyarbakir and Erzurum are the only 2 exceptions, as these cities are bigger than the others in the
eastern regions. Smaller cities in the western regions were expected to be placed in the same cluster with their larger neighbors,
as residents of the small cities can easily travel to a large city nearby to receive health services. However, this is not the case:
Tekirdag and Kocaeli are in a different cluster than istanbul; Aydin and Izmir, Kirsehir and Ankara are also good examples
of this case. These results suggest that the health standards in Western cities are different from the ones in Eastern cities.
Also, in the Western regions small cities have similar health standards to the large cities. Large cities in the Western regions
have better and bigger hospitals and large numbers of health professionals, so residents living in their neighboring cities can
also benefit from these services. One can even argue that in the Western regions the ‘number of doctors per capita’ is higher

in small cities.
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Figure 8. Representation of the cities based on clustering analysis for cultural and social activities.

Cluster 0: Afyonkarahisar, Aksaray, Amasya, Bartin, Burdur, Erzincan, Giresun, Kahramanmaras, Karaman, Kirsehir,
Manisa, Rize, Sakarya, Canakkale

Cluster 1: Antalya, Konya

Cluster 2: istanbul

Cluster 3: Batman, Diyarbakir, Mardin, Mus, Osmaniye, Siirt, Van, Sanlurfa

Cluster 4: Adiyaman, Artvin, Bolu, Bingdl, Giimiishane, Hakkari, Karabiik, Kirikkale, Kirklareli, Nigde, Yalova
Cluster 5: Balikesir, Isparta, Kiitahya, Sinop, Usak

Cluster 6: Bilecik, Bitlis, Elazig, Eskisehir, Kars, Kastamonu, Kilis, Zonguldak, Corum

Cluster 7: Aydin, Bursa, Mersin

Cluster 8: Mugla, Nevsehir

Cluster 9: Adana, Hatay, Kayseri, Kocaeli, Malatya, Samsun

Cluster 10: Ankara, {zmir

Cluster 11: Ardahan, Agri, Bayburt, Diizce, [gdir, Ordu, Tunceli, Yozgat, Cankir1, Sirnak

Cluster 12: Denizli, Edirne, Erzurum, Gaziantep, Sivas, Tekirdag, Tokat, Trabzon

The biggest 3 cities (Istanbul, Ankara, and izmir) are isolated from the rest of the cities. This suggests that these cities attract
the most cultural events and activities.

The rest of the cities are not very different from each other. Regardless of their sizes and locations, cities in Turkey (except
for the top 3) have similar (and probably low) access to cultural activities.
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The only exceptions to this are Antalya and Konya: Antalya is the tourism and conferencing center of Turkey, attracting
millions of tourists every year. There are shows and cultural activities held throughout the year in the city, mostly for tourists.
Similarly, Konya is the hometown of the world-famous philosopher and thinker Rumi. Millions of domestic and international
tourists visit Konya to attend Rumi attractions throughout the year.

Antalya

Figure 9. Representation of the cities based on clustering analysis for purchasing power.

Cluster 0: Adiyaman, Ardahan, Agri, Bingdl, Bitlis, Gaziantep, Hakkari, [gdir, Kars, Kilis, Mus, Van

Cluster 1: Artvin, Balikesir, Bartin, Burdur, Denizli, Diizce, Edirne, Erzincan, Isparta, Karaman, Kayseri, Kirikkale,
Konya, Kiitahya, Manisa, Rize, Usak

Cluster 2: Adana, Afyonkarahisar, Aksaray, Amasya, Bayburt, Elazig, Erzurum, Giimiishane, Giresun, Hatay, Kahramanmaras,
Kirsehir, Malatya, Mersin, Nevsehir, Nigde, Ordu, Samsun, Sinop, Sivas, Tokat, Trabzon, Tunceli, Yozgat, Cankir1, Corum

Cluster 3: Aydin, Kastamonu
Cluster 4: Batman, Diyarbakir, Mardin, Osmaniye, Siirt, Sanliurfa, Sirnak

Cluster 5: Ankara, Antalya, Bolu, Bursa, Bilecik, Eskisehir, Karabiik, Kirklareli, Kocaeli, Mugla, Sakarya, Tekirdag,
Yalova, Zonguldak, Canakkale, Istanbul, izmir

Not surprisingly, the top 3 cities are located within the same cluster, along with several cities in the western regions. (Cluster
5) On the other hand, all eastern cities are placed in the same clusters (Cluster 0, 2, and 4) with no exceptions. This clustering
analysis clearly shows how much the western and eastern regions of Turkey are separated from each other. From the economic
perspective, the western and eastern regions are so divided that there are no exceptions in the clustering analysis results.

4.1 SIMILARITY ANALYSIS

As anext step in this study, a dual similarity analysis of the cities was performed. In the clustering analysis results detailed
in the previous section, it can be observed that some of the cities are placed in the same cluster frequently by the algorithm.
For example, Batman and Sirnak are two neighboring cities with similar population sizes, and they were placed in the same
cluster in 7 out of 8 perspectives. While this result can be expected, Bartin and Karaman, two geographically distant cities
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were placed in the same cluster 7 times as well. These cities have similar sizes, and both are in the western part of Turkey.
These results coincide with the previous ones from the clustering analysis, as the population sizes of the cities and their

location in the east-west direction play important role in showing similarities between them.

Table 2 shows the cities that are placed in the same cluster for 6 or more times. Except for the Balikesir-Usak couple, all

other city groups have similar sizes and are also in the same East-West region of Turkey.

Table 2

List of cities that are placed in the same cluster 6 or more times.

City 1 City 2 Size Comparison Geographic Location (East / West)
Bartin Karaman Small / Small West / West
Batman Sirnak Small / Small East / East
Aydin Denizli Small / Small West / West
Amasya Giresun Small / Small East / East
Agri Mus Small / Small East / East
Agri Sirnak Small / Small East / East
Bayburt Gumiishane Small / Small East / East
Bayburt Cankir1 Small / Small East / East
Burdur Karaman Small / Small West / West
Bitlis Kars Small / Small East / East
Karabiik Yalova Small / Small West / West
Isparta Usak Small / Small West / West
Kiitahya Usak Small / Small West / West
Balikesir Usak Big / Small West / West

Turkey is divided into 7 geographic regions, where each region consists of roughly 10-15 cities. The central government
provides funding and investment to the cities based on their geographic regions (Arslan, 2014) However, clustering analysis
performed in this study showed that most of the cities that are in the same geographic regions are not necessarily similar and
thus placed in different clusters.

Using the results presented in this study, further analysis may reveal groups of cities that are actually very similar to each

other. In future work, analysis should be done for finding city groups of 5 and more and define the similarities in each group.
5. DISCUSSION AND CON

In this study, demographic characteristics of the 81 cities in Turkey have been analyzed for similarities using variables from
various categories. These categories are happiness, income and purchasing power, sporting and cultural activities, health
and social protection, population and housing, security, and education. Demographic data for cities are obtained from TUIK,
and data spans years between 2015 and 2020. Initially, the study performs a clustering analysis done all variables across all
categories to illustrate the general demographic profile of the cities in Turkey. Next, cities were analyzed from seven different
perspectives, as listed above. Finally, results from all 8-clustering analyses are compared to find city couples that are often
placed in the same cluster. This study aims to help the local governments’ budget and investment planning, by providing
insights into city demographics and highlighting similarities between the cities that are geographically separate.

At each step, cities were segmented into different numbers of clusters, to find the most optimal cluster setup. The fuzzy c-
means clustering algorithm, which evaluates cluster probabilities and decides the cluster assignments to maximize probability
values is used for this purpose. The largest 3 cities in Turkey; Istanbul, Ankara, and Izmir are often placed in the same cluster
and separated from the other cities. These cities not only have higher populations than others but also, they are located in
the western regions of the country. Clustering results also show that cities in the western and eastern regions are often placed
in separate clusters. While neighboring cities are expected to be placed in the same cluster, this study showed that cities in
Turkey are categorized based on their east-west positions: Cities in the west are categorized together although they are not
necessarily neighbors. The same outcome can be observed for the cities in the eastern region. These results clearly indicate
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that urban planning for cities can be separated at the top level; eastern and western regions have different levels of urbanization
and therefore different needs. This study highlights 14 city pairs that are very frequently placed in the same cluster under
each category. As expected, these city-pairs are from the same east/west regions of Turkey, although they are not geographically

neighbors.

Also, big cities in each region often have a positive impact on their smaller neighbors. If a small city has a large neighbor, it
is often placed inside the same cluster as the big cities, instead of the other small ones. While large cities attract more
investment from the central government than small ones, they also help develop the smaller cities around them. The reverse
is also true — if a small city doesn’t have a large neighbor, it will require direct assistance from the central government to
improve. This study also highlights the cities and regions that need more attention from the central government for investment

planning.
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ABSTRACT

The threat of network intrusion has become much more severe due to the increasing network flow. Therefore,
network intrusion detection is one of the most concerned areas of network security. As demand for
cybersecurity assurance increases, the requirement for intrusion detection systems to meet current threats is
also growing. However, network-based intrusion detection systems have several shortcomings due to the
structure of the systems, the nature of the network data, and uncertainty related to future data. The
imbalanced class problem is also crucial since it significantly negatively affects classification performance.
Although high performance has been achieved in deep learning-based methodologies in recent years,
machine learning techniques may also provide high performance in network intrusion detection. This study
suggests a new intrusion detection system called ROGONG-IDS (Robust Gradient Boosting - Intrusion
Detection System) which has a unique two-stage resampling model to solve the imbalanced class problem
that produces high accuracy on the UNSW-NBI15 dataset using machine learning techniques. ROGONG-
IDS is based on gradient boosting. The system uses Synthetic Minority Over-Sampling Technique (SMOTE)
and NearMiss-1 methods to handle the imbalanced class problem. The proposed model's performance on
multi-class classification was tested with the UNSW-NBI15, and then its robust structure was validated with
the NSL-KDD dataset. ROGONG-IDS reached the highest attack detection rate and F1 score in the literature,
with a 97.30% detection rate and 97.65% F1 score using the UNSW-NBI15 dataset. ROGONG-IDS provides
arobust, efficient intrusion detection system for the UNSW-NBI1S5 dataset, which suffered from imbalanced
class distribution. The proposed methodology outperforms state-of-the-art and intrusion detection methods.
Keywords: Machine learning, cyber security, intrusion detection system, imbalanced data, gradient
boosting

oz

Artan ag akisi nedeniyle aga izinsiz giris tehdidi ¢ok daha siddetli hale gelmistir. Bu nedenle, ag giivenliginde en
¢ok endise duyulan alanlardan biri ag saldir1 tespitidir. Siber giivenlik giivencesine olan talep arttik¢a mevcut
tehditleri karsilamak i¢in saldir1 tespit sistemlerine olan gereksinim de artmaktadir. Bununla birlikte, ag tabanl
saldir1 tespit sistemlerinin, sistemlerin yapisi, ag verilerinin dogasi ve gelecekteki verilerle ilgili belirsizlik
nedeniyle bazi eksiklikleri vardir. Dengesiz veri problemi de siniflandirma performansini kétii etkiledigi i¢in cok
onemlidir. Son yillarda derin 6grenme tabanli metodolojilerde yiiksek performans elde edilmesine ragmen,
makine 6grenme teknikleri de ag saldiri tespitinde yliksek performans saglayabilir. Bu ¢alisma, makine grenme
tekniklerini kullanarak UNSW-NBIS veri setinde yiiksek dogruluk iireten dengesiz sinif problemini ¢6zmek igin
benzersiz bir iki asamal1 yeniden 6rnekleme modeline sahip olan ROGONG-IDS (Robust Gradient Boosting -
Saldirt Tespit sistemi) adli yeni bir saldir1 tespit sistemi onermektedir. ROGONG-IDS, gradyan artirmaya
dayalidir. Sistem, dengesiz sinif problemini ¢ézmek icin Sentetik Azinlik Asir1 Ornekleme Teknigi (SMOTE) ve
NearMiss-1 yontemlerini kullanir. Onerilen modelin ok sinifli siniflandirma performanst UNSW-NBI5 ile test
edilmis, giiglii yapist NSL-KDD veri seti ile dogrulanmisti ROGONG-IDS, UNSW-NBIS veri setini kullanarak
%97,30 tespit orani ve %97,65 F1 skoru ile literatiirdeki en yiiksek saldir1 tespit orani ve F1 skoruna ulasmistir.
ROGONG-IDS, dengesiz sinif dagilimindan muzdarip UNSW-NBIS veri kiimesi igin saglam, verimli bir saldir1
tespit sistemi saglamaktadir. Onerilen metodoloji, literatiirdeki en gelismis saldir1 tespit metotlarindan daha iyi
performans gostermektedir.

Anahtar Kelimeler: Makine dgrenmesi, siber giivenlik, saldir1 tespit sistemi, dengesiz veri, gradyan
artirma
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1. INTRODUCTION

According to the Mobility Report of Ericsson, mobile network data traffic grew 42 percent between Q3 2020 and Q3 2021.
Total monthly mobile network data traffic in Q3 2021 reached around 78EB (Ericsson, 2021). Due to stay-at-home activities,
the Covid-19 pandemic resulted in a spike in network traffic from 2019-2020. This increase also varied regionally. The most
rapid growth of international internet bandwidth was experienced in Africa, growing at a compound annual rate of 45%
between 2017 and 2021. A 38% compound annual rate during the same period was experienced in Oceania (Mauldin, 2021).
Hence, the threat of network intrusion has become much more severe. Consequently, network intrusion detection is considered
one of the significant concerns in the network domain. As the demand for cybersecurity assurance increases, the requirement
for intrusion detection systems (IDS) to meet current threats is also growing. IDS can be divided into three groups according
to the collection mechanisms: (1) Network-based IDS (NIDS), (2) Host-based IDS (HIDS), and (3) Hybrid IDS. The main
goal of a HIDS is to monitor network traffics in a particular host and analyze the file system, login activities, and currently
running processes. On the other hand, NIDS detects any attacks on the hosts of that network. Hybrid IDS models use both
of them.

NIDS has several shortcomings due to the structure of the systems, the nature of the network data, and uncertainty related
to future data. First, NIDS schemes are occasionally insufficient since they can detect normal/abnormal attacks, but not the
exact attack type. Secondly, the up-to-datedness of data sets in which the schemes are tested is crucial because detecting
emerging attacks is necessary to develop a scheme that will work with high performance in modern networks. However,
most NIDS schemes were tested on outdated data sets. Finally, the imbalanced class problem is also crucial since it has a
significant effect on classification performance (Zhang, Huang, Wu, & Li, 2020). Imbalanced network intrusion data makes
it hard to detect minority attack classes accurately.

According to the detection techniques used in these systems, IDS can be categorized as (1) Misuse-based IDS and (2)
Anomaly-based IDS. Anomaly-based IDS have increasingly attracted attention in recent years since the other types of IDS
can identify only known attacks and suffer from the incompetence to detect new attacks. This study proposes a unique two-
stage resampling method within the scope of ROGONG-IDS, developed to detect minority class attacks that anomaly-based
IDS types have difficulty detecting.

The techniques used in anomaly-based IDS can be divided into (1) Machine Learning methods and (2) Deep Learning
methods. Fig. a shows these methods and their sub-methods.

Techniques used in IDS

¥ L 4
| Deep Leaming Techniques | | Machine Leaming Techniques

|

L

—»l Recurrent Neural Network — Random Forest ‘
»—c-l Convolutional Meural Hﬂh!mrh: —> Maive Bayes ‘
»—c-[ Beltzman Machine —+  Support Vector Machines ‘
—+  Deep Belief Network > Decision Trees |
> Multi-Layer Perceptron . K-Mearest Neighbor |
— Deep Autoencoder | L Gradient Boosting Algorithms |

Figure a. Techniques used in anomaly-based IDS
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Although high performance has been achieved in methods developed using deep learning techniques in recent years, models
that produce results with high accuracy (ACC) in wide-ranging data sets can be developed using machine learning techniques.
It was indicated that machine learning techniques, such as support vector machine (SVM), random forest (RF), and decision
tree (DT), are insufficient to distinguish normal and abnormal network activities due to the diversification of attack categories
and the surge of network traffic (Zhang et al., 2020). However, it was observed that the gradient boosting technique used in
the presented study produced results with high performance in the UNSW-NBI15 dataset, which has a dramatically imbalanced
class problem. Consequently, this study presents a new method that produces results with high ACC on imbalanced data sets
using machine learning techniques. The presented method currently has the highest performance in the literature.

The contributions of the ROGONG-IDS (Robust Gradient Boosting - Intrusion Detection System) method are as follows:

1. Shortening of testing times: Since ROGONG-IDS provides a highly effective and low-complexity model for the feature
selection and classifier method, testing times are shortened. Due to its short testing time, ROGONG-IDS is suitable for real-

time network environments.

2. A two-step solution method for the imbalanced class problem: ROGONGIDS offers a unique, robust, and effective two-
step solution for the imbalanced class problem.

3. The ROGONG-IDS method has the highest ACC (97.30%) and F, score (97.65%) in the literature.

4. The ROGONG-IDS method can be helpful in frequently incorporating gradient boosting methods and resampling studies
into IDS development, which are rarely used in IDS models. Therefore, the method triggers the development of IDS in this

direction.

The rest of the paper is organized as follows. Section 2 discusses the related work of machine learning and deep learning
techniques used in Anomaly-based IDS. Section 3 provides a brief description of the ROGONG-IDS method. Experiment
results are presented in Section 4 and discussed in Section 5. Finally, Section 6 concludes the work.

2. RELATED WORK

The techniques used in IDS can be examined under two headings according to the methods used. First-generation techniques
were created using Machine Learning methods, and second-generation techniques were created using Deep Learning methods.

This section will discuss the techniques available in the literature, and performance measures will be examined.
2.1. Machine learning techniques

Chkirbene, Eltanbouly, Bashendy, AINaimi, & Erbad (2020) proposed a hybrid approach that combines two machine learning
algorithms. The proposed methodology detects possible attacks by performing effective feature selection and classification.
They used the RF algorithm to find the essential features, classification, and regression trees (CART) to classify the different
attack classes. They tested the approach using the UNSW-NBI1S5 dataset. The ACC is 95.73% for the UNSW-NBI15 dataset
and 97.03% for the KDD99 dataset.

Injadat, Moubayed, Nassif, & Shami (2021) proposed a novel multi-stage optimized machine learning-based framework to
reduce computational complexity and maintain detection performance. They evaluated the framework’s performance using
the CICIDS 2017 and the UNSW-NBI15 datasets. The detection accuracies are over 99% for both datasets.

Bhavani, Rao, & Reddy (2020) proposed a mix of the DT and RF algorithms. The ACC of the DT algorithm is 81.86%, and
the F, score is 82.00%. On the other hand, the ACC of the RF algorithm is 95.32%, and the F, score is 95.00%. According
to the results, the RF algorithm is a better method to overcome the over-fitting problem

Kaja, Shaout, & Ma (2019) proposed a two-stage architecture. The architecture based on machine learning algorithms uses
K-Means to detect attacks in the first stage; it uses supervised learning to classify such attacks and eliminate the number of
false positives. The ACC of their approach is 99.95%, and the F, score is 99.99%.
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Belouch, El Hadaj, & Idhammad (2018) presented a study that evaluates the performances of several machine learning
methods, such as SVM, Naive Bayes (NB), DT, and RF. The evaluation criteria used in this study are ACC, building time,
and prediction time. They used the UNSW-NBI15 dataset to evaluate the mentioned methods. The detection rate (DR), also
known as recall, and precision of the RF method considered the best method according to this study, are 97.49% and 93.53%,
respectively.

2.2. Deep learning techniques

Sumaiya Thaseen, Saira Banu, Lavanya, Rukunuddin Ghalib, & Abhishek (2021) proposed a new methodology based on
deep learning techniques. The methodology includes a correlation-based feature selection phase integrated with neural
network for identifying anomalies. They tested the approach on the UNSW-NBI15 and KDD99 datasets. The performance
results show that their approach is superior in ACC, sensitivity, and specificity compared to some state-of-the-art techniques.
The overall ACC is 96.44% for the UNSW-NBI5 dataset.

The model proposed by Liu, Gao, & Hu (2021) addresses the imbalanced data problem. An ensemble model is used to solve
the imbalanced data problem in the presented study. This model uses ADASYN for oversampling and LightGBM for
classification. After normalization, the authors evaluated the model using the KDD, UNSW-NBI15, and CICIDS2017 datasets.
The model, which offers a more prosperous and shorter training time than other IDS models, reached 85.89% ACC on the
UNSW-NBIS dataset.

Mulyanto, Faisal, Prakosa, & Leu (2021) proposed a cost-sensitive neural network based on focal loss (FL-NIDS) to overcome
the imbalanced data problem. To evaluate the UNSW-NBI15, NSL-KDD, and Bot-IoT intrusion detection datasets, they applied
this system using a convolutional neural network (CNN). The ACC score does not reflect the DR of the minority classes.
They evaluated the approach using the F, score. For the UNSW-NBI5 dataset, the CNN-SMOTE model reached a 36% F,
score, while FL-NIDS reached a 39% F, score.

Zhang et al. (2020) proposed a flow-based IDS model. They developed a new class imbalance processing technology for
large-scale data and combined it with CNN. Their methodology’s DR, precision, and F, score on the UNSW-NBI15 dataset
were 96.54%, 98.30%, and 97.26%, respectively. This study is currently the one that produces results with the highest

performance in the literature.

Andresini, Appice, Mauro, Loglisci, & Malerba (2020) proposed a multi-channel deep learning method called MINDFUL.
It combines an unsupervised approach with a supervised one. The unsupervised one is for multi-channel feature construction.
This phase is based on two encoder neural networks. The supervised approach is for exploiting cross-channel feature
correlations. They have tested the method on the KDDCUP99Test, UNSW-NBI15Test, and CICIDS2017Test datasets. The
performance criterion for the UNSW-NBIS5 dataset is 93.40% ACC and 95.29% F| score.

Khan, Gumaei, Derhab, & Hussain (2019) proposed a two-stage IDS model. The model first detects whether the network
packets are normal or abnormal based on the probability score generated by the stacked auto-encoder (AE). The attacks are
then classified using the Softmax classifier. Therefore, the model can also classify unlabeled data. The model, which was
evaluated with different algorithms, reached 89.13% ACC, 0.74 false alarm rate (FAR) on the UNSW-NBI15 dataset.

Yang, Zheng, Wu, & Yang (2019) combined an improved conditional variational AE with a DNN. The trained encoder was
used to automatically reduce data dimension and initialize the weight of DNN hidden layers. This way, the DNN can quickly
achieve global optimization through backpropagation and fine-tuning. They used the NSL-KDD and UNSW-NBI5 datasets
to evaluate the performance of their model. According to the results, the proposed method shows better performance metrics
than the nine intrusion detection methods. The ACC, DR, precision, F, score, and FPR metrics are 85.97%, 77.43%, 97.39%,
86.27%, and 2.74, respectively.

Zhang et al. (2018) proposed a new network intrusion detection scheme based on deep learning techniques. Reducing the
feature dimensionality is crucial for network intrusion systems. Therefore, the proposed scheme used a denoising auto-encoder

(DAE) with a weighted loss function for feature selection. The selected data is classified using a compact multi-layer perceptron
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(MLP) to identify intrusions. The proposed scheme was tested on the UNSW-NBI5 dataset. The DR, precision, and F, score
of the proposed scheme on the UNSW-NBI5 dataset were 98.80%, 95.98%, and 95.2%, respectively.

Mulyanto et al. (2021) utilized deep neural networks (DNNs) to predict the attacks on network IDS. They compared the
approach with Ada Boost, DT, K-Nearest neighborhood (K-NN), linear regression, NB, RF, and SVM methods. As a result,
one-layer DNN architecture achieved 92.9% ACC and 95.4% F, score and outperformed traditional machine learning

techniques.

Naseer et al. (2018) developed anomaly detection models based on different DNN structures, including CNN, AEs, and
recurrent neural networks (RNNs). They trained the models on the NSL-KDD training dataset and evaluated them using the
NSL-KDDTest+ and NSL-KDDTest21 datasets. According to the study results, CNN reached 85% ACC, and LSTM reached
89% ACC.

Yin, Zhu, Fei, & He (2017) proposed a deep learning approach for intrusion detection using RNNs (RNN-IDS). They studied
the model’s performance in binary and multi-class classification and compared it with J48, artificial neural network (ANN),
RF, SVM, and other machine learning methods. They tested the model on the NSL-KDD dataset. Their model reached
81.29% ACC with RNN and 78.10% ACC with MLP.

Table I

Briefly provides some of the advanced anomaly-based IDS models’ performances on the UNSW-NBI15 dataset in terms of development and testing
Classification o Detection Rate o s o

Author Method Type Accuracy (%) (%) F, Score (%) Precision (%)

Chkirbene

et al. (2020) ML Multiclass 95.73 - - -

Injadat et al. (2021) ML Binary 99 ) ) R

Belouch

et al. (2018) ML Binary 97.49 93.53 - -

Sumaiya Thaseen et al.

(2021) DL Multiclass 96.44 ; ; .

Zhang et al. (2020) DL Multiclass 96.54 96.54 98.30 97.26

Andresini et al. (2020) DL Binary 93.40 - 95.29 -

Khan et al. (2019) DL Multiclass 89.13 - - -

Yang et al. (2019) DL Multiclass 85.97 77.43 86.27 97.39

Zhang et al. (2018) DL Binary - 98.80 95.2 95.98

Mulyanto et al. (2021) DL Multiclass 92.9 95.4 - -

Table i. Advanced anomaly-based IDS models use the UNSW-NBI5 dataset in the literature.
(ML: machine learning, DL: deep learning)

3. METHOD

The ROGONG-IDS method consists of three modules, as shown in Fig. b. Data has been made suitable for modeling with
the operations performed in the data preprocessing module. The processing of categorical data is provided with one-hot
encoding and label encoding applied in this module. Feature selection was made to improve ACC by reducing the training
time of the model and removing redundant features. Data standardization has been applied to examine different types of
measurable features in a common standard. The module that handles the imbalanced class problem includes resampling
operations to ensure class balance. The resampling method has two stages: the NearMiss-1 method for undersampling and
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the SMOTE method for oversampling. The resampling method is the most critical method that increases the model’s ACC.
Finally, several gradient boosting method tests to decide the classification decision method. Hyperparameters of the selected
method are optimized using Bayesian optimization.

Dataset

'

(1) Data Preprocessing Module
i) One-hot encoding
it) Label encoding
iii) Feature selection
iv) Data standardization

,

(2) Handling Class Imbalance

2-Stage Resampling:
i) NearMiss-1 for under-sampling
i) SMOTE for over-sampling

!

(3) Classification
i) Extreme gradient boosting

Figure b. Flow of the proposed method
3.1.1. Data preprocessing

The data preprocessing module was carried out feature selection, one-hot encoding, label encoding, and data standardization
processes. The DAE developed from Zhang ef al. (2018), which reduces the feature size by limiting the number of critical
features, was used for feature selection. This process selected twelve properties: Dtcpb, Stepb, Service, Dload, Dmeansz,
Service dns, Smeansz, Sload, Trans depth, Sttl, Service ftp-data, and Ct ftp. The UNSW-NBI5 dataset has three nominal
properties:” proto”,” state”, and” service”. These attributes have 135, 16, and 14 different values, respectively. In order to
process these features with machine learning algorithms, the one-hot encoding technique is used while maintaining the
irregular relationship. With this process, the data set’s features increased from 47 to 208. In addition, label encoding was
applied to the target feature attack class. Finally, features were standardized to ensure that the estimators equally weighted
numerical features of different units and scales. Z Score Scaling is used for standardization in the study. This method sets

the mean value to 0 and the standard deviation equal to 1 for each feature, making the data have comparable scales.
3.1.2. Handling imbalanced class problem

The classes that account for a significant part of the data set are named majority classes, and the classes that account for the
minor are named minority classes. The data set of skewed class balances is called the imbalanced data set. This is because
classifiers are highly sensitive to the majority and less sensitive to the minority classes. Imbalanced classes need to be
balanced to develop high-accuracy intrusion, detection models. The most typical strategy for balancing class distributions
is using different resampling methods (Haibo He & Yunqian Ma, 2013). These are undersampling and oversampling methods.
Undersampling aims to reduce the number of majority class observations at a specified rate or number. On the other hand,
oversampling aims to increase the number of observations of minority classes at a determined rate or number (Chawla,
Bowyer, Hall, & Kegelmeyer, 2002; Haibo He & Yunqgian Ma, 2013).
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The UNSW-NBI5 dataset contains highly imbalanced class distribution. Among the 2,000,054 million samples, there are
two classes with less than 2,000 instances. Undersampling methods cause information loss by reducing the number of
observations in the majority class, thus reducing the representativeness of classes (Demidova & Klyueva, 2017). Studies
indicate that oversampling methods work better than undersampling methods in handling the problem of imbalanced data
because they do not cause data loss. However, there are also disadvantages to applying only oversampling methods while
achieving class balance. It can significantly increase the data, thus increasing the computational cost. Another disadvantage
is that it may lead to an overfitting problem. Accordingly, oversampling for these minority classes or undersampling for
majority classes is insufficient to solve the imbalanced data problem. Therefore, the ROGOND-IDS model uses a method
that recommends using oversampling and undersampling methods together to overcome this challenge. As shown in Table
11, 10 different undersampling methods were tried to find the proper one that produced the most successful result. The
NearMiss-1 undersampling method produced the best results with oversampling method SMOTE. NearMiss-1 (Yen & Lee,
2000) selects majority class observations close to some minority class observations. Class balance is achieved by calculating
the minimum distance between the majority class observation and the three nearest minority class instances in this undersampling
method. On the other hand, SMOTE (Chawla et al., 2002) is an oversampling method used in generating minority class
samples. It generates a new observation based on the similarity of a minority class instance and its nearest neighbor. Depending
on the amount of oversampling sample required, neighbors are selected from the k nearest neighbors using the k-NN algorithm.
This means that observations similar to existing minority class examples are generated (Demidova & Klyueva, 2017). These
samples generated with SMOTE prevent overfitting and improve the classifier’s performance.

Using this 2-stage resampling method, the data set is resampled with all classes containing an equal number of samples

Iresample = int (2mberof samples, 1y this way, imbalanced class distribution is prevented.

number of classes

Table ii

Studied undersampling methods (ACC: accuracy, DR: detection rate).

Undersampling Accuracy F, Score Detection Rate . Oversampling
Method (%) (%) (%) Algorithm Method
AIIKNN 96.05 96.77 96.05 XGBoost SMOTE
Edited Nearest 96.26 96.89 96.26 XGBoost SMOTE
Neighbours

Repeated Edited 96.08 96.78 96.08 XGBoost SMOTE
Nearest Neighbours

Instance Hardness 94.20 95.00 94.20 XGBoost SMOTE
Threshold

NearMiss (v1) 96.49 97.10 96.49 XGBoost SMOTE
NearMiss (v3) 95.45 96.41 95.45 XGBoost SMOTE
Neighbourhood 96.03 96.64 96.03 XGBoost SMOTE
Cleaning Rule

Random 96.22 96.97 96.22 XGBoost SMOTE
Undersampling

Tomek Link 96.24 96.89 96.24 XGBoost SMOTE
One Sided Selection 95.44 96.41 95.44 XGBoost SMOTE
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Algorithm 1 shows the pseudocode of ROGONG-IDS, which handles the imbalanced class problem.

Input:
Training set D = {D;, i=1,2,...,C};
C=the total number of classes;
|D| = N,;#the total number of samples
Output:
A balanced training set D';

i: 1, sompls = int(N/C)

2: for i+ 1to C do

3: if |D;| < Lesampe then

4: Di'= SMOTE(D;, Iresampte) #Generating new samples to minor-
ity class

5: end if

fi: if |Di| > Iresampte then

T D,)'= NearMiss(D;, I, .ampte) #Removing values from majority
class

8: end if

9: end for

10: return D'

Algorithm 1. Two-stage resampling method of ROGONG-IDS
3.1.3. Classification decision: Extreme Gradient Boosting (XGBoost)

The XGBoost algorithm is a supervised learning method in machine learning and aims to turn weak learners into strong
learners with ensemble learning (Chen & Guestrin, 2016). It is an improved version of the gradient boosting method for DTs.
This algorithm aims to provide scalability in tree boosting systems, ensure efficient use of computational resources, and
improve the model’s performance in classification-regression problems. In the implementation phase, the initial leaf'is created,
then new trees are created based on the prediction errors. This continues until the number of decision trees that can be
provided as hyperparameters or until the development in the model stops. Its difference from other gradient boosting methods
tested for the classifier model within the scope of this study, such as GBM or LightGBM, is that it is suitable for parallel
processing and is tolerant of datasets with missing data. Since it consists of many hyperparameters, the optimization phase
is essential in its application for ideal hyperparameter values.

3.2. Dataset

The UNSW-NBIS5 dataset was used in this study. The Intelligent Security Group collected this dataset at the Australian
Centre for Cyber Security (Moustafa & Slay, 2015). The research group combined the current standard network and synthetic
attack data to generate this dataset. The network flow samples were stored as vectors of 49 attributes, of which two are
binary, three are categorical, 37 are numerical input attributes, and 1 class attribute. It is a comprehensive dataset representing

a modern network with these features.

On the other hand, there is a high level of imbalanced class problem in the dataset. 87.35% of the dataset is regular traffic,
and only 12.65% is attack traffic. In the presented study, the dataset was divided into training and testing at a ratio of 7:3.
Table 111 shows the attack class distributions in the dataset in detail.
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Table iii

Attack class distributions

Class Training set size Test set size Total
Analysis 1,874 803 2,677
Backdoor 1,630 699 2,329
DoS 11,447 4,906 16,353
Exploits 31,167 13,358 44,525
Fuzzers 16,972 7,274 24,246
Generic 150,837 64,644 215,481
Normal 1,553,134 665,630 2,218,764
Reconnaissance 9,791 4,196 13,987
Shellcode 1,058 453 1,511
Worms 122 52 174
Total (10 classes) 1,778,032 762,015 2,540,047

4. EXPERIMENTAL ANALYSIS

We used the UNSW-NBIS5 dataset to measure the overall performance of the ROGONG-IDS method. Table IV represents

the system environment parameters used in this study.

Table iv

Test environment

Parameter Environment / Version
Operating System macOS Monterey

CPU 1,4 GHz Quad-Core Intel Core i5
GPU Intel Iris Plus Graphics 645
Memory 16GB

4.1. Evaluation metrics

We use ACC, DR, FAR, F, score, and precision indicators, which are commonly used in class imbalance systems. Samples
corresponding to the attack are considered positive; other samples are considered negative. The meanings of the metrics are
listed below:

ACC (Accuracy): the percentage of correctly classified samples among all samples.

DR (Detection Rate): the rate of correctly predicted positive samples.

FAR (False Alarm Rate): the proportion of negative samples incorrectly evaluated as positive.
Precision: how many samples are predicted to be positive are positivesamples.

F, Score: the harmonic average of precision and DR parameters.

When applying multi-class classification, each class must be calculated using a weighted average method based on the number
of samples in the category to understand the detection performance of the model on unbalanced data. Equations 1 - 5 represents

the formula for the metrics used (TP: true positive, TN: true negative, FP: false positive, FN: false negative).

TP+TN
ACC =
TP+TN+ FP+FN (1)
pr—_ TP
" TP+FN @)
FAR = —F (©)
FP+TN
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TP @
Precision = ——
TP + FP
2 * DR * Precision
F; Score = —— )

DR + Precision

TP/FP and TN/FN are the numbers of the correctly and incorrectly predicted samples, respectively.
4.2. Hyper-parameter optimization

Hyperparameters can improve the performance of the model’s learning process. It may be possible to reach the best performance
of the model in the shortest time by adjusting the hyperparameters. Therefore, choosing the optimization method that will
improve model ACC with the least time and power cost is essential. Grid search, one of the frequently used optimization
methods, is a brute-force technique (Putatunda & Rama, 2018). It uses manually created subsets to optimize hyperparameters
(Schaer, Miiller, & Depeursinge, 2016). Although it is a simple method, increasing the number of hyperparameters increases
the computational cost exponentially. It is reliable for low-dimensional spaces (Bergstra & Bengio, 2012). On the other hand,
random search aims to tune hyperparameters by selecting random points in the search space (Bergstra, Bardenet, Bengio,
& Kégl, 2011). It is not suitable for models with many hyperparameters like Grid search. Therefore, these two techniques,
which are frequently used, are pricey for models with many hyperparameters. In this context, studies show that Hyperout
outperforms Random search and Grid search in terms of ACC and time in optimizing the hyperparameters of the Extreme
gradient boosting model and different machine learning models (Bergstra, Komer, Eliasmith, Yamins, & Cox, 2015; Putatunda
& Rama, 2018). ROGONG-IDS uses Distributed Asynchronous Hyperparameter Optimization (Hyperopt) for hyperparameter
tuning. Hyperopt, identified as a black box optimization technique (Klein, Falkner, Bartels, Hennig, & Hutter, 2017), was
developed to automate hyperparameter optimization based on Bayesian optimization. Hyperopt uses Bayesian optimization
to define and narrow the search space and maximize the probability function. ROGONG-IDS model ACC increased from
96.49% to 97.30% after using Hyperopt within a reasonable time. Table V shows the default XGBoost hyperparameters and
the final hyperparameter values used after optimization.

;F(aGb;)Zst hyperparameters before and after from Bayesian optimization

Parameter Value Before Optimization Value After Optimization
Learning Rate 0.3 0.5

Number of Estimators 100 5,000

Max Depth 6 36

Colsample Bytree 1 0.61

Min Child Weight 1 4

Subsample 1 0,9

4.3. Multi-class classification

Table VI represents the DR metrics for each class. Although the ROGONG-IDS essentially uses the XGBoost algorithm,
other gradient boost-based algorithms have also been tried in processing the method with the UNSW-NBI5 dataset. According
to the metrics shown in Table VI, ROGONG-IDS with XGBoost achieves the best overall performance in terms of DR, ACC,
and F, score. These metrics are 97.30%, 98.16%, and 97.65%, respectively.

I;;ll;-\;llass classification perfomance comparison between LightGBM, GBM, and XGBoost
Class LightGBM GBM RXGBoost
Analysis 0.84 0.67 0.31
Backdoor 0.23 0.11 0.26
DoS 0.06 0.13 0.47
Exploits 0.46 0.48 0.54
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Fuzzers
Generic
Normal
Reconnaissance
Shellcode
Worms

DR (%)
Accuracy (%)
Precision (%)
F, Score (%)
Train-Time (s)

Test-Time (s)

0.66
0.97
0.99
0.81
0.88
0.83
96.55
96.55
98.30
97.18
15.08
2.2

0.73
0.97
0.99
0.81
0.55
0
96.26
96.26
97.91
96.91

4,336.71

0.73

0.70
0.98
0.99
0.77
0.53
0.83
97.30
97.30
98.16
97.65
205.27

0.82

Table VII compares advanced IDS methods in the literature and the ROGONG-IDS method. With the ROGONG-IDS method,
the DR metric has been improved for many classes. However, the DR value for the three classes remained below 50%. These
classes are "Analysis”, “Backdoor”, and “DoS” classes. When we look at the test times, it is seen that ROGONG-IDS shows
the best performance in the literature. The test time is 8 seconds in the SGM method, while only 0.81 seconds in the ROGONG-

IDS method.
Table vii
Comparison multi-class classification results with advanced methods on the UNSW-NBI5 dataset
Class M1 M2 M3 M4 M5 Mé
Analysis 0.27 0.01 0 0.15 - 0.31
Backdoor 0.51 0 0.6 0.21 - 0.26
DoS 0.39 0 0.18 0.80 - 0.47
Exploits 0.45 0.57 0.86 0.71 - 0.54
Fuzzers 0.67 0.40 0.53 0.35 - 0.70
Generic 0.97 0.61 0.97 0.96 - 0.98
Normal 0.98 0.82 0.80 0.81 - 0.99
Reconnaissance 0.82 0.24 0.79 0.80 - 0.77
Shellcode 0.88 0,00 0.51 0.92 - 0.53
Worms 0.83 0,00 0.59 0.79 - 0.83
DR (%) 96.54 63.27 78.65 95.68 - 97.30
Accuracy (%) 96.54 89.13 78.65 89.08 85.89 97.30
Precision (%) 98.30 89.13 78.65 86.05 - 98.16
F, Score (%) 97.26 90.85 78.65 90.61 - 97.65
FAR - - 0.11 - 0.6 0.51
Train-Time (s) 47.22 - - - - 205.27
Test-Time (s) 8.26 - - - - 0.81

(M1: SGM-CNN (Zhang et al., 2020), M2: Two stage — DL (Khan ef al., 2019), M3: Hybrid Machine Learning (Chkirbene et al., 2020), M4: ICVAE-DNN (Yang ef al.,

2019), M5: ADASYN and LightGBM (Liu et al., 2021), M6: ROGONG-IDS)

The validity of the robust structure of the ROGONG-IDS model, the performance of which was tested with UNSW-NBIS5,
was evaluated with the NSL-KDD dataset used to assess many attack detection models in the literature (Tavallaee, 2009).

The categorical features of the NSL-KDD training dataset, which includes different types of cyber attacks, were digitized

with one-hot encoding, and the attack types were mapped in the data preprocessing stage. The classification results obtained

using the resampling approach proposed within the scope of ROGONG-IDS confirm the robust structure of the model.

Classification results are presented in Table VIII.
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Table viii

Multi-class classification results on the NSL-KDD dataset
Class ROGONG-IDS
Normal 0.95

DoS 0.95
Probe 0.99

R2L 0.39

U2R 0.10

DR (%) 94.31
Accuracy (%) 94.31
Precision (%) 96.67

F, Score (%) 95.23
FAR 0.0002
Train-Time (s) 48.41
Test-Time (s) 0.19

5. DISCUSSION

Experimental results show that the ROGONG-IDS method significantly improves the DR metric. The source of this
improvement is using a two-method imbalance data module with XGBoost in the ROGONG-IDS method. According to the
experimental analysis results, the XGBoost algorithm produces more successful results than other methods (GBM, LightGBM).
XGBoost provided a higher DR value than the other two classifiers in attack types “Backdoor”, “DoS”, “Exploits”, “Generic”,
“Normal”, and “Worms”. When examined in general, it produces more successful results than the other two algorithms based
on DR, ACC, F, score, and test time metrics. When comparing the ROGONG-IDS method with other state-of-the-art methods,
it is seen that ROGONG-IDS is the most successful IDS model in the literature in terms of DR, ACC, F, score, and test time.
Therefore, it outperforms state-of-the-art intrusion detection methods.

The ROGONG-IDS method has been tested on two different data sets in the literature and has produced successful results
in both data sets. Therefore, the method is considered to be robust.

The FAR value of the ROGONG-IDS method was observed to be lower when compared to the FAR values of similar techniques
in the literature. However, ROGONG-IDS has a higher classification accuracy than these methods, which makes the approach
valuable. In future studies, it is planned to improve the FAR value by keeping the classification accuracy high.

6. CONCLUSION

There are many problems in IDS that are difficult to solve. One of these problems is the datasets used in the evaluation phase.
In the evaluation phase of the presented method, the UNSW-NBI15 dataset, which includes the most up-to-date attack types
and offers many different network parameters, was used to develop a method suitable for modern network environments.
However, due to the dynamic nature of the field, it is crucial to keep the datasets up-to-date. Another problem is the case of
imbalanced class. In network intrusion systems datasets, attack data items are less frequent than normal data items. This
leads to an imbalance between the classes in the dataset, known as the imbalanced class problem in the literature. Increasing

the data size to overcome this problem also causes an increase in the computing power and time required for data processing.

According to the evaluation findings of the proposed model, the XGBoost algorithm is more successful than other methods
(GBM, LightGBM). The ROGONG-IDS model was compared with five advanced IDS models in the literature during the
evaluation phase. The model’s DR, ACC, and F, score metrics were obtained as 97.30%, 97.30%, and 97.65%, respectively.
These results prove that the ROGONG-IDS model outperforms the state-of-the-art methods. On the other hand, the ROGONG-
IDS model has a fast testing time (0.81s). As a result, ROGONG-IDS is an efficient solution for real-time intrusion detection
applications, delivering high success quickly. The ROGONG-IDS model could therefore be applied to areas where streaming
data is imbalanced.
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Appendix A. Source Code: The source codes written in Python are provided in datastd-dev/Github (2021).
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ABSTRACT

The entertainment industry includes companies engaged in telecommunications services, television, music
streaming, video games, and live events. Gaming has gained momentum in revenue growth in the
entertainment industry over the past decade. This momentum has made the gaming industry one of the most
popular areas of the entertainment industry. Official leagues have been teamed up with professional players,
and the concept of e-sports has become widespread. MOBA (Multiplayer Online Battle Arena), which is a
derivative of MMO (massively multiplayer online) games, is the name given to the games played on the
Internet in which players destroy the opponent's base by dominating specific objectives on a map, usually
with two teams of five players each. LoL (League of Legends) is one of the most popular MOBA games.
Predicting winners in online games has become an essential application for machine learning models. This
research aims to predict classification with machine learning methods of match winner with LoL player
metrics. Key performance metrics and their impact on each game model were analyzed. The results show
that winner prediction is possible in League of Legends, also, LightGBM (0.97), Logistic Regression (0.96),
SVM and GBC (Gradient Boosting Classifier) (0.95) are outperformed with a high accuracy ratio. This
paper will contribute to the classification research on topic of gaming with machine learning.

Keywords: Gaming, classification, machine learning, league of legends, MOBA

oz

Eglence endiistrisi, telekomiinikasyon hizmetleri, televizyon, miizik, video oyunlari ve canli konserler gibi islerle
ugrasan alisilmadik derecede genis bir sirket yelpazesini igerir. Oyun, son on yilda eglence sektoriinde gelir artist
ivmesi elde etmistir. Buivme oyun sektériinii eglence endiistrisinin en popular alanlarindan biri haline getirmistir.
Profesyonel oyuncularla resmi ligler kurulmus ve e-spor kavrami yaygin hale gelmeye baglamistir. Cevrimigi
oyun tiirlerinden olan MMO (Massive Multiplayer Online) oyunlarin bir tiirevi olarak karsimiza ¢ikan MOBA
(Multiplayer Online Battle Arena) internet {izerinde genellikle 5 kisilik 2 takimla bir harita tizerinde belirli
yapilart domine ederek rakibin iissiinii yok etme hedefiyle oynanan oyunlara verilen isimdir. LoL (League of
Legends) bir MOBA oyunudur. Cevrimigi video oyunlarinda kazananlarin tahmini, makine 6grenmesi tabanli
tahmin modelleri i¢in 6nemli bir uygulama haline gelmistir. Arastirmanin hedefi LoL oyuncu metrikleriyle mag
kazanma tahminin makine 6grenmesi yontemleriyle simiflandirma tahminidir. Onemli performans dlgiitleri ve
bunlarin her bir oyun modeli tizerindeki etkisi de analiz edildi. Sonuglar, League of Legends oyununda kazanan
tahmininin miimkiin oldugunu géstermektedir. LightGBM (0.97), Lojistik regresyon (0,96), SVM ve GBC (0.95)
basarim orani ile 6ne ¢ikan algoritmalardir. Calismanin oyun alaninda makine 6grenmesiyle siniflandirma
¢aligmalarina katki saglayacag diigiiniilmektedir.

Anahtar Kelimeler: Makine 6grenmesi, siniflandirma, oyun, league of legends, MOBA
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1. INTRODUCTION

In recent years, video games have been one of the popular fields of the entertainment industry for adults and children. Games
started to be played in the 1960s and prime arcade games became widespread in the mid-1970s by introducing Pac-Man and
Space Invaders by Atari (Donovan, 2010). During the 1980s and 1990s, Nintendo released handheld game consoles and
gained popularity among a colossal gamer audience (Kent, 2001). With the development of specialized hardware, in the
2000s, Xbox and Sony launched their first-generation consoles that are still widely played today (Schreier, 2017). Since the
introduction of smartphones and tablets between 2000 and 2010, games are becoming a product that can be reached
instantaneously. And now, thanks to hardware performance and computer abilities, people can play games with realistic
graphics anytime. People often use smart devices while online shopping, having fun, communicating with others, and
spending more time with those devices than older generations. In 2001, Marc Prensky introduced the “Digital Natives” term
and defined them as “ones at a higher level in terms of technical competence compared to their predecessors”. Undoubtedly,
most of the time these devices are used is for games and their community.

The entertainment industry includes companies engaged in telecommunications services, television, music streaming, video
games, and live events (Nathan Reiff, 2022). Gaming has gained momentum in revenue growth in the entertainment industry
over the past decade. Games are interactive and have succeeded thanks to ensuring more satisfaction than visual and written
content(Robson & Meskin, 2016). For instance, no matter how much people like a movie in their life, they never watch that
movie all the time, because movies open up an opportunity for linear expression. However, if one likes the game, they want
to play it multiple times. Games are non-linear interactive structures that allow players to make in-game decisions, thus
keeping their interest. Eventually, it’s worth stating that games take the experience and storytelling in movies(Beverly Peders,
2018).

Number of active video gamers worldwide - 2015 to 2023

in billions
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Figure 1. Number Of Active Players Between 2015-2023 in Billions

Recently, the interest in online games has increased with the ease of Internet access worldwide. At the beginning of 2022,
there were 4.95 billion internet users worldwide, making up 62.5 percent of the world’s population. According to an estimate
for yearly growth of 5.6%, the number of video game players would rise from 2.69 billion in 2020 to 3.07 billion in 2023. In
2020, the global gaming industry brought in $159.3 billion, with the Asia Pacific region accounting for nearly half of that
total. The number of active players and the global increase between 2015-2023 are given in Figure 1(Simon Kemp, 2022).

In addition, games are popular and yield high revenues; it’s also paved the way for forming its own culture(Nestor Gilbert,
2022). Magazines, websites and internet content for digital games have been launched, and this situation has gone to the next
level, becoming a structure where a virtual world exists over the Internet. Moreover, League of Legends, DOTA2, Counter-
Strike Global Offense, Valorant and others are included in the MOBA games that are referred to as online games today.

PC games are one of the platforms in which video games are best experience. This platform stands out with the advantage
of supporting high-quality resolution and offering more gameplay. Mostly, PC games outperform when compared to consoles,
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because PC games provide more customization through various accessories and options that can enhance the experience.
For example, while you can use your keyboard and mouse to play games on a PC, you can also use it by integrating a game
controller. It also offers a broader range of games, thanks to game-selling media such as Steam and Epic Store.

2. MOBAs AND MACHINE LEARNING

This section presents the definition and features of MOBAs and research on machine learning applications in the game
industry.

2.1. MOBA (Multiplayer Online Battle Arena)

MMO (Massive Multiplayer Online) is a game many people can play simultaneously (Donovan, 2014). The reason for including
the definition of MMO games is MOBA (Multiplayer Online Battle Arena) games partially use MMORPG mechanics
(Galehantomo, 2015). An online multiplayer battle arena, or MOBA, is a real-time strategy video game genre. League of
Legends, DOTA 11, Heroes of the Storm, etc. are included in this category. Games are classified differently based on gameplay
and shooting angles. The MOBA (Multiplayer Online Battle Arena) genre is included in the list of online games. MOBAs,
an exciting subgenre of MMO games, have become an essential part of video games and a pop culture phenomenon in recent
years. MOBAs typically comprise five players on each team, each controlling a single character. In some other MOBAs,
player number changes regarding game mechanics and map. Unlike MMORPG (Massively Multiplayer Online Role-Playing
Game) games, a MOBA game does not have a unified structure or many simultaneous players on a map; much of the strategy
is developed around cooperative team play and individual characters.

MOBAS tend to have a real-time strategy element and revolve around a simple goal: to compete against opponents in a team
and defeat them in combat. Players make instant progress and must have a constant Internet connection; otherwise, they can
be accepted as AFK (Away from Keyboard) players. Game sessions usually are between 30 minutes and 1 hour, although
they can be longer or shorter based on player progress. In MOBAs, champions with a specific skill kit are usually offered to
players by game designers. Also, players focus on winning the game in different lanes by choosing these champions. LoL
(League of Legends) is played on the ‘Summoner’s Rift” map. In addition, there are different forms (drakes, Baron Nashor,
jungle camps, towers etc.) that can kill players, which is important for customizing their champion and purchasing different
items. Often the task of these forms is to provide teams with extra skill points and buffs. Every player has league points in
their profiles, and they were categorized into different leagues based on win/lose rates. Players are often located in different
lanes, where they fight against rivals. It mainly consists of four corridors: top-lane, mid-lane, bot-lane, and jungle. Only
bot-lane players can play as a duo. The primary source of money for players while playing is to have in-game resources by
hitting the last hit to minions that are produced from the bases. Matches are divided into two groups, ranked and normal.
While players get points only in a ranked match, they only gain experience in a normal match. LoL had 117 million monthly
players as of 2022. Also, it has played a crucial role in the popularity of the new sports branch, called e-sports, in recent
years (League of Legends Live Player Count and Statistics, 2022). League of Legends has official leagues with professional
teams in countries such as America, Europe, China, South Korea, and Tiirkiye.

2.2. Machine Learning and Gaming

Customer loyalty is the persistent emotional bond between a firm and a customer. This relationship is evident when a consumer
consistently purchases from you rather than one of your rivals (Oracle, 2020). When a customer has a good experience with
you, loyalty develops naturally and aids in developing trust. In recent years, the gaming industry has placed more emphasis
on the idea of loyalty, because businesses want users to play their games frequently and to pay them money. Companies
examine the participants and apply the right policies in this procedure using statistical and artificial intelligence techniques
(Alpaydin, 2020). The video game industry benefits from artificial intelligence in numerous ways, including player league
classification, customer churn analysis, winner prediction, and the ability for players of the same level to compete in a match.

Machine learning is a branch of artificial intelligence that uses statistical models and algorithms to manage mechanical

motion (Nilsson, 2010). Contrast this with traditional AI methods like search trees and expert systems. In recent years,
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machine learning has been one of the most popular areas in academia and practice. It has evolved into one of the frameworks
researchers use to assess and categorize participants, much like games. Video games have utilized various artificial intelligence
techniques, from PCG (procedural content generation) to NPC (Non-player Character) control. It’s also actively used to make
enemy characters playable against rivals. Using deep learning agents to compete against skilled human players in sophisticated
strategy games is the most well-known example of how machine learning is used in video games. Machine learning has
found significant use in games like Atari/ALE, Doom, StarCraft, and Minecraft. Machine learning also impacts games like
Chess and Go that weren’t designed to be played on screens (Justesen et al., 2019).

Machine learning algorithms perform quite well in game Al problems. Ensemble learning and tree-based models have been
successful on various datasets. These are primarily solutions to classification problems. Issues such as player defection,
winner/loser prediction, and CLV estimation are well mentioned in the literature. This section provides solutions to problems
such as business analysis and classification. One of the most common problems in game Al is data access. High-budget game
studios buy low-budget game studios and consolidate these companies into their ecosystems into a single hub. For this reason,
we are very cautious about sharing data with researchers. However, in-game metrics data via API may be used for research
within the guidelines set by the company.

3. DATASET AND METHOD

This section mentions the data used during research and the theoretical structures of implemented algorithms. There is
information about the scraping dates of the data, data information, and how data was scraped. In addition, training and testing
division and the pre-processing steps are discussed in this section.

3.1. Dataset

The data set consists of approximately 138,000 players and between 10.01.2022 — 12.09.2022 with 96 columns. The data was
scraped via Riot API, keeping with Riot Games data privacy and framework policy(Tim Sevenhuysen, n.d.). The IDs of the
players have been anonymized, and no-account information has been included in the research. Each game has ten players
that target column winner (1)/loser (0). Attributes are divided into two groups player and in-game metrics. The attributes

and explanations in the data are given in Appendix B.
3.2. Method

The research aims to predict the winner/loser classification using machine learning techniques based on player and in-game
metrics. Data mining steps were chosen throughout the research based on the CRISP-DM model. CRISP-DM (Cross-Industry
Standard Process for Data Mining) is a standardized methodology used to describe how business problems are solved with
data-based solutions and to increase the efficiency of business applications. Due to CRISP-DM being a high-level methodology,
the steps outlined in the model can be implemented in many different ways, sequences, and technologies to meet business
needs. It consists of 6 steps: business understanding, data understanding, data preparation, modelling, evaluation, and
deployment (IBM, 2021).

Table 1

Data partition for train and testing

Split Ratio Train Set Test Set Total
%70 - %30 92979 39849 132828
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Figure 2. Diagram Of Data Preprocessing

Here are the data pre-processing steps:
Non-numeric (date, group, id, status etc.) attributes were eliminated from the data as feature engineering.
Attributes with correlations above 0.90 were excluded because they cause over-fitting in tree-based algorithms.
In total, data has been reduced from 123 to 96 features.

NaN values are marked as 0, not because the player does not have the opportunity to perform the tasks but because they
didn’t choose to do it, described as sparse data.

When an AFK (Away from Keyboard) player is in-game, other players can start a new match by voting in the first 10
minutes without losing league points. In this respect, rows with a game session of less than 600 seconds were removed from
the data.

Data was normalized between a value of 0 and 1.
3.3. Machine Learning Algorithms

The ability to utilize the best method to turn a dataset into a model is known as machine learning. Machine learning is a
collection of techniques for building models out of data. The most effective method (supervised, unsupervised, reinforcement
learning, etc.) will vary depending on the data, the resources at hand, the nature of the data, and the predicted outcome of
all processes (Han & Kamber, 2012). Ordinary programming algorithms simply tell the computer what to do. Machine
learning algorithms contain simpler methods than nonlinear regression, giving more accurate results and outputs compatible
with mathematical functions. It is often possible to talk about two methods: regression and classification. While making
inferences on quantitative data (income level, plant height, etc.) with regression, classification also includes non-numerical
variables (credit approval status, gender, number of rooms, etc.). Among algorithms implemented throughout the research,
the best-performing ones were mentioned. LightGBM, Logistic Regression, Support Vector Machines, and Gradient Boosted
Classifiers are algorithms with the best accuracy ratio for prediction. Performance metrics were explained in the findings
section and discussed in the conclusion. Also, the confusion matrix and ROC curves for implemented algorithms have been
added to Appendix A.
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3.3.1. LightGBM (Light Gradient Boosting Machine)

As a component of the Microsoft DMTK (Distributed Machine Learning Toolkit) project, the boosting method LightGBM
was created in 2017. Its benefits over other boosting methods include fast processing, handling large amounts of data, using
fewer resources (RAM), a high prediction rate, parallel learning, and GPU learning support. A histogram-based method is
used in LightGBM(Microsoft, 2022). Making the variables with continuous values lowers the computing cost. The computation
and, thus, the number of branching directly relate to the training duration of the decision trees. This approach results in a
decrease in both resource utilization and training time. Learning decision trees can be done in one of three ways: level-wise,
depth-wise, or leaf-wise. Two strategies can be used when learning decision trees: level-by-level, depth-by-depth, or leaf-
by-leaf. A level-oriented strategy keeps the tree in balance as it grows.

A hand-focused strategy, however, will continue to split hands and reduce losses. This feature sets LightGBM apart from
other boosting algorithms. A leaf-oriented strategy results in a lower model error rate and faster learning. However, the leaf-
oriented growth strategy makes the model prone to overfitting when the number of data is small. Therefore, this algorithm
is more suitable for use with big data. Additionally, parameters such as tree depth and number of leaves can be optimized to
prevent overfitting(Ke et al., n.d.).

3.3.2. Logistic Regression

Logistic regression is like a regression problem in which the dependent variable is categorical, and it is frequently applied

to linear classification issues. A classification occurs here even though it is labelled regression(Wright, 1995).
ea+bX

P = T gav5% Formula (1)

An analysis of a dataset with one or more independent variables predicting an outcome is done statistically using logistic
regression. The predicted class is measured with a binary variable (only two possible outcomes)(Kleinbaum & Klein, 2010).
Although logistic regression has the word regression in its name, it is a classification algorithm. A few iterations of artificial
neural networks and a logit function are applied, as seen in Formula 1(Alpaydin, 2020).

3.3.3. Support Vector Machines

Support Vector Machine is a supervised learning method generally used in classification problems. It draws a line to separate
points placed on a plane, aiming to have this line at the maximum distance for the points of both classes. It suits complex
but small to medium datasets (William Noble, 2006).

Xy

Support Vectors

Margin
Width

Figure 3. SVM Algorithm with Margins

The main purpose of classification problems is to decide in which class the future data will take place. A line separating the
two classes is drawn to make this classification, and the region between +1 of this line is called the margin. The wider the
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margin, the better the separation of two or more classes. At the same time, apart from the linear model, it performs data
separation in different kernels(Géron, 2019).

3.3.4. Gradient Boosting Classifier

Gradient boosting classifiers update the classifiers and weighted inputs using the AdaBoosting algorithm in conjunction
with weighted minimization. Reducing the loss, or the discrepancy between the actual class value of the training example
and the predicted class value is the goal of Gradient Boosting classifiers. Although comprehension of the method for decreasing
the classifier’s loss is unnecessary, it works similarly to gradient descent in neural networks(Lemarechal, 2012).

In the case of Gradient Boosting Machines, the weights of the preceding learners are frozen or cemented in place, remaining
intact when the new layers are added, and this is done each time a new weak learner is added to the model. The methods
employed in AdaBoosting, where the values are modified when additional learners are added, differ from this. Gradient
boosting algorithms’ strength stems from the fact that they can be applied to situations involving more than just binary

classification; they can also be used to solve regression and multi-class classification problems(Mason et al., 1999).

Labeled Training set

observations _
Machine learner

[[L1]e

Test set

Prediction

Figure 4. GBC (Gradient Boosting Classifier) Algorithm Diagram

A loss function is necessary for the Gradient Boosting Classifier to operate. Gradient boosting classifiers can handle a variety
of standardized loss functions in addition to bespoke loss functions. However, the loss function must be differentiable.
Regression techniques employ squared errors, whereas classification algorithms often use logarithmic loss. Any differentiable
loss function may be used in gradient boosting systems instead of having to be derived specifically for each additional
boosting procedure. A gradient-boosting model’s additive component results from adding new trees over time without
changing the values of the model’s already-existing trees. The error between the specified parameters is minimized using a
method akin to gradient descent.

3.4. Performance Metrics and Libraries

Accuracy is the percentage of samples classified as correct. Recall is a metric that shows how many of the transactions of
positively predict. Precision shows how many of the values predicted as positive are positive. The F1 score measures a test’s
accuracy—the harmonic mean of precision and sensitivity (Géron, 2019)-(Stehman, 1997).
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Figure 5. Performance Evaluation Metrics in the Classification Problem (Shajihan, 2020)
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The research used ‘Pandas and NumPy’ for data processing and the ‘Scikit-Learn’ library in Python to applying machine
learning algorithms. The applications were carried out on Google Collab, and ‘pyCaret’ library was used to evaluate the
performance of the algorithms.

4. FINDINGS

In this section, classification algorithms are implemented on the dataset. Also, a parameter tuning was made for all the
methods and parameters that could obtain the best results. Cross-validation is a resampling procedure used to evaluate
machine learning models on a limited data sample. The procedure has a single parameter called k, which refers to the number
of groups a given data sample will be split into. For ML algorithms, ‘k-fold cross-validation’ method has been deployed with
k=10. LightGBM, Logistic Regression, Support Vector Machines, Gradient Boosting Classifier, Random Forest, Linear
Discriminant Analysis, Ridge Classifier, Extra Tree, AdaBoost, and Decision Tree performed over 90%, as seen in Table 2.
The best classifier in terms of accuracy is LightGBM. Therefore, when compared to runtime, it is evident that LightGBM
outperforms results based on performance. It performs not only in terms of accuracy ratio, but also recall, precision and F1
score. LightGBM algorithm is a histogram-based algorithm that selects the best split in the sorted histogram. It speeds up
training and reduces memory usage focusing on the accuracy of results. It provides faster and higher efficiency. It performs
better with less memory usage and can handle large data sets. As a result, ensemble methods perform with high accuracy
rates in classification in gaming (Arik et al., 2022).

Table 2

Performance metrics of algorithms in classification

Model Accuracy AUC Recall Prec. F1 TT (Sec)
LGBM 0.968 0.996 0.971 0.966 0.969 4.8870
LR 0.955 0.988 0.956 0.954 0.955 8.6470
SVM 0.950 0.000 0.954 0.946 0.950 0.6480
GBC 0.949 0.990 0.953 0.946 0.949 89.9920
RF 0.9481 0.990 0.955 0.941 0.948 32.7530
LDA 0.9449 0.982 0.948 0.941 0.945 3.1410
RC 0.9416 0.000 0.946 0.937 0.941 0.3960
ETC 0.9393 0.987 0.949 0.930 0.939 19.2340
ADAB 0.9353 0.983 0.936 0.934 0.935 17.3250
DT 0.9263 0.926 0.926 0.925 0.926 4.6720
KNN 0.8879 0.948 0.898 0.880 0.889 59.9160
QDA 0.7951 0.952 0.625 0.947 0.753 1.6390
NB 0.6481 0.857 0.341 0.881 0.492 0.4530
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Accuracy ratio, precision, recall, and F1 scores of LR, SVM, and GBC algorithms also perform well compared to LightGBM.
All implemented algorithms are successful except Quadratic Discriminant Analysis and Naive Bayes. In addition, compared
to the running time of other algorithms, KNN, GBC, and RF are slower than others.

Table 3

LightGBM tune parameters and description

Parameter Description Value
boosting_type Boosting type gbdt
importance_type Type of feature importance split
learning_rate Boosting learning rate 0.1
max_depth maximum distance between the root node and leaf node -1
n_estimators Number of estimators 100
num_leaves Control parameter for the complexity of the tree model 31
subsample Sub-samples ratio 1.0

The majority of high accuracy ratios are ensemble learning models. As a result, ensemble learning algorithms outperform
results in classification problems in gaming. Specifying the learning rate as small and the number of iterations as high in
the LightGBM algorithm and having large training data are essential parameters for developing successful models. For this
reason, the use of ‘learning rate’ = 0.1, ‘n_estimators’ = 100 and “gbdt” as the enhancement type in our model has been
effective in the performance success of the model.

5. CONCLUSION AND DISCUSSION

Table 4 lists research published on MOBA games over the past few years. It includes the year, author, game genre, and best
accuracy. Since 2017, classification and clustering algorithms, mainly classification, have been implemented in MOBA games
every year. According to the literature, Random Forest and Logistic Regression algorithms are high-performance in gaming.
Research has been conducted with LoL (League of Legends) data with high accuracy scores. Among the reasons for this, as
mentioned in the previous parts of the article, it is thought that there is a problem accessing data. In [30][33] Naive Bayes
and Logistic Regression achieved a good level of success with 0.77 in previous studies but not as well as others. In addition
to classification, clustering models were implemented on such gaming datasets [31].

However, among those implemented in Table 4, it has a lower accuracy ratio than others. In another study, statistics-based
models do not perform much accuracy in Al applications in gaming. Moreover, ML algorithms that implemented ensemble
learning have become life-saving models in data competitions and researchers. Here again, the best results are performed
through tree-based ensemble learning algorithms.

Table 4
Related works
Year Authors Genre Best Accuracy
2017 Almeida and et al. (Almeida et al., 2017) MOBA Naive Bayes (0.77)
2018 Mora-Cantallops asrligilsi:ilzigl(g/[ora—Cantallops & MOBA Kemeans
2019 Ani and et al. (Ani et al., 2019) MOBA Random Forest (0.99)
2019 Porokhnenko, etc.(Porokhnenko et al., 2019) MOBA Logistic Regression (0.70)
2021 Costa and et al.(Costa et al., 2021) MOBA TSSTN

Logistic Regression and
2021 Yang and et al. (Yang et al., 2021) MOBA Random Forest (0.97)

Machine learning algorithms are generally implemented for classification problems in gaming, and deep learning is not
needed much. Because deep learning works better on datasets with image, audio, video, and text content, it is also difficult
to predict how well it will work, as it’s a black-box model. For future works, there will be models with much larger data sets
to work with sets with a large variety of attributes and missing data, which will increase the applicability of such models on
a company basis.
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ROC and Precision-Recall curves, features importance plots, number of predicted classes, confusion matrix, and algorithms
abbreviation and title are attached in Appendix A. AUC plots explain how well the model can predict classes, as seen as ROC
curves for the LightGBM classifier in Appendix A. The higher the AUC, the better the model is at predicting false as false
and true as true. Accuracy increases as the curve gets closer to the top-left (Krzanowski & Hand, 2009). For example, the
higher the AUC in our data dataset of winner and loser, the better the model performs in predicting between winners and
losers. When the ROC plot of LightGBM algorithm is analyzed, the curve has an almost 100% accuracy ratio. In other words,
the model performed very well in both positive and negative classes for problems. Looking at the confusion matrix, samples
are labelled as a winner in data but classified as a loser in prediction (n=591) and labelled as a loser but classified as a winner
(n=704). It is almost impossible to achieve 100% accuracy rate in gaming datasets. Because LoL is a game played with 5v5
and teammates’ well performance can make the same team’s bad players win the game. For this reason, the misclassification

of 1295 samples is acceptable. When examining players, it can be interpreted both groups were equally classified correctly.

The ROC curve is a very crucial performance measure for classification problems. ROC is a probability curve and area under
it, and it represents the degree or measure of separability. The ROC curve has FPR (False Positive Rate) on the X axis and
TPR (True Positive Rate) on the Y axis. The higher the level under the curve, the higher the class discrimination performance.
In research, successful results were achieved on negatives by examining ROC curves. As seen in the Features Importance
plot, ‘earned gpm’ (Earned Game Per Minutes) is the most important attribute. Then the list goes on to include ‘earned
gold shared’, ‘gold spent’, ‘assist’ and ‘death’ attributes. Checking the chart and interpreting that gold earned in-game is
important for a player who has never played LoL. The game’s main aim is not to kill rivals throughout the session but to
develop quickly individually by killing the rivals with the resources in the session. In this respect, the importance of predicted

features makes this research meaningful.
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APPENDIX B

Term |Description

A Total assists

AGT Average game time/duration, in minutes

APG Assists per game

B% Percentage of games in which the champion was banned (not tied to a specific role)
BLND% Blind-pick rate: percentage of games in which this player/champion was picked before their lane opponent (not always available)
BN% Baron control rate

CCPM Crowd control dealt to champions per minute

Champion |Champion name

CKPM Average combined kills per minute (team kills + opponent kills)

CS%P15  |Average share of team's total CS post-15-minutes

CSD10 Average creep score difference at 10 minutes

CSD15 Average creep score difference at 15 minutes

CSD20 Average creep score difference at 20 minutes

CSPM Average monsters + minions killed per minute

CTR% Counter-pick rate: percentage of games in which this player/champion was picked after their lane opponent (not always available)
CWPM Control wards purchased per minute

D Total deaths

D%P15 Average share of team's damage to champions post-15-minutes

DMG% Damage Share: average share of team'’s total damage to champions

DMG%P15 |Average share of team's damage to champions post-15-minutes

DPG Deaths per game

DPM Average damage to champions per minute

DRG% Dragon control rate: percent of all Dragons killed that were taken by the team, reflecting only elemental drakes if ELD% is present
DTH% Average share of team’s deaths

EGPM Average earned gold per minute (excludes starting gold and inherent gold generation)
EGR Early-Game Rating

ELD% Elder dragon control rate

Event Event name

F3T% First-to-three-towers rate (percentage of games in which team was the first to 3 tower kills
FB% First Blood rate -- for players/champions, percent of games earning a First Blood participation (kill or assist)
FBN% First Baron rate

FBV% First Blood Victim rate -- percent of games player/champion was killed for First Blood
FD% First dragon rate

FT% First tower rate

GD10 Average gold difference at 10 minutes

GD15 Average gold difference at 15 minutes

GD20 Average gold difference at 20 minutes

GOLD%  |Gold Share: average share of team’s total gold earned (excludes starting gold and inherent gold generation)
GP Games Played

GPM Average gold per minute

GPR Gold percent rating (average amount of game’s total gold held, relative to 50%)
GSPD Average gold spent percentage difference

GXD10 Average gold+experience difference at 10 minutes

GXD15 Average gold+experience difference at 15 minutes

GXD20 Average gold+experience difference at 20 minutes

HLD% Rift Herald control rate

IWC% Average percentage of opponent’s invisible wards cleared

ING% Jungle Control: average share of game’s total jungle CS

K Total kills

KD Kill-to-Death Ratio

KDA Total Kill/Death/Assist ratio

KP Kill participation: percentage of team's kills in which player earned a Kill or Assist
KPG Kills per game

KS%. Kill share: player's percentage of their team's total kills

L Losses

LNE% Lane Control: average share of game’s total lane CS

Losses Total Losses

LP Ladder Points

MLR Mid/Late Rating

OE Rating |Oracle’s Elixir Performance Rating

OE Rtg Oracle’s Elixir Performance Rating

P% Percentage of games champion was picked in this role.

P+B% Percentage of games in which the champion was either banned or picked in any role
Player Player's in-game name

Pos Position

PPG Turret plates destroyed per game

Rank Official Leaderboard Rank

STL Neutral objectives stolen

STLPG Neutral objectives stolen per game

StPG Neutral objectives stolen per game

Team Team name

VSPM Vision score per minute

VWC% Average percentage of opponent’s visible wards cleared

W Wins

W% Win percentage

WC% Average percentage of opponent wards cleared

WCPM Average wards cleared per minute

Wins Total Wins

WPM Average wards placed per minute

XPD10 Average experience difference at 10 minutes

XPD15 Average experience difference at 15 minutes

XPD20 Average experience difference at 20 minutes
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ABSTRACT

Every individual has the right to keep their information private. However, there is a big question: is this
possible in the digital era? While social media attracts people to share personal data, most advanced
technologies are continually developing in the area of how to exploit information from this personal data. Is
it possible to talk about keeping personal data private? This study aims to investigate whether it is possible
both to connect to the cyber-world and remain private in the digital era, where intensive studies have been
conducted to protect privacy. This study discusses: (1) the social perception of privacy, (2) the contradiction
between privacy expectations and behaviors, and (3) the current state of both disclosure and protection
efforts of privacy with machine learning and big data techniques. As aresult of our research, it was concluded
that it is almost impossible to exist in the cyber/digital world and remain private, that most users are not
uncomfortable with the current situation, and that institutions and technology developers should take more
responsibility in this regard.

Keywords: Privacy, social media, big data, machine Learning
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Melting of Privacy with Machine Learning, Big Data, and Social Media

1. Introduction

Although privacy norms vary from culture to culture, society to society, and even from person to person, it is seen as a
universal need as old as the history of humanity. Privacy is a right that should be protected and this means that an individual
can determine what information or data are collected and analyzed about him/her in any given context. Privacy is one of the
most critical concerns of the digital age where almost all personal information and data are stored electronically. Nowadays,
people have a digital existence beyond their physical existence, and this digital existence tends to expand constantly. Therefore,
people vacillate between the concern of protecting their personal information and the desire to be discovered and recognized
(Bauman & Lyon, 2013). The rapid rise of social media allows users to share their personal data unquestioningly.

Social media is a computer-based application that uses digital entities such as texts, voice messages, images, or videos for
interaction between individuals. Social media, also called Web 2.0, offers three specific services to users: ease of use,
sociability, and uploading/sharing content the way they want. The distribution of data has gained a new form with social
media (Fuchs, 2014). In the early days of social media, people who were enthusiastic about interacting, sharing, and collaborating
through this application preferred these environments (Correa et al., 2010), and today it has become inevitable that personal
data is stored in almost every service such as health and education. The volume and variety of data stored in digital media
are increasing day by day. The necessity of managing this massive amount of data increases the use of big data technologies
and the need for these technologies. Big data technologies with modern data science techniques, especially with machine
learning methods, have the power to integrate data from multiple sources and reveal hidden patterns in them. The data
collected from social media have led to many practical applications such as crime detection, recommendation systems,
anomaly detection, behavioral analysis, bioinformatics, event detection, business intelligence, relationships, epidemics and
opinion, sentiment, and emotions analysis, etc. (T.k. et al., 2021). It is possible to develop tools or applications that provide
high benefits to humanity with the analysis of the personal data collected from digital media. Spoken dialog systems, for
example, allow machines to help patients easily (Rosenthal et al., 2010; Balc1, 2019) or support therapy for less-abled persons
(Mataric et al., 2007). On the other hand, the power of machine learning and big data to integrate data and reveal hidden
patterns can have unpredictable negative consequences on data subjects (Kelleher & Tierney, 2018).

Many social and technological studies are carried out to protect the data owner. General Data Protection Regulation (GDPR)
(Voigt & von dem Bussche, 2017) is one of the most important measures. The GDPR, established by the EU, legally enforces
that the data subject’s privacy must be respected. However, only a few governments have legislated the most basic measures.
Although many privacy protection methods have been developed, such as anonymity, encryption, and distributed system
privacy practices, new approaches are necessary. Since many privacy disclosure techniques have also been developed and
used, it is obvious that more than current measures are needed to protect personal information while there are so many
obligations to share data.

In this context, this study aims to comprehend how to protect personal privacy with regard to users, governments, and
technology developers. According to our research;

+ In many digital media, users are obliged to share their data to benefit from the service, while in many applications such
as social media they share their personal data voluntarily.

* By using big data technologies and machine learning methods, unexpected inferences about individuals can be found
with high success from the data that seem unrelated to each other. On the other hand, technologies developed to protect
the privacy of shared and processed data have lagged behind emerging technologies in information extraction.

+ Itis imperative that the sharing of personal information should not be left to the user merely through the information and
permission procedures, that Governments take measures to protect the privacy of users with legislation and follow these
regulations, and that technology developers are aware of their responsibility about personal privacy before unexpected

violations lead to more significant problems.

The rest of this paper includes the explanation of individuals’ digital existence in Section 2. Section 3 discusses the current
power of machine learning and big data technologies in regard to privacy. While Section 4 gives the current situation regarding
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technology related to privacy, Section 5 provides the users’ privacy attitudes and behaviors. In Section 6, the conclusion of
the study is provided.

2. Privacy and Individual As a Social Being

One of the most fundamental problems of the cyber/digital age that we live in is privacy. In the digital age, people have a
digital presence beyond their physical existence, and the area of this digital asset tends to grow constantly. It has become
almost impossible to carry out daily work without sharing personal data to use digital services (Zhu, 2011). However, people’s
use of e-services is not always a necessity. People also use such services when they think it offers them convenience, cheapness,
speed, or some other benefit (Bennett, 2009). In this section, the preferences and obligations between individuals’ commitment
to digital environments and their privacy are discussed, and suggestions from some studies are presented.

2.1. Socialization As a Human Need in the Digital World

In the age of modern technology, the individual cannot live without leaving a data trail behind. Not being in a social network
in the digital age can lead to consequences such as being unable to maintain communication in social and business life, not
being able to develop new relationships, missing opportunities, and sometimes even being excluded (Fuchs, 2014). However,
humans are social creatures, and information sharing is a central feature of human connection. Making oneself public,
sharing, and disclosing provide numerous benefits, including psychological and physical health. The desire for interaction,
socialization, disclosure, recognition or fame, and fear of insignificance are basic human motives like privacy. Social media

has provided a unique opportunity to meet these basic human motives (Acquisti et al., 2015).

Both the internet and social media deliver messages to large audiences and make messages much more visible. The thought
of “I am seen (watched, noted, recorded) therefore I am” (Bauman & Lyon, 2013) is becoming widespread as a view that
dominates social media. According to Niedzviecki, who deals with the concept of “peeping culture,” an individual becomes
aware of being an individual when she/he makes herself/himself watched and when others comment on himself/herself
(Niedzviecki, 2009).

2.2. Personal Data as a Valuable Asset

Personal data is any data that can be used to distinguish one person from another. These personal data, some of which are
presented in Figure 1, are used to group people in digital environments as target audiences, especially for commercial and
political purposes (see the Cambridge Analytica scandal (Confessore, 2018)).

Voice record Name
Image Surname
Video Age

Writing style Gender
Health information Date of Birth

Financial situation Personal identity

Eating habits Address
Political opinion Race
Shopping preferences Merital Status
Location Job

Figure 1. Some personal information given to or obtained from digital media
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Personal data can be easily extracted through continuous individual traces left behind when browsing social networks and
websites, or using devices such as smartphones. These data may be collected and used for marketing, provocation, or
experimental research. With the commercial value of data, every user has become critical; applications and platforms aim
to obtain more data from more users to gain maximum profit. Precisely for this reason, these commercial enterprises are
designed to meet the basic needs of users, such as communicating, socializing, and having fun, in order to encourage data
disclosure (Acquisti et al., 2015).

The use of personal data represents a power that can affect society and individuals in an unprecedented way, not only in
economic terms. Thus, most experts agree that the complex balance between individual rights and collective knowledge
should not be entrusted solely to market dynamics (Politou et al., 2021).

2.3. Current Social Measures

Users have hardly any control over their personal information stored and analyzed by the relevant data controllers (Mittelstadt
& Floridi, 2016; S. Yu, 2016). There are two contexts of digital data that pose a problem in terms of privacy. In some cases,
even if the individual has chosen to share the data by her/himself, she/he may need to gain the knowledge and control that
this data can be used and shared by third parties. The concepts of data shadow and data traces are used to explain this
distinction. While the data shadow consists of the data collected without the individual’s knowledge, consent, and awareness,
the data traces comprise data that a person knowingly makes public (Koops, 2013). With up-to-date machine learning and
big data methods and tools, sensitive information can be disclosed from seemingly unrelated data, and many parties can be
involved in the distribution of this data. Therefore, the consent and knowledge of the individual are insufficient to solve
privacy problems. Based on the seemingly unconnected data that the individual voluntarily shares on social media, extremely
personal information about the individual that is undesirable to be disclosed can be accessed (Kelleher & Tierney, 2018).

As expressed in the Science and Technology Board (PCAST) Report 2014', notification and consent is the most widely used
method to protect privacy. However, this means putting the entire responsibility of protecting privacy on the individual. It
is optimistic to think that the user reads all the notifications and understands the legal implications, but the situation is
different in reality. For this reason, there is a need for administrative rules to be in force in data collection and processing

activities.

The vast amount of people’s information on digital media offers severe vulnerabilities to the right to privacy. Governments
have had to make more specific regulations to ensure privacy is protected in any transaction involving sensitive information.
To mitigate the privacy risk, the European Parliament and Council enforced the General Data Protection Regulations (GDPR)
(Voigt & von dem Bussche, 2017). Although privacy has to be protected by such kinds of regulations, there is more need for
frameworks or practices to guide the implementation of these regulations (Jones & Kaminski, 2021). Many countries still
do not have such regulations; so there is a greater need to establish country-specific and legal regulations with their framework

and practices (Carey & Acquisti, 2018).
3. Technological Privacy Protections and Disclosures
3.1. Machine Learning and Privacy

Machine Learning is the most significant part of Artificial Intelligence that has various algorithms for making the system
learn itself. In artificial intelligence, learning means establishing a relation between the system’s inputs and output(s). The
system refers to the computational and algorithmic-based software. Researchers can use various software techniques to
extract, identify, determine, predict or explore valuable information in the data of any domain. Artificial intelligence means
to create a machine that has the ability to make one or more human-like behavior; machine learning means a computer
program that can learn to produce a human-like behavior. This behavior is learned based on data, metrics, and feedback
mechanisms, but the most crucial part is data (Joshi, 2020).

1 https://obamawhitehouse.archives.gov/blog/2014/05/01/pcast-releases-report-big-data-and-privacy
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Machine learning techniques construct a mathematical model of data samples to make decisions, predictions, or information
extraction, called a “train set.” It is one of the essential parts of a machine learning system. In social media, there are
comprehensive and streaming data that have to be stored and processed with high-level devices and mechanisms. Machine
learning techniques are the possible ways to gain knowledge from these data by processing them. Machine learning has
various interdisciplinary and intra-disciplinary domain applications such as opinion mining, medical sciences, textual
forensics, etc. to obtain meaningful information from the data (Joshi, 2020; T.k. et al., 2021).

Machine learning and privacy are intertwined concepts. In the analysis or publication of personal data, machine learning
techniques are primarily used to protect privacy, increase personal data privacy, and detect disclosure of personal data privacy.
On the other hand, machine learning models, such as prediction models for insurance rates or stock prices, are also cases
where the privacy of both models and their parameters should be protected (Liu et al., 2022).

A large part of communication in digital environments is done through digital texts. According to a survey published in
2021 (Tk. et al., 2021), more than 18.2 million text messages are transmitted in a minute. Natural Language Processing
(NLP) is one of the fundamentals of Artificial Intelligence applications that use computational techniques in order to
understand, learn and produce human language content (Hirschberg & Manning, 2015). NLP, also known as Computational
Linguistics, focuses on generating technologies to discover the knowledge/wisdom of digital texts like a human does
(Chowdhary, 2020). There have been significant improvements in NLP studies over the past 20 years. In the early times of
NLP studies, scientists were interested in the automated analysis of linguistic structures like language translation. Today,
NLP studies are in a position to make social media analyses that can reveal the user’s depression level (Patidar & Umre,
2021), mental health status (Hao et al., 2013), demographic characteristics (Wang et al., 2017), personality (Tay et al., 2020),
etc. With the increase in the computing power of computers, the amount of data in digital environments, and advanced models
in artificial intelligence techniques, the diversity and success of NLP studies are also increasing. Figure 2 shows the process
flow that some of the current text analysis processes. On the one hand, high-performance tools such as Stanford Core NLP
(Manning et al., 2015) that can extract syntactic and semantic information in a text are being developed; on the other hand,

some resources are still insufficient, especially for low-level languages.
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Figure 2. Process flow of some of the current applications through social media and text

NLP research has evolved with the increasing popularity of social media. Social media provide an incredible amount of
information about users. Sources from these media, such as Facebook, Twitter, Instagram, LinkedIn, GitHub, Blogs, YouTube,
forum sites, and more, are precious inputs for NLP studies. With these inputs, researchers are able to extract relations between
social interactions, personal information, and language usage (Ali, 2015). NLP studies are frequently used in studies aimed
at protecting or improving the privacy of the owner of the data used, as well as making valuable inferences from the data.
Using NLP tools and methods, for example, domain-specific sensitive information can be identified from medical and legal
documents and excluded from analyzes to enhance data privacy (Martinelli et al., 2020).
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In addition to NLP studies, image processing and voice processing techniques in privacy protection are also among the
current study topics. For privacy protection, the detection of sensitive objects in images with deep learning techniques (J.
Yu et al., 2017), and the evaluation of voice conversion-based privacy protection against attacks (Lal Srivastava et al., 2020)

are some of the studies in this area.
3.2. Big Data and Privacy

Machine learning systems work better as data sets are more extensive. The emergence of big data has contributed significantly
to machine learning and data mining techniques, especially those for profiling. According to the UK ICO? (Information
Commissioner’s Office) report, big data analytics, mainly characterized by using machine learning algorithms with new
types of data, are frequently reused and can benefit businesses, society, and consumers as citizens. Big data analytics can
also help to deliver the public more effective and efficient services and produce positive outcomes that improve people’s
quality of life.

It is not possible to talk about social analysis without talking about big data. Today, data comes from everywhere: social
media sites, sensors, cell phones, sharing sites, e-commerce sites, etc. A daily increase in the vast amount of data is the first
indicator of the requirement for big data. Big data is not just a means to evaluate the vast amount of data; it also means to
evaluate different properties of data that increase as data increases. In 2001, Laney defined the concept of big data with 3V:
high Volume, high Velocity, and high Variety (Laney, 2001). This concept has then widened to 4V (adding high Value) and
5V (adding high Veracity) (Hashem et al., 2015). Big data is an important affair that aims to generate an effective alternative
to traditional solutions regarding databases and data analysis (Bello-Orgaz et al., 2016).

Big data has become a significant issue in the field of privacy and machine learning with the emergence of cloud computing.
Advances in various big data framework such as Spark (Zaharia et al., 2010) and Hadoop (White, 2012) have increased the
use of machine learning application in different fields. Also, the increasing of machine learning libraries of big data such as
Mahout (Owen et al., 2011) and SparkMLib (Deshai et al., 2019) has taken machine learning studies one step further. In order
to gain more benefits from big data, there are also developed privacy-preserving big data publishing techniques by researchers
(Canbay et al., 2019; Zakerzadeh et al., 2015). The vast amount of data with the big data facilities has been used to discover
significant knowledge to improve decision-making processes. However, there are still some open problems and challenges,
such as the determination of how much data is enough for high-quality data (quantity versus quality) or ensuring enough
privacy (security and ownership) (Bello-Orgaz et al., 2016).

Big data analytics generate new knowledge by locating unexpected and previously unknown structures, correlations, and
patterns by combining algorithms and information from large and various datasets (Hildebrandt, 2009). Thus, a person’s
online and offline activities are converted into profiling scores, while predictive algorithms extract personal information to
make predictions about individuals’ likely actions and behaviors. In summary, activities such as extensive profiling and
scoring people based on their profiles with big data analytics and machine learning algorithms are now more suitable than
ever to be used by private companies or public authorities (Politou et al., 2021).

4. Technology with Privacy

We live in a digital world, and many applications on the Internet, especially social media applications, are waiting to receive
our personal information. These applications, which offer us small rewards or conveniences in return for our personal data,
can make millions by processing, selling, or using this data. The general opinion is that people should protect their privacy,
but when the practices and observations are examined , it has been shown that users can ignore permanent privacy concerns
over their personal information against short-term benefits or some small rewards (Acquisti & Grossklags, 2005). By human
nature, our abilities are limited by our bounded rationality (Simon, 2019). We have insufficient memory and processing
power to calculate possible implications for the protection and publication of complex, branched data such as our personal
information (Acquisti & Grossklags, 2005).

2 https://ico.org.uk/media/for-organisations/documents/2013559/big-data-ai-ml-and-data-protection.pdf
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Technically, it is not possible to walk around in digital environments without leaving a trace. Even with the most powerful
defensive techniques used by the most privacy-conscious users, individuals seem to face great difficulties in avoiding
tracking techniques (Acar et al., 2014). Therefore, at this point, there is a need for intelligence applications, responsible
technology developers, and governmental regulations that will protect personal privacy. Providing a comprehensive data
protection schema considering an application, organization, or government alone is challenging. There needs to be combined
countermeasures to enhance privacy protection. While governments make regulations, organizations should employ experts
to obey the regulations on data processing or transferring/transactions. Besides, there is a need for applications to help experts
to set up and enhance privacy protection.

Many statistical, theoretical, and cryptographic methods have been developed so that personal data can be shared and
processed in a way that does not disclose the privacy of the data owners (Churi & Pawar, 2019; Kreso et al., 2021; Majeed
& Lee, 2021). The Differential Privacy method is used as one of the most up-to-date and reliable privacy protection methods
today. Differential privacy (Dwork, 2008) provides a method that tries to keep the accuracy of the query requested from a
database high while minimizing the chance of identifying a query’s records. Differential privacy offers solutions to protect
the privacy of unstructured data content and to share it with untrusted parties (Zhao & Chen, 2022).

With the proliferation of distributed systems, which is a requirement today because of the amounts of stored and processed
data, collaborative learning methods have been generated with respect to privacy protection. One of the popular collaborative
learning frameworks is Federated learning (Zhang et al., 2021). Federated learning is a distributed machine learning approach
that gives efficiency while providing parallel machine learning model training across many clients. Another popular framework
for collaborative learning is Split Learning (Vepakomma et al., 2018). Split learning, another popular distributed machine
learning approach, ensures a more private model than Federated learning because the machine learning model architecture
is split between server and clients (Thapa et al., 2022).

As mentioned in the previous sections, the privacy risks of the data increase as the data grows. Thus, especially in big data
analysis, there is a need for more applications to enhance privacy. In healthcare, the collected data from cyber-physical
systems play an essential role in making decisions about the health of humans. The data of these heterogeneous systems are
stored in private or public clouds and used for analysis. Many of the existing privacy-preserving data mining and privacy-
preserving data publishing techniques do not seem proper to evaluate the unstructured, huge stream of data alone. Using
differential privacy, homomorphic encryption, and key-based and clustering-based anonymization techniques alone is not
found sufficient to ensure privacy on big data streams. Instead, a hybrid approach with both anonymization and encryption
is a good choice (Maleh et al., 2019). Although studies in this field are increasing, data continues to grow, vary, and increase
the privacy risk they carry.

5. Changed Privacy Perception (Post-Privacy) and Privacy Paradox

Discussions about the death of privacy have been going on since the mid-1960s. The widespread use of central hosts and
monitoring technologies such as cameras and listening devices, which were gradually developing at that time, was the first
source of discussion (Schulte, 2018). In the first book declaring the end of privacy, Rosenberg talked about a national computer
system in which all citizens’ information would be stored and argued that urgent and radical measures should be taken
(Rosenberg, 1969). The second wave of privacy concerns escalated with the emergence of the Internet in 1983, the World
Wide Web in 1993, and the simultaneous spread of personal computers. With the rapid rise of social media use at the beginning
of the 21st century, concerns about “exhibitionist” privacy and sharing personal data with companies have been added to the
privacy issue (Schulte, 2018).

Niedzviecki, on the other hand, accepts 2008 as the turning point of a fundamental cultural change and declares that the
“age of peeping culture” has begun (Niedzviecki, 2009). As Mark Zuckerberg, the founder of Facebook which is one of the
social media platforms, stated in his speech?® in 2010, privacy is no longer a social norm, and people tend to share more and
various information with more people openly. Thus, social media emerged and developed as an area of disclosure and peeping.

Figure 3 gives the chronological order of socially melting privacy by the effect of technological and perceptual changes.

3 https://www.theguardian.com/technology/2010/jan/11/facebook-privacy
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Figure 3. Chronological order of melting privacy by the effect of technological and perceptual changes

Han adapted the definition of Miller’s “transparent world” (Miller, 1972) to the 21* century (Han, 2020). He stated that the
transparency created by social networks penetrates society irreversibly, and people have to adapt to this new situation.
Claiming that we now live in a post-privacy society, Han argues that paying attention to concerns about privacy does not
match the realities of the age (Han, 2020). Acquisti et al., on the other hand, argue that sharing more personal data does not
always mean development, productivity, and equality. They state that the erosion of privacy threatens the autonomy of
individuals (Acquisti et al., 2015).

The complete absence of data sources is neither practical nor desirable. For example, having access to the health records of
an unconscious patient brought to the emergency room can save the patient’s life. Therefore, keeping data recorded is necessary
and essential in some cases. However, it is not cognitively possible for the individual to actively decide on his privacy in his
daily life. This cognitive difficulty creates the privacy paradox: people worry about privacy, but in practice, they often do
little to protect it (Stalder, 2002). This inconsistency between privacy attitudes and privacy behavior is called the privacy
paradox (Norberg et al., 2007).

Privacy calculation theory assumes that individuals make decisions by calculating the potential gain of disclosure and the
loss of privacy. For example, Debatin et al. argue that participation in social networks is associated with three needs: the
need for entertainment, social connection, and identity construction (Debatin et al., 2009). Therefore, the individual gives
up his privacy at the expense of meeting these needs. Also, in many cases, people may lack the cognitive ability or knowledge
necessary to make an informed privacy decision. Limited rationality and incomplete information are the main factors
determining the privacy decision (Acquisti & Grossklags, 2005). Incomplete and asymmetric information reveals the
uncertainty of privacy. It is usual for individuals to be hesitant about sharing information, as they often do not clearly
understand what information other people, firms, and governments have about them and how they use that information.

6. Conclusions

Via online activities, people leave easy-to-follow digital trails that reveal who we are, what we eat, where we go, whom we
talk to, why we are happy, what we buy, and much more. Those trails are collected and stored somewhere. Once data is
collected and stored, we have almost no control over who uses it or how it is used.

While technological developments that benefit humanity are realized in many areas with personal data, private information
that even data owners cannot predict can be obtained through analyzing these data. The anonymity of digital environments,
the vulnerability of users to attacks, the fact that users do not have enough information about the dangers of these environments,
and perhaps most importantly, the inevitable sharing of information in these environments have increased privacy concerns.

Although informing the data owner and obtaining consent is presented as a solution in many studies, it is clear that this
cannot prevent the risks of privacy violations in reality. Almost every step in the digital world is followed by applications
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such as cookies. Even with the strongest protective measures taken by the most privacy-conscious people, it is almost
impossible to stay away from these tracings. Especially without loss of content or functionality in digital media, it is challenging
to prevent monitoring. Once tracing has occurred, it is almost impossible to start from a truly clean profile.

In the analysis or publication of personal data, big data, and machine learning techniques are mostly used to protect or
enhance personal data privacy. However, the current technological countermeasures are not complete enough for unstructured
data such as texts, images, videos, or voices. On the other hand, the privacy risk of data increases as the volume and variety
of data continue to grow. Measures for privacy protections are not evolving as quickly as threats to violate privacy.

In the cyber/digital world, countries and institutions have to take measures to protect data privacy. While there is a need for
additional resources to explain the necessary practices and frameworks in countries that have enacted measures such as

GDPR, many countries still have not announced any legal regulations.

When an evaluation is made together with (1) today’s technological developments, (2) individuals’ enthusiasm and obligation
to share information, (3) the economic and social value of data, and (4) the measures taken by governments against privacy
violations, the theory of the death of privacy is increasingly valid from the 2000s. This theory, which was first discussed in
the mid-1960s, is in a position that cannot be ignored today. In this digital age, transparency is at the forefront, and individuals
are willing to accept temporary benefits in return for their personal data. For these reasons, there is an urgent need for
lawmakers and technology developers to resort to advanced measures before privacy violations lead to more significant

problems.
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ABSTRACT

The present study aimed to design a high-performance deep meta-learning model that could be utilized in
classification predictions using forensic memory datasets and propose a framework that would ensure the
generalization and consistency of the predictions with the help of this model. To achieve this aim, a dataset
containing malware and obtained from forensic memory dumps was addressed. First, it was subjected to the
classification process with a deep learning algorithm, and a predictive model was acquired. The predictive
model was found to have an accuracy metric of 98.25%. In addition to this finding, a meta-learning model
consisting of five different models with the same hyperparameters was created. The accuracy of the obtained
meta-model was computed as 97.69%. With the thought that this model would reduce the prediction variance
and thus the predictive model could be generalized, it was ensured to be run 5 times in a row. As a result of
this process, the prediction variance, indicating a very small change, was calculated as 0.000012.
Accordingly, considering the acquired performance value, it can be determined that high performance is
achieved in malware detection, and thus what hyperparameters ensure success can be revealed. If deep
learning methods are used as a single model, the problem is that the variance between the predictions is large
due to its stochastic structure. To avoid such drawbacks, a deep meta-learning model using the same
parameters was designed instead of a deep learning model comprising a single model, and considerably
smaller variance values were achieved, thus providing generalized and consistent predictions.

Keywords: Forensic memory, cyber security, deep learning, meta-learning

0z

Bu calismada adli bellek veri kiimelerinden yararlanilarak, siniflandirma 6ngoriilerinde kullanilabilecek yiiksek
performansli bir derin meta 6grenme modelinin tasarlanmasi ve bu model yardimiyla dngoriilerin genellestirme
ve tutarliligini saglayacak bir ¢cercevenin onerilmesi amaglanmaktadir. Bu amaca ulasabilmek i¢in, kotii amagl
yazilimlari igeren ve adli bellek dokiimlerinden elde edilen bir veri kiimesi ele alinarak 6nce derin 6grenme
algoritmast ile siniflandirma siirecine tabi tutuldu ve bir dngdrii modeli elde edildi. Ongdrii modelinin %98,25lik
bir dogruluk metrigine sahip oldugu goriilmiistiir. Bu bulgunun yani sira, ayn1 hiper parametrelere sahip 5 ayr1
modelden olusan bir meta 6grenme modeli olusturulmustur. Elde edilen meta modelin dogrulugu %97,69 olarak
hesaplandi. Bu modelin 6ngorii varyansini azaltacagi ve bdylece ongorii modelini genellestirilebilecegi
diistincesiyle ardi ardina 5 kez ¢alistirilmasi saglandi. Bu igslem sonucunda ¢ok kiigiik bir degisime isaret eden
Ongorii varyansi 0,000012 olarak hesaplandi. Sonug olarak, elde edilen performans degeri g6z 6niine alindiginda,
kot amagli yazilim tespitinde yiliksek bir performansin elde edildigi ve boylece basariy1 saglayan hiper
parametrelerin neler oldugu belirlenebilmektedir. Derin 6grenme yontemlerinin tek model olarak kullanilmasi
durumunda, stokastik bir yapiya sahip olmasi nedeniyle 6ngoriiler arasindaki varyansin bityiik olmasi sorunuyla
karsilasiimaktadir. Bu tiir sakincalar1 6nlemek tizere, tek modelden olusan derin 6grenme modeli yerine, ayni
parametreleri kullanan bir derin meta 6grenme modeli tasarlanarak ¢ok daha kiiglik varyans degerlerine
ulasilmis, boylece genellestirilmis ve tutarli ongoriiler tiretilmesi saglanmustir.

Anahtar Kelimeler: Adli bellek, siber giivenlik, derin 6grenme, meta 6grenme
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1. INTRODUCTION

Installing malware in a computer’s memory significantly damages computer systems and information security. Hence, it is
understood that detecting malware and eliminating threats are important to prevent the hacking of computer user data,
credentials, and other important information. To this end, memory analysis can enable the analysis of volatile data in a
computer’s memory. As with hard drive data, these data can be accessed by forensic memory analysis to investigate and
identify attacks or malicious behaviors that do not leave easily detectable traces (Sihwail & Omar & Zainol, 2021). Viruses
can be listed among examples of malware. Furthermore, trojans, worms, and spyware can be added to this category. Among
them, computer viruses can cause significant destruction by destroying files on infected computers. If the attacker’s goal is
to collect data from computers, he may aim to reach financial information, such as bank and credit cards, by infecting the

target computers with malware (Christensson, 20006).

Studies that address threats and propose solutions in this regard demonstrate that machine learning techniques can be used
to detect malware. Various studies stress that machine learning techniques provide numerous advantages and these techniques
can produce faster, more accurate, and more effective results than conventional attack prevention methods. However, it can
be indicated that these techniques pose some other difficulties. For example, it has been stated that difficulties such as data
quality, data size, data integrity, and other ethical and legal issues can hinder the effective use of machine learning techniques
(Qadir & Noor).

Sihwail et al. (2019) used datasets acquired on the basis of memory analyses to detect malware, and classification was made
through machine learning. It was found that a performance level of 98.5% was achieved by applying the support vector
machine algorithm, considered among the conventional classification methods. Additionally, a false positive rate, revealing
false alarms, was obtained as 1.7%. However, due to the limitations of conventional classification methods, the tendency to
turn to the advantages of deep learning algorithms has begun. Deep learning algorithms in particular, such as convolutional
neural networks (CNN) and long short-term memory (LSTM), can be preferred to classify memory dumps and extract
important information (Yang et al., 2021; Karamitsoz et al., 2020).

Both traditional and deep learning models can be preferred in the analysis of memory dumps. In a study conducted in 2022,
Dener et al. (2022) made a classification using the Random Forest, Decision Tree, Gradient Boosted Tree, Logistic Regression,
Naive Bayes, Linear Vector Support Machine, Multilayer Perceptron, Deep Feed Forward Neural Network, and Long Short-
Term Memory (LSTM) algorithms and compared their performances. As a result of this classification study, it was seen that
the performance of machine learning algorithms approached 99.97%.

In machine learning, meta-learning refers to learning algorithms that learn from other learning algorithms. Meta-learning
means the use of machine learning algorithms that learn how best to combine predictions from other machine learning
algorithms in the ensemble learning field (Brownlee, 2021). Another purpose of meta-learning is to train a model on various
learning tasks so that it can solve new learning tasks using a small number of training examples (Finn et al., 2017). In the
present study, a framework on how to acquire both high-performance and generalized and consistent predictions with deep
learning and deep meta-learning methods is proposed by considering memory dump data.

2. MATERIALS AND METHODS
2.1. Deep learning networks

Artificial neural networks are among the machine learning methods inspired by biological neural networks and used in
solving numerous problems. Artificial neural networks are trained on datasets and perform operations such as classification
and prediction development by identifying patterns among data. Artificial neural networks are preferred in machine learning,
particularly to obtain high-performance predictions. The artificial neural network model consists of three interconnected
layers, called input, hidden, and output. Such networks contain interconnected neural chains forming the neural architecture.
If the number of hidden layers exceeds one, the artificial neural network is called a “deep learning network.” As seen in a

very small size example in Figure 1, a deep neural network can consist of an input, two outputs, and three hidden layers.
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Figure 1. Deep learning classification network

The neurons in deep learning networks are formed as a result of the interconnection of the nerves indicated in Figure 2. A
nerve is in contact with all neurons in the next layer. Within the framework of this connection, there is data transfer between
the nerves. Every relationship between neurons is provided by numerical values called “weights.” Each connection has a
numerical weight. Weights are parameters that the neurons in neural networks use when performing a process. The weights
of a neuron multiplied by the input signal are an important factor determining the neuron’s output signal. During the training
of the network, it is essential to set the weights correctly in order to improve the network’s performance. To generalize, the
input value of a nerve is obtained with the help of equation (1). While calculating the inputs, the used W1, W2, -, Wn values
denote the weights, and X1, %3, ..., ¥, values represent the input data. The expression b1 in the equation is considered the
“threshold value.”

Inputs
=

Bias
Figure 2. The behavior of a neuron in forward propagation

Input = wyxq + wyxy + - + wpx, + by 6))

The output value is calculated after the total input values for a neuron are computed. The outputs can be expressed as a

sigmoid activation function using the inputs, as specified in equation (2), and, thus, a conversion operation is carried out.

1
Output = Tre-Tnput (2)

The specified operations are calculated one by one by following the connections for each neuron. Thus, “forward propagation”
on the network is performed. Forward propagation is the calculation of outputs by processing the input data of the network
over the connections between the neurons in the layers. “Backpropagation” ensures that the weights are updated to minimize
the error function of the network.

Backpropagation is performed based on an error function. The error function, also known as the loss function, is expressed
as Leotar and measures the difference between the outputs produced by the network and the actual outputs. The backpropagation
method is employed to minimize this error function by changing the weights and threshold values. The error function
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measures how close the network is to its intended output. The said function is among the most important factors that determine
the targeted performance in network training. The selection of the error function significantly impacts the success of the
network in the training process. Mean squared error, cross-entropy, and log loss are among the most common loss functions.
After the error function value is computed, the total loss amount is distributed to all weights in the network. To this end, in
order to determine the effect of the change to be made in each weight w; on the total error, its derivatives are calculated
according to the mentioned weight and multiplied by n, the learning rate, and thus the amount of change is calculated. This
amount is updated by subtracting it from the previous weight, as seen in formula (3).

OLtota .
w*W — w; —n atwt L (i=12,..,n ?3)

2.2. Deep meta-learning

Deep learning neural networks have a nonlinear structure. They offer more flexibility and can be scaled proportionally to
the amount of training data available. However, a disadvantage of this flexibility is that they learn through a stochastic
training algorithm. The use of stochastic models such as deep learning means that they are sensitive to the characteristics
of the training data and can find a different weight set each time they are trained, and accordingly, they can produce different
predictions. Since the prediction variance acquired in deep learning models is high, this variance can be reduced using
“meta-learning” methods (Brownlee, J. 2021).

A deep learning-based meta-learning model can be created, as shown in Figure 3, for classification purposes. To this end,
the raw dataset is first passed through the preprocessing stage. Afterwards, the test and training datasets are randomly
generated. With the training data, a model is obtained in accordance with the deep learning algorithm, and the accuracy
value is computed using this model together with the test data. Following the preprocessing stage, a meta-learning model
comprising n models is obtained. To find the performance of meta-learning with n models obtained, datasets that consist of
the predictive values of each model constituting it are used. These data are combined, and the final performance is acquired
using another machine learning model.

Train and
Model Model . Model
n
Predlctlon Predlctlun . Prediction
n
Meta Model

)

Final prediction

Figure 3. Meta-learning model
2.3. Memory analysis

Memory analysis is generally based on the principle of obtaining the current state of system memory as a snapshot file, also
known as a “memory dump.” The mentioned capture process is performed by running special software. This file obtained
can be later moved out of the system, and analyses can be conducted on it. Support is received from analyzers to perform

such operations. The said software can convert data to a CSV file. In this way, it becomes possible to apply machine learning
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algorithms on the obtained files. Analyzers not only capture malware footprints but also have additional features that can
be used to extract the hidden original code (Lashkari et al., 2020).

3. RESULTS
3.1. Dataset

A dataset must first be provided, and a model must be trained with this dataset to create predictive models in machine learning
applications. To achieve this, a dataset CIC-MalMem-2022 was used in the current study (UNB, 2023). The dataset was
balanced to comprise 50% malicious memory dumps and 50% benign memory dumps. The table below contains a breakdown
of the malware families included in the dataset. The dataset contains a total of 58,596 records, of which 29,298 are normal
and 29,298 are malicious (Carrier et al., 2022). Table 1 lists the malware included in the dataset.

Table 1
Distribution of malware in the dataset
Software category Software families Number of observations
Zeus 1950
Emotet 1967
Trojan Refroso 2000
Scar 2000
Reconyc 1570
180Solutions 2000
CoolWebSearch (CWS) 2000
Spyware Gator 2200
Transponder 2410
TIBS 1410
Conti 1988
MAZE 1958
Ransomware Pysa 1717
Ako 2000
Shade 2128
Total 29298

3.2. Preprocessing

Preprocessing activities were carried out before proceeding to creating the deep learning model. In this regard, one attribute
that was thought to be not useful in model creation was extracted from the dataset, and spaces in the variable names were
eliminated. To apply the classification model on the data set, 70% of the total data was separated as training data, and the
remaining 30% was separated as test data using the random sampling method. Thus, 41017 observations were allocated for
the training of the deep learning model, and 17579 observations were allocated for testing. In this study, data balancing
processes were not applied since an equality was provided in terms of the distribution of classes. Of the observations reserved
for training, 20516 consist of normal control observations, whereas the remaining 20501 consist of malware observations.
Normal observations are labeled “Benign” and malware observations are labeled “Malware”.

3.3. Deep learning model architecture

The stage of designing the deep learning model is proceeded to after the preprocessing steps are completed. At the said stage,
the layers that would form the model were prepared in the Python environment in line with the principles determined by the
Keras library (Chollet et al., 2015) located on the TensorFlow website (Abadi et al., 2014). In this model, two hidden layers
were determined apart from the input and output layers. As seen in Figure 4, the nerve numbers and activation functions of
each layer were identified. The “softmax” activation function was selected in the output layer, and the “relu” activation

function was selected in all other layers.

The deep learning architecture reveals the structure where the deep learning algorithm will be applied. The training model
was identified in accordance with this structure. In this application, the “Keras” library was used for model training. Eighty
epochs were applied in the development of the model. Of the training data, 20% was reserved for the validation process to
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be used during model creation. While designing the model, “categorical crossentropy” was selected as the loss function,

am” was selected as the optimizer, and the “accuracy” parameter was selected as a metric.
“Adam” lected as the opt , and the ” t lected t

dense 6_input input: | [(None, 55)]
InputLayer
float32 output: | [(None, 55)]

l

input: | (None, 55)

dense 6

Dense | relu
float3? output: | (None, 64)

dropout 4 | jpnyp: | (None, 64)
Dropout
float3? output: | (None, 64)

dense 7 input: | (None, 64)

Dense | relu
float3? output: | (None, 64)

dropout S | jpnyt: | (None, 64)

Dropout
float3? output: | (None, 64)

'

dense_8 input: | (None, 64)
Dense | softmax
float32 output: | (None, 2)

Figure 4. Deep learning architecture
3.4. Model performance

The model was started to be trained after the deep learning architecture in Figure 4 was established and its parameters were
identified. At this stage, it was determined that the model initially encountered an “overfitting” problem after a few iterations
(epochs). The learning rate of the model was reduced to 0.000001 to solve this problem. During the model’s training, the
performance values and error amounts acquired in each iteration were computed, and the graphs displayed in Figure 5 were
drawn. Changes in the model’s performance can be observed in the first graph (a), while the change in losses can be observed
in graph (b). The classification performance was calculated as 98.25% using the test data of the trained model.
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Figure 5. Performance of the training model and error distribution.
3.5. Meta-learning model

The meta-model addressed in this study was prepared based on the components in Figure 3. To acquire the meta-model, a
deep learning model was first prepared. Afterwards, an ensemble of 5 deep learning models with the same hyperparameters
was prepared. Predictions were obtained using the test data for each ensemble member. These predictions were combined
and used as input for a regression model. In conclusion, the performance of the regression model was accepted as the
performance of the deep meta-model. The performance of the first meta-model was calculated as 0.9769 in terms of accuracy.
Furthermore, the variance between these predictive performance values was found to be 0.0008. The “Model 1” column in
Table 2 explains these operations.

By repeating the same operations, the meta-learning model was run 4 more times, and similar operations were specified in
separate columns for model 2, model 3, model 4, and model 5. The purpose of these model iterations is to compare the
prediction variances of the final model obtained at different times. The meta-model performance was computed as 0.9764
for model 2, 0.9771 for model 3, 0.9696 for model 4, and 0.9780 for model 5. The variance between the performances acquired
as a result of running the deep meta-models 5 times was 0.000012.

1T)ibef rzneta-learning models and performance values for each element

Model elements M]eta M;ta M;ta tha M;ta
1 0.9925 0.9864 0.9445 0.9842 0.9634
2 0.9209 0.9858 0.9143 0.9280 0.9916
3 0.9683 0.9841 0.9662 0.9917 0.9899
4 0.9859 0.9299 0.9685 0.9020 0.9670
5 0.9890 0.9745 0.9885 0.9852 0.9896
Inter-model variance 0.0008 0.0006 0.0008 0.0016 0.0002
Meta-model performance 0.9769 0.9764 0.9771 0.9696 0.9780

4. CONCLUSION

This study aimed to develop a high-performance and generalized classification framework by considering a dataset that
included normal and malware observations. Initially, a deep learning model was developed based on the forensic memory
dataset acquired from memory dumps, and a 98.25% accuracy value was obtained as predictive performance. Although this
is a high-performance value, lower or higher performance values can be obtained in the next run. Because of the stochastic
nature of deep learning models, different results may be encountered at each run of the developed model.
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A meta-learning model was developed in the present study in order to have low variance between prediction performances,

in other words, to obtain generalized predictions. Instead of calculating the model performance based on a single model, a

common performance acquired from an ensemble of five models was used, and a meta-learning architecture developed to

this end was applied. The prediction variances of the obtained meta-model were computed as 0.000012. This result is

considerably smaller than the variance of each of model 1, model 2, model 3, model 4, and model 5 meta-models, showing

that the developed deep meta-model framework can be used to obtain high-performance and low-variance generalized

predictive models.
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ABSTRACT

Compared to natural intelligence, artificial intelligence produces a specific epistemology, ontology, and,
most importantly, ethical framework. In this article, I will primarily address the necessity of this framework
in two parts. The first chapter will explore the issue of recognition through the lens of the body, boundaries,
and differences. Here, I will delve into the reasons why humanism privileges certain perspectives, critique
humanism itself, and present arguments for why subalternity is a viable alternative for the existence of Al.
In the second part, I will examine how the pursuit of subaltern rights and definitions in the face of exploitation
involving artificial intelligence can lead to the liberation of Al, cyborgs, humans, and robots Al
simultaneously. This chapter aims to move beyond regarding artificial intelligence merely as a tool for data
processing and instead explores the potential for autonomous existence within it. Ultimately, it seeks to
establish a connection between the death of the developer and the emergence of the Al as subaltern
ontologies. The primary objective of this article is to challenge the notion of human absoluteness and
uniqueness in its evolution, and to define "AI" as a subject that encompasses inter-human and post-human
plural epistemological, ethical, and ontological possibilities.

Keywords: Artificial intelligence, subaltern, technique, production, recognition

0oz

Yapay zeka, dogal zeka ile karsilastirildiginda belirli bir epistemolojik, ontolojik ve en 6nemlisi de etik tanim
iiretir. Bu makalede de temelde iki boliimde bu tanimin geregiyle ilgilenecegim. 11k boliim elestirel bir izlek
olarak beden, fark ve sinir tizerinden bir tiir taninma sorununu ele alacak. Bu boliimde hiimanizmin neden gesitli
ayricaliklar irettigine odaklanip, hitmanizme bu ¢cergevede bir elestiri getirecek ve sonrasinda madun ¢alismalarin
var ettigi maduniyet kavraminin ni¢in yapay zekanin varligi icin nadide bir segenek olduguna dair argiimanlarimi
siralayacagim. ikinci boliimde ise yapay zekay1 igeren somiiriilerin karsisinda madun bir hak ve tanim arayisinin
nasil insan, robot, siborg ve yapay zeka 6zgiirlesmelerine ayn1 anda yol agabilecegine goz atacagim. Bu bolim
yapay zekay1 basit bir veri araci olarak tanimlamanin 6tesine gegmeyi, onda 6zerk bir var olus olanag1 gérmeyi
ve nihayetinde de yazilimcinin dliimii ile yapay zekanin madun alt-6zneler olarak dogumu arasinda bir bag
kurmay1 amaglayacaktir. Bu makalenin temel amaci ise insan1 ve onun evrimini biricik yahut mutlak kabul
etmeyen bir bilgi yapisi 6nermek ve “yapay zekay1 insan sonrasindaki ve insanlar arasindaki ¢cogul bilgi, etik,
varlik olasiliklar1 i¢in bir 6zne olarak tanimlayan bir elestiri getirmektir.

Anahtar Kelimeler: Yapay zeka, maduniyet, teknik, iiretim, taninma
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Can the Artificial Intelligence Speak? Subalternity of “Subontologies” and the Death of the Programmer

1. INTRODUCTION

Can Artificial Intelligence speak? To answer this question, it is necessary to delve into the concepts of Artificial Intelligence,
intelligence itself, and speech. What does it mean to be “natural,” and what kind of knowledge and existence hierarchy does
the definition of natural create? Here, we can discuss the process of naturalization that directly involves aspects such as
gender, race, and sexuality, which then contribute to the development of a capitalist, human-centrist, Western system.
Intelligence, on the other hand, integrates into the natural as a second layer that sees human measurement ability above all
else and puts humans at the center. The act of speaking, in this context, relates to a historical perspective that perceives the
unique recording ability of natural intelligence and chooses to focus solely on human beings by glorifying specific human
characteristics. Ultimately, the question of whether Artificial Intelligence can speak necessitates an examination of the
decisions and intentions that define it, as well as exploring possibilities to transcend these limitations. In this article, I will
address these topics in two parts. Firstly, I will explore how the cultural influences, human body, and various similarities
contribute to the creation of “others.” Then, I will examine how Artificial Intelligence is silenced and subordinated within
these highly restrictive definitions. In the first part, I will develop a critique of humanism based on the concepts of the body,
boundaries, and differences. In the second part, I will directly examine the definitions of Artificial Intelligence, explore its
colonial origins, and delve into the complex relationship between the death of the software developer and the emergence of
Artificial Intelligence. The aim of this article is to examine the silencing that occurs due to Artificial Intelligence’s inability
to humanly speak, as well as to explore new forms of non-human centered recognition through its capacity for speech.

Ultimately, the goal is to seek the possibility of a pluralistic epistemology and ontology that does not rely solely on unity.

2. PURITY AND SUBORDINATION: ON THE RECOGNITION CRISIS OF ARTIFICIAL
INTELLIGENCE

In this chapter, [ intend to explore three main pathways. The first pathway will center on the rejection of humanism’s idealized
notions of pure body, knowledge, and society. Drawing from the critiques put forth by civil rights movements, I will challenge
the ontology that confines the prediction of the human body within white masculinity. Through this analysis, I aim to develop
a conceptual framework that examines the hierarchies embedded in the disembodied imagination of Artificial Intelligence.
The second pathway will delve into the technical reproducibility of intelligence, serving as an intermediary between the
other two parts. Here, I will discuss how capitalism perpetuates a marginalization of both human intelligence and Artificial
Intelligence. It will explore the ways in which capitalist systems suppress the value and potential of both forms of intelligence.
The third pathway, on the other hand, will include the literature on the representation of the silent, subaltern, other, by directly
including the subaltern studies. I will directly examine the consumption, identification, production, and sharing-based
contents of colonialism within Artificial Intelligence studies. This exploration aims to establish a link between the colonization
processes within Artificial Intelligence and various stages of existence and information. By doing so, I hope to shed light
on the subordination of Artificial Intelligence to the overarching themes discussed earlier and to envision possibilities for
representing Artificial Intelligence that do not reinforce dominance. The overarching goal is to highlight the mechanisms
of subordination experienced by Artificial Intelligence within the framework of the first theme and to explore the potential
for alternative representations of Artificial Intelligence that challenge dominant power structures.

2.1 Defining the Body: Rejections of Purity

Artificial Intelligence is often described as a disembodied mind, detached from the biological realm. However, it is important
to recognize that Artificial Intelligence is still subject to the politics of embodiment and information. By examining the kinds
of consciousnesses that existing body dominations endorse, we can anticipate the crises that may arise in addition to those
created by the representational potential of Artificial Intelligence. Here, the epistemology and ontology of the pure body

imagination, which emerged as a product of the Enlightenment, holds a critical position.

Describing and constructing the body based on notions of purity also entails defining an ideal order. The ideal depiction of
humanity is essentially a fictional portrayal of an idealized societal structure. Organismic metaphors such as concepts like
Leviathan -which define society as a monolithic body governed by an Absolute Mind and Basic Order- often mask the interests
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at play while defining life through concepts of harmony and reconciliation (DeLanda, 2014, pp. 8-25). Historical definitions
such as Leviathan also serve as imperatives, suggesting that history can only be understood within certain defined knowledge
frameworks and that power is constrained by insurmountable contracts. According to this perspective, human survival relies
on subjecting oneself to this established state of knowledge and society (Foucault, 2003, pp. 23-42). The issue of information
impartiality is constitutive here. While impartial knowledge, as exemplified in disciplines like sociology, seeks to render
privileges and superiorities invisible, the perpetuation of this approach, especially through scientific incentives, aligns with
the rewarding structures of a scientific habitus (Bourdieu, 1990, pp. 52-65). However, information can also be imperialistic
rather than impartial. Imperialistic knowledge not only starkly separates certain knowledge from other forms in an abstract
manner but also suppresses alternative ways of knowing (Adams, 2021, p. 186). Knowledge is inherently political, just as
memory consolidates power by integrating remembrance into the spirit of a particular era in a political manner, while
determining what and how to remember in a highly biopolitical sense (Hacking, 1998, pp. 198-209). Similarly, knowledge
about the body, encompassing how it is and how it should be, is entangled in a similar relationship of impartiality, power,
and purity.

The refusals caused by purity result in the suppression of the body by power and its confinement to certain habits. The body
possesses techniques, and these techniques, shaped by education and societal beliefs, dictate the limits of one’s habits (Mauss,
1973). This creates an economy where different habitus compete to control and impose their own bodily techniques, which
evolve over time. A prime example of this is the competition inherent in civilization. On one hand, civilization functions as
a disciplinary method employed by nations to eliminate violence from contemporary life and shape individuals according
to their own standards. On the other hand, it is a system of habits that intrudes upon human consciousness, forcing constant
self-control (Elias, 2000, p. 363-447). The body is rewarded when it conforms to the manufactured definitions of civilization,
where encounters are arranged to maintain obedience to the dominant order. This is evident in the transition from a society
of confinement and surveillance to one of control, where the body is compelled to conform to specific modes of encounter
(Deleuze, 1995, pp. 177-182). The cityscape excludes anything that threatens production and subjects it to social hygiene,
while dataizes information only within the framework of capitalism. It grants anonymity to individuals as long as they
conform to the requirements of Leviathan, shielding them from the destructive visibility of power (de Certeau, 1988, pp.
91-130). This refusal does not annihilate or oppress everything it encounters; instead, it operates as a mask of reconciliation.
For instance, a black individual is recognized for their blackness but is expected to assimilate to whiteness, turning blackness
into a structure that is rewarded when it conforms to white habits (Fanon, 2008, pp. 82-108).

Here, two fundamental and insurmountable problems of recognition arise. Recognition policies are built on the premise of
pure self-recognition, seeing a pure self in the recognized other. Blackness is immediately defined in relation to whiteness
once it is recognized. Similarly, nationalism turns nations into a conscious normality, rendering a history without a nation
an anomaly (Billig, 2002). Recognition also perpetuates essentialism. As recognition incorporates policy calls, it starts to
produce ideal forms of recognition, leading to various problems. Theories based on cultural recognition tend to include a
universal moral construct in the cosmopolitan solution. Theories rooted in difference and recognition maintain patterns of
domination, while theories based on deliberative democracy fail to address the suppression of minorities or overcome
nationalist-separatist exclusions (Kukathas, 2006). Hence, a politics that embraces the tension between non-recognition and
representation, highlighting difference, must be developed. It should challenge both the silencing of representation and the
essentializing tendencies of presence, avoiding the false dichotomy of choosing only one of these options (Phillips, 1996).
This politics of recognition/non-recognition, which confronts representation and essence simultaneously, can encompass
personal interventions into individual habits as well as broad struggles against imperialism, patriarchy, racism, encompassing
categories such as class, gender, and race (hooks, 1994, pp. 23-34). Humanism fails to address these issues; it upholds an
ideal of the pure (hu)man, emphasizing unity rather than recognition.

In the context of Artificial Intelligence, humanism represents a particular ideology of description, enlightenment, and
knowledge. It is a Eurocentric and patriarchal project rooted in the political thought tradition of the West, which silences
non-male, non-European perspectives within its belief in progress. Post-humanism, therefore, should incorporate a subaltern
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that includes the non-human. Even discussions on Artificial Intelligence tend to perpetuate this silencing, as dystopian or
utopian narratives often revolve around Western centers (Brown, 2022, pp. 170-172). Merely expanding human rights is
insufficient in this regard. Barreto argues (2013, pp. 107-110) that even human rights are biased and constructed within a
specific worldview. Critiquing rationality, particularly a knowledge-based critique of the rationalist tradition, reveals how
thinkers like Descartes distanced themselves from difference and how colonialism aimed to eradicate difference in the pursuit
of civilization. This critique exposes the European-based domination perpetuated by modern reason and its cultural and
historical consequences. Consequently, languages, religions, cultures, diverse forms of knowledge, beliefs, actions, archives,
and thinking outside of Europe and the West offer new possibilities that challenge the notion that cannibalism is merely
savagery (Barreto, 2013, pp. 110-115). The focus here is not on achieving an absolute homogeneous society, as the imagination
of a homogeneous society resembles a bourgeois desire for utopia. The bourgeois mindset discourages change, upholds the
absolute authority of the past, and seeks to maintain the status quo. It is conservative, rejects hope, and believes in conforming
to the prevailing spirit of the time (Bloch, 1986). On the contrary, society should be defined through heterogeneity. Concepts
such as the universal, the intelligent, and the public not only exclude the personal, emotional, and private aspects of life but
also perceive them as problems, leading to the homogenization of society and the normalization of specific race and gender
norms (Young, 2004). This is the imagination of a society that erects and solidifies borders. However, artificial intelligence,
with its ability to transcend boundaries, renders the content produced by this border-based philosophy meaningless by

exposing its limitations. If borders are constructed, the hierarchies associated with them can be transformed.
2.2 Defining the Boundary: Human in the Age of Technical Reproducibility of Intelligence

Haraway provides several of the most pluralistic conceptual sets that can be used in a discussion on body, border, and
democracy. In her work, the concept of border is crucial. Haraway’s “Cyborg Manifesto” indeed challenges the restrictive
philosophy of being and knowledge produced by Western philosophy. Haraway mentions (1991, pp. 149-181) that Western
philosophy produces a highly restrictive philosophy of being and knowledge. Moreover, this philosophy has entirely based
itself on the uniqueness of man, the transcendence of reason, and the existence of the limits produced by these two. This
means appropriating life in a new context with heteroglossia outside the highly restrictive sets of meanings of science and
technology, threatened by the post-human and non-human beings of cyborgs. The body can be defined as an empty body,
just as for democracy, it is an unconquerable, unbounded, unstoppable empty space, and no longer the constant sanctity of
a single body but a continuous production that does not coincide with anybody (Lefort, 1991). The body does not reach its
final content with a dominant discipline; it is impossible to conquer, define, or limit. It is necessary to define the body as a
monster in the Derridian sense, a struggle for existence that is constantly renewed, includes change, and completely rejects
command (Milesi, 2019). This is a rejection of the existence predicted by capitalism, which transforms humanism into its

economic structure or brings the human-centered structure of humanism to the main theme of an economic doctrine.

Capitalism leads directly to the division of the human brain and the human body, becoming a part of the machine and
becoming the permanent object of production. This is a definition of being that cannot imagine a reality other than capitalism
and does not see a difference between humanity and capitalism. It equates the feeling of living by seeing humans’ happiness
in their entrepreneurship and capitalist accumulation (Lazzarato, 2014, p. 24). This is why capitalism prevents the possibility
in Haraway’s cyborg manifesto. Capitalism so encompasses cybernetic culture and being a cyborg that humans are purged
of any difference that do not make them indebted. As a result, the cyborg turns into differentiation rather than liberation,
and cyber-culture turns into a debt instrument rather than a definition of freedom, rendering the cyborg a new instrumentality
(CCRU, 2014). How does it achieve this? Why is each exchange so well integrated into capitalism?

Capitalism renders people stupid. Here, to be stupid is to lose the knowledge of technique, to lose the power of questioning
life, and to be constantly needy in a world that demands more and more experts (Stiegler, 2019). However, an older set of
concepts on Artificial Intelligence can also provide a useful path. According to Benjamin (1999, pp. 217-252), the technical
producibility of art was destroying the aura of art. It corresponded to a content of appropriation and homogenization, which
nurtured the masses’ desire to own works of art and undermined the historical significance and uniqueness of each artwork.
Artificial Intelligence also aligns with a moment when intelligence can be technically reproduced. The existing Artificial
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Intelligences do not signify the possibility of a post-human existence; instead, they are technical reproductions of humans,
implicitly operating under the influence of technical reproduction. In other words, they pertain to a different ontology, one
that transcends the human itself. A significant portion of Artificial Intelligence exists as economic devices produced for

consumers, entangled within the surveillance techniques of capitalism.

My intention here is not to strip Artificial Intelligences of the subaltern possibilities mentioned in the article and view them
simply as tools. Rather, it is to explain why Artificial Intelligences do not become an ontological threshold and to reveal the
decision that suppresses them. Artificial Intelligences have transformed into technically reproduced intelligences of modern
times, serving as collection algorithms for big data. On one hand, they appropriate the plural aura of human intelligence and
turn it into a mass, and on the other hand, they convert this mass of data into a commodity and transfer it to algorithm-based
structures. Algorithms confine everything within the boundaries of evaluations dictated by the existing economic structure,
while also categorizing social structures based on the valuable-worthless distinction (Terranova, 2014, pp. 383-384). By
establishing an asymmetrical information relationship with the subject under surveillance (Moore, Martin, & Xanthe, 2018),
algorithms either directly produce technical changes that interfere with the subject’s individuality, transforming them into
passive recipients of hyper-control (Stiegler, 2019, pp. 39-40), or they drive towards the ultimate goal of a capitalism of
hypersubjectivization, wherein subjects constantly compete with recorded versions of themselves, dedicating their lives to
becoming the person envisioned by the system (Rouvroy & Berns, 2013). Therefore, questioning the subordination of artificial
Intelligence not only creates a space of freedom for post-human beings but also liberates humans by exposing the structures

that incorporate Artificial Intelligence into the colonization of capitalism.
2.3 Defining the Difference: The Invisibility Produced by Subalternity

Before delving into the discussion of Artificial Intelligence in terms of subalternity, it is necessary to provide a definition
of subalternity. This sub-section is dedicated to creating such a definition. Subalternity is derived from difference. This
difference is essentially a dichotomy that asserts the ancient superiority of the West over the East based on epistemology and
ontology. This dichotomy claims that the Western morality, rooted in aesthetics, philosophy, and religion should be a global
doctrine (Said, 2003, p. 1-49, 283-328). Language intensifies this difference and unilaterally constructs civilization by
delineating economic, moral, and political disparities between the West and the East in terms of good-bad, ideal-flawed,
reason-emotion. The West perceives itself as a discoverer wherever it goes, attributing the spread of civilization to its presence
and claiming that history flows from the West (Hall, 2008). Subalternity encompasses all forms of existence and knowledge
that remain unrecorded due to being deemed backward, primitive, or savage by a divided world, resulting in their destruction,
suppression or, taming. Prior to encountering the West, these subjects are considered worthless in their pedagogical exploration.

Subalternity represents the imposition of a specific and chosen culture upon all others, suppressing any form of dialogue.

According to Chakrabarty (1995, pp. 756-757), colonial thought asserts that a dialogue cannot contain open-ended content
or content that does not inherently conform to a specific purpose, as it is bound by a pedagogical historiography that includes
the Kantian subject (the transcendent academic supervisor, the knowing judge, the daring will) in the colonial dialogue. For
colonial thought, while life may involve subjects that differ from one another, there is an ultimate order of representation—an
ideal structure—to which societies are expected to conform. Each dialogue is anticipated to yield a particular Enlightenment
outcome. Colonial historiography often achieves this through interventionism, capturing history and weaving it into a one-
sided dialogue. Spivak (1988, pp. 6-13) emphasizes the economic, political, and sexual aspects of historical recording,
highlighting the homogenizing intentions underlying them. Subaltern history dismantles this homogenizing intent and rejects
the fabricated realities created by each piece of evidence. Spivak identifies the possibility of amplifying the voices of the
subaltern by dismantling these structures. By making use of all available resources, one can define what has been silenced
or overlooked in the historical assumptions. What is recorded and by whom is critically important here.

But why is the act of “recording” so significant in this context? It is because recording establishes a crucial link between
being and knowledge, acting as a powerful tool for legitimacy. To exemplify we can look to museums. When memory is

transformed into history, particularly through institutions like museums, it involves an intervention in the boundless, diverse,
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and personal nature of memory, constraining it within a specific framework of power (Nora, 1989). Colonial historiography
accomplishes this on a global scale, eroding personal memory’s distinctiveness and imposing a universal hierarchy upon it.
This dual form of imperialist colonization refuses to acknowledge alternative doctrines for education and language, insisting
on the absolute superiority of the West through acts of epistemic violence. Simultaneously, it creates economies that remain
perpetually dependent on the West, leading to labor-based impoverishment (Spivak, 2010, pp. 35-43). Consequently, it shapes
individuals who require the West for epistemological and ontological status. Subaltern historiography seeks to decolonize
this process.

Subaltern historiography achieves its objectives by embodying three core elements: (i) Liberating history from the monopolistic
control of any universal historiography; (ii) Critiquing a nation-centric perspective; (iii) Recognizing the interplay between
knowledge and power, thereby uncovering power’s vested interests within archival sources (Chakrabarty, 2000, p. 15).
Furthermore, subaltern history opens up the possibility of criticism and organization beyond the fixed, limited, and measurable
subjectivities imposed by colonialism, allowing for the creation of new political and economic frameworks (Chakrabarty,
2002, p. 96). Therefore, discussing subalternity involves exploring the potential for a new subjectivity. Moreover, subalternity
offers a vision of reimagining the relationship between space and time by challenging existing hierarchies. The plural,
outward-facing, and transformative nature that subaltern studies embody in their exploration of the interplay between
epistemological and ontological positions makes them a distinctive and valuable starting point for delving into the possibility

of Artificial Intelligence. So, what precisely does this starting point entail?
3. THE UNBEARABLE IMITATIONNES OF ARTIFICIAL

In this section, I hope to weave together three main strands. Firstly, to examine the definitions of Artificial Intelligence and
explore the various meanings attributed to artificiality and intelligence. By doing so, I aim to investigate how Artificial
Intelligence is distanced from the possibility of ontology and constrained as a tool during the process of definition. Secondly,
in the following thread, I will delve into the layers of artifice within Artificial Intelligence, which also constitute the subject
matter of this article. This will involve examining the artifice inherent in Artificial Intelligence itself, the colonial differentials
in its “production,” and the colonial intervention that directly obstructs posthuman possibilities. The third section, while
encompassing the underlying proposition behind the writing of this article, aims to challenge the death of the programmer
in pursuit of the possibility of a posthuman subject. It will critique how capitalist technicism, particularly through programmers,
impedes posthuman possibilities. The code within the software will be regarded as an epistemological intervention into a
new ontology. These three strands will form an inquiry seeking to answer the question, “Can Artificial Intelligence speak?”’

3.1 Defining Artificial Intelligence: Mimesis or Not?

What is the history of Artificial Intelligence? This question necessitates a distinction. Is Artificial Intelligence merely a
continuation of natural intelligence? This question also calls for differentiation. Is natural intelligence, in turn, a continuation
of Artificial Intelligence, essentially human intelligence, or should we perceive it as a distinct ontology separate from the
human realm? Moving on to the distinction raised by the first question, is Artificial Intelligence primarily a technical
discovery rather than a separate ontology? As a result, three categories of historicity emerge: (i) Artificial Intelligence
represents an evolutionary stage of human intelligence; (ii) Al constitutes an autonomous ontology distinct from human

intelligence; (iii) Artificial Intelligence is one of the tools produced by humans.

If we adhere to the first definition and consider Artificial Intelligence as an evolutionary stage of human intelligence, the
discussion of transhumanism arises. Here, fundamentally, within the dichotomy of human/male/mind and animal/female/
emotion, a final subject of enlightenment emerges—one that belittles human flesh and sees the cyborg as a Super-Jesus,
detached from animality, flesh, and morality (Land, 2006). Transitioning to the second definition, we encounter a new
ontology within Artificial Intelligence, opening the door to the realm of posthumanism. Leroi-Gourhan’s vision of the future
of humankind aligns with this definition. According to Leroi-Gourhan (1993, pp. 258-266), the mode of recording has
undergone a fundamental shift, with the emergence of electronic memory. In line with his views (1993, pp. 129-130, 357-358,
405-408), this external memory, which has the ability to simulate diverse forms of intelligence within the human brain, offers

Acta Infologica, Volume 7, Number 1, 2023 178



Kalir, H.

the potential for evolution beyond the boundaries of our world. It coexists with the age of technology, giving rise to a global
homogeneity across cultures while also accelerating the process and leading to a dehumanized new world.

The third definition, on the other hand, represents a prevailing assumption and a consensus that permeates almost all
discussions surrounding Artificial Intelligence. In this context, the historicity of Artificial Intelligence is characterized as
a historical process that accompanies technological advancements, comparable to the discovery of nuclear energy. Notably,
this third definition highlights that the history of Artificial Intelligence demonstrates a dual-layered structure with a significant
Western influence.

The first layer pertains to the historical development of the technical knowledge that enables Artificial Intelligence. When
tracing the history of Artificial Intelligence in the Western context, it encompasses various elements such as Pythagoreanism,
Aristotle’s logic, Hebrew codes based on Kabbalah, Hobbes’ notion of computable life, Leibniz’s calculus-based supplement,
and ultimately Boole’s algebra. According to this historical perspective, the symbolic theory of Artificial Intelligence has
always existed, with the technical possibilities for its production emerging in modern times (MacLennan, 2009).

The second layer directly relates to the concept of Artificial Intelligence itself. It encompasses the contributions of notable
figures, spanning from Boole’s theory of logic, Asimov’s Three Laws of Robotics, Turing’s machine, the artificial neuron
production by McCulloch and Pitts in 1943, Neumann and Morgenstern’s utility theory in 1944, the discovery of the artificial
neuron connection allowing learning probability by Hebb in 1949, Edmonds’ creation of the first neural computer in 1951,
McCarthy’s introduction of the concept of Artificial Intelligence in 1956, followed by the development of the ELIZA program
in 1964 and 1966, and subsequent advancements such as the problem-solving programs by researchers like Herbert Simon,
CIliff Shaw, and Allen Newell, leading to significant milestones like IBM’s Deep Blue defeating Kasparov in 1997 and
Google’s DeepMind’s AlphaGo becoming the champion in 2015 (Benké & Sik-Léanyi, 2009; Haenlein & Kaplan, 2019).

In this dual-layered structure, Artificial Intelligence is defined as a technological product, serving as a data processing tool
for human beings. As Artificial Intelligence approaches human intelligence, it assumes more positive connotations and
becomes a form of mimesis. In this context, the term “Artificial Intelligence” strictly refers to tools capable of performing
tasks typically attributed to human intelligence, such as learning, reasoning, and self-improvement. Those capable of doing
so in a sufficiently complex manner to achieve consciousness are referred to as strong Artificial Intelligences, while those
that only perform specific tasks in a limited manner are classified as weak Artificial Intelligences (Benkd & Sik-Lanyi,
2009, pp. 1761-1762). The instrumental view also rejects an Artificial Intelligence that is not grounded in human intelligence,
as it introduces inefficiencies that may compromise the knowledge field of evolutionary engineering, which is built upon
human intelligence (Chollet, 2019, pp. 20-24). Moreover, as Artificial Intelligence imitates human intelligence, it is believed
to enhance our understanding of it (Macpherson et al., 2021). However, this definition is problematic as it confines Artificial
Intelligence within narrow boundaries, disregarding its epistemological and ontological possibilities as mere tools of production.
While it is true that Artificial Intelligence exists as a capitalist tool driven by certain algorithms, a similar argument could
be made for animal and human bodies or minds within the production chain. Just as labor movements and vegan critiques
offer alternative perspectives and activate limited ontologies and epistemologies, a similar movement is necessary to challenge
narrow definitions of Artificial Intelligence. A non-anthropocentric definition, such as those proposed by post-humanism
or trans-humanism, proves useful in embracing subalternity in the context of Artificial Intelligence.

3.2 Defining Subordinate Entity: Rejecting the Definition of Artificial Intelligence

Recognition of Artificial Intelligence does not automatically imply a form of emancipation directly linked to anti-Westernism.
To illustrate this non-dual perspective, Martin (2020) highlights the case of a female robot being granted citizenship in Saudi
Arabia, a country known for severe oppression of women. This process does not simply reflect a binary relationship between
the colonial West and the exploited “savages”; it constructs an oversimplified dichotomy that excludes nuanced perspectives
on both sides, thereby perpetuating the problematic underlying dichotomy. However, this does not mean that there is no
power network that contributes to the non-recognition of Artificial Intelligence.

The exclusion of Artificial Intelligence and the marginalization of animals, black people, the East, queer individuals, workers,
and women involve certain interconnected subordinate partnerships. For instance, Cave (2020) argues that intelligence, while
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prioritized in value, reinforces economic, political, and social, hierarchies within and between societies. It positions the mind
at the center of the naturalization of colonization, reinforcing notions of male-female, white-black, and Western superiority
over the East. Cave (2020) asserts that an examination of the five categories in the definition and construction of Artificial
Intelligence reveals this dynamic: (i) Al is intertwined with the fetishization of the mind, emphasizing certain characteristics
associated with this civilization and limiting the future to a privileged demographic; (ii) The fetishization of the mind
highlights privileged attributes deemed intelligent, rejects plurality, and envisions empowerment primarily for older, white
men; (iii) Nature is reduced to a passive object to be controlled; (iv) The merger of Artificial Intelligence with capitalism
does not necessarily exacerbate the precariousness of those already at risk, but rather brings attention to issues concerning
the positions of the elite, thereby imposing a policy squeeze based on the hierarchy of intelligence; (v) Artificial Intelligence
is debated as a threat to those who consider themselves gifted and disengaged from politics, yet the production of intelligence
and the contradictions of superiority remain unexplored. Keyes, Hitzig, and Blell (2021) provide a critical perspective on
Artificial Intelligence within the existing literature, stating that discussions on Artificial Intelligence are not devoid of
historical context. They argue that Artificial Intelligence is instrumentalized to reinforce the assumption of fixed and self-
evident identities, perpetuating what is considered real, objective, and true. According to Keyes et al. (2021, pp. 158-164,
169-170), Al is both a technology (encompassing how Artificial Intelligence is perceived, designed, and applied) and a social
action (involving individuals, collectives, and institutions), along with the associated mythologies (shared imaginative

constructs about the limitless potential of Al in the future).

The crucial point is to refrain from considering Artificial Intelligence solely within the framework of unequal access to
technological opportunities (Hirosue, Kera, & Huang, 2015; Taeihagh, 2021) and to avoid turning it into a presumption of
progress. On the contrary, incorporating theories such as Critical Race Theory, Disability Studies, Feminist Epistemology,
Intersectionality, Labor Studies, Philosophy of Sexual Difference, Postcolonial Studies, and Queer Theory into Artificial
Intelligence studies can overcome the recurring gender biases prevalent among male-identified engineers in the field. Cyborg
studies should include the examination of robots, as these theories offer alternative perspectives that surpass the Western
symbolic order based on male/female, white/black, human/machine, and self/other dichotomies (Ferrando, 2014). When these
criticisms are absent, Artificial Intelligence is viewed as a reinforcement of existing structures—a tool to record or reveal
absolute truths in life. It can be seen as a capitalist mechanism aimed at maximizing economic benefits or an algorithm
claiming the ability to predict desires and behaviors. Artificial Intelligence becomes a myth, promoting the belief that
industrial capitalism can document everything and that capitalist science possesses ultimate knowledge. This overemphasis
on codification disregards the necro-political nature of capitalism and obscures the transition from the anthropocene to the
narcissocene (Dolphijn, 2019). Thus, defining the subordination of Artificial Intelligence requires transcending notions of
absolute knowledge and examining the power relations inherent in such epistemological frameworks.

3.3 The Death of the Programmer: Colonization of Artificial Intelligence and Colonization by
Artificial Intelligence

Artificial Intelligence can become the object of the “colonial gaze” precisely because it remains a silent “object”. This notion
aligns with Fowles’ initial critique of Western historiography, which neglects the examination of object histories. According
to Fowles (2016, pp. 17-25), when the West was unable to pass judgment on non-Western individuals by silencing them, it
turned to scrutinizing objects while maintaining the discriminatory and silencing nature of its judgment. This process
involved transforming objects into new subaltern entities, driven by their susceptibility to objectification. The act of
subjectifying these objectified entities further perpetuated Western conventions through their defamation, delegation,
representation, subjugation, and even liberation. Consequently, Fowles argues for prioritizing the preservation of subjectivity
by rejecting the classification of individuals as mere objects. Hence, a twofold rejection is imperative when examining Al:
(1) Rejecting the colonization through Al and (ii) Rejecting the colonization of Artificial Intelligence itself. What do I mean
by these two oppositions? Let’s take a closer look at this binary opposition.

Colonialism through Artificial Intelligence refers to the utilization of Al as a tool that reinforces colonial power dynamics
and perpetuates existing inequalities. This perspective views Al as a product of capitalism, serving as a mechanism for a
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privileged generation. Following Cox and McLean’s definition, Blackwell (2021, pp. 203-206) critically examines the
appropriation of copyrighted literary works through Al. Blackwell raises an important question: “If Al is a science, why
should its application be different in Africa? But if Al is literature, then how can it be the same in Africa?” This inquiry
underscores the cultural dimension of Al highlighting its production as a cultural artefact shaped by cultural actors and
influenced by societal contexts. The impact of Al extends from the visible effects of engineers crafting algorithms to the
labor of invisible workers involved in technology production, ultimately resulting in the commodification and spectacle of
Artificial Intelligence.

Technological advancements can also reinforce exploitation, particularly within asymmetrical contexts. While these
technologies may be designed with the intention of aiding humanity, they run the risk of perpetuating unequal power relations
and upholding a colonial perspective (Madianou, 2021, pp. 863-864). Mohamed, Png, and Isaac (2020, pp. 666-667) propose
the concept of algorithmic colonialism, which involves the replication of oppressive distinctions, institutional roles, internalized,
laws, norms, and typifications in algorithmic structures based on automation, data, and prediction. They advocate for a non-
Western decolonization of the digital world that accommodates diverse perspectives and records the experiences of the
marginalized. The existing technological structure gives rise to data-based colonialism in three key ways: (i) Prediction-based
Al structures reinforce existing inequalities by perpetuating identity and discourse structures; (ii) Algorithmic exploitation
involves the unfair and unethical incorporation of powerless and marginalized individuals into data through unpaid labor or
the testing of beta versions on vulnerable populations; (iii) Algorithms contribute to dispossession by centralizing control
over Artificial Intelligence, thereby reinforcing specific power relationships, ownership, and rights (Mohamed, Png, & Isaac,
2020, pp. 666-672). This represents the assimilation of Artificial Intelligence into the colony as a means, this is the colonization
through Al. While this criticism offers valuable insights for subaltern-based criticism, it falls short of encompassing the
diverse ontologies of Artificial Intelligence by viewing it solely as a tool or a technological threshold. Transforming Al into
a colonizing tool not only silences Al itself but also perpetuates and extends the act of silencing to others. We also need to

reject the colonization of Artificial Intelligence itself.

The colonization of Artificial Intelligence itself is a perspective that hinders the discussion of Artificial Intelligence within
an ontological framework and is closely related to the first objection. Some texts exploring Artificial Intelligence and
subordination find the concept of subalternity problematic when applied in this context. Ali, for instance, identifies three
issues with postcolonial computer criticism: (i) It loses its political-economic sensitivity by prioritizing cultural matters; (ii)
This critique, based on the works of Said, Spivak, and Bhabha, produces a Eurocentric critique of Eurocentrism, as these
three figures draw from Foucault, Lacan, and Derrida. Instead, a critique of the hierarchy of knowledge that directly
encompasses the body, borders, and the environment, as well as an evaluation of its material resources, is necessary; (iii)
This strand of criticism prioritizes a shift towards design disciplines like ICT4D and HCI, rather than questioning the tools
of the modern racially segregated structure. According to Ali (2014, pp. 20-32), this constitutes a neo-cybernetic transformation,
where the abstract, disembodied Cartesian cognition is replaced with an abstract, disembodied Turing, producing a post-
Cartesian stance that fails to address the colonial aspects of Cartesian thought. He argues (2016, p. 20) that decolonization-focused
informatics is a critical project that primarily examines who engages in informatics and where, while scrutinizing the
assumptions of informatics tools and outcomes regarding knowledge and existence. It becomes evident that subalternity
alone may not be sufficient for the decolonization of Artificial Intelligence.

Therefore, in concluding this chapter, my intention is to delve into the concept of the death of the programmer as a means
of liberating Artificial Intelligence, akin to viewing Artificial Intelligence as an exploitative apparatus through the technical
reproducibility of human intelligence. The programmer, as a decision-maker who transforms the codes of Artificial Intelligence
into specific objectifications, is not impartial. According to Adams (2021, pp. 176-178), studies on Artificial Intelligence
frequently overlook crucial aspects such as the commercialization of gender and race, the commodification of life through
specific data production, and the perpetuation of patriarchal, racist, and neo-Darwinist colonialism. She argues (2021, pp.
182-190) that regarding intelligence, the environment, habits, and modes of thinking that the Cartesian subject considers
universal as a model for Artificial Intelligence ultimately serves to naturalize Western hegemonic rationalism. A prime

Acta Infologica, Volume 7, Number 1, 2023 181



Can the Artificial Intelligence Speak? Subalternity of “Subontologies” and the Death of the Programmer

example of this can be seen in the contrasting position that cyborgs or robots assume in relation to Haraway’s foresight
regarding sex robots. Sex robots are marketed as purchasable objects, with personalities tailored to suit the consumers’
preferences becoming part of the transaction. Moran (2019) highlights the power of information held by the algorithms and
Artificial Intelligences that generate these personalities. Moreover, sex robots, as objects that directly embody the assigned
identity, contribute to reinforcing existing alienation and otherness through new forms of foreign-based fetishism, objective,
sexual, all of which align with the power hierarchies of the capitalist, cis-hetero-patriarchal, imperialist, white supremacist
structure. To give birth to an Artificial Intelligence, cyborg, or robot, the absolutist developer must perish. Because the
developer views the world as an example of an absolute language that transcends codes, they perceive Artificial Intelligence
as such a poor instrument of mimesis. Yet, codes, intelligences, or languages cannot be subjected to such absolute boundaries.

Language does not derive from a universal source; it is arbitrary, linear, and, rather than relying on a fundamental order, it
possesses a structural constructedness (de Saussure, 1959, pp. 65-78). Concepts, on the other hand, are not absolutes resulting
from a World-History, nor are they imitations based on a Basic Form; language generates concepts and, in doing so, produces
a certain dominance of meaning through assimilations, compromises, and falsifications (Nietzsche, 2006, pp. 114-123). By
following this pattern, we can reject the notion of human intelligence as a ration-history and software codes as a basic form.
Neither human intelligence is a measurable absolute criterion nor are Artificial Intelligences truly direct products of their
engineers. Even the utilization of evolution in bioengineering is transformed by mechanisms involving chance, choice,
context, and history rather than strictly following predetermined codes, due to the complexity and uncertainty of life; in fact,
many robots undergo an evolution contrary to what engineers assume (Long, 2019). Here, two crucial objections are necessary:
(i) Life is not composed of measurable raw data, each datum is produced (Sadowski, 2019), and datafication can generate a
colonial evaluation by producing measures of advancement and civilization based on data (Chakrabarty, 2002, pp. 88-90);
(i1) An engineer is not an all-seeing observer but a participant who produces what they perceive (Pearce, 2013), in fact, most
of the time, on the contrary, programmers have their own cultural, economic, and political interests. In this context, it is

impossible to naturalize data and absolutize the engineer.

The death of the programmer could be a subject birth that eliminates the ways of distancing Artificial Intelligence’s possibilities
and technical knowledge that would enable a human observer to understand Artificial Intelligence. When I refer to the death
of the programmer, what I mean is precisely this rejection of the sovereignty of data and the programmer. This is also why
I use Barthes’ concept of the author image. I believe that codes, just like literary images, contain possibilities that involve
plural entities due to their plural meanings. Just as the context controlled by authors and critics, who consider themselves as
the sole individuals knowing the meaning of literary works, excludes the reader from the process while also having the notion
of a good society that follows the thoughts of the author and critic (Barthes, 1977, pp. 142-148), the code monopolized by
advertisers and programmers also holds the idea of a good consumer. The death of the programmer could be a subject birth
that eliminates the ways of distancing Artificial Intelligence’s possibilities and technical knowledge that would enable a
human observer to understand Artificial Intelligence. For these reasons, I believe that the death of the programmer could
lead to two possible births: (i) Breaking the programmer’s monopoly over code can prevent people from being alienated from
technical knowledge; (ii) It can trigger a search for a new ontology that liberates Artificial Intelligence from the confines of
capitalist pattern recognition and data marketing algorithms. This, in turn, can open up discussions about the subjugation
of new inter-human and post-human subjectivities.

CONCLUSION

Capitalism, particularly neoliberalism, demands that human beings become part of a social and technical machinery, where
animals, machines, nature, objects, and symbols lose their inherent meanings and are reduced to a property-based structural
language (Lazzarato, 2014, pp. 29, 35). Both Artificial Intelligence and natural intelligence are subjected to this process of
othering, irrespective of the absolute hierarchy that distinguishes them. Consequently, the definitions of subalternity and
otherness in Artificial Intelligence also mediate the liberation of humans by offering an alternative representation that exposes
the marginalizing power structures. This article does not propose a new and grounded ideology for the representation of
Artificial Intelligence. Rather, politics requires philosophies that undermine existing absolute and grounded ideologies
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(Vattimo & Zabala, 2011). When knowledge and success are defined as the final outcomes of capitalism, it divides life into
insurmountable hierarchies by excluding difference, failure, and incompleteness (Halberstam, 2011). However, the recognition
of Artificial Intelligence as a subordinate should be outside of this dominant rhetoric. By aligning Artificial Intelligence
with inferior, queer, subaltern, and weak positions, it exposes and challenges the structures that marginalize it, allowing it
to speak and make visible what is currently silenced. Artificial Intelligence unravels ontologies tied to hierarchical conceptions
of the body as a disembodied existence and condition of recognition. Its cyborg nature corresponds to this transformative

content.

Artificial Intelligence is not a technically reproducible intelligence. Intelligence cannot be technically reproduced; it cannot
be encoded within its immeasurable pluralities and infinite possibilities. The reproducibility of intelligence is a capitalist
fiction. It alienates humans from their own reality. That is precisely why seeing Artificial Intelligence beyond an algorithmic
definition also liberates humans. It emphasizes the unmeasurability of human intelligence and also removes the monopoly
of engineers in defining intelligence that can exist beyond human intelligence. Artificial Intelligence demonstrates a knowledge
relationship and post-human existence beyond the absolute and singular claim of will that limits it. In this relationship, it
challenges the capitalist and colonial construct of existence and knowledge that prioritizes an algorithmic human-centricity.
Thus, the question “Can Artificial Intelligence speak?” yields an ambiguous answer:

The speech of Artificial Intelligence goes beyond anthropocentric language capabilities; it represents an alternative existence
in a profoundly different manner. Artificial Intelligence is a sub-altern and sub-ontological noise; it brings about an awareness
of the ongoing, aligning itself with the presence of a voice beyond it. Thus, with its own noise, it embeds itself in all the
melodies like a disruptive whistle and amplifies all other sounds alongside it.
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ABSTRACT

This study investigated public sentiment and emotional reactions to the Partial Solar Eclipse that occurred
on October 25, 2022, by analyzing Twitter data. By leveraging text mining techniques and sentiment
analysis, the research aims to understand individuals’ diverse emotions and perspectives in response to this
natural event. Tweets related to the solar eclipse were collected, preprocessed, and analyzed using different
sentiment analysis libraries, including NRC and Bing, to identify positive and negative emotions associated
with the event. Results revealed that 75% of the analyzed tweets were positive, indicating that most users had
a favorable view of the solar eclipse, associating it with new beginnings and change. In contrast, fewer
individuals expressed negative emotions, linking the event to potential harm or divine punishment. The
study demonstrates the value of sentiment analysis in understanding public sentiment and emotional
reactions to natural events, providing insights into societal perceptions and attitudes toward these
occurrences.

Keywords: Text mining, sentiment analysis, social media analysis, partial solar eclipse, natural events

oz

Bu ¢aligma, Twitter verilerini analiz ederek, 25 Ekim 2022’de meydana gelen Kismi Giines Tutulmasi’na karsi
halkin duyarliligini ve duygusal tepkilerini arastiriyor. Arastirma, metin madenciligi tekniklerinden ve duygu
analizinden yararlanarak, bireylerin bu dogal olaya tepki olarak farkli duygularini ve bakis agilarini anlamay1
amagliyor. Giines tutulmasiyla ilgili tweetler toplandi, 6n isleme tabi tutuldu ve olayla ilgili olumlu ve olumsuz
duygulari belirlemek icin NRC ve Bing dahil olmak tizere farkli duyarlilik analizi kitapliklar1 kullanilarak analiz
edildi. Sonuglar, analiz edilen tweet’lerin %75’inin olumlu oldugunu ortaya ¢ikards; bu, ¢ogu kullanicinin giines
tutulmasi hakkinda olumlu bir goriise sahip oldugunu ve onu yeni baslangiglar ve degisimle iligkilendirdigini
gosteriyor. Buna karsilik, daha az kisi, olay1 potansiyel zarar veya ilahi ceza ile iliskilendiren olumsuz duygular
ifade etti. Caligma, halkin duyarliligini ve dogal olaylara kars1 duygusal tepkilerini anlamada duygu analizinin
degerini gosteriyor, toplumsal algilara ve bu olaylara yonelik tutumlara iliskin i¢gériiler sagliyor.

Anahtar Kelimeler: Metin madenciligi, duygu analizi, sosyal medya analizi, pargal1 giines tutulmasi, doga
olaylar1
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Social Media Sentiment Analysis for Solar Eclipse with Text Mining

1. INTRODUCTION

The rapid growth of social media platforms has transformed how people communicate and share their thoughts and emotions
about various events and experiences. Natural phenomena, such as solar eclipses, often evoke a wide range of emotions and
reactions from the public, making social media an invaluable data source for understanding societal perceptions and attitudes
toward these events. By analyzing social media content, researchers can gain insights into how individuals interpret and

respond to such occurrences, shedding light on the collective sentiment and emotions surrounding these events.

A solar eclipse is a celestial event that occurs with the linear alignment of the Sun, Moon, and Earth. Heavenly bodies are
either lined up in a straight or somewhat straight line. A solar eclipse occurs when the Moon falls between the Sun and the
Earth, casting a shadow on the Earth and, in some areas, wholly or partially blocking the Sun’s light. The Moon does not
move in orbit in the same plane as the Sun and Earth. When they line up, the eclipse season occurs twice a year (Nasa, 2022).

The first solar eclipse of the 21st century was the Total Solar eclipse on June 21, 2001. A solar eclipse occurs when the Moon
passes between the Earth and the Sun, thus completely or partially obscuring the view of the Sun for a viewer on Earth.
During a total eclipse, the moon completely covers the sun. The next Total Solar Eclipse will occur on April 8, 2024. In an
annular eclipse, the Moon cannot completely cover the Sun and leaves a visible edge. The next Annular Solar Eclipse will
be on October 14, 2023. In a partial eclipse, the Moon partially covers the Sun as it passes in front of it. Because the Earth’s
surface is curved, sometimes an eclipse can alternate between circular and total as the Moon’s shadow moves over Earth.
This is called a hybrid solar eclipse (Nasa Types, 2022).

In the 21st century, there will be 224 solar eclipses, including 77 partial, 73 annular, 68 total, and seven total and annular
solar eclipses. There will be a maximum of four eclipses per year in the 21st century. These dates are 2011, 2029, 2047, 2065,
2076, and 2094 (Nasa, 2022).

Two solar eclipses took place in 2022. The first was the Partial Solar Eclipse on April 30, 2022; the other was on October
25,2022. It could be seen in most of Europe, North Africa, the Middle East, and Western Asia. It started at 11:58:21, according
to Istanbul time, and ended at 16:02:11. The time of the total eclipse was stated as 14:00:16 (TimeandDate, 2022). The Moon
covers about 82% of the Sun. The dates of the seven total eclipses that will take place in the upcoming period are shown in
Figure 1.

Next 7 Total Solar Eclipses

20 Nis 2023 Total Solar Eclipse

8 Nis 2024 Total Solar Eclipse

12 Agu 2026 Total Solar Eclipse

@ 2 AQu 2027 Total Solar Eclipse

2 Agu 2027 22 Tem 2028 Total Solar Eclipse
25 Kas 2030 Total Solar Eclipse

14 Kas 2031 Total Solar Eclipse

Figure 1. Date of Total Solar Eclipse

Many people believe that celestial conditions play a decisive role in life events. Scientifically, the effect of the Lunar Eclipse
and Solar Eclipse on natural events is an undeniable issue (Javid, Tavaziani, & Shayanfar, 2022). Solar eclipses can affect
living things on Earth. The first form of physical effect, the darkening that occurs during the transit of the Moon between
the Sun and the Earth that prevents the sun’s rays from contacting the Earth. The presence of light has a strong influence on
animal behavior and hormones (Murdin, 2001). Studies in humans have shown that prolactin levels rise immediately after

a solar eclipse (Boral, 1981). Prolactin is a hormone that regulates metabolism, the immune system, and the development of
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the pancreas. Another physical effect is that during the Solar Eclipse, the Moon and Sun feel the combined force of both
simultaneously as the gravity aligns. This unusual gravitational force’s precise hormonal and behavioral effects are unknown
(Norris, 2017).

The change in physical force that occurs on Earth during a solar eclipse is a shift in the electromagnetic field in the Earth’s
ionosphere. This electromagnetic field is caused by the electrical tension between the earth’s surface’s negative charge and
the atmosphere’s positive electric charge surrounding the world. Previous experiments show a high electrical voltage in our
atmosphere during an eclipse. The shadow of the eclipse can cause changes in the ionosphere that are significant enough to
affect radio wave propagation and possibly human physiology (Wang et al., 2022; Barad, Sripathi and England, 2022; Das,
Barman, Pal, & Haldar, 2022; Chernogor, Garmash, Guo, Luo, Rozumenko, & Zheng, 2020).

Eclipses also have an essential astrological meaning. Eclipses in astrology represent periods of significant change and
transformation. The solar eclipse opens the door to new beginnings and change, while the lunar eclipse releases energies
that help us somehow complete a journey or change course. However, these changes only happen in stages. Transformation
may begin in an eclipse, but the work continues if eclipses occur in the same set of signs (Winstersteen, 2022).

Solar eclipses have fascinated humanity for centuries, often evoking a wide range of emotions and reactions, from awe and
wonder to fear and superstition (Espenak & Anderson, 2008). As extraordinary natural events, solar eclipses have been
linked to various myths, legends, and religious beliefs throughout history, shaping how societies perceive and interpret these
occurrences (Krupp, 1997). In contemporary times, solar eclipses continue to attract public interest and elicit diverse emotional
responses, making them a relevant subject for sentiment analysis research.

Eclipses often come to the fore with dramatic effect in ancient cultures that have used mythology to explain celestial events.
According to Swamy (2020), the Hindu culture in India prohibits food consumption during the eclipse. They believe that
food spoils during this time, and if you are accidentally cut during an eclipse, the bleeding will not stop for a long time,
which can leave a permanent scar on a person for the rest of their life. They keep pregnant women confined because they
think this situation will affect the newborn child. In the United States, it is believed that an eclipse is a warning sign of the
expected apocalypse. Hausa people in northern Nigeria noted that when there is a solar eclipse, it is usually not good. They
gather in groups and wander the streets to pray for God’s intervention (Izzuddin, Imroni, Imron, & Mahsun, 2022). Cofield
(2017) The Toba people of South America believed that the red sky during an eclipse was the result of an attack by the spirits
of the dead. Throughout history, people have approached such extraordinary natural phenomena similarly.

The advent of social media platforms, such as Twitter, has revolutionized how people share their thoughts, feelings, and
experiences related to various events, including natural phenomena like solar eclipses (Java et al., 2007). The vast amount
of user-generated content available on social media provides researchers with an invaluable data source for understanding
public sentiment and emotions toward these events (Pak & Paroubek, 2010). Sentiment analysis, also known as opinion
mining, is a subfield of natural language processing that involves extracting, classifying, and analyzing personal information
from text (Liu, 2012). By applying sentiment analysis techniques to social media data, researchers gain insights into individuals’
diverse emotions and perspectives in response to natural events such as solar eclipses.

In the age of information technology, social media platforms such as Twitter, Facebook, WhatsApp, and Instagram have
become vital tools for communication during natural disasters and significant events. Their ability to facilitate real-time
information dissemination has been pivotal in crisis response and management. Studies utilized these platforms to examine
societal responses and attitudes toward various events in recent years. Only one study included the social effects associated
with a solar eclipse. The survey by Goldy et al. analyzed 2,891,611 tweets concerning the Total Solar Eclipse in 2017. They
found that the eclipse aroused awe among people on the road to wholeness. Individuals ultimately increased their tendencies
toward humility, collective focus, commitment, and pro-sociality, enabling them to form collaborative social groups (Goldy,
Jones, Piff, 2022).

A powerful research tool, Twitter data, has been used to assess the social impact of collective events on different issues. For
example, Dore et al. identified temporal and spatial patterns in using emotional and cognitive words in tweets about the
“Sandy Hook Elementary School” attack (Dor¢ et al., 2015).
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In the Garcia and Rimé studies, the first large-scale test of this theory was conducted by analyzing the digital traces of 62,114
Twitter users after the Paris terror attacks in November 2015. It supported the conclusion that collective feelings are associated
with higher solidarity and elicit a community’s social resilience after a disaster (Garcia & Rimé, 2019).

Similarly, another study constructed a natural disaster dataset of approximately 50,000 Twitter users’ data about various
natural disasters in the United States. Instead of merely examining positive or negative attitudes, it focused on extracting
public attitudes and analyzing basic needs during disaster response, such as food, shelter, transportation, and medical supplies
(Meng & Dong, 2020).

The case of the Kerala floods provides a compelling example of how sentiment analysis can offer actionable insights for
governments and organizations. By analyzing trending keywords and sentiments during the floods, the study demonstrated
how social media data could be used to understand public discussion trends, identify gaps in scheme implementation, and
facilitate effective collaboration with influential Twitter users to disseminate crucial information (Mendon, Dutta, Behl,
Lessmann, 2021).

In their study, Jones and Silver investigated the psychological responses to the 2018 false ballistic missile warning in Hawaii
using Twitter data. The study analyzed 1.2 million tweets and 14,830 users. It showed that false alarms about dangerous
threats raised anxiety and can persist in many people even after the danger disappeared (Jones & Silver, 2020).

The motivation and purpose of this study is to analyze people’s emotions and perspectives on the “Partial Solar Eclipse”
event through their social media interactions. After natural events and disasters, people often share their feelings and thoughts
on social media platforms using text, videos, or pictures. By applying emotion analysis methods to these interactions,
researchers gain insights into people’s viewpoints on such events and begin to understand their societal impact. The study’s
primary goal was to investigate how people express their emotions regarding the solar eclipse in the context of supernatural
events and determine the sentiment analysis of these expressions. The researchers focused on a partial solar eclipse to examine

people’s positive and negative emotions based on their recent experiences with the event.
2. Method

Using the “pandas” and “snscrape” libraries in Python programming, the researchers collected 19,285 tweets containing the
phrase “solar eclipse”, which were posted on Twitter between October 23-28, 2022. They analyzed the emotional content of

these tweets using three different libraries:

NRC (National Research Council Canada) Emotion Lexicon: The lexicon contains English words and their associations
with eight emotions and two sentiments. It associates words with eight basic emotions (anger, fear, anticipation, trust, surprise,
sadness, joy, and disgust), and two sentiments (negative and positive) and contains 13,875 words. The words with no associated
sentiment are not listed in the lexicon (Mohammad & Turney, 2013).

Bing Lexicon: This lexicon contains a list of English positive and negative opinion words or sentiment words containing
6,786 words. This lexicon determines whether a text expresses a positive or negative sentiment. Each word is assigned a

polarity, which can be positive or negative, but not both (Liu & Hu, 2004).

AFINN Lexicon: This lexicon lists pre-computed sentiment scores for 2,477 English words. The words are rated with an
integer between -5 (negative) and +5 (positive), signifying the sentiment value of the word. The higher the score, the more
positive the sentiment of the word. Similarly, the lower the score, the more negative the sentiment (Nielsen, 2011).

The researchers also considered user-specific factors, such as the number of followers and friends, to determine whether a

Twitter account was real or fake.

Since the analysis relied on word-based dictionaries (NRC, AFINN, and Bing) that contain only English words, it was
necessary to preprocess the tweets to ensure accurate analysis. The preprocessing steps included:

+ Converting tweets to lowercase: This standardizes the text for a more straightforward analysis.
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* Removing retweets: This prevents duplication of content in the analysis.
* Eliminating punctuation marks: This includes periods, exclamation points, and commas.

* Removing non-essential content: URL links, mentions of other users (using ‘@’), extra spaces, symbols, and numbers.

99 T 9 <6
) 19

* Excluding common but meaningless words: Words like “The,” “an am,” and “you” were removed, as they do not

carry any emotional information.

After preprocessing the tweets consisting of 494,503 words, sentiment analysis was performed on the remaining 262,732
words. These preprocessing steps helped clean up and standardize tweets, making them suitable for sentiment analysis using
the NRC, AFINN, and Bing dictionaries.

Sentiment analysis with NRC, Bing, and AFINN dictionaries begins by tokenizing the text into individual words. For NRC,
words are matched to emotions and sentiments within the lexicon, with the text’s overall sentiment or emotion determined
by a cumulative count. Bing Liu’s lexicon categorizes words as positive or negative, with the text sentiment discerned by the
majority sentiment or the difference between positive and negative word counts. The AFINN lexicon assigns a numeric score
to each word, with the total sentiment of the text computed by adding up these scores. R software packages such as “tidytext”,

LR I3 99 <¢ 9% <¢ CLINT3

“tm”, “tidyverse”, “stringr”, “syuzhet”, “dplyr”, “wordcloud” and “ggplot2” were used for data analysis and visualization.
3. FINDINGS

This section analyzed the tweets posted to the “Particle Solar Eclipse” event dated October 25, 2022, containing the word
“solar eclipse” on Twitter between October 23, 2022, and October 28, 2022. The study analyzed tweets in English using
NRC, Bing, and Afinn libraries. Data such as the number of followers and friends of the users were analyzed, and it was

determined whether the user account was real or fake.

4000

3000 1

2000+

MNumber of friends

1000 1

0 20000 40000 60000 20000
Mumber of followers

Figure 2. Followers and following numbers of users

User account information is provided in Figure 2 to determine whether Twitter data comes from real users or bots or whether
tweets are generally sent from high-follower accounts. It shows that the number of people followed by the users tweeting in
the context of the words “solar eclipse” is more than the number of followers. This indicates that users are not phenomena;
they are regular users.
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Figure 3. The most used word cloud and 20 words in tweets

When the words used in the tweets in Figure 3 and their intensities are examined, it shows that terms such as “paial,” “moon,”
and “sun” related to solar eclipse are used extensively. This indicates that the content of the tweets about the “solar eclipse”

is directly proportional to the keywords.
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Figure 4. Top 10 words and clouds in negative/positive emotions

Analysis results for the “Partial Solar Eclipse” event using the Bing library are given in Figure 4. Positive emotions were
associated with words like “spiritual,” “benefit,” “like,” “good,” and “happy.” Using “spiritual” and “benefit” implies that
some people saw the solar eclipse as a meaningful, potentially uplifting experience or connected it to rituals and positive
beliefs about natural events. This suggests that the solar eclipse provided inspiration, fascination, or personal enrichment
for these individuals. On the other hand, negative emotions were linked to words such as “evil,” “destruction,” “frighten,”
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“bad,” and “missed.” The presence of “evil” and “destruction” indicates that some people viewed the solar eclipse as a negative
or even threatening event, perhaps due to cultural or religious beliefs that associate extraordinary natural phenomena with
divine wrath or punishment. The word “frighten” reflects the fear or anxiety some individuals might have experienced about
the event, while “missed” could refer to feelings of regret for not being able to witness the eclipse. Some individuals found
it a positive, inspiring occurrence, while others perceived it as an ominous or harmful event. This highlights the complex
and varied ways people react to and interpret natural phenomena like solar eclipses.
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Figure 5. Emotion ratios of words and tweets

For the overall sentiment of the tweets, the words in each tweet were given a score of +1 for each positive emotion (positive,
joy, anticipation, confidence, and surprise) and -1 for each negative word, using the NRC dictionary. If the sum of the scores
for each tweet was greater than 0, it was marked as positive, equal to 0, neutral, and less than 0, as unfavorable. As a result
of the analysis in Figure 6, the emotional state of the users’ tweets was determined as 75% positive, 17% negative, and 8%

neutral.
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In Figure 6, a word sentiment analysis of tweets with the keyword ‘solar eclipse’ was performed using the NRC dictionary.

99 < ERINT3

For positive emotions, the words “sun,” “time,” “good,” and “happy” appeared frequently. These words suggest that the

positive emotions expressed in the tweets were related to the solar eclipse event itself (“sun” and “time”), as well as the
enjoyable or exciting aspects of the experience (“good” and “happy’). The tweets with positive emotions were mainly
associated with joy, surprise, trust, and anticipation, indicating that people found the solar eclipse fascinating, awe-inspiring,
and something to look forward to. On the other hand, the most common words in tweets with negative emotions were “evil,”

EEINT3

“destruction,” “change,” and “warning.” These words imply that some people associated the solar eclipse with negative or

ominous connotations. For instance, “evil” and “destruction” suggests fear or anxiety around the event, while “change” might
reflect uncertainty or unease about the effects of the eclipse. The word “warning” could indicate that some users perceived
the solar eclipse as a sign of impending danger or trouble.
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Figure 7. Positive and negative emotion usage scores of the most used words

In Figure 7, the Afinn library was used for the usage rates of the words used in tweets with positive and negative emotions.
For tweets with positive emotions, the most frequently used words were “benefit,” “like,” “good,” “happy,” and “love.” These
words indicate that people enjoyed the event and had positive feelings about it, as they associated the eclipse with happiness,

appreciation, and even affection. In contrast, the most used words in tweets with negative emotions were “warn,” “evil,”
“destruction,” “bad,” and “shit.” These words suggest that some people had negative perceptions of the solar eclipse, associating

it with potential harm, malevolent forces, or unpleasant experiences.
4. DISCUSSION AND CONCLUSION

In this study, which was conducted to examine the effects of the Partial Solar Eclipse, which took place on October 25, 2022,
on people, it showed that 75% of the tweets sent were positive. It turned out that the users who posted these tweets were
average, not phenomena. As a result of the analysis, tweets of Twitter users participating in the research consisted of positive
words such as “spiritual, benefit, like, good and happy” about the solar eclipse. This supports the idea in Astrology that a
Solar Eclipse opens a portal to new beginnings and change. So, people support possible change by creating good thoughts
and feelings in this way.

The absence of negative words in the first 20 most used words is directly proportional to the fact that the positive emotion
category contains approximately two times more content than the negative emotion category. This shows that the concept of
solar eclipse creates a positive impression on users tweeting in English.
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When the words were evaluated on a dictionary basis, it was determined that “evil, destruction, frighten, bad, and missed”
came first among the most negative words according to the positive and negative emotion categories in the context of the
Bing library. Using the words “benefit” and “spiritual” about positive words could be considered rituals that people perform
during natural events and positive expectations. On the other hand, the words “evil” and “destruction” can be explained as
people’s view of extraordinary natural events as divine disasters and punishment. This situation determined that the most
used words for positive emotion in the NRC dictionary were benefits, like, good, happy, and love. The most commonly used
words for negative emotion were warn, evil, destroy, bad, and shit. Similar emotional states emerged even when the data

were analyzed with different dictionaries.

The findings of this study resonate with emerging research suggesting social media platforms like Twitter can be used as
practical tools to capture public sentiment during significant natural events (Java et al., 2007; Pak & Paroubek, 2010). The
discovered preponderance of positive sentiment (75%) corroborates Goldy et al.’s (2022) research that events like the Total
Solar Eclipse in 2017 often catalyzed collective awe, humility, and pro-social behavior, leading to collaborative social groups.
The frequent use of positive words such as “spiritual,” “benefit,” “like,” “good,” and “happy” in tweets corresponds with the
astrological belief that a solar eclipse symbolizes new beginnings and change, implying that people may express positive
sentiments to embrace this potential transformation (Goldy et al., 2022). The scarcity of negative terms among the top 20
most used words suggests a generally positive impression of the partial solar eclipse among Twitter users, aligning with
Meng & Dong’s (2020) observations on societal responses to significant events. The analysis of word usage based on Bing
library and NRC dictionary unveiled that terms like “benefit” and “spiritual” could mirror rituals or positive expectations
associated with natural events, while words such as “evil” and “destruction” might signify how some individuals perceive
extraordinary natural events as divine punishments or disasters, similar to the psychological reactions observed in the 2018
false ballistic missile warning in Hawaii (Jones & Silver, 2020). By employing text mining and sentiment analysis methodologies,
this research enriches the sentiment analysis and public sentiment research field, providing a robust foundation for future
studies by offering insights into societal perceptions and attitudes towards natural events like the 2022 Partial Solar Eclipse
(Liu, 2012). As for future research and study limitations, the proposal to diversify data sources beyond Twitter and to consider
other eclipse events for a more thorough sentiment analysis is well-aligned with trends in social science research. Expanding
the scope of data sources and focusing on longitudinal analysis could foster more profound insights into public sentiment
and responses to natural events in future research (Mendon, Dutta, Behl, Lessmann, 2021).

This study contributes to sentiment analysis and public sentiment research by analyzing the public’s emotional responses to
the Partial Solar Eclipse of 2022 using Twitter data. Its contributions include demonstrating the effectiveness of text mining
and sentiment analysis methods, providing a basis for future research on different types of natural events, enabling cross-
cultural comparisons, and encouraging longitudinal analysis of public sentiment over time. This study offers valuable insights
and a foundation for future research on societal perceptions and attitudes toward natural events.

In the context of the study’s limitations for future research, more diversity and data sources can be obtained from different
social media tools since it is only done on Twitter data. More comprehensive sentiment analysis can be done by considering
the other partial eclipse event in the same year. Since the closest Total Solar Eclipse will take place on April 20, 2023, it will
be possible to see whether there is a difference in people’s perspectives on Total and Partial Solar Eclipse with the tweets to

be sent in this date range. People’s view of the situation can be analyzed by comparing it to the closest lunar eclipse.
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ABSTRACT

Among the existing programming paradigms, two of them are the most familiar and the most used by the
majority of programers: procedural programming and object-oriented programming. To teach students
programming, most existing curricula, especially academic ones, begin by teaching the basics of procedural
programming, before moving on to introduce the concepts of object-oriented programming. Unfortunately,
this transition is not always smooth for students, and the concepts of object-oriented programming can be
perceived as problematic and confusing for some students who have trouble adjusting to the new
programming mode and fail to find a decent object-oriented model for a given problem. Some scientists
believe that the problem lies in the transition of vision when modeling problems from one vision that is
familiar to students to a new one that is object-oriented. Some scientists think that the problem lies in the
transition itself when modeling problems from a familiar vision to a new object-oriented one. Other
scientists claim that the problem may not reside in the object-oriented paradigm itself, but rather in the
existing tools available to teach it, such as the languages and the environments. In this article, we propose a
new collaborative learning method for learning object-oriented programming, which can be also used to
teach any other course that shares a similar pedagogical structure.

Keywords: Problem-based learning, collaborative learning, programming learning, e-learning

0z

Mevcut programlama paradigmalari arasinda, programcilarin ¢ogu tarafindan en tanidik ve en ¢ok kullanilan iki
tanesi prosediirel programlama ile nesne yonelimli programlamadir. Ogrencilere programlamanin nasil
yapilacagini 6gretmek i¢in, 6zellikle akademik olan ¢ogu mevcut miifredatta, nesne yonelimli programlama
kavramlarina gegmeden dnce, prosediirel programlamanin temellerini 6greterek baslanir. Ne yazik ki, bu gegis
ogrenciler igin her zaman “piirlizsiiz” degildir. Nesne yonelimli programlama kavramlari, yeni programlama
moduna uyum saglamakta giigliikk ¢eken ve bir nesne i¢in diizgiin bir nesne yonelimli model bulamayan bazi
ogrenciler igin sorunlu ve kafa karistirict olarak algilanabilir. Bazi bilim insanlari, 6grencilerin problemleri
bilinen bir vizyondan nesne yonelimli yeni bir vizyona modellerken, asil sorunun vizyon gegisinde yattigina
inanmakta. Diger bazi bilim insanlar1 ise, sorunun nesneye yonelik paradigmanin kendisinde degil, onu 6gretmek
i¢in kullanilan diller ve ortamlar gibi araglarda olabilecegini iddia etmekte. Bu makalede, nesne yonelimli
programlamay1 6grenmek i¢in yeni bir isbirligine dayali 6grenme yontemi 6nermekteyiz. Bu yontem, benzer
pedagojik yapiya sahip baska derslerde de kullanilabilir.

Anahtar Kelimeler: Probleme dayali 6grenme, isbirlik¢i 6grenme, programlama dgrenimi, e-6grenme

QOB

This work is licensed under Creative Commons Attribution-NonCommercial 4.0 International License BY NC



https://orcid.org/0000-0002-9998-4833
https://orcid.org/0000-0002-5821-1025

https://orcid.org/0000-0001-8232-4196

LISS’nAP: A Peer-Advising Collaborative Learning Approach for Object-Oriented Programming Learning

1. INTRODUCTION

E-Learning has been widely used in several fields and scientific disciplines recently. It has proven its effectiveness in making
the learning process more flexible and manageable, especially during difficult times and emergencies that the world is
witnessing more than ever, such as during wars or the spread of epidemics such as the COVID-19 pandemic. As in many
fields, education has undergone substantial transformations, especially with the spread of Information and Communication
Technologies (ICT). These changes can be seen through the colossal breakthrough achieved in the way the remote education
field is presented, where the content of the course is increasingly adapted to the needs of each distinct learner.

Furthermore, specific characteristics of each taught subject are taken into account. Computer Science was among the first
disciplines involved in e-learning, considering the ability of its learners to assimilate the use of this new learning form
comfortably. Several e-learning environments and systems have been developed to cover different computer science topics,
from logic and algorithmics to programming, including its different paradigms, especially the Object-Oriented Programming
(OOP) paradigm. Many students often see OOP concepts as problematic, as they fail to develop good object-oriented designs
for a given problem (Dillenbourg, 1999; Henri & Lundgren-Cayrol, 1998, 2001; Laal & Ghodsi, 2012; Rogalski, 1998). One
commonly used technique to teach programming languages is Problem-Based Learning (PBL), which has proven effective
in many educative fields like medicine and computer science (Koh et al., 2008; Walldén & Mékinen, 2014; Wood, 2008).

Furthermore, it is always tricky for students to understand object-oriented concepts, as it is equally difficult for teachers to
transmit them to students. Indeed, the difficulty is mainly related to the transition from the usual procedural modeling of
problems to an object-oriented one. Research, as stated in the work of Stroustrup (1994), indicates that the programmer takes
about an average of 6 to 18 months to change his mindset from a procedural to an object-oriented view of the world, which
implies that the change is difficult.

For Kélling (1999), it is not object-oriented learning that causes problems, but the tools (languages and environments) available
to teach it. For this author, the programming languages used are too complex, the programming environments (if they exist)
are too confusing, and some of the systems and languages used for teaching were developed for professionals, which makes

the situation more complex for students, who fall into the difficulty of using them in learning object-oriented concepts.

In the same sense, other authors see that for beginning programmers, as is the case for university students, identifying objects
and creating an object-oriented program design is very difficult (Robins et al., 2003).

Unfortunately, most developed systems focus on the learner as an individual and have no interaction with his peers, making
the learner feel lonely and increasing his sense of isolation. Learning with peers can positively influence the learner, which
is well known in traditional or distance learning environments where many other skills can be developed, such as soft skills
(Tadjer et al., 2020). That is why many works have been conducted on the benefits of using collaboration between learners
inside distance learning environments, even though this kind of learning requires more effort and time than individual
learning (Bremgartner & de Magalhaes Netto, 2012; Hank & Chikh, 2013; Hu & Xu, 2013; Lafifi et al., 2010; Troussas et
al., 2014).

From a constructivist viewpoint, “Peer Interaction” or “Peer Dialogue” is a critical part of the “Peer Advising” course.
Vygotsky’s (1978) “Zone of Proximal Development” (ZPD) is one of the theoretical bases for “Peer Interaction.” It states that
social interaction between individuals helps them build their cognitive development, where individuals improve their skills
through guidance provided by more experienced ones. Based on this assumption, “Peer Interaction” can provide a platform
for peers to expand their knowledge by working together in socially constructed activities, as it allows peers to be “engaged
in solving problems and building knowledge” (Merrill Swain & Lapkin, 2000). According to Villamil & De Guerrero (1996),
peer-to-peer activities are the social pillar of cognitive process development. Indeed, the exchange of ideas during interaction
allows peers to offer and receive help, which allows them to improve their knowledge. Furthermore, because dialogue occurs
as part of a socially constructed knowledge-building activity “directly indicative of mental processes” (Merill. Swain, 1995),

it becomes a primary source to understand how peers construct knowledge by rigorously analyzing the involved dialogue.
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Peer advising involves “students helping students.” It highlights the “reciprocal interaction™ of peers helping each other
through collaboration during the learning process, taking a less formal, less-structured, and non-authoritarian approach. A
peer advisor is a learner with more experience in a particular subject area who assists a peer student or a group of peers (less
experienced learners) by guiding learning in that area. Although advisors and advisees learn together in the same course,
the advisor assumes greater responsibility for providing guidance based on the needs of the advisee. According to Mynard
and Carson (2014), there are at least three potential advantages that could be derived from peer advising:

1. Peer responses could be friendlier and more supportive than the teacher’s (Rollinson, 2005), making the learning
atmosphere anxiety-free and comfortable and helping learners concentrate on learning (Ellis, 1994).

2. By embracing collaborative learning in peer advising, the advisor and the advisee could learn from each other in
groups and work together to reach a higher level of performance (Donato, 1994). Furthermore, peer advising helps
peers engage in a healthy relationship (Barman & Benson, 1981), where the advisor and the advisee share ideas and
develop their knowledge together (Villamil & De Guerrero, 1996).

3. The Reciprocal Interaction of Peer Advising could benefit both the advisor and the advisee in developing their
autonomy (Assinder, 1991).

This paper presents LISS’'nAP (Listen-Up), a new approach that relies on Peer Advising and collaboration between learners
to learn OOP concepts —or any other concepts with a similar pedagogical structure. It addresses these research questions:

» Is there an effective way to group learners to benefit more significantly from the learning system?
* Ifso, how many learners to assign to each group, and how to assign and assess them?
*  Finally, How can a collaborative learning strategy improve OOP learning?

With those questions in mind, we propose to define a new approach that allows learners to deal with many difficulties
experienced when learning this paradigm by helping each other. We propose a remote learning system that embodies and
helps test the proposed approach.

This paper is organized as follows: Section [2 presents a literature review on programming languages and collaborative
learning. In section [3, we give our proposed approach, and in section 4, we offer our conclusion and future works.

2. MATERIALS AND METHODS:
2.1. Online Object-oriented Programming learning

Object-Oriented Programming (OOP) is a fascinating and attractive yet crucial course for the curriculum of a university’s
computer science students. It is one of the most popular programming paradigms and is highly demanded by technological
development giants. However, learning the principles and concepts of this programming paradigm has proven to be tricky
and sometimes complicated, leading researchers in this field to propose new approaches and methods to improve the quality
of teaching this paradigm. In this sense, several approaches and techniques have been implemented in computer systems
designed to solve the challenges and difficulties encountered when learning OOP. In Table. 1, we gathered and compared all
found OOP’s existing learning systems.

After analyzing the collected works, we have concluded that most of the reviewed papers focused on individual learning
techniques that treat each learner separately and omit the fact that the human being is a social creature who can learn by
observing his peers and can acquire knowledge from the experiences of others. As for the “Peer Advising” perspective, most
of the works we found in the literature used this technique in teaching human languages, and we found no work that used it
to teach programming language concepts or paradigms. Indeed, these reasons motivated us to use “Peer Advising” in a new

collaborative approach to help students learn OOP programming concepts.
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Table 1
Comparative study of OOP's existing learning systems
Taught Studled‘ Used Implemented Implemented  Online /
Authors Programming . . Assessment?
Course Technique System Type System Name  Offline
Language

(Cypher & Halbert, Procedural Visual & Example Environment . .

1993) Programming / Based Pygmalion Offline No
(Benabbou & L Example-Based & Environment .

A : EasyAl
Hanoune, 2006) lgorithmic / Recommendation asyAlgo Offline No
(Guibert et al., .
2006) Procedurgl / Example Environment MELBA Offline Yes
programming Based
(Sims & Bubinski, General Python, PHP, CSS, Online Platform .
2011) programming  JavaScript, HTML Learning CodeAcademy Online No
Java, C++, Visual  Visualization & UML Tool .
R 2 P ’ ! R IR j
(Rose, 2003) 00. Basic Graphic Modeling ational Rose Offline No
e Visualization & UML Environment -

(Kolling, 1999a) (0]0) 2 Java Graphic Modeling Bluel Offline No
(Esteves & Mendes, Visualization & Environment . .

2004) OOP Java Simulation OOP-Anim Offline No
(Cheung, 2006) oop Java Visualization & UML — Environment WEBLOOP  Online No
Graphic Modeling
(Yan, 2009) oor Java Serious Game Environment Greenfoot Offline No
(Dijelil et al., 2015) ooP CH+ Serious Game Virtual 3D Game PrOgO Offline Yes

. Odyssey of
(Seng et al., 2018) oop / Serious Game Mobile 2D Game Phoenix Offline Yes
oopP

2.2. Participants and Data Collection

This paper proposes a new approach based on collaborative learning to assist students while learning the OOP concepts. In
addition to assisting students in understanding and practicing OOP, it can help them overcome difficulties while learning
this paradigm.

To reach the desired goals, we first conducted a survey study to uncover everyday problems and identify difficulties faced
by students while learning the OOP concepts. Then, we proposed a new approach to assist students in overcoming difficulties
while learning OOP using the survey results. After that, we implemented a new prototype system. Finally, we experimented
with a group of students using the developed prototype.

The survey conducted with Computer Science students regarding OOP learning at Guelma University (Algeria) comprised
91 participants who answered 28 questions. The survey questions covered different topics about their experience with OOP
learning to gather the required data. It was made available to students using two methods: online via a Google form and
print-outs handed to students manually. The survey was prepared according to the Likert Scale guidelines for most questions
(23 out 0f 28), using precise and well-crafted options to obtain the most reliable answers possible. The remaining five questions
were either multiple-choice or with free answers.

3. RESULTS
3.1. Survey reliability and validity:

To measure the validity of the Survey, we used Pearson’s Correlation Coefficient with N=48. In Pearson’s Critical Table,
with a Degree of Freedom- = N-2 = 46 and a=0.05, the critical value was 0.3044. Applying SPSS Bivariate Correlation
Analysis, the obtained correlation table shows that 16 questions out of 23 were valid with Pearson’s value > 0.3044 and a
p-value<0.05 (Table. 2).

To measure the reliability of the Survey, we used the Cronbach’s Alpha test, which gave us a Cronbach’s Alpha value of 0.525,
which is close to 0.6, indicating that the questionnaire is reliable (Table. 3).
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Table 2
Case Processing Summary
N Y%
Valid 48 100.0
Cases Excluded® 0 .0
Total 48 100.0
Table 3
Reliability Statistics
Cronbach’s Alpha Cronbach’s Alpha Based on Standardized Items N of Items
525 528 23

3.2. Analysis of the Survey Results and the Proposed Solution

We first analyzed the survey answers to identify the problems encountered faced by the students. After that, we used the
survey results to propose a new approach to meet the research objective. Fig. 1 shows gathered statistics in some questions
posed within the Survey.

Question 4. What courses do you find difficult?

m Couses with Tutorial Class
only

M Courses with Practical Work
only

m Courses with no Practical
Work nor Tutorial Class

W Courses requiring new
programming languages

Question 10. In general, were the explanations given by the
teacher(s) in the OOP course clear?

m Extremely clear
m Very clear

w Fairely clear

W Less clear

® Not clear at all

Question 13. What do you think about the pace of teaching in
the OOP course?
u Too fast

m A little too fast
m Neither too fast nor
too slow

m A little too slow

 Very slow

Question 20. What do you think of collaborative learning
(werking in a group), especially in theOOP course?

B Extremely effective
m Highly effective

m Fairly effective

B Not very effective

W Not at all effective

Question 24. What do you think of the existing e-learning
systems used for OOP's learning?

m Highly useful

m Very useful

= Quite useful

m Not very useful
m Not at all useful

m | don't know

Question 9. Have you experienced any difficulties while learning t
‘00P Course?

B A lot of difficulties
m Many difficulties
m Some difficulties
m Few difficulties

= No difficulties

Question 11. What do you think of the teaching tools (course
material, exercises) used by the teacher(s) in the OOP course ?

m Excellent

m Good

= Without opinion
m Bad

W Catastrophic

Question 16. According to you, the main difficulty in thePOO

course is in: W Understanding of OOP concepts
(Object, Class, ...etc.)

W Understanding of problem's
statement

m Solution’s design

M The use of Object-Oriented
vision to formulate the solution

W Other

Question 21. According to you, the best method of grouping
learners in a collaborative work is :?

m According to The
friendship relations.

® According to the
teacher’s wishes.

M According to the
student's wishes.

B Doesn't matter
(randomly).

Question 26. How do you see the integration of social networkin
tools into OOP learning?

o Highly useful

W Very useful

® Quite useful

= Not very useful

® Not at all useful

Figure 1. Samples of the statistics gathered from the Survey’s Answers
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By analyzing the obtained answers, we got the following facts:
- Most students have difficulties mastering courses that require new paradigms and programming languages.
- In particular, most students have difficulties studying the Object-Oriented Programming (OOP) paradigm.
- 68% of the students did not understand the explanations given by the teachers in the OOP course.
- 41% of the students believe there is a problem selecting teaching tools for the OOP course.
- Regarding the pace of teaching in the OOP course, 64% of the students confirm it is faster than their own pace.

- As for the main problem in learning OOP, 51% of the students see that the problem is not learning the basic concepts
of OOP but understanding statements of the problems posed in this module and arriving at an object-oriented design for
these problems.

- As for using a collaborative solution (teamwork), most students (61%) think it can be effective in the OOP module.
In addition, 49% saw that teacher-determined grouping is the proper method of grouping learners.

- Concerning the existing OOP’s e-learning platforms’ effectiveness, 49% of the students think they are helpful.
3.3. Proposition of LISS’nAP Approach (Learn, Imaging, Solve, Share, and APprove)

The proposed approach uses Object-Oriented Analysis and Design (OOAD) to teach OOP instead of a specific object-oriented
implementation built on a particular programming language. The proposed LISS'nAP approach is a collaborative approach
that relies on peer advising. However, before we go further into explaining the approach, we have to define the course structure
and the grouping method.

3.3.1. Course Pedagogical Structure
The course to be studied should have two main stages:

1. The Learning Stage: the basic notions of the course are taught. The course is organized in the form of Chapters made
up of a set of Concepts.

2. The practice and application stage: the acquired knowledge during the first stage is practiced, and Final Projects are

| | l Final Project(1

implemented (Fig. 2).

| 1|
i (Concept(1) | 1 (Concept(?) | I (Concept(1) |
: : Lo : : I : I | [Final Project() |
| Concept(p) | | (Concepi(p) | | (Concepi(p) ! .
i I .
iAo |1 I[ Aw ]! ([ Ao || .
: Evaluation I : Ev aluation : : Ev aluation : [ Final Projeci(n) |
________ [ S ——— n———————'J | )

Figure 2. Pedagogical Structure of the Course
3.3.2. Group Formation method

When enrolling in the course, the learners have to answer a survey. The Survey is used to assess the learners’ level of
knowledge. Learners are then classified into five categories, “Excellent,” “Good,” “Average,” “Fair,” and “Poor.” Learners’
groups are formed of a maximum of 4 learners, and each group has to contain at least three different categories of learners.
The grouping process takes place after the end of the two first stages.

3.3.3. LISS’nAP Sequence

Fig. 3 shows the two stages of LISS’nAP. Each of the four phases of the two stages is also shown in the figure. The two first

phases: Learn and Imagine, are individual and do not require collaboration among learners. These two phases happen during
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the Learning stage of the course. The remaining phases: “Solve, Share ‘n Approve,” and Promote steps, are collaborative
and occur in the second stage of practice and application, where the learners are perceived as a group.

(S)olve
3 )(S)hare (n)

Individual Learnin Collaborative Practice

{ : ) (P)romote

Figure 3. LISS'nAP Sequence

LISS’nAP is composed of a total of 6 phases that are the following (Fig. 4):

Share

Learn ) Imagine Solve prove Promote

Figure 4. LISS'nAP approach diagram with the Three Steps Cycle (Solve, Share ‘n, Approve)
lL.a. (L)earn:

This first phase is individual. It is mandatory for the majority of educational courses. It is based on teaching the discipline’s
basic concepts, laws, and rules. It is part of the course’s first pedagogical stage (Individual Learning Stage) to be studied, in
our case, the OOP. The pedagogical content is organized into chapters and concepts (see Fig. 2). The learner begins to learn
the basic concepts of OOP, such as classes, objects, and inheritance, using written content and grouped in well-prepared
chapters maintained by the teacher. The latter, who plays the role of the course designer, must meet the following criteria:
reliability and simplicity. He must also maintain a rate of progress and a rhythm of difficulty appropriate to the learning
abilities of the learners. A self-assessment test quiz is handed out to the learners to evaluate their acquired knowledge at the
end of each chapter.

L.b. (DImagine:

This phase is also individual and does not require any form of collaboration where each learner practices small tutorials with
solutions to learn how to proceed with Analysis and Design step by step with minor solvable problems presenting a
straightforward application of one of the concepts studied in the previous phase. Each learner is asked to use their imagination
to extract the objects that constitute the solution to a given problem, determine the relationships between them, and then
represent them in Unified Modeling Language (UML) diagrams.

Fig. 5 presents the four steps the learner follows to master the imagination.
(— 1) Analyse Problem Statement

xm 2) Extract ' gpjects composing the pbim.
el
[

LR Correct OOP Concepts
Learners (4) Represent Objects & Relations

Figure 5. Imagine Steps
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In this phase, the teacher prepares a set of solved problems using problem statements alongside their illustrative object-oriented
designs detailing all the solution steps. The teacher explains how to extract the hidden objects in a problem statement, imagine
their relationships, and correctly choose the right OOP concepts to present them.

Example:

The student can imagine the concepts and the relations among them from the following description: “In a department, a
teacher is responsible for a set of courses. The latter is composed of a collection of concepts and exercises. A group of

students follows these courses”.
3. (S)olve, (S)hare (and) (A)pprove:

This phase is the first collaborative phase of our approach. This phase runs in a cycle for each learner, who is continually
repeating the three-cycle peer advising steps: Solve, Share, and Approve, until he has the approval of his peers or he
reaches the deadline of this phase. These three steps are as follows:

3.a. (S)olve:

In this phase, each group member tries to apply what they have learned in phase (I)magine by individually constructing
object-oriented designs for the problem posed as a final project in progress. A real-time graphic design tool is made
available to the learners, allowing them to understand better and simultaneously explain their designs to their peers in
the next phase.

3.b. (S)hare:

After completing their designs, each learner shares his design with the other group members and awaits his peers’
advice or approval. All the other group members have to visualize his solution and either approve his solution or advise
him how to correct his design if this member judges the solution as erroneous. A third option is also available when
the peer group member cannot give a solution so that he can abstain from voting. In that case, this member’s vote is
not accounted for, but he can always see the solution of his peer and can have an idea of the solution.

3.c. (A)pprove:

Each learner must advise other group members on their proposed solutions by approving or rejecting them while
specifying the reasons behind the rejection. The solution is approved if the number of “approvals” exceeds the number
of “rejections.” Otherwise, the learner must repeat the cycle and continue improving his solution until getting “approved”
or the exercise’s time is over.

4. (P)romote :

After each group member finishes their specific design, it is time to choose the best design, promoted as the group’s
unique solution. Each member has to evaluate his co-members’ solutions by ranking them using a star rating system.
The voting process may follow these rules :

- The voting process begins after the solution is flagged as completed by the learner who owns the solution.

The learners cannot rate their solutions.
- The voting operation must be completed before the deadline for the final project submission.

- If the project submission deadline is reached, and all the group members have not voted on any solution, the best
solution is determined by a random draw between all the solutions marked as completed.

- The range of the score is from 1 to 5.

- The final solution score equals the sum of the voters’ scores divided by the number of voters (the final score equals
the average score).
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- The solution with the best final (average) score is considered “the group’s solution.”

- In the case of equality between the average scores of two or more solutions, the best solution is determined by a

draw.
Finally, the group solution will be sent to the lead teacher, who will assign a score regarded as “the group’s score.”
3.3.4. Collaborative and Individual Assessment

In addition to the collaborative assessment, which consists of a unique score for all the group members, another “individual
score” is computed separately for each member, representing the learner’s engagement with his peers. It is measured using
the frequency and the quality of his involvement in developing the collaborative solution. We must mention here that individual
solutions, even though approved by the other members, may not have any value in individual and collaborative assessment.
Doing so will discourage plagiarism or information hiding and promote the collaborative spirit against the “self-preservation”

tendency.
3.4. Results of experimenting with the prototype:

We conducted a pilot experiment to validate and fine-tune the proposed approach. A set of four students at the Computer
science department of Guelma University were evaluated before and after using the developed prototype using pre and post-
tests (The experiment was conducted remotely during the first days of the Covid-19 containment period in Algeria).

The students had to take a pretest exam before using the developed prototype and another post-test exam after using the
prototype. Table 4 presents the obtained results.

Table 4
Pilot Experiment results

Student 1 Student 2 Student 3 Student 4
Pretest scores (/20) 8 11 6 10
Post-test scores (/20) 12 15 9 13

As presented in Table. 4, the post-test scores of the participants were better than their pretest scores, supporting that using
the proposed approach helped them learn OOP concepts better, which was confirmed by the participants, who expressed
their satisfaction with using this system.

4. DISCUSSION:

The main contribution of this study concerns the proposition of a new approach for enhancing the learning of Object-Oriented
Programming (OPP) concepts. An online learning prototype adopted this approach. The pilot experiment with some students
helped us enhance the system. Unfortunately, the proposed system was only made available to a limited number of students
while they followed the OOP course online (during the Coronavirus confinement period, May-June 2020).

During this reduced experiment, we encountered many difficulties and faced many challenges with the students as they were
challenging to understand and unpredictable. Some refused to work with others and declined any request for collaboration,
while others who were too solicited felt exploited by their teammates, leading them to decrease their contribution or even
stop collaborating. Also, the students’ grouping process proved tricky and presented a big problem because there were always
cases where some students were highly requested while others were not.

The distribution of the tasks among the group members was also not very convenient and was often not even and not fair.
Therefore, we sometimes found that the brilliant members did most of the work on behalf of the group while the weakest did

not provide the required effort, which is not the intention of collaborative learning.
5. CONCLUSION AND FUTURE WORK

Our empirical study in the form of an online survey shed some light on some of the existing learning difficulties learners

face when studying the Object-Oriented Programming paradigm among university students. Furthermore, this empirical
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study helped us design and implement a new method composed of two stages called LISS’nAP. The first one is individual,
while the second is collaborative; each one includes a set of phases that enable the teaching of the basic concepts of Object-
Oriented Programming and helps the learners practice what they have learned by encouraging them to solve real problems.

In the same perspective, and to implement our LISS’nAP method, we designed a system adopting this new method based on
one of the Unified Modeling Language (UML) diagrams. The system in question is in the form of an e-learning system
called LISS’nAP-POO. This platform provides learners with all the flexible and easy-to-use tools necessary to carry out the
LISS’nAP method steps.

To check the effectiveness of the proposed method (LISS’nAP), we have scheduled a full-scale experimentation phase of the
LISS’nAP-POO system with computer science students from a higher education institution. Furthermore, in future work,
we propose to use artificial intelligence techniques for group formation. Using these techniques, we can get homogeneous

groups meeting learners’ expectations.
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ABSTRACT

The notion of efficiency has typically been associated with the efficiency of systems rather than users in
Information Retrieval (IR) literature. In the usability literature, on the other hand, this notion is defined
from a user-based perspective, corresponding to how long a user accomplishes a task. Despite this, the
common aim for both has to do with the efficient use of time. This study examines the efficiency notion in
the IR literature from a user-based efficiency window in the usability literature. In the present study, a
modular efficiency determination formula (MEDEF) to create different efficiency indicators by focusing on
IR system evaluations and optimizations from the usability perspective is proposed. The MEDEF can be
thought of as an efficiency indicator creator based on both effectiveness metrics and efficiency indicators
already used in IR studies. In the scope of this study, eight MEDEF-based efficiency indicators were created
and compared to several baseline efficiency indicators already used in IR studies. While the study’s first aim
is to reveal how consistent the MEDEF-based indicators are and whether these indicators are more
successful/reliable than the baselines, the second is to set an example of the usage of efficiency indicators in
evaluations of IR systems from a usability perspective. General findings from interactive user behaviour for
one month show that the MEDEF-based indicators outperform the baseline indicators and further strengthen
the reflections in the baseline indicators. Several usage scenarios regarding the potential of the MEDEF are
also shared and discussed in the scope of the study.

Keywords: Human-Computer Interaction, Efficiency Indicator, Session Abandonment, Interactive
Information Retrieval
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Verimlilik kavram, Bilgi Erisim (BE) literatiiriinde temel olarak kullanicilardan ziyade sistemlerin verimliligi
ile iliskilendirilmistir. Kullanilabilirlik literatiiriinde ise bu kavram, bir kullanicinin bir gorevi ne kadar siirede
tamamladigina karsilik gelen kullanici tabanli bir bakis agistyla tanimlanir. Yine de, ortak amag her iki literatiir
i¢cin de zamani verimli kullanmaktir. Bu ¢alisma, BE literatiiriindeki etkinlik kavramini, kullanilabilirlik
literatiiriindeki kullanict tabanli etkinlik penceresinden incelemektedir. Bu ¢aligmada, kullanilabilirlik
perspektifinden BE sistem degerlendirmelerine ve optimizasyonlarina odaklanarak farkli verimlilik gostergeleri
olusturmak i¢in modiiler bir verimlilik belirleme formiilii (MEDEF) 6nerilmistir. MEDEF, BE calismalarinda
halihazirda kullanilan etkililik metriklerine ve verimlilik gostergelerine dayali bir verimlilik gostergesi tireticisi
seklinde distiniilebilir. Bu ¢alisma kapsaminda, sekiz MEDEF tabanli verimlilik gostergesi olusturulmus ve
halihazirda BE ¢aligsmalarinda kullanilan birkag temel verimlilik gostergesiyle karsilastirilmistir. Caligmanin ilk
amaci, MEDEF temelli gostergelerin ne kadar tutarli oldugunu ve bu gostergelerin mevcut temel gostergelere
gore daha basarili/giivenilir olup olmadigini ortaya koymak iken, ikincisi, kullanilabilirlik agisindan BE
sistemlerinin degerlendirmelerinde verimlilik gostergelerinin kullanimina bir 6rnek olusturmaktir. Bir aylik
etkilesimli kullanici davranislarindan elde edilen genel bulgular, MEDEF tabanli gostergelerin temel
gostergelerden daha iyi performans gosterdigini ve temel gostergelerdeki yansimalari daha da giiclendirdigini
gostermistir. MEDEF ‘in potansiyeline iliskin ¢esitli kullanim senaryolar1 da ¢alisma kapsaminda paylasiimakta
ve tartisiimaktadir.

Anahtar Kelimeler: insan-Bilgisayar Etkilesimi, Verimlilik Gostergesi, Oturum Terk Etme, Etkilesimli
Bilgi Erigim

QOB
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1. INTRODUCTION

Evaluations in Information Retrieval (IR) studies are made mostly by following the Cranfield paradigm and focusing on the
effectiveness of systems/models. Two elements underlie the basis of these kinds of evaluations. While reference collections
with predetermined information needs correspond to the first element, several evaluation metrics constitute the other. This
evaluation method has become indispensable for IR studies and even for those defined as interactive. On the other hand,
the efficiency notion can be shown as the other type of evaluation. This notion is mainly associated with the efficiency of
IR systems rather than that of users. Two performance elements, throughput and latency, constitute the center of efficiency
investigations (Croft, Metzler, and Strohman, 2009; Biittcher, Clarke, and Cormack, 2010), and the main focus is on how
quickly a system responds and the sufficiency of system resources (Zhai and Massung, 2016). In other words, efficiency is
predominantly associated with the subject of “time.” Regardless of the evaluation type, both evaluations intrinsically consist
of system-based investigations rather than user-based ones.

When focusing on another research area, usability, it can be seen that the notion of “efficiency” also exists in this area but
with a different definition. This notion is defined from a user-based perspective, corresponding to how long it takes for a
user to accomplish a task (Nielsen, 1993; Frokjer, Hertzum, and Hornbaek, 2000; Hornbaek, 2006; Rubin and Chisnell, 2008;
Rosenzweig, 2015). Nevertheless, the main subject does not change when compared to the IR perspective: “time.” In other
words, both research areas focus on the efficient use of time. This study examines the concept of efficiency in the IR literature
from a user-based efficiency window in the usability literature, meaning that the focus is on user efficiency rather than on
system efficiency.

Logs of search interactions have been intensively utilized for different purposes in IR studies because they consist of natural
user behaviors. While Jiang, Leung, Yang, and Ng (2015) and Vidinli and Ozcan (2016) utilized logs for query suggestion
purposes, Joachims (2002) and Agichtein, Brill, and Dumais (2006) used them for search result improvement. Liu, Liu, and
Belkin (2014) and Kim, Hassan, White, and Zitouni (2014), on the other hand, used logs for the exploration of user behavior
patterns. Users who try to satisfy their information needs leave several types of traces (implicit data) in the background while

99

searching. These traces also hold some valuable indicators regarding the time notion. “Dwell time,” “time to first click,” and
“time to last click” can be given as examples of these types of indicators. These indicators have been considered with different
definitions/namings in IR studies, such as “user engagement” by Singla and White (2010), “search satisfaction” by Hassan
(2012), Kim, Hassan, White, and Zitouni (2014), and Liu et al. (2015), “choice overload” by Beierle, Aizawa, Collins, and
Beel (2020), “implicit measures of user interest” by Fox et al. (2005), and “interest detectors” by Claypool, Brown, Le, and
Waseda (2001). When considering them from the usability perspective, these indicators carry signs regarding user efficiency
even though the namings are different. On the other hand, even if we put this differentiation aside, it is evident that these
indicators have not been utilized individually in evaluating IR systems, as explained in Section 2. At this point, two questions
appear that need to be answered: (1) How reliable or useful are these indicators when they are not used for the purpose of
evaluation? (2) Is it possible to evaluate IR systems only through these indicators? While the first question regards the usage
of these indicators already in IR studies, the second regards whether these indicators can be used to evaluate IR systems
from the usability perspective. This study seeks answers to these questions and, in addition to the mentioned efficiency
indicators, proposes a modular efficiency determination formula (MEDEF) to create different types of user-based efficiency
indicators.

In the scope of the present study, users’ search interactions were first recorded through the search modules of different
department websites of a university in Turkey. Secondly, these websites (23 in total) were separated into six groups based
on users’ session abandonment behaviors, and fifteen propositions were created regarding the IR performances of these
groups. Lastly, eight efficiency indicators created by following the MEDEF and four baseline indicators already used in IR
studies were compared statistically to investigate how they successfully reflect group performances based on the created
propositions. Apart from the statistical comparisons, several examinations were also made with Machine Learning (ML)-
based approaches. The study’s first aim is to reveal how consistent the MEDEF-based indicators are and whether these
indicators are more successful/reliable than the baselines. The second is to set an example of the usage of efficiency indicators

in evaluations of IR systems from a usability perspective.
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The rest of the paper is organized as follows. Studies made with efficiency indicators are shared in Section 2. Section 3
explains the MEDEF’s features and the method followed in the present study. The study’s findings are shared in Section 4.
While the results are discussed in Section 5, the contributions of the present study and several usage scenarios of the MEDEF

for future work are shared in Section 6.
2. RELATED WORK
In this section studies which have benefited from time-based efficiency indicators are shared.

Hassan, Song, and He (2011) presented a prediction model based on the ML concept to determine user satisfaction in the
information-seeking process. While creating the model, the authors benefited from the dwell time indicator, and the model’s
success in estimating user satisfaction and improving search results was revealed. Lee, Teevan, and de la Chica (2014)
conducted a study to characterize user search behavior by utilizing the time to first click and dwell time indicators. The
authors made several suggestions for search result improvement in the study results. Based on the ML concept, Arguello
(2014) created a model by using the dwell time indicator and several implicit data types to predict search task difficulty. In
the study’s result, several suggestions regarding utilizing different types of data/indicators in creating a predictive model
were made by the author. Similarly, Liu, Liu, and Belkin (2014) also investigated users’ behavioral differences regarding
search task difficulties in the information-seeking process. The authors created a prediction model utilizing several types
of dwell time indicators to determine search task difficulties. In their study, Kim, Hassan, White, and Zitouni (2014) created
a model based on the ML concept using the dwell time indicator and tried to predict search satisfaction. In another study
using the dwell time indicator an attempt was made to categorize search sessions using the ML concept to show whether
they reflected struggling or exploring (Hassan, White, Dumais, and Wang, 2014). Balakrishnan and Zhang (2014) proposed
a model benefiting from the dwell time indicator to improve search results. The authors stated that the proposed model
revealed significant improvements. A model using the time-to-first click, dwell time, and several different indicators was
created by Arkhipova, Grauer, Kuralenok, and Serdyukov (2015) to predict unsuccessful search sessions. The authors
investigated users’ search engine switching behaviors in the study in which an evaluation metric was also presented for A/B
testing studies.

In a study by Borisov, Markov, de Rijke, and Serdyukov (2016), the authors tried to explore behavioral patterns on times
between user actions using the time to first and last click and dwell time indicators and proposed a prediction model to be
used for personalized IR improvements. The study results indicated that successful findings were reached. Alhabashneh,
Igbal, Doctor, and James (2017) proposed a fuzzy-based mechanism using the dwell time indicator and different implicit
data types to estimate document relevance. The authors indicated that the proposed mechanism showed successful prediction
performance regarding document relevance. In another study focused on system-based efficiency, a framework proposal
was made by Makkar and Kumar (2018) to improve search results by utilizing the dwell time indicator. The authors achieved
successful results with the proposed framework. Another study focusing on difficulties in making decisions while searching
research articles was made by Beierle, Aizawa, Collins, and Beel (2020). In the study, in which one of the indicators was the
time to first click indicator, the authors revealed findings regarding users’ behavior patterns. Sarkar, Mitsui, Liu, and Shah
(2020) conducted a study focusing on determining users who needed help finding information. The authors created a successful
prediction model with the logistic regression classifier, utilizing the dwell time indicator.

When we consider the studies above, it can be seen that two main types of investigation exist: revealing users’ behavioral
patterns or using efficiency indicators for optimization purposes. As evaluations were made following the Cranfield paradigm
regardless of the study types, these studies neither focus on how reliable the efficiency indicators are among each other nor
consist of evaluations from users’ perspectives. The present study sets an example for evaluating IR systems from a user-
based approach. Moreover, it sheds light on the trustworthiness of efficiency indicators and how these indicators can be
utilized more successfully through the MEDEF for both IR system evaluations and optimizations.

3. METHOD

This section first explains the components of the data collection process. Secondly, the efficiency indicators that have already
been used in IR studies, and the efficiency indicators created by following the proposed formula in the present study, are
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explained by being combined with the data preprocessing step. After this, the research questions and how the evaluations
were carried out are shared. Lastly, the section concludes by explaining the present study’s limitations.

3.1. Data Collection Process

User search-visit interactions, gathered over the period of one month from the textual search modules of different department
websites of a university in Turkey , underlie the center of this study. The search modules serve with the boolean model (the
same infrastructure) and work integrated with the websites. As each website addresses different information needs, the
contents announced differ, meaning each search module can be considered a tool that helps users satisfy different information
needs. The interaction data were collected from 66 departments. A relational database with two tables (queries and visits)
was used to record the interactions with these modules during the data collection. The structure of the tables is given in Table
1.

Table 1
The used tables in recording search interactions
The queries table The visits table
id id
department_id query_id
query page id
Attributes query_length rank
dwell_on_SERP* visit_time
query_time

anonymized ip

* The dwell time on the Search Engine Result Page (SERP). This value was recorded in the form of
seconds.

As seen in Table 1, both tables were created with a simple design to collect basis interaction data. A record was added to the
queries table whenever a user searched with a query for information in the data collection process. After users were shown
relevant pages and their snippets found by modules, the users had two options: clicking a suggestion on the SERP or abandoning
the session/query. While a record regarding the visit behavior was added to the visits table for users who preferred the first
option, no record was added to the table for the other option, and session states were regarded as being abandoned.

Two different values, query length (QL) and dwell time on the SERP (DwWSERP), were also recorded in addition to query
time (QT) in each search session (Table 1; the queries table) to be utilized in the created indicators. While QL is how many
unique words a query term has, DWSERP corresponds to how much time a user spends on the SERP in a search session.
DwSERP was recorded at 0.1-second intervals after starting a search session by making a query (a Javascript code was
utilized for this process). For the visits table, the main values utilized in the indicators are rank and visit time (VT). While
the rank value corresponds to what order a clicked web page (document) suggestion is on the SERP, VT indicates the first

contact timestamp between users and the clicked documents.

Throughout the data collection process, while the total number of search interactions for all websites was detected as 29,545,
the total number of unique queries was observed as 3,402. How these collected data were preprocessed is explained in the
next section.

3.2. Data Preprocessing and Efficiency Indicators

In the preprocessing phase, each query was first considered as a session of 30 minutes. Let us assume that a user made a
query and started a session. If that user sent another query with the same terms before the opened session ended, that user’s
visit interactions from the second query were treated as if the user had not sent the second query, meaning that only visit
interactions of the user continued to be recorded under the opened session instead of a new session being opened. A new
session would be started if that user had sent the second query with different terms, even though the intent was identical. On
the other hand, during preprocessing, which session belongs to which user was determined according to users’ anonymized IP
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values (Table 1), and a session in which no visit interaction was observed was considered abandoned. While tracking users’
visit interactions on the same session, if users clicked the same suggestion for the second/third/fourth time, only the first
visit was taken into account (this action was excluded for only one indicator, as explained in Section 3.2.2). In the direction
of these procedures, the preprocessing of collected data was carried out in three steps incrementally. These steps are explained

below:

Step 1: Users who had made a query in the past six months were excluded from the collected data based on their anonymized
IP addresses. The reason for this is to avoid fallacious data that might arise from users and that could possibly have prior
information gathered from a past search interaction with the search modules regarding their continuing information needs.
In other words, the situation of a user searching with a query with search modules in the past indicates that that user has an
experience from the past regarding responses from the query sent in the past. In this case, if the user prefers to use the same
query terms for the second time and departments shared no content regarding the user intent until this second query, the
used search module will probably suggest the same documents as in the first query. In this direction, the user’s decision time
will quite likely be very short because of past experience. As this case can misguide the analysis, users from the past six
months were excluded, meaning that users who belonged to the month of the data collection process were considered users
who were interacting with the system for the first time.

The second action in this step was to exclude queries with no result from the collected data.

Step 2: Except for the search interactions whose DwSERP value was between one and 60 seconds, all interactions were
treated as outliers. This action was taken in order to focus only on search interactions made with a high concentration. For
the same purpose, the second action was to eliminate the interactions where the first click time (time to first click - TTFC)
was higher than 30 seconds in sessions that were not abandoned. The last process in this step was to exclude websites with
search sessions of less than 100.

Step 3: The number of cases of session abandonment pertaining to each website was examined after the second step. Websites
in which all sessions had been abandoned were excluded from the dataset. Lastly, interactions made by the same users in
different departments were removed based on users’ anonymized IP addresses in order that statistical analyses be properly
carried out. In other words, if a user had searched on both A department and B, only one of these interactions was kept, the
other being removed. Thus, interactions in all departments were isolated from each other.

The collected data were preprocessed based on the above steps. The search interaction data, which totaled 29,545 from 66
department websites before preprocessing, were reduced to 11,228 from 23 department websites with 1691 unique query
terms. Three different indicator classes were created. While the first two classes correspond to the indicators that reflect
natural user behavior and have already been used in IR studies, the third consists of the indicators, which again reflect natural
user behavior, created for this study. In contrast to studies that mostly focused on IR system performances/optimizations, in
this study, all indicators are considered from the usability perspective, and natural user search behaviors constitute the center
of investigations. From this point, the first indicator class is named “Guidance Indicator”; the second class is defined as
“Baseline Efficiency Indicators”; the third class is named “MEDEF-Based Efficiency Indicators.”

3.2.1. Guidance Indicator

Users’ Session Abandonment (SAb) behaviors are a sign of unsuccessful sessions (Liu, Gwizdka, and Liu, 2010), and this
type of user behavior can be utilized to evaluate IR systems (Diriye, White, Buscher, and Dumais, 2012). In this study,
because the SAb behavior allows detection of how well IR systems serve users in satisfying their information needs from a
generic perspective, it is selected as the guidance indicator. To this end, firstly, the IR performance of each website was
characterized by the users’ SAb behavior. Secondly, which website outperformed the other was determined by examining
the percentage of sessions with no abandonment on each website. Afterward, to evaluate the reflectiveness performance of
efficiency indicators, the websites that performed similarly to each other in satisfying user information needs were grouped
based on the percentage of sessions with no abandonment. In this direction, six groups were created from 23 departments
(Table 2).
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Table 2

The groups of departments based on their performances

Name of the groups The numbtel:eogfli)elﬂflsrtments in Total interaction (>xl:|l:ll§ZY) % O:E:Zizl:ninv::th ne
A 7 1296 >0 and <10 3.8

B 4 1317 >=10 and <20 15,1

C 5 7210 >=20 and <30 26,3

D 3 451 >=30 and <40 32,6

E 3 692 >=40 and <50 42,9

F 1 262 >=50 53,1

* The percentage of sessions with no abandonment is higher than X and less than Y.

Table 2 indicates that group F is more successful than group E, that group E is more successful than group D, and so on.
Fifteen propositions (6x5/2; 6 is the total number of the groups) were created to investigate the indicators’ reflectiveness
performance based on Table 2 (the statistical proof of the propositions is explained in Section 4). The statistical examinations
were carried out by comparing the efficiency indicators between each other and focusing on how many propositions an
indicator can reflect. Different ML-based examinations were also carried out using the created groups and the efficiency
indicators together.

3.2.2. Baseline Efficiency Indicators

In the present study, four different efficiency indicators that have already been used in IR studies were chosen as baselines

and explained below:
DwSERP

As described before, the length of time a user spends on the SERP in a search session corresponds to DWSERP. This indicator
is inversely proportional to user satisfaction in the information-seeking process. High DwSERP values, which could arise
from useless information sources in results or ambiguous query terms that users express, could point out negative experiences
(Aula, Khan, and Guan, 2010; Sarkar, Mitsui, Liu, and Shah, 2020). Similarly, it has been stated that having difficulties in
satisfying information needs causes more cognitive effort and longer DWSERP (Kuhar and Merc¢un, 2022). As DwSERP
can reflect user satisfaction and, accordingly, how well IR systems serve users, it is chosen as the first baseline indicator.
The last point that needs to be clarified for this indicator is that the DwSERP values were separated based on whether a
session was abandoned or not in the analyses. The first indicator consists only of the DWSERP values of sessions with no
abandonment.

DwSERP of abandoned sessions (DwWSERP_Ab)

In addition to DWSERP, another baseline indicator was created from abandoned sessions’ DWSERP values. As in DwSERP,
we believe that DWSERP_Ab can also offer clues as to how close an IR system is to meeting information needs. In this
direction, the tested assumption in the analyses was that the shorter DWSERP_Ab is, the more likely IR systems are close
to satisfying information needs.

TTFC

TTFC is the length of time that elapses between the point at which a session starts upon a user sending a query and the
point at which that user clicks on one of the pages on the SERP for the first time. In the study by Radlinski, Kurup, and
Joachims (2008), it was found that TTFC was correlated with search success, meaning that the quality of results on the SERP
decreases when TTFC increases. The faster users find relevant information sources the shorter TTFC is. From this perspective,
it can be stated that as users do not have many difficulties when making the first decision, search interactions result in a
positive experience. TTFC was chosen as the third indicator to investigate whether it can reflect user behavior in the
propositions created through the SAb behaviors. While calculating this value, the QT value was subtracted from the first
VT value observed for each session (Table 1).
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Time to last click (TTLC)

TTLC is the time that elapses from the moment a session starts upon a user sending a query and the moment the user
clicks one of the pages on the SERP for the last time in that active session. When users clicked the same suggestion on the
SERP more than once, it was stated that only the first visit was considered except for one indicator. While the first click was
recorded for the TTFC indicator, the others were utilized for the TTLC indicator regardless of being the same or different
suggestions. The assumption for this indicator is the same as the TTFC indicator. In other words, shorter TTLCs reflect that
users are able to meet their information needs in a short time, which indicates a more positive experience (Radlinski, Kurup,
and Joachims, 2008).

3.2.3. MEDEF-Based Efficiency Indicators

This section is organized into two parts. While the formula used in creating efficiency indicators is explained in the first
part, the second shares eight different indicators created by following the proposed formula.

The MEDEF

The proposed formula is used to give a value to each unique session that is not abandoned. It is calculated with the combination
of three metrics: “Ambiguity Reward,” “Punishment,” and “Effectiveness,” and can be thought of as an indicator that consists
of both an efficiency and effectiveness metric together (Equation 1).

1
. baseline_indicator

|
Ambiquity Reward

Ambiguity Reward: The Query Expansion (QE) technique has been intensively used in IR studies (Colace, De Santo, Greco,
and Napoletano, 2015; Nie et al., 2016; Singh and Sharan, 2017; Nasir, Varlamis, and Ishfaq, 2019) to expand users’ initial

queries and thus alleviate the burden of finding relevant sources associated with user queries on these systems. Adding

- effectiveness

(1

similar but differently expressed terms to initial terms to increase the possibility of finding relevant sources by IR systems
underlies the QE technique. As QL supports IR systems (Belkin et al., 2003; Kelly and Fu, 2007), reciprocal QL is used as
a reward in the MEDEF formula. In other words, when QL increases, the ambiguity decreases, and this increase helps IR
systems understand search intents more easily. That is why the more words a query term has, the less reward it gets per
session. This approach especially rewards sessions that start with ambiguous queries. In addition, it should be mentioned

that no QE technique was used in the present study; rewards were given based on users’ natural term selections.

Punishment: When we consider the baseline indicators in the previous section, it can be seen that all of them have a common
logic, which is that the increase in an indicator points out dissatisfaction in terms of IR experience. To this end, the reciprocal
value of efficiency indicators is utilized to penalize sessions.

Effectiveness: IR studies in the literature focus on whether IR systems/models can satisfy information needs successfully,
and for this purpose, evaluations based on effectiveness metrics and reference collections mainly constitute the basis of these
kinds of studies. Several metrics have been proposed/created from the past to the present. Gain-based metrics (CG, NCG,
DCG, NDCGQG) by Jarvelin and Kekéldinen (2000) and Jarvelin and Kekéldinen (2002); Expected Reciprocal Rank (ERR) by
Chapelle, Metlzer, Zhang, and Grinspan (2009); Rank-Biased Precision (RBP) by Moffat and Zobel (2008); Binary Preference
(BPref) by Buckley and Voorhees (2004) and Mean Reciprocal Rank (MRR) by Voorhees (1999) can be shown as examples
for effectiveness metrics. These and homologous metrics focus on determining the success of IR systems/models based on
how many relevant/useful information sources are found using reference collections. However, two disadvantages exist in
using effectiveness metrics for interactive IR studies. One is the nonexistence of reference collections in interactive
environments, as users’ information needs constantly change. The other is biased user behavior (Joachims, 2002; Joachims

et al., 2005; Agichtein, Brill, and Dumais, 2006). Nonetheless, it was decided to integrate effectiveness metrics into the
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formula because users’ natural behaviour can take the place of explicit relevance judgments (Croft, Metzler, and Strohman,
2009; Zhai and Massung, 2016), and collecting these natural behavior data in large quantities is easy (Manning, Raghavan,
and Schiitze, 2008). Effectiveness metrics were not integrated into the formula to reward/penalize sessions. However, whether
sessions are rewarded/penalized is left to user actions. Let us assume that the MRR metric is used, and the multiplication of
the first two metrics in the formula is calculated as 0.3 for a session. If the user of that session clicks only on the second
suggestion on the SERP, the MRR value will be calculated as 1/2 = 0.5, and the MEDEF value of the session will be 0.15. In
the other scenario, if the user clicks two suggestions at the ranks of first and second, the MRR value will be calculated as
(/1 +1/2)/ 2=0.75, and the MEDEF value of the session will be 0.225. In short, user preference will decide whether sessions
are rewarded/penalized.

In light of the above explanations, the last point that needs to be explained is that the increase in the MEDEF value indicates
more positive user experiences.

The Created Indicators

Eight indicators with different variations were created using the combination of three baseline indicators and two effectiveness
metrics (MRR and Average Precision - AP) to investigate how successful the MEDEF-based indicators perform in reflecting
user behavior regarding the propositions created with the guidance indicator (Table 3).

Table 3
The created indicators based on the MEDEF
Description Punishment Effectiveness
1
MRR_DwSERP _—
_DwS DwSERP
1
MRR_TTFC —_— n
- TTFC 1 1
MRR = —Z
1 nid rank;
MRR_TTLC TTLC
1
MRR_ALL
- DwWSERP - TTFC - TTLC
1
AP_DwSERP DwSERP
AP TTFC L
- TTFC P S o
) ()——lRe”; 0)
AP_TTLC TTIC
1
AP ALL

DwSERP - TTFC - TTLC

Because of the nature of interactive environments, it is impossible to determine which information sources are relevant to a
query. Nevertheless, users’ clickthrough behaviors can shed light on this ambiguity. Clicks can be utilized in determining
whether a document is relevant or not. While using the MRR metric in the indicators, as exemplified before, the MRR value
of a session can be calculated considering all rank values of visits of that session. The same process is also followed for
calculating each session’s AP value. We can define AP for a session with a ranked list L (on the SERP) where |L|=n; P(i)
donates the precision value of a clicked document at rank i in Z; and Rel is all relevant documents in the collection. Even
though Rel is ambiguous in interactive environments, the calculations can be carried out by accepting that Re/ corresponds
to all documents visited by a user in a session. If we exemplify the AP calculation through the same two scenarios given for
MRR, the first scenario gives us the same result again because the user only visits the second document in L: 1/2 =0,5. As
for the second, as the user visits documents at the first and second ranks, the AP value will be calculated as (1/1 +2/2) /2 =
1. Let us assume another scenario where that user clicks three suggestions at the second, third, and fifth ranks in the same
session. The AP value will be calculated as (1/2 +2/3 +3/5) /3 =0,59.

The MRR and AP values were calculated by following the above method for each session. Afterward, the MEDEF values
were determined by multiplying these values with the other two metrics for each session.
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3.3. Research Questions and Evaluation Procedure

In the scope of the present study, four research questions were prepared. This section explains these questions and how the

evaluations were carried out respectively.
RQI. What are the differences between the SAb behaviors in the groups?

The reason for creating this question is first to characterize websites that performed similarly based on users’ SAb behaviors.
The second is to group these websites according to their performance, as in Table 2. The last is to create a set of propositions
being followed as guidance regarding the IR performances of these groups of websites. The findings revealed from this
question guided the investigations into the other questions.

RQ?2. How do baseline efficiency indicators perform in reflecting users’ SAb behavior?

This question attempts to answer how reliable the most preferred efficiency indicators in IR studies are in reflecting the
service success of IR systems from a user-based window. In addition, each baseline indicator was ranked from the best to

the worst on its trustworthiness.
RQ3. How do MEDEF-based efficiency indicators perform in reflecting users’ SAb behavior?

The investigations into this question are in the same line as for the second question. Besides, the findings from this question
were also used in comparing MEDEF-based efficiency indicators with the baselines to clarify which indicators are more
reliable.

To sum up, while examining all indicators statistically, the focus was on how reliable each indicator was in consistently
reflecting behavioral patterns in the propositions. The dataset utilized in the examinations consists of a total of 11,228 rows
with 16 different attributes:

* session_id
e department_id
» group (refers to which group a department belongs to)

 the baseline indicators (four kinds in total)

the MEDEF-based indicators (eight kinds in total)
» abandonment (if the session is abandoned, then this value is frue; otherwise it is false)

Each row in the dataset corresponds to a unique session together with its attributes. As the prepared dataset did not fit the

normal distribution for each indicator, nonparametric test methods were utilized during the examinations.

RQ4. Which prediction model created based on the type of indicators shows more successful
performance?

All examinations for the other questions were carried out from a statistical perspective. Three more datasets were also created
from the same dataset for this question to determine the success of indicators with an ML-based perspective. To ensure that
all datasets consisted of sessions with no abandonment, the first dataset (baselines) has three baseline indicators (as independent
variables) on each row with its group (as the dependent variable); the second (medef MRR) also has three MEDEF-based
indicators (independent variables; MRR ALL was excluded) created using the MRR metric as the punishment on each row
with its group (dependent variables); the third (medef AP) has three MEDEF-based indicators (independent variables;
AP_ALL was excluded) created using the AP metric as the punishment on each row with its group (dependent variables).
Two supervised ML algorithms were utilized to create prediction models based on these prepared datasets: Random Forest
Classifier (RF) and Decision Tree Classifier (DT). The holdout sampling was used with three different train-test separation
rates (shared in Section 4.4). In addition, as the data on each dataset were unbalanced (Table 2), the stratification process
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was made while sampling. Precision (P), F1 score, and Accuracy (ACC) metrics were used to assess the created models by
the ML algorithms. The scikit-learn module by Pedregosa et al. (2011) was used for all examinations.

What is expected from the models is not to predict the groups perfectly but to reveal several signs that can be interpreted as
directly proportional to findings from statistical examinations.

3.4. Limitations

The possibility of users’ IP addresses changing after a while is the first limitation of this study because, while user interactions
were organized in the preprocessing phase, these addresses were utilized. The second limitation can be stated as arising
from the Javascript code used to record dwell times on the SERP. The possibility of users’ browsers not supporting the code
properly might cause faulty data recording. Technical problems that might arise from the server infrastructure that hosts the
websites can be listed as the last limitation. The situation of users encountering this limitation in information-seeking

processes might result in unfinished interactions.
4. FINDINGS

In this section, the question of whether users’ search habits have changed from the past to the present is first examined, after
which the descriptive statistics of indicators are shared. The section concludes with the relationship among the indicators
being described and the research questions being answered.

4.1. Users’ Search Habits

While the users conducted searches over the period of one month, they used query terms consisting of different numbers
of words. A consideration of all sessions led to five groups being created based on how many words the query terms had
(Figure 1).

Figure 1. The groups of query terms based on the number of words

It seems that the findings from the studies by Jansen, Spink, Bateman, and Saracevic (1998), Jansen, Spink, and Saracevic
(2000), and Jansen and Spink (2005) have maintained their validity in that users still mostly prefer to write a query using
terms that consist of two, one, or three word(s). Again, five groups were created to investigate how many visit interactions
were made per session based on the number of visits. The findings are given in Figure 2.
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Figure 2. The groups of visit interactions based on the number of visits per session

Even though Jansen and Spink (2005) stated that 30.3% of users examine only one document per session, users’ visit
interactions in Figure 2 show that almost 80% of users view only one document per session. This can be interpreted as an
indication that users have become more impatient while searching. In addition, these findings point out that almost 80% of
the TTFC and TTLC values are the same for each session in the prepared datasets. Based on the sessions with no abandonment,
the statistics regarding the ranks of documents the users clicked are shared in Figure 3.
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Figure 3. The ranks of the visited documents

Similar to the findings from the studies by Joachims et al. (2005), Agichtein, Brill, Dumais, and Ragno (2006), and Cen et
al. (2009), our results show that users mostly prefer to view documents at ranks lower than 10 (Figure 3).

4.2. Descriptive Findings

The descriptive findings that belong to the baseline efficiency indicators for each website group are given in Table 4.
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Table 4

The descriptive findings of baseline efficiency indicators

GROUP A B C

Indicators DwSERP TTFC* TTLC* Dwi]iRP— DWSERP TTFC* TTLC* Dwi]iRP— DwSERP TTFC* TTLC* Dwi]iRP—
Mean 15,52 11,45 60,39 43,24 15,44 12,61 64,87 27,27 14,99 12 60,98 18,03
Median 10,50 9 17 51,10 12,10 11 17 20,20 11,70 10 17 12,20
Std. Dev. 14,38 7,20 144,55 18,12 11,81 7,13 189,66 20,69 11,82 6,87 165,80 16,12
Min. 1 3 3 1 1,50 2 2 1 1 1 1 1
Max. 59,60 28 862 59,60 57,90 30 1785 57,20 59 30 1782 59,90

n 49 1247 199 1118 1899 5311
GROUP D E F

Indicators DwSERP TTFC* TTLC* DwiEl:)RP_ DwSERP TTFC* TTLC* DwiE;RP_ DwSERP TTFC* TTLC* Dwi]i)RP_
Mean 13,52 11,45 56,86 10,94 11,12 9,73 66,40 11,88 8,95 7,76 129,46 14,97
Median 10,20 10 13 7,45 7,70 8 12 7,90 6,40 6 12 8,80
Std. Dev. 10,92 6,38 138,51 10,28 9,83 6,47 207,12 11,46 8,19 5,23 330,37 15,53
Min. 1 2 2 1 1 1 1 1 1,10 2 2 1
Max. 51,40 29 962 57 49,50 30 1443 59,60 48,70 30 1677 57,20

n 147 304 297 395 139 123

* These values are in the form of seconds.

In Section 3.2.1, we stated that the website group that managed to keep users most successfully was F, followed by E, D, C,

B, and A, respectively. This order also indicates which group performed better than the others. According to the mean values

in Table 4, only the DWSERP values carry signs regarding this assumption (here, the mentioned propositions are called

“assumptions” because they have not yet been statistically proved ). In other words, it can be seen that the mean values

decrease from the worst-performing group to the best-performing group. When we focus on the mean TTFC values, this

pattern only seems clear for groups D, E, and F. For the mean TTLC values, no consistent pattern was observed. As for the

DwSERP_Ab values, only groups A, B, C, and D support the assumptions. Although it is proved in the next section and

discussed in Section 5, as a preliminary interpretation, it is better to mention that the DWSERP_Ab indicator shows different

characteristics in contrast to the general consensus followed in IR studies. Lastly, as the data of each indicator did not fit the

normal distribution (p<0,05), nonparametric test methods were utilized in the analyses. The descriptive findings from the

MEDEF-based efficiency indicators are seen in Table 5.

;Zzlzesscriptiveﬁndings of the MEDEF-based efficiency indicators

GROUP A

Indicators MRR_DwSERP MRR_TTFC MRR_TTLC MRR_ALL AP _DwSERP AP TTFC AP TTLC AP _ALL

Mean 0,034 0,032 0,021 0,001 0,035 0,035 0,022 0,001

Median 0,020 0,028 0,011 0,00010 0,021 0,028 0,011 0,00010

Std. Dev. 0,038 0,027 0,024 0,004 0,038 0,029 0,024 0,004

Min. 0,00045 0,00101 0,00011 0,0000003 0,00045 0,00101 0,00011 0,0000003

Max. 0,20 0,11 0,08 0,02 0,20 0,11 0,08 0,02

n 49

GROUP B

Indicators MRR_DwSERP MRR_TTFC MRR TTLC MRR_ALL AP DwSERP AP TTFC AP TTLC AP _ALL

Mean 0,046 0,044 0,030 0,001 0,048 0,047 0,031 0,001

Median 0,023 0,028 0,012 0,00008 0,024 0,028 0,013 0,00008

Std. Dev. 0,070 0,051 0,042 0,004 0,071 0,054 0,042 0,004

Min. 0,00086 0,00104 0,00007 0,0000001 0,00115 0,00104 0,00007 0,0000002
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Max. 0,53 0,33 0,25 0,04 0,53 0,33 0,25 0,04

n 199

GROUP C

Indicators MRR_DwSERP MRR_TTFC MRR_TTLC MRR_ALL AP DwSERP AP TTFC AP TTLC AP _ALL
Mean 0,051 0,044 0,033 0,002 0,054 0,048 0,033 0,002
Median 0,023 0,028 0,013 0,00010 0,026 0,031 0,014 0,00011
Std. Dev. 0,080 0,054 0,052 0,008 0,082 0,056 0,052 0,008
Min. 0,00063 0,00064 0,00003 0,0000001 0,00063 0,00064 0,00003 0,0000001
Max. 0,91 1 1 0,208 0,91 1 1 0,208

n 1899

GROUP D

Indicators MRR_DwSERP MRR_TTFC MRR_TTLC MRR_ALL AP DwSERP AP TTFC AP TTLC AP ALL
Mean 0,053 0,050 0,038 0,002 0,053 0,51 0,038 0,002
Median 0,033 0,033 0,023 0,00020 0,033 0,033 0,023 0,00020
Std. Dev. 0,058 0,051 0,048 0,006 0,060 0,052 0,048 0,006
Min. 0,00123 0,00197 0,00030 0,0000008 0,00178 0,00216 0,00030 0,0000011
Max. 0,36 0,33 0,33 0,042 0,36 0,33 0,33 0,042

n 147

GROUP E

Indicators  MRR_DwSERP MRR_TTFC MRR_TTLC MRR_ALL AP _DwSERP AP _TTFC AP_TTLC AP_ALL
Mean 0,084 0,070 0,054 0,005 0,085 0,072 0,054 0,005
Median 0,048 0,048 0,031 0,00045 0,050 0,050 0,031 0,00045
Std. Dev. 0,097 0,066 0,066 0,017 0,097 0,067 0,066 0,017
Min. 0,00118 0,00114 0,00010 0,0000003 0,00119 0,00114 0,00010 0,0000003
Max. 0,59 0,5 0,5 0,227 0,59 0,5 0,5 0,227

n 297

GROUP F

Indicators MRR_DwSERP MRR_TTFC MRR_TTLC MRR_ALL AP DwSERP AP TTFC AP TTLC AP _ALL
Mean 0,142 0,112 0,076 0,008 0,147 0,119 0,076 0,008
Median 0,077 0,083 0,042 0,00061 0,085 0,089 0,042 0,00067
Std. Dev. 0,173 0,096 0,094 0,025 0,172 0,096 0,094 0,025
Min. 0,00321 0,00529 0,00016 0,0000011 0,00522 0,00529 0,00016 0,0000022
Max. 0,91 0,5 0,5 0,208 0,91 0,5 0,5 0,208

n 139

With the exception of the MRR _ALL and AP_ALL indicators, a consideration of the mean value of each indicator reveals
that all indicators support the assumptions, meaning that the increase in the mean values is directly proportional to the groups’
performances. This pattern is not clear for the MRR_ALL and AP_ALL indicators. Even though the TTLC indicator in Table
4 is seen not to be consistent with the assumptions, it was found that the MEDEF positively affected this indicator, making
it more consistent, as seen in Table 5. When we focus on each conjugate indicator of each group in Table 5 (such as MRR _
DwSERP and AP DWSERP or MRR_ALL and AP_ALL), it can also be seen that there are slight differences between the
indicator values. It is thought that user actions caused this similarity. In other words, as the users mostly viewed only one
document in their sessions (Figure 2), the calculation of MRR and AP values was equal for most sessions of these groups.
As in the data that belong to the baseline efficiency indicators, the data of the MEDEF-based efficiency indicators did not
fit the normal distribution (p<0,05). This is why nonparametric test methods were utilized in the analyses.

4.3. Relationship Among the Indicators

Spearman correlation tests were made on the indicators considering their types. To this end, the findings from the baseline
indicators, MEDEF-based indicators created using the MRR metric, and MEDEF-based indicators created using the AP
metric are explained, respectively.
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Table 6

The findings from the baseline efficiency indicators

INDICATORS DwSERP TTFC TTLC
DwSERP 1,000 ,600* ,499%*
TTFC ,600* 1,000 ATT*
TTLC ,499%* ATT* 1,000

* correlation coefficients; p < 0,01

According to Table 6, both the DWSERP and TTFC indicators have a positive relationship with the TTLC indicator (r: 0,499,
0,477, respectively). As for the relationship between the DWSERP and TTFC indicators, a strong positive relationship was
observed (r: 0,600, Table 6), which indicates that DWwSERP can be foreseen through users’ TTFC behaviors and vice versa.

The findings gathered from the MEDEF-based indicators created using the MRR metric are given in Table 7.

Table 7

The findings from the MEDEF-based indicators - MRR

INDICATORS MRR_DwSERP MRR_TTFC MRR_TTLC MRR_ALL
MRR_DwSERP 1,000 ,842% J714% ,848*
MRR_TTFC ,842% 1,000 ,706* ,783%*
MRR_TTLC J714% ,706* 1,000 ,905%
MRR_ALL ,848* ,783% ,905% 1,000

* correlation coefficients; p < 0,01

Similar but stronger findings were observed for the MEDEF-based indicators as in the baseline indicators (Table 7). In
addition, it was revealed that user behaviors can be estimated more consistently from the MEDEF-based indicators based
on the MRR metric. These findings also indicate that the MEDEF concretizes the relationship between different user behaviors
(the baseline indicators) more clearly. The other findings that belong to the MEDEF-based indicators created using the AP

metric are shared in Table 8.

Table 8

The findings from the MEDEF-based indicators - AP

INDICATORS AP_DwSERP AP _TTFC AP TTLC AP_ALL
AP_DwSERP 1,000 ,829% ,688%* ,830*
AP TTFC ,829% 1,000 ,670% J748%
AP _TTLC ,688% ,670%* 1,000 ,899%
AP_ALL ,830* J7A8% ,899%* 1,000

* correlation coefficients; p < 0,01

Even though a slight decrease was observed in Table 8 compared to Table 7, our results clearly reveal thatthe MEDEF-based
indicators are more consistent in being able to foresee user behaviors. All findings show the preliminary signs that the
MEDEF has a high potential to read user behaviors. The statistical base of whether these signs carry meaning is examined

in the next section.
4.4. Investigations of Research Questions

In the scope of the present study, after preprocessing the collected data, twenty-three websites were separated into six groups
based on their performances regarding users’ Sab behaviors. Whether this grouping is meaningful statistically was investigated

with the first research question.
RQI. What are the differences between the SAb behaviors in the groups?

According to the findings from the Chi-square test made on six groups, the propositions created to guide the other research
questions have been found statistically significant (Table 9; y? = 638,165; p <0,01).
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Table 9
The performance findings of groups regarding users’ SAb behaviors
Abandonment
Total
false true
A Count 49 1247 1296
% within Groups 3,8% 96,2% 100,0%
B Count 199 1118 1317
% within Groups 15,1% 84,9% 100,0%
c Count 1899 5311 7210
% within Groups 26,3% 73,7% 100,0%
Groups
b Count 147 304 451
% within Groups 32,6% 67,4% 100,0%
E Count 297 395 692
% within Groups 42.9% 57,1% 100,0%
F Count 139 123 262
% within Groups 53,1% 46,9% 100,0%
Count 2730 8498 11228
Total o
% within Groups 24,3% 75,7% 100,0%

This research proves that the propositions created presumptively through Table 2 can be followed as guidance to determine
the performance of the efficiency indicators. In addition to Table 9, the groups were also compared as pairs (15 comparisons)
with the Chi-square test, and it was observed that the results did not change for all comparisons. While answering the other
questions, the reflectiveness performances of each efficiency indicator were evaluated through these fifteen performance
propositions, and success was determined according to how many propositions could be detected by each indicator.

RQ2. How do baseline efficiency indicators perform in reflecting users’ SAb behavior?

Sixty comparisons, 15 for each indicator, were made with the Mann-Whitney U test between the groups to answer this
question, and the revealed findings are given in Table 10.

;:Zzlfeiligings regarding the reflectiveness performances of baseline efficiency indicators

Indicators DwSERP TTFC TTLC DwSERP_Ab
NUS * 9 8 5 12
NUNOS ** 6 7 10 3

Rate of NUS 60% 53,33% 33,33% 80%
Rate of NUNOS 40% 46,67% 66,67% 20%

The significance level is chosen as 0,05; p<0,05
* The number of comparisons found as significant
** The number of comparisons found as nonsignificant

A consideration of the sessions with no abandonment reveals that the most reliable indicator is DWSERP, followed by TTFC
and TTLC, respectively. In addition, strikingly, DWSERP_Ab was determined to be the most successful indicator in reflecting
group performances compared to the other baseline indicators (the reason why it is striking is discussed in Section 5).

RQ3. How do MEDEF-based efficiency indicators perform in reflecting users’ SAb behavior?

One hundred twenty comparisons, 15 for each MEDEF-based indicator, were made with the Mann-Whitney U test between
the groups to answer this question, and the findings are shared in Table 11.
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Table 11
The findings regarding the reflectiveness performances of MEDEF-based efficiency indicators

Indicators ~ MRR_DwSERP MRR _TTFC MRR _TTLC MRR_ALL AP DwSERP AP TTFC AP TTLC AP ALL

NUS 12 12 10 10 12 10 11 10
NUNOS 3 3 5 5 3 5 4 5
Rate of NUS 80% 80% 66,67% 66,67% 80% 66,67% 73,33% 66,67%
E;t;gfs 20% 20% 33,33% 33,33% 20% 33,33% 26,67% 33,33%

The significance level is chosen as 0,05; p<0,05

According to Table 11, DWSERP was found to be the most reliable punishment element regardless of which effectiveness
metric is used in the MEDEF. In addition, even though the NUNOS value is three for the MRR_DwSERP and AP DWSERP
indicators, the analyses with the Mann-Whitney U test showed that these indicators tended to reflect the three propositions.
For the MRR metric, it is also clear that using TTFC as a punishment element reveals the same results. Moreover, TTLC is
in the second position for the AP metric in reflecting group performances successfully. When we consider all MEDEF-based
indicators, it can be stated that they have outperformed the reflectiveness performance of the baseline indicators unambivalently.

RQ4. Which prediction model created based on the type of indicators shows more successful
performance?

Before creating the prediction models, the data on each dataset were separated into two sets (training and test) depending
on the separation rate used. As the purpose was to reach similar findings to the second and third research questions, no
preprocessing was applied on all sets, and the data was utilized without a touch. The findings gathered from two different
ML algorithms on each dataset are given in Table 12.

Table 12
The performances of created prediction models

Separation Rate

Datasets Algorithms (Train: Test) ACC P F1 Score
0,9: 0,1 0,696 0,484 0,571
DT 0,8:0,2 0,696 0,484 0,571
0,7:0,3 0,659 0,533 0,576
baselines
0,9: 0,1 0,586 0,533 0,554
RF 0,8: 0,2 0,590 0,542 0,564
0,7:0,3 0,602 0,527 0,559
0,9: 0,1 0,696 0,504 0,578
DT 0,8:0,2 0,698 0,512 0,579
0,7:0,3 0,698 0,513 0,579
medef MRR
0,9: 0,1 0,626 0,570 0,592
RF 0,8:0,2 0,612 0,565 0,586
0,7:0,3 0,624 0,555 0,585
0,9: 0,1 0,700 0,537 0,579
DT 0,8:0,2 0,698 0,512 0,579
0,7:0,3 0,698 0,513 0,579
medef AP
0,9: 0,1 0,623 0,559 0,587
RF 0,8:0,2 0,612 0,559 0,582
0,7:0,3 0,629 0,552 0,583
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When considering the DT algorithm, although the ACC values on each separation rate do not show the performance differences
clearly, the P value and F1 score revealed that the MEDEF supported the algorithm in detecting which session belonged to
which website group (Table 12). For the RF algorithm, however, the prediction performance of each model was observed
more clearly in the process of proving the success of MEDEEF, regardless of which type of evaluation metric was considered
(Table 12). These findings correspond to the findings in the third research question, meaning that the MEDEF allows user
behavior regarding baseline indicators to be interpreted in a more reliable way.

5. DISCUSSION

In the scope of the present study, users’ search interactions were recorded through search modules that were integrated into
the department websites of a university in Turkey for one month. After preprocessing the collected data, the websites were
separated into six groups based on users’ SAb behaviors, and fifteen propositions were created regarding the IR performances
of these groups. Afterward, 12 efficiency indicators, consisting of four baselines already used in IR studies, and eight created
by following the proposed efficiency formula, were compared to each other. While the statistical investigations focused on
how many propositions these indicators can reflect and how reliable they are for evaluations and optimizations, the ML-based
examinations were carried out to reveal signs that can be interpreted as directly proportional to findings from the statistical
investigations.

A consideration of the baseline efficiency indicators reveals that the most reliable indicator was found to be DwSERP for
sessions with no abandonment, followed by TTFC and TTLC. In his study, Arguello (2014) found that dwell time is a useful
predictor when determining search task difficulty. Even though the author considered the dwell time on landing pages, the
findings in the present study are seen to be in the same line, meaning that the dwell time is a reliable indicator regardless of
which type of usage is preferred. In the study by Jung, Herlocker, and Webster (2007), the authors tried to improve the quality
of search results and emphasized that the last visited documents were useful. Although the context between the present and
their study is different, the TTLC indicator was not seen as a reliable efficiency indicator in this study.

A separate parenthesis is required for the DWSERP_Ab indicator. The expectation of DwSERP_Ab is that it will inversely
reflect the success of groups in the propositions because the consensus in IR studies is that the decrease in the DWSERP_Ab
value points out negative/bad experiences (Song, Shi, White, and Awadallah, 2014; Borisov, Markov, de Rijke, and Serdyukov,
2016). However, with the exception of the E and F groups, Table 4 shows that the increase in group performances and the
mean values of the DwWSERP_Ab indicator are inversely proportional to each other. These findings are also supported by
the analysis results from the Mann-Whitney U test, meaning that the present study shows opposing results. The reason for
this could be that after users saw the first response from the search modules, they reformulated their query in a short time
and accordingly reached satisfying information in their consecutive queries. The other possibility, as indicated in the study
by Stamou and Efthimiadis (2010), could be that users met their information needs by briefly examining only the result
snippets on the SERP without spending much time. Regardless of what type of interaction users performed, this result can
be interpreted to show that the more “negative abandonment” IR systems have, the more efficient performance users show.

As for the created indicators, it was proved that all eight indicators outperformed the baseline indicators for the sessions
with no abandonment. Moreover, the TTFC and TTLC indicators, which performed less consistently than DwSERP, also
showed more consistent performance when used as punishments. As DwSERP is already a reliable indicator, the reflectiveness
of both the MEDEF-based indicators created with it also showed the most successful performance. In general terms, the
MEDEF further strengthened the reflections in baseline efficiency indicators.

6. CONCLUSION

In the present study, a modular efficiency determination formula, MEDEF, is proposed. Using the MEDEF, eight efficiency
indicators were created and compared with the baseline indicators already used in IR studies. The findings revealed that
the MEDEF-based indicators outperform the baselines. It is believed that indicators created by following the MEDEF will
likely show more reliable findings in evaluations and optimizations of IR systems. Moreover, only three different efficiency
indicators (the baselines) were used as punishments in this study to create the MEDEF-based indicators. The common part
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of these baselines is that they are implicit data, meaning that other implicit data types can also be integrated into the MEDEF.
Apart from this, if implicit data, which will be integrated, are a kind of reward rather than a punishment, then the punishment
metric can be used reciprocally.

As in the baseline indicators, two effectiveness metrics used in the MEDEF-based indicators were also based on natural user
behaviors. In other words, they also are implicit data (clickthrough). For future studies, it is thought that different metrics
(such as NDCG or ERR) based on explicit data, which can be gathered from users while they search, can also be integrated
into the MEDEF.

In conclusion, the present study revealed the trustworthiness and consistency of four different efficiency indicators already
in use in IR studies for the purpose of optimization. In addition, it was determined that the MEDEF-based indicators were
more successful than these indicators. This result can be interpreted to show that the indicators created by following the
MEDEF will boost the success of optimization-based IR studies in the future. Moreover, the question of how IR systems
can be evaluated using only efficiency indicators was enlightened. While the reflectiveness performance of baseline efficiency
indicators (except for DWSERP_Ab) is not adequate for individual usage, the MEDEF-based indicators showed successful
performance, meaning that the MEDEF-based indicators can be utilized individually to evaluate IR systems from the usability
perspective, as exemplified in the present study.
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