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Abstract— As a result of the rapid expansion in digital 

communication, information technology has seamlessly 

integrated into our everyday existence. It's nearly inconceivable 

to envision life without the presence of social media. The modern 

era of communications and networks encompasses not just 

entertainment instruments, but also contemporary means for 

users to share crucial data, viewpoints, and concepts. Certain 

data and information are of such significance that they are vital 

for analysis and the extraction of essential data that can 

subsequently be employed in decision support systems. This 

study examines sentiment polarity analysis through the 

utilization of the Naive Bayes approach. Naive Bayes is a 

supervised machine learning model employed for the prediction 

and analysis of data obtained from external sources. In the 

training phase, the dataset is categorized into three different 

groups: small, medium, and large. Additionally, both positive 

and negative dictionaries are obtained. As for the testing phase, 

two dataset categories are employed. To gauge the performance 

of the Naive Bayes algorithm in sentiment analysis, evaluation 

metrics like accuracy, precision, recall, and the F1 score are 

utilized. These assessment metrics are computed across three 

varied categories of positive and negative reviews. The 

experimental outcomes proved that the Naive Bayes approach is 

superior and the most effective technique for sentiment analysis. 

Based on the findings, it can be stated that the Naive Bayes 

classifier delivers a high level of accuracy when analyzing the 

positive and negative polarity of the data. Additionally, this 

method requires less time to generate high-quality results. 

 

Index Terms— Sentiment Analysis, Favorable Polarity, 

Unfavorable Polarity, Naive Bayes Technique, Machine 

Learning, Guided Training.  

I. INTRODUCTION 

HE sentiment analysis is not a recent domain; rather, its 

examination and evolution commenced during the early 
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1990s and persists into the present [1,2]. The ongoing 

scholarly attention dedicated to this realm underscores its 

significance within our societal landscape, where sentiment 

analysis has emerged as a prevalent tool within networks and 

communication systems. Its application extends to the scrutiny 

of data, facilitating the extraction of novel insights utilized for 

analytical and statistical purposes [3]. 

Recent investigations have extended beyond the boundaries 

of individual sentiment analysis methodologies, combining 

machine learning and artificial intelligence to examine a 

variety of data sources. These investigations delve into the 

field of predictive analysis, leveraging the subject matter of 

artificial intelligence and machine learning models to predict 

outcomes with high accuracy [4]. 

Furthermore, sentiment analysis techniques are used to 

unpack the complexities of textual content sourced from 

communication systems and the broad reach of the Internet. 

This results in new data containing texts rich in intrinsic 

informational value, which then becomes raw material for 

machine learning algorithms [5]. It is worth noting that 

sentiment analysis should focus on revealing hidden emotional 

secrets, dividing feelings into positive and negative feelings, 

and including feelings that extend from anger and joy to 

sadness, fear, and vitality [6, 7]. 

Nevertheless, it is important to emphasize that the purpose 

of employing sentiment analysis techniques is not direct 

decision-making, but rather data analysis, thereby reinforcing 

the foundation upon which machine learning methodologies 

foresee emotional outcomes [8]. 

The main focal point of this study revolves around the 

execution of a classification algorithm aimed at discerning 

positive and negative sentiments within reviews. To fulfil this 

objective, we employed the Naive Bayes methodology, 

utilizing the bag-of-words to train the classifier. 

Subsequently, the aim of this research is to conduct a series 

of experiments to meticulously assess the effectiveness of the 

Naive Bayes approach in identifying positive and negative 

sentiments within reviews. 

Furthermore, an integral aspect of this investigation entails 

an exploration into the impact of data pre-processing, feature 

selection, and data curation on the accuracy of the Naive 

Bayes algorithm. 

The organization of this manuscript is outlined as follows: 

Section 1 introduces the subject matter. Section 2 introduces 

Advancing Sentiment Analysis during the Era of 

Data-Driven Exploration via the Implementation 

of Machine Learning Principles 

T 
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the background of sentiment analysis and the Naive Bayes 

method. Section 3 details the materials and methodologies 

employed in the research. Section 4 comprehensively presents 

the findings and subsequent discourse. Ultimately, Section 5 

encapsulates the concluding remarks. 

II. BACKGROUND 

The study published in 2021 by Manitosh, employed an 

ensemble learning technique for sentiment analysis using 

textual data. However, it is found unsuitable for sentiment 

classification within the domain of textual sentiment analysis 

[9]. 

In a publication from 2021, Ayushi and Sanjukta introduced 

a rule-based methodology for sentiment analysis, employing 

Natural Language Processing (NLP) techniques that 

encompass stemming, tokenization, part-of-speech tagging, 

and machine learning-based parsing for text mining [10].  

In the paper [11], the researchers conducted a meta-analysis 

concerning the immune system's reaction to perturbations in 

the presence of artificial intelligence and extensive data 

frameworks. The study focused on analysing the sentiments 

expressed by individuals through social media data, while also 

undertaking a comparative evaluation of diverse machine 

learning methodologies.  

In the referenced study, the scholars employed machine 

learning techniques to conduct sentiment analysis, operating at 

both sentence and perspective levels. Their findings revealed 

variations in the efficacy of the methodologies employed, 

emphasizing the challenges in drawing definitive conclusions 

based on the existing state-of-the-art approaches [12]. 

In a publication from the year 2021, the researchers 

employed text-mining methodologies for the generation and 

manipulation of variables. Subsequently, a supervised 

probabilistic machine learning algorithm was utilized to 

categorize tweets into positive and negative sentiments. The 

authors then conducted two distinct experiments to 

comprehensively assess the effectiveness of their model [13]. 

The researchers delved into the progression of sentiment 

analysis, considering the emergence of text processing 

techniques and the shift from rule-based to statistical text 

comprehension. This exploration included a comparative 

analysis of benchmark performance across diverse 

applications and datasets, utilizing state-of-the-art models 

[14].  

Within the study documented in [15], a comparative 

assessment was conducted on the efficacy of five distinct 

machine-learning techniques for sentiment analysis. These 

techniques encompass Support Vector Machine (SVM), 

Logistic Regression, Naive Bayes, Random Forest, and K-

Nearest Neighbor. The evaluation was carried out utilizing a 

publicly accessible dataset sourced from kaggle.com.  

In the publication referenced as [16], the authors 

comprehensively addressed the progression of the sentiment 

analysis workflow. Their inquiry encompassed an exploration 

into prevalent supervised machine learning methodologies, 

including multinomial naive Bayes, Bernoulli naive Bayes, 

logistic regression, support vector machine, random forest, K-

nearest neighbour, decision tree, and deep learning techniques. 

In a distinct publication denoted as [17], the authors 

directed their attention toward the scrutiny of online 

application reviews. Their primary objective revolved around 

discerning the polarity – positive or negative – of these 

reviews. To achieve this, the authors commenced their 

analysis by subjecting the data to preliminary processing, 

involving both data cleaning and the elimination of stop 

words. 

In prior research endeavours, techniques were employed to 

enhance comprehension of work content. This involved the 

amalgamation of rule-based strategies and publicly available 

machine learning models, empowering analysts to efficiently 

pinpoint significant elements within extensive document 

collections [18]. 

Furthermore, in the study outlined in [19], traditional 

classifiers and deep neural networks, along with hybrid 

amalgamations thereof, underwent experimentation. The 

purpose was to fine-tune pertinent parameters with the aim of 

attaining optimal classification accuracy on a labelled movie 

review corpus. 

III. MATERIALS AND METHODS 

In contemporary society, access to the Internet has become 

a basic necessity, performing a myriad of roles ranging from 

information retrieval to engaging with social media platforms. 

Prominent companies such as Amazon, Adidas, and Nike are 

now proactively soliciting consumer input, with the goal of 

anticipating demands and forecasting upcoming purchasing 

trends. This sector delves into a carefully designed 

methodology aimed at extracting valuable consumer insights, 

a practice that some companies leverage by developing 

software to discern consumer preferences and thus monetize 

this data. This section provides a comprehensive explanation 

of the proposed methodology, its systematic implementation 

process, and a detailed presentation of the project functions. 

The overall breakdown of sentiment analysis implementation 

includes distinct phases including preprocessing, training, and 

testing. 

A. System Prerequisites 

Table 1 presents identifying details of the software and 

hardware used in this work. The software is compatible with a 

variety of operating systems, including all versions of 

Windows as well as the PC software platform. The application 

runs on a personal computer (PC) equipped with a computer 

software platform, appropriately dimensioned random access 

memory (RAM), a capable hard disk (HD), and central 

processing unit (CPU). 

B. Dataset Compilation and Pre-processing 

User feedback stands as a pivotal metric driving the 

enhancement of service quality and the refinement of 

deliverables. Blogs, review platforms, data repositories, and 

microblogs collectively offer valuable insights into the 

reception of products and services. Within this study, the 
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dataset pertinent to sentiment analysis encompassing both 

positive and negative sentiments has been sourced from      

[20–22]. Moreover, we employed the dataset accessible via 

the following online link: https://www.cs.uic.edu/~liub/FBS. 

This dataset comprises two distinct classes representing 

(positive and negative) polarities and incorporates expansive 

dictionaries for both positive and negative sentiments 

(comprising more than 2000 words each). The primary aim of 

the pre-processing phase is to meticulously extract the 

dataset's distinctive features, which subsequently serve as 

fundamental elements during the training phase. 
TABLE I 

SOFTWARE AND HARDWARE REQUIREMENTS. 

S
O

F
T

W
A

R
E

 

Operational system 
compatibility includes Windows 7, 

Windows Vista, and Windows 8 

Programming 
Language 

computer software platform 

H
A

R
D

W
A

R
E

 CPU Any Intel processor is suitable. 

RAM At least 4 GB or higher. 

Processing Speed Core i5 or higher 

Hard Disk 
Requires a minimum of 100 GB or 

more of storage capacity. 

1.1. pre-processing 

The comprehensive depiction of the entire pre-processing 

process is presented in Figure 1. The sequence commences 

with the integration of a dataset containing both affirmative 

and negative reviews, subsequently reorganized into a singular 

array. Subsequent stages involve the elimination of special 

characters and numerical elements through a structured 

elimination process. These parcels are systematically 

organized into word structures within distinct classes, with 

each word being allocated an independent array cell. To 

exemplify, consider the sentence "I like you," which is 

organized as depicted in Figure 2. 

The pre-processing procedure comprises several key stages, 

as detailed below: 
 

 

Fig.1. pre-processing steps 

 
 

 

 
 

Fig. 2. Sentences representation as vector and cell in this work. 

 

1.1.1 Removal of Special Characters 

The process of removing special characters involves 

examining both the positive and negative class datasets. It 

initiates by scanning for specific characters like (@, #, $, % ^, 

&, (,), _, <, >, =!) within each word, sentence, and paragraph. 

Subsequently, these special characters are removed from both 

the negative and positive dataset classes, as demonstrated in 

the following example: 

Before applying the special characters elimination process: 

"I @@ like to * e ^^ at && some %$ food &". After applying 

the special characters elimination process: "I like to eat some 

food".  

1.1.2 Lowercase Conversion 

The conversion of all letters within the negative and 

positive classes to lowercase is undertaken upon completion of 

the special character elimination. This conversion is facilitated 

by invoking a dedicated computer software platform function, 

illustrated as follows: 

 Before Lowercase Conversion: 

"He like gOing TO The School In thE Afternoon. 

He is solving H.W." 

 After Lowercase Conversion: 

"he like going to the school in the afternoon. he is 

solving hw." 
 

1.1.3 Removal of Numerical Characters 

The inclusion of numerical values in the dataset reviews 

does not convey positive or negative emotions, and it merely 

adds to the dataset's length without providing any advantages. 

As a result, it is necessary to remove these numbers to reduce 

the dataset's size, as illustrated in the following example: 

 Before Number Elimination: 

"He is 0 going 77 to 78 the 32 school 84 for 

studying789." 

 After Number Elimination: 

"He is going to the school for studying." 
 

1.1.4 Word Count 

The word count process involves comparing words from the 

positive/negative classes within the dataset against those 

existing in the dictionary. Repeated word occurrences are 

counted and stored in a new package for testing. Subsequently, 

probabilities (prior probability, conditional probability, and 

posterior probability) are computed. The following illustrates 

the word count procedure: 

 Before Word Count: 

"He loves some foods. He loves playing tennis. He 

likes swimming. He likes me." 

 After Word Count: 

[4, 2, 0, 0, 0, 2, 0, 0…] 
 

1.2. Training Stage 

A comprehensive dataset containing positive and negative 

words is harnessed to train the system. The system then seeks 

to create a frequency distribution function, with the aim of 

identifying the most relevant terms. 
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Following this, the system proceeds to evaluate the terms to 

determine the polarity of statements, discerning whether they 

convey a negative or positive connotation. Terms accumulated 

from the preceding stages are enlisted for system training. 

For this training endeavour, the Naive Bayes approach is 

adopted, facilitating the system's ability to discern 

sentiments—whether they are positive or negative—markedly 

illustrated in Figure 3.  

 

Fig.3. Training stages in this work. 

 

The dataset is partitioned into three distinct categories: 

small, medium, and large. Moreover, both positive and 

negative dictionaries are procured, serving as a basis for 

comparison against the words within the positive and negative 

classes. This comparison is employed to construct respective 

positive and negative bags of words. 

In the testing phase, a bag of words is utilized, comprising 

the shared terms between the positive and negative classes 

within the dataset and dictionaries. Consequently, residual 

words exclusive to individual classes are omitted from this 

bag. 
 

1.3. The Proposed Algorithm  
       

Naive Bayes represents a machine learning algorithm suitable 

for a range of classification tasks, including document 

classification and sentiment prediction, among others. Its label 

"Naive" originates from the inherent indirect relationship 

between the features, where altering the value of one feature 

does not directly impact the others, a characteristic ingrained 

in the Naive Bayes algorithm. This method is rooted in Bayes' 

Theorem [19], underpinning its classification approach.  

Notably, the Naive Bayes approach offers simplicity in 

construction and remarkable efficiency, especially when 

handling extensive datasets. The underlying formula employed 

within the Naïve Bayes algorithm is provided below. 

 

)(

)()|(

)|(

X

CCX

XC
P

PP
P   (1) 

Where )|( XCP  is conditional probability, )|( CXP  is the class 

prior probability )(CP  and )( XP are predictor prior probability. 

Figure 4 illustrates the overarching schematic of the 

envisaged system. The developed system is implemented 

using computer software platform and is bifurcated into two 

principal components: the training segment and the testing 

segment. Further elaboration of the training component can be 

garnered through examination of the algorithmic code. 

 
Fig.4. The code schematic of the proposed system in this work. 

 

The Bayes algorithm is recognized for its directness and 

efficiency, consistently yielding precise outcomes. Thus, the 

probabilistic supervised technique, Naive Bayes, is harnessed 

to prognosticate positive and negative emotions. This is 

achieved by computing the probability associated with dataset 

classes. 

Three distinct probabilities (prior, conditional, and 

posterior) necessitate computation. The prior probability is 

assessed by incorporating prior knowledge pertaining to 

positive/negative dataset classes, employing the subsequent 

formula: 

 

Positive prior prob. = 
classesofNo

reviewspositiveofNo

__

___

 

(2) 

 

Negative prior prob. =    

 
classesofNo

reviewsnegativeofNo

__

___

 

 

(3) 

The conditional probability is construed as the likelihood 

probability value assigned to each word within the dataset's 

classes, specifically within the confines of negative and 

positive classes, expressed as the ensuing formula (1). 

The posterior probability entails a connection between the 

prior and conditional probabilities, and its computation is 

determined through the subsequent relationship: 

 

Posterior prob. = prior prob. X conditional prob. (4) 

 

1.4. Testing Phase       

The process of testing is illustrated in Figure 5. The 

algorithm initiates by incorporating both positive and negative 

reviews into the testing segment of the simulation. 

Subsequently, pre-processing procedures are executed on 

these reviews, involving a comparison of all words within the 

reviews with the respective positive and negative word 

repositories. 
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Fig.5. The Testing procedure in this work. 

 

Specific linguistic elements such as negations and adverbs 

are gathered and employed for juxtaposition with evaluation 

reviews, thereby augmenting the likelihood of categorizing 

them as either negative or positive. This augmentation 

contributes to an overall enhancement in the effectiveness and 

precision of the process. The resultant lexicon is subsequently 

harnessed to compute three distinct probabilities: prior, 

conditional, and posterior. 

The procedure encompasses the computation of prior 

probabilities using Equations 2 and 3, leveraging historical 

data and their impact on testing reviews. Further, conditional 

probabilities (defined by Equation 1) are calculated, 

expressing the likelihood of a variable's value given 

knowledge of another variable's outcome. These probabilities 

collectively determine the positive and negative posterior 

probabilities through the application of Equation 4.  

These resultant values are stored within novel packages, 

utilized for the purpose of making comparative assessments 

that culminate in the ultimate determination of sentiment 

polarity (positive/negative). The outcomes of these 

comparisons find their place within the dataset package, 

serving as the foundational framework for sentiment 

classification. Should the positive probability eclipses the 

negative counterpart, the sentiment is classified as positive; 

conversely, it is categorized as negative. In instances where 

the positive and negative probabilities are equal, a neutral 

sentiment is indicated. The procedural depiction is provided 

through the algorithmic representation, facilitating the 

categorization of document sentiment, as depicted in Figure 6. 

Fig.6. Code algorithm of testing procedure in this work. 

IV. RESULT AND DISCUSSION 

This section provides an elaborate account of the 

comprehensive experimental outcomes derived from the 

implementation of the Naive Bayes algorithm. The 

experiments encompass three distinct datasets of reviews, 

comprising 50, 100, and 200 reviews, respectively. Notably, 

each dataset encompasses an equal distribution of positive and 

negative reviews. 

A. Performance Metric 

The evaluation metrics commonly employed to assess the 

efficacy of classification algorithms encompass precision 

metrics such as accuracy, precision, recall, and the F1 score. 

Moreover, it is imperative to consider computational resource 

costs, a crucial aspect often taken into account during 

classifier construction. 

Table 2 elucidates the metrics utilized for calculating 

precision, encompassing accuracy, and the F1 score. The 

confusion matrix presents the actual and predicted label 

distributions, with each row indicating the predicted label and 

each column denoting the actual label of the sentence. The 

True Positive (TP) represents the count of sentences that are 

correctly classified as positive (both actual and predicted 

labels are positive). The True Negative (TN) signifies the 

count of sentences that are accurately classified as negative 

(both actual and predicted labels are negative). 

False Positive (FP) indicates the quantity of sentences 

falsely predicted as positive, when in reality they are negative. 

Conversely, False Negative (FN) quantifies the number of 

sentences falsely predicted as negative, while they are actually 

positive. 
 

TABLE 2 

CONFUSION MATRIX FOR THE BINARY CLASSIFIER. 

   Actual 

  Positive Negative 

Estimated 
Positive TP FP 

Negative FN TN 

 

The accuracy formula, as represented by Equation 5, 

showcases the ratio of correctly predicted answers, 

encompassing both True Positives (TP) and True Negatives 

(TN), in relation to the total number of answers. 

In addition, precision and recall are utilized as alternative 

performance metrics. Precision, captured by Equation 6, 

quantifies the count of accurately classified positive answers 

derived from the classifier. 

)(

)(

PNPN

PN

FFTT

TT
Accuracy




  (5) 

)(
Pr

PP

P

TF

T
ecision


  (6) 

Recall quantifies a classifier's proficiency in correctly 

identifying the potential positive answers within the 

anticipated responses. This computation is expressed 

mathematically through Equation 7. 

While a higher precision value corresponds to improved 
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recall, attaining elevated levels of both precision and recall 

concurrently in practical contexts is exceedingly challenging. 

Thus, striking a balance between these two metrics becomes 

imperative. The F1 score, constituting the harmonic mean of 

precision and recall, offers a means to assess this equilibrium. 

Mathematically, the F1 score is determined as follows: 

)(
Re

PN

P

TF

T
call


  (7) 

ecisioncall

ecisioncallxx
F

PrRe

PrRe2
1


  (8) 

B. Dataset and Pre-processing 

In this study, the dataset utilized is sourced from [23]. This 

dataset encompasses distinct classes of positive and negative 

polarities and is presented as a unified package, devoid of 

partitioning into separate positive and negative subsets       

[23–25]. 

The preparation of this dataset entails several stages. The 

initial phase involves the incorporation of both positive and 

negative classes into the dataset. Subsequently, these positive 

and negative classes are consolidated within a single array, a 

process constituting the second step.  

In the third step, the dataset undergoes a treatment wherein 

special characters and numerical values, such as (#, $, %, &, ^, 

*, (,), -,:, 9, 5, 654), are removed. Following this, the array is 

organized such that each word within the classes occupies an 

individual cell, denoting the fourth step. The final step is 

executed to eliminate any vacant cells present within the array 

[26]. 

For the development of the network, a set of 200 negative 

and 200 positive reviews was employed as input data. The 

negative word classes exhibit a minimum size of 204 and a 

maximum size of 1644, whereas the positive word classes 

range from a minimum of 219 to a maximum of 1975 words. 

The initial phase of the project involved importing these 

classes into computer software platform and subsequently 

initiating pre-processing on both positive and negative 

categories. The cumulative word count across all classes is 

tabulated in Table 3. Furthermore, the count of negative 

words, both with and without repetition, is provided in the 

same table. Similarly, the count of positive words, considering 

both repetition and non-repetition, is also pivotal for sentiment 

analysis and is outlined in Table 3. 
 

TABLE 3 

THE TERMS WITHIN THE CATEGORIES, BOTH THE NEGATIVE AND 
POSITIVE WORDS CONSIDERING REPETITION AND NON-

REPETITION. 

Total number of 

words in the 
classes 

Negative words positive words 

With 
repetition 

Without 
repetition 

With 
repetition 

Without 
repetition 

163322 78737 9090 84585 9470 

C. Training Stage 

To establish the proficiency of the system in discerning 

positive and negative emotions, the Naive Bayes method was 

iterated ten times during the learning process. In this endeavor, 

the word dictionaries for positive and negative sentiment 

encompassed a total of 3004 words, with 1502 words allocated 

to each polarity. Prior probability calculations, achieved 

through Equations 2 and 3, were performed for all instances of 

negative and positive polarities. The outcomes of these 

calculations are meticulously documented in Table 4. 

Similarly, posterior and conditional probabilities, computed 

using equations (4 and 1) respectively, were determined for all 

instances of negative and positive polarity, with detailed 

results featured in Table 4. 
TABLE 4 

ASSESSMENT OF PRIOR, CONDITIONAL, AND POSTERIOR 
PROBABILITIES. 

 Negative Polarity Positive Polarity 

prior probability value 0.500 0.500 

conditional probabilities value 0.500 6.11688e-05 

posterior probabilities value 0.0003368 3.05844e-05 

D. Testing Stage 

In the testing phase, testing reviews are initially input as one 

or more paragraphs. Subsequently, these reviews undergo 

preprocessing, involving the removal of special characters and 

numbers, followed by the conversion of all words to 

lowercase. The processed reviews are then organized into 

sentences within a testing array through sentence 

segmentation. A comparison of these sentences with the bag 

of words is performed, and outcomes are stored in the testing 

database. Binary values (zeros and ones) are assigned based 

on word matches between the testing reviews and the bag of 

words. To evaluate the efficiency of the proposed method, 

experiments are conducted three times with 50 and 100 

reviews. 

For the testing results involving 50 reviews, the system's 

performance is analyzed using a smaller dataset comprising 25 

positive and 25 negative reviews. The first dictionary group 

correctly identifies 75 positive and 80 negative reviews out of 

100 each. Subsequent dictionary groups also achieve 

progressively better results, culminating in 90 positive and 89 

negative reviews correctly identified. These outcomes are 

summarized in Table 5. 

Similarly, testing results are conducted for a dataset of 100 

reviews (50 positive and 50 negative). Employing the first 

dictionary group, 90 positive and 82 negative reviews are 

correctly identified. Successive dictionary groups yield 

improved results, with the final group correctly identifying 95 

positive and 92 negative reviews. These results are presented 

in Table 5. 
TABLE 5 

RESULT OF TESTING STAGE FOR 50 AND 100 REVIEWS 

Total no. of testing 

reviews for 

positive and 
negative 

Dictionary 

size 

No. of positive 

reviews 
correctly 

identified in 

entirety 

No. of negative 

reviews correctly 

identified in 
entirety. 

50 reviews 

1000 75 80 

2000 80 83 

3000 80 84 

4000 90 89 

100 reviews 

1000 90 82 

2000 89 85 

3000 93 90 

4000 95 92 
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E. Evaluations of Accuracy, Precision, Recall and F1 

The evaluation of accuracy entails assessing the closeness 

between calculated values and their true counterparts, while 

the percent error quantifies the error ratio relative to the actual 

value, presented as a scaled factor of 100. This measure 

contributes to appraising work efficiency and enables the 

comparison of results in experimental contexts. 

The assessment of accuracy spans three distinct review 

groups, engaged in both training and testing phases, 

illuminating the impact of varying review quantities on 

sentiment analysis. Additionally, diverse dictionary sizes are 

investigated to showcase the effectiveness and efficiency of 

the Naive Bayes algorithm in sentiment analysis as depicted in 

Figure 7. 

 

Fig. 7. Accuracy evaluation for 25, 50, and 100 reviews. 

 

Precision, a metric gauging measurement consistency, is 

determined through the calculation of the standard deviation 

within a dataset. It provides insight into the precision of 

positive or negative responses within reviews of the 

corresponding polarity. The maximum precision value 

signifies the minimal occurrence of false estimations as 

depicted in Figure 8. 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 8. Precision evaluation for 25, 50, and 100 reviews. 

 

Figure 9 illustrates the Recall values corresponding to 

review quantities of 25, 50, and 100. Recall, also known as 

sensitivity, reveals the ratio of correctly predicted positive or 

negative reviews to the total reviews within the original 

dataset. This metric underscores the Naive Bayes method's 

capability to anticipate the maximum achievable count of 

positive or negative reviews within the anticipated set. 

Fig. 9. Recall evaluation for 25, 50, and 100 reviews. 

 

Recognizing the inherent difficulty of simultaneously 

optimizing recall and precision within real-world contexts, the 

F1 score is computed to achieve equilibrium between these 

two metrics. Functioning as a combination of precision and 

recall, the F1 score accommodates both false positive and 

false negative reviews, as illustrated in Figure 10. 

Fig. 10. F1 Score evaluation for 25, 50, and 100 reviews. 

 

As Table 4 reveals, the visual representations elucidate that 

smaller review sets and a limited dictionary vocabulary result 

in diminished accuracy values, whereas larger review sets and 

a comprehensive dictionary lead to enhanced accuracy 

(approximately ranging from 76% to 96%). The highest level 

of accuracy is achieved with 4000 informative dictionary 

words and 100 training reviews. This trend is mirrored in the 

precision figure, wherein smaller review sets and datasets 

yield an 81% precision rate, which progressively rises to 

around 94% with augmented review quantities and expanded 

dictionary sizes. The pinnacle precision is realized with a 

dictionary comprising 4000 words and 100 training reviews. 

Additionally, heightened review quantities and the inclusion 

of informative dictionary words correspondingly contribute to 

elevated recall and F1 scores in the figures. With 4000 

informative dictionary words and 100 training reviews, recall 

reaches approximately 94%, and the F1 score approaches 

96%. 

F. Analysis of Time 

The analysis of time, as succinctly presented in Table 6, 

offers valuable insights into the temporal aspects of the 

training phase within this study. Particularly noteworthy is the 
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observation that a reduced volume of reviews coupled with a 

diminished count of informative words in the dictionary or bag 

led to a modest requirement of approximately 50 minutes for 

the Naive Bayes algorithm to complete its training. 

Conversely, an elevation in the count of informative words 

contained within the dictionary engendered a commensurate 

augmentation in the duration of the training process. To 

illustrate, the utilization of a dictionary encompassing four 

thousand words necessitated an extended training period of 

roughly one and a half hours for the proposed systems. In a 

similar vein, when contending with a corpus of 100 reviews 

and a quota of 1000 informative words held within the bag, 

the proposed classifier expended a comparable time span of 

approximately one and a half hours; this temporal demand 

increased proportionally as the word count within the bag 

expanded. 

Of notable significance is the circumstance where the 

management of a collection comprising 200 reviews, 

interwoven with a dictionary harboring 4000 informative 

words, prompted the proposed Naive Bayes classifier to 

commandeer a training interval of 5 hours and 10 minutes. 

This underscores the discernible reality that while an 

augmentation in the number of reviews and a proliferation of 

dictionary size can bestow a boon upon enhanced accuracy 

and precision, this marked improvement is coupled with the 

trade-off of heightened temporal investment. Hence, the 

imperative of striking equilibrium between optimal 

performance and judicious time efficiency takes center stage 

as a pivotal deliberation. 
TABLE 6 

ANALYSIS OF THE TIME IN THIS WORK IN DIFFERENT 

DICTIONARIES. 

Reviews 

No. 

Dictionary word 

1000 2000 3000 4000 

25 33 min 40 min 50 min 1 h 

50 1h.30min 2h.12min 2h.55min 3h.15min 

100 3h.25min 3h.50min 4h.20min 5h.20min 

 

In the comparison between the Naive Bayes method 

employed in this article and the Support Vector Machine 

(SVM) method as utilized in reference [1], it was observed 

that the method used in this study demonstrates high 

efficiency even when utilizing relatively small positive and 

negative dictionaries. Furthermore, when comparing the 

method applied in Reference [27], it was observed that the 

approach employed in our article operates with high efficiency 

and expeditiously performs sentiment analysis. 

V. CONCLUSION 

Due to its wide range of applications, sentiment analysis 

remains a highly active research area for numerous scholars. 

In our study, we employed the Naive Bayes approach for 

sentiment analysis across various dataset categories because of 

is a simple and effective method. The system classifies and 

determines the polarity of the text into positive and negative 

classes. This classifier utilizes a dataset that is integrated into a 

machine-learning framework. The experimental findings 

demonstrate that the Naive Bayes classifier yields highly 

satisfactory results. In this work, the Naive Bayes classifier 

underwent training and testing with three various numbers of 

review sets and dictionary sizes. In the first scenario, an 

accuracy of 0.88 % was attained using 50 training reviews and 

a 4000-word dictionary. In the second scenario, where 100 

training reviews and the same 4000-word dictionary were 

used, the accuracy increased to 0.92 %. In the third scenario, 

with 200 training reviews and the same 4000-word dictionary, 

an accuracy of 0.96 % was achieved. Furthermore, this 

approach is also characterized by its efficiency in reaching 

decisions within a shorter timeframe. 
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Research Article 

 

Abstract—Shading in photovoltaic systems is known to cause 

serious energy losses. However, predicting how much shading 

photovoltaic systems in living spaces will experience throughout 

the year and the resulting energy loss is not easy. In this study, the 

effects of near shading on the system efficiency of photovoltaic 

systems have been investigated with PVsyst software. Instead of 

standard shading elements, a mosque with a complex architecture 

was chosen to test the drawing capabilities of the software. A 20 

kWp PV power plant is assumed to be installed in three different 

locations in the courtyard of the mosque. In Scenario-1, 2, and 3, 

the modules are located in the west, east, and north directions of 

the mosque, respectively. The annual energy production values 

obtained in these scenarios have been compared with the reference 

scenario without shading. According to the results, the annual 

production in the scenario without near shading was realized as 

28.84 kWh. In Scenario-1, 2, and 3, the annual production was 

20.43 kWh, 21.46 kWh, and 19.05 kWh, respectively. In the 

content of the study, sample geometries of shading for all scenarios 

are presented comparatively for critical dates. In addition, 

monthly energy production, performance ratio values, and loss 

diagrams have been presented comparatively.  

 
 

Index Terms— PVsyst software, shading losses, PV efficiency, 

renewable energy  

 

I. INTRODUCTION 

LECTRIC POWER generation with photovoltaic (PV) 

systems has many advantages in terms of sustainability. 

For this reason, it is becoming more and more ambitious to 

replace conventional methods. However, power generation 

with PV plants is characterized by many uncertainties [1]. The 

most effective variable in the conversion of solar energy into 

electrical energy is undoubtedly the amount of radiation 

reaching the earth from the sun. Many studies have been 

conducted to determine the solar energy potential, and these 

studies continue to be conducted. While some of these studies 

focused on a global scale [2-5], some of them on regional case 

studies [6-9] that aimed to address more accurate results. 
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It is not impossible to increase the energy conversion rate of 

a PV module that has been produced and put into use. This is 

because the catalog information provided by module 

manufacturers for their products is determined according to 

some ambient data considered as Standard Test Conditions 

(STC). It is possible to increase the energy conversion rate of 

PV cells by controlling the cell temperature in the P-N junction 

region using various passive or active cooling methods. In this 

field, there are many theoretical or experimental active cooling 

studies [10-13] using only air or phase change materials (PCM), 

active cooling studies using only water [14-16], and many 

theoretical or experimental active cooling studies [17-20] by 

adding various nanofluids to water at certain ratios. 

The location where the PV plant is installed and the direction 

that the modules are placed can have a strong impact on the 

shading of the modules. Mistakes at this stage can cause critical 

reductions in system efficiency. In addition, it can cause 

fluctuations in the I-V curves of the modules and even lead to 

overheating and damage to the energy generating cells during 

periodic partial shading [21]. Figure 1 shows the factors that 

cause partial shading in PV modules, their consequences, and 

some methods to mitigate these problems [21]. 

There are many studies in the literature [21-24] that address 

the effects of partial shading and provide recommendations for 

its mitigation. However, these proposals often lead to extra 

costs, system installation difficulties, or other power quality 

related issues according to today's technology. 

In fact, during the design of a photovoltaic power system, 

locations are carefully selected to avoid shading. The spacing 

between PV panels chassis must be configured to prevent 

mutual shading of modules, particularly during peak power 

generation hours. However, systems installed in building-

integrated PV applications or grid-connected or stand-alone 

domestic PV applications, especially in urban environments, 

are exposed to many near shading elements. Shading can 

eliminate the benefit of all methods to increase efficiency. It can 

even result in a PV application producing significantly less 

power than it could generate, without the user being aware of 

it. 

It is not easy to predict shading losses by observation. This is 

because the sun moves from east to west throughout a day. 

Accordingly, the form and effecting level of the shadow cast by 

objects on PV arrays constantly changes. In addition, the solar 

elevation angle (αs) of the sun varies throughout the year. 

Therefore, for example, a PV module that is not shaded in the 

summer in the northern hemisphere may be shaded in the fall 

and winter when the solar elevation angle is low.

Investigation of Near Shading Losses in 

Photovoltaic Systems with PVsyst Software 

İsmail Kayri 

E 
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Fig. 1. Causes, possible effects and mitigation methods of partial shading in PV modules 

 

Knowing the effect of near shading elements in advance 

generally provides two benefits. Firstly, the feasible amount of 

energy produced by a PV system with a certain installed power 

can be determined. Another is that the array location where the 

lowest shading losses occur can be determined. In recent years, 

many PV design and simulator software such as PVsyst, 

HomerPro, PV case, SolarPro, pvPlanner, PV F-Chart, 

RETScreen, HelioScope and similar ones have been developed 

that can perform these operations and much more. These 

software’s generally provide comprehensive identification, 

evaluation and optimization of the technical and financial 

feasibility of potential renewable energy and energy efficiency 

projects to measuring and verifying the actual performance of 

the systems [25]. 

When the problems discussed above and in previous studies 

in this field are evaluated together, it has been seen that studies 

examining the effects of near shading on the efficiency of PV 

power plants in detail using PV design software are limited. 

Additionally, no studies have been conducted on buildings with 

complex architecture as shading elements and there is no study 

in the literature addressing the performance of solar simulation 

software in performing complex shading analyzes caused by 

such structures. In this study, the efficiency analysis of near 

shading on a PV system is considered as a case study. While 

carrying out this case analysis, it was aimed to deeply explain 

many issues, such as the configuration of the PV power plant, 

the determination and drawing of near shading elements, and 

the calculation and interpretation of efficiency losses caused by 

long-term shading, with the simulation software used. 

II. MATERIALS AND METHODS 

A. PVsyst simulation software 

The analyses in this study were performed with the PVsyst 

simulation software, which is widely used in industrial and 

educational fields. PVsyst software is frequently used in studies 

on determination PV potential of various regions [26, 27], in the 

design and performance analysis of grid-connected or 

standalone PV power plants [28, 29], and in the analysis of 

shading events [30, 31]. The PVsyst 7.4 [32] software produced 

by PVsyst SA was used in the designs and simulations made in 

the present study. The trial version of this software gives users 

the right to use all its features free of charge for 1 month. 

B. Determining location for simulation 

Batman province, located in the Southeastern Anatolia 

Region of Turkey, was chosen for the simulation study. 

 

 
 

Fig. 2. Solar energy potential of Batman province; a) Turkey's solar energy potential view; b) Batman's solar energy atlas; c) Sunshine duration average by 

month; d) Solar energy average by month; e) Satellite view of the location of the PV system
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Batman is among the provinces with the highest solar energy 

potential in Turkey, with an annual sunshine duration of 

approximately 2850 hours and a radiation energy of 1600-1650 

kWh/m2/year. The annual total precipitation of Batman 

province, which is located at an altitude of 550 meters, is 490 

mm. The average air temperature in summer is 28.56 °C and it 

is under the influence of a continental climate. In Figure 2 [33], 

details of the monthly solar energy potential of Batman 

province are presented. The location of the PV power plant 

designed for the simulation study is at Batman University West 

Raman Campus, at 37°47'9.45" north latitude and 41°3'45.06" 

east longitude. The satellite image of West Raman campus is 

given in Figure 2(e). 

C. Procedures followed and strategies applied in the study 

One of the consistent ways to evaluate the effects of near 

shading on efficiency in PV power plants and the performance 

of the simulation software used in this regard is to conduct a 

case analysis. Because the area covered by the power plants and 

the diversity of near shading elements make it very difficult to 

develop a general opinion on such problems. In this context, 

first of all, a PV power plant was designed with PVsyst 

software. The shading elements in the environment where the 

designed power plant will operate were determined, and these 

were designed in 3D with the opportunities offered by the 

software. The results of the annual energy production were 

obtained if the designed PV power plant had no shading. 

Scenarios were determined to be tested at various points of the 

designed 3D structure in order to provide partial shading of the 

PV power plant with the same features. The annual energy 

production values of unshaded and different shading scenarios 

were compared. 

 

1) Geographic location parameters 

The necessary operations to determine the location where the 

PV power plant to be simulated will be operated are carried out 

in the "geographical site parameters" module in the PVsyst 

software. West Raman campus was selected as the location 

from the interactive map. PVsyst software uses the 

OpenStreetMap infrastructure in the maps module. The map of 

the selected region is shown in Figure 3. 

 

 
 

Fig. 3. Map of the West Raman campus 

In Figure 3, the mosque located on the campus was chosen as 

the near shading element. PV simulation software generally 

provides convenience in drawing basic elements such as 

buildings, roofs, trees, electric poles and various geometric 

shapes in shading analyses. However, the ability to draw objects 

with complex structures depends on the capabilities of the 

software. Another purpose of this study is to discuss the 3D 

drawing capabilities of the software used. 

According to the data provided by the software, the latitude, 

longitude and altitude information of the selected location are 

37.7857°N, 41.0650°E and 615 m, respectively. The time zone 

of Batman province is +3. The database of PVsyst software 

includes meteo tables of many institutions such as Meteonorm, 

NASA-SSE, PVGIS, NREL, Solcast, Solar Anywhere®. When 

the meteo tables of different institutions for the geographical 

location where the PV power plant will be installed are 

examined, it is seen that the data closest to Turkey's local 

meteorological office is provided by Meteonorm. Therefore, 

Meteonorm 7.3 data was used in the simulations. Meteonorm 

7.3 data used in the simulations are presented in Table I. 

 
TABLE I 

METEONORM DATA FOR BATI RAMAN LOCATION 

Months Global 

horizontal 

irradiation 

Horizontal 

diffuse 

irradiation 

Temp. Wind 

velocity 

Relative 

humidity 

 kWh/m2/mth kWh/m2/mth °C m/s % 

January 55.80 27.8 2.00 2.51 72.0 

February 75.80 40.5 4.60 2.79 67.8 

March 121.2 63.5 9.80 2.89 61.2 

April 148.8 75.6 13.9 2.89 61.9 

May 192.5 86.4 19.7 3.01 46.9 

June 215.0 76.3 26.9 3.90 26.9 

July 215.7 71.6 31.9 3.69 22.4 

August 196.3 67.8 31.1 3.20 22.6 

September 159.8 48.8 24.9 3.10 26.6 

October 113.6 50.9 18.7 2.49 41.8 

November 71.90 33.5 9.70 2.39 60.8 

December 54.20 29.8 4.40 2.40 48.4 

Year 1620.6 672.5 16.5 2.94 46.6 

 

The values in Table I should be considered as the average of 

the days in each month. Horizontal diffuse irradiation (HDI) 

value represents the amount of irradiation that does not come 

directly from the sun, but is scattered by molecules and particles 

in the atmosphere. Global horizontal irradiation (GHI) value 

expresses the total irradiation incident on the horizontal surface. 

GHI is the sum of direct normal irradiation (DNI), HDI and 

ground-reflected irradiation (GRI) values. It can be seen that 

both irradiation and other meteorological parameters of 

Meteonorm are quite close to the values presented in Figure 2. 

 

2) Design of PV power plant 

Within the scope of the simulation study, it was deemed 

appropriate to design a 20 kWp PV power plant. The PV power 

plant was designed as grid-connected, and it was assumed that 

all of the generated energy would be injected into the energy 

grid. The construction used in the designed PV power plant was 

mounted at a fixed angle throughout the year. The tilt and 

azimuth angles were optimized for annual yield. In the 

orientation module, which is one of the main parameters in the 

PVsyst software, the tilt and azimuth angles of the designed 

power plant were optimized for the highest efficiency. The 

optimizations made are shown in Figure 4. In the relevant 

location, the optimum tilt angle was found to be 32°, and the 

optimum azimuth angle was 0°. According to the optimization 
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results, the transposition factor (TF) was found to be 1.14. The 

TF value expresses the increase in the radiation level coming to 

the PV system surface due to the optimization made. In this 

case, thanks to the optimization of tilt and azimuth angles, the 

annual solar potential value reaching the surface of the solar 

modules in the relevant region has increased to 1845 kWh/m2. 

 

 
 
Fig. 4. Orientation of PV arrays a) Optimization of tilt angle; b) Optimization 

of azimuth angle 

 

A grid-connected PV system basically has two components. 

While one of these is PV modules, the other is inverters. In the 

simulation study, 250 Wp Bereket brand PV modules based on 

polycrystalline silicon technology were used. A 20 kWp power 

plant requires the use of 80 PV modules. In this case, the total 

module area is 133 m2. In Table II, the basic characteristics of 

the PV module used are presented for standard test conditions 

(STC). 
 

TABLE II 
TECHNICAL SPECIFICATIONS OF THE PV MODULE USED (AT STC) 

Brand Bereket Solar 

Model Poly 250 Wp 60 cells 

Nominal power 250 Wp ±3% 

Number of cells 60x1 

Length×width×thickness  1665×1001×42 mm 

Weight 18.5 kg 

Short circuit current (Isc) 8.7 A 

Open circuit voltage (Voc) 37.8 V 

Maximum power point current (Impp) 8.2 A 

Maximum power point voltage (Vmpp) 30.5 V 

temperature coefficient -0.42 %/°C 

Diode saturation current 0.161 nA 

Diode quality factor 0.99 /K 

 

A PV module consists of the connection of many cells in 

series or parallel. In this way, the current, voltage and power 

values that the modules can offer can be determined. PV 

modules have a nonlinear structure and behave differently than 

a typical voltage and current source. A number of test studies 

are carried out by manufacturers to determine the behavior of 

PV modules under different loads and operating conditions. The 

results of these test studies must be included in the catalog 

information of the PV modules. Because these values have 

critical importance in the design of PV arrays that make up the 

power plants and in the selection of inverters. Generally, curves 

of current-voltage (I-V), power-voltage (P-V), efficiency-

irradiation and efficiency-temperature characteristics of 

modules are used in the design of PV systems. These data of the 

Bereket brand module used in the simulation study are 

presented in Figure 5. 

 

 
 

Fig. 5. Characteristic curves of the module used a) I-V curve b) P-V curve c) 

Efficiency-Irradiance curve d) Efficiency-Temperature curve 

 

PV systems produce energy in the form of direct current. 

Before the generated energy is injected into the grid, voltage 

and frequency harmony must be ensured. This process is 

provided by inverters. In PV power plants, array inverters can 

be used for each array, or a common central inverter can be used 

for all arrays. A 20 kW inverter was chosen to convert the 

energy produced by the PV power plant, designed as 20 kWp, 

into AC form. The features of the inverter used are given in 

Table III. 

 
TABLE III 

TECHNICAL SPECIFICATIONS OF THE INVERTER USED 

Brand ABB 

Model TRIO-20.0-TL-OUTD-400 

Height×width×thickness 1061×702×292 mm 

Weight 70.0 kg 

Grid voltage 400 V 

Nominal AC power 20.0 kVA 

Minimum MPP voltage 200 V 

Minimum voltage for Pnom 440 V 

Nominal MPP voltage 620 V 

Maximum MPP voltage 950 V 

Maximum current per MPPT 23.3 A 

Maximum efficiency 98.16% 

Frequency 50 Hz 

 

Inverters generally operate with high efficiency under 

appropriate loads and operating conditions. However, the 

voltage value of PV modules also affects their efficiency. The 

efficiency of the inverter used under different operating 

voltages according to the input power is shown in Figure 6. 

Inverters generally operate with high efficiency under 

appropriate loads and operating conditions. However, the 

voltage value of PV modules also affects their efficiency. The 

efficiency of the inverter used under different operating 

voltages according to the input power is shown in Figure 6. 
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Fig. 6. Power and efficiency curves of the inverter used 

 

According to Figure 6, the ABB Trio 20 kW inverter offers 

an efficiency of 95% and above at all operating voltages, but 

not below 200 V. However, the power values converted by 

inverters are also extremely effective on their efficient 

operation. Therefore, when configuring PV arrays, attention 

should be paid to ensure that the array parameters are 

compatible with the selected inverter. 
 

TABLE IV 

CRITICAL I-V VALUES OF PV ARRAYS AND VERIFICATION OF 
INVERTER COMPATIBILITY 

Modules in series: 20, Module in parallel: 4, 

Plane irradiance: 1000 W/m2 

Vmpp (60 °C)  518 V 

Vmpp (20 °C) 626 V 

Voc (-10 °C) 847 V 

Impp (STC) 32.8 A 

Isc (STC) 34.8 A 

Operating power (STC) 19.3 kW 

Array nominal power (STC) 20.0 kW 

Pnom raito 1.00 

Overload loss 0.0% 

 

A total of 80 polycrystalline modules worth 250 Wp should 

be used in a power plant with a power of 20 kWp. These 

modules are configured as 4 arrays of 20 modules each for best 

efficiency. According to this configuration, the "voltage and 

current values" of the PV power plant at some critical operating 

temperatures and the findings regarding the verification of the 

compatibility between the "arrays and the inverter" are 

presented in Table IV. 

The reason for connecting modules in series in PV arrays is 

to increase the voltage value. However, two factors limit the 

voltage value. One of these is the operating voltage range of the 

inverter, and the other is the absolute maximum PV voltage 

value. The absolute maximum PV voltage value is also a limit 

for the PV array and is 1000 V according to the IEC 60038 

standard. In the PV power plant designed in Figure 7, the output 

energy produced by the inverter according to the array power 

and I-V curves and limit values are presented according to 

various operating conditions of the PV power plant. 

 

 
Fig. 7. Verification of inverter selection for the designed PV power plant a) 

Inverter output energy according to array power; b) I-V curves of the PV 
power plant and limit values of the system 

 

3) Location of the power plant and its 3D model 

The 20 kWp PV power plant, all elements of which are 

determined above, will be located close to the mosque on the 

West Raman campus. The satellite image of the mosque and its 

geometric dimensions when viewed from the west are presented 

in Figure 8. 

 

 
 

Fig. 8. Various images of the mosque a) Photograph and measurements of the western facade of the mosque b) Satellite image of the mosque 
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PVsyst software can reveal the effects of near shading 

elements on PV power plants. In order to do this, near shading 

elements must be drawn in 3D. The software allows the drawing 

of buildings, roofs, electricity pylons, cables, trees and many 

other objects around the PV plant in a very easy way. However, 

in order to draw structures with different architectures, 

geometric shapes such as rectangular prisms, cylinders and 

triangular prisms must be brought together. Mosques usually 

have a specific architecture that includes structures such as 

domes and minarets. Figure 9(a) shows the 3D model of the 

mosque created via the software. This model was created using 

the Construction/Perspective module under the "Near 

Shadings" section of the PVsyst software. 

The 3D model seen in Figure 9(a) was created by combining 

many parallelepipeds, octagonal prisms and square pyramids 

with appropriate dimensions. While creating the model, only 

shadows that may occur on the PV system were taken into 

account. The sections in the middle of the architectural structure 

have nothing to do with shading. That's why the details of these 

sections are not drawn. While placing the model on the plane, 

its azimuth angle with the south-north direction was taken into 

consideration. 

In the designed PV power plant, performance losses due to 

shading were evaluated for 3 different scenarios. The 

performance of the PV plant in the absence of any near shading 

elements was accepted as reference. The results of 3 different 

scenarios were compared with these reference values. Figure 

9(b) and (c) show the locations of PV arrays without shading 

and the PV power plant for 3 different scenarios. 

 

 
 

Fig. 9. a) 3D model of the architectural structure; b) Image of the PV power plant without shading; c) Position of the power plant for 3 different scenarios 

 

Four tables were used in the designed PV power plant. The 

distance between the tables is important for the modules to 

shade each other. The distance between the tables is determined 

as two times the height of the shed as a general approach. 

However, in locations where the latitude angle is greater, 

increasing this distance will increase the efficiency of the 

system. However, in cases where there is no space restriction in 

the location where the power plant is installed, it would be 

meaningful to choose a larger distance between the tables to 

reduce shading losses during periods when the sun elevation 

angle is low. There may be a height difference between the 

sheds in the PV system. In this case, this parameter must also 

be specified in the software. In this case analysis, there is no 

slope in the land structure of the relevant location. These 

parameters and other information about the power plant are 

presented in Table V. 
 

TABLE V 
THE SIMULATION PARAMETERS OF COLLECTOR FIELD IN SHEDS 

Basic parameters Sheds sizes 

Nb. of sheds 4 Module sizes 1.001×1.665 m 

Pitch N-S 3.34 m Orientation Portrait 

Misalign 0.00 m Nb. of modules in length 20 

Shed to shed slop 0.0° Nb. of modules in height 1 

Shed tilt 32.0° Modules X spacing 0.02 m 

Azimuth 0.0° Modules Y spacing 0.02 m 

Baseline slope 0.0° Table area 33.97 m2 

Number of modules 4×20 = 80 Shed area 133.3 m2 

III. RESULTS AND DISCUSSIONS 

PVsyst software can analyze a designed PV system in 3 

ways. These are "no shadings", "linear shadings" and 

"according to module strings". When a PV system is analyzed 

according to "no shadings", it is assumed that the system is not 

exposed to any near and/or distant shading elements. This 

approach is generally used when a quick assessment is desired 

but does not produce realistic results. When the designed 

system is analyzed according to "linear shadings", it is assumed 

that there is a linear relationship between the shaded area on the 

system surface and system performance. For example, when 

20% of the PV system is shaded, the losses due to shading are 

calculated as 20%. Similarly, when, for example, 5% of a 

system is shaded, losses are calculated as 5%. This approach is 

more realistic than "no shadings", but it does not fully reflect 

the response of PV modules to shading. Because, depending on 

whether the cells in the panel are connected in series or parallel, 

even shading 20% of the surface of a panel may cause the array 

in which the panel is located to not produce any energy. The 

most realistic approach to calculating the response of PV panels 

and arrays to shading is "according to module strings". 

Therefore, in this study, all simulations were carried out 

according to this approach in order to address the effects of 

shading in the most sensitive way. 

In order to compare the performance of the PV system 

according to the 3 determined shading scenarios and to interpret 

the effects of shading, it would be useful to present some of the 

outputs of the reports produced by the software together 

Scenario 1

Scenario 2

Scenario 35 meter

5 meter

5 meter

(b) (c)(a)
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visually. In this section, firstly, the shading geometry that 

occurs on the system on different days of the year is presented. 

Then, produced energy values, performance ratios and loss 

diagrams are presented for different scenarios. 

A. Shading geometry and its resultant efficiency loss 

The solar elevation angle changes with respect to the PV plane 

throughout a day. In addition, the maximum angle of incidence 

of the sun changes throughout the year. For example, the 

maximum sun elevation angle is approximately 29° for Batman 

on December 21, when the longest night is experienced, while 

this angle is approximately 76° on June 21, when the longest 

day is experienced. Due to the shadow length of the objects, the 

greatest shading losses will occur on December 21. Therefore, 

December 21 was preferred to show some critical shading 

geometries that occur in the determined scenarios. In Figure 10, 

critical shading geometries are given for the situation where 

there are no shading elements and for 3 different shading 

scenarios. 

 

 
 

Fig. 10. Critical shading geometries for all scenarios 

 

PVsyst software can show the shading status for specified 

periods on any day of the year in the shading animation module. 

Shading animation was performed for all scenarios on 

December 21, when the shadow length was highest. 

Accordingly, in the absence of near shading elements, low 

levels of shading occurred until 09:30 in the morning and from 

14:30 in the afternoon. Shading events here occur due to the 

modules shading each other. In Scenario-1, the shading factor 

on the panels is 1.00 until 11:20. Due to the current array layout, 

the PV system starts producing energy after this time. In 

Scenario-2, the shading factor on the PV system is 1.00 after 

13:40, and no energy can be produced after this time. On the 

same date, PV modules are exposed to radiation only for a very 

short time in the morning and evening for the placement in 

Scenario-3. In this scenario, full shading occurs even when the 

sun angle is at its highest value of 29°. In Scenario-3, very little 

energy can be produced throughout the day. In Figure 11, the 

variation of beam and electrical loss according to hours in the 

3D shading analysis performed for all scenarios is presented. 

 

 
 

Fig. 11. Variation of beam and electrical loss throughout the day for all 

scenarios 

When Figure 11 is examined, in the absence of near shading 

elements, shading losses were limited to 2% even on December 

21. In Scenario-1, shading, which had a great impact especially 

in the morning hours, caused a beam loss of 14.1% during one 

day. In Scenario-2, shading, which was especially effective in 

the afternoon, caused a beam loss of 12.2% throughout the day. 

The most critical loss rate occurred in Scenario-3, as expected. 

The PV system was exposed to a very low beam during the day 

in Scenario-3. Complete shading occurred for almost the entire 

day. The electrical loss values in the graphs in Figure 11 are 

calculated relative to the energy value produced by the PV 

system during the relevant day. Since almost no energy is 

produced in Scenario-3, the electrical loss rate due to shading is 

calculated to be very low. 

B. Energy produced and performance ratios of the system 

One of the most important parameters of a grid-connected 

PV plant is its annual energy production. In grid-connected 

systems, the distribution of annual production by months may 

also be important in terms of energy management. PVsyst 

software provides the energy production graph of a designed 

PV power plant. Energy production graphs for all scenarios 

were created separately in the software, and these graphs are 

presented together in Figure 12. 

When Figure 12 is examined, it is seen that there is a serious 

decrease in energy production in Scenario-3, especially in 

January, February, November and December. The reason for 

this is that the beam value suffers great losses during these 

months due to the architectural structure. As a matter of fact, 

Figure 11 shows the dramatic change in beam loss in the 3D 

shading analysis conducted for November 21. Considering all 

the data in Figure 12 together, the annual energy productions 

for "no near shadings", Scenario-1, Scenario-2 and Scenario-3 

are calculated as 28.84, 20.43, 21.46 and 19.05 kWh, 

respectively. 
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Fig. 12. Average daily energy production for all scenarios 

 

Performance Ratio (PR) is expressed as the ratio of the energy 

produced by the PV system to the energy that the same system 

can produce in the STC state. The PR value does not depend on 

the efficiency of the PV modules used but is an important 

indicator that takes all losses into account in the designed 

system. The monthly average PR values of all simulated 

scenarios throughout the year are presented in Figure 13. 

When all the data in Figure 13 are examined together, the 

annual values of PR for "no near shadings", Scenario-1, 

Scenario-2 and Scenario-3 are calculated as 0.797, 0.565, 0.593 

and 0.526, respectively. In the PV system where there is no 

shading element, the highest PR value was obtained since there 

were no beam and electrical losses due to external shading. The 

reason why PR is less than 1.00 in this scenario is the optical, 

array and system losses that occur during the operation of the 

PV power plant. The lowest annual average PR rate occurred in 

Scenario-3. However, the PR value of Scenario-3 is not much 

lower than Scenario-2 and Scenario-3. This is because in 

Scenario-3, the PV plant achieves relatively high PR values in 

the summer months when irradiance is high.

 

 
 

Fig. 13. Monthly average PR graphs for all scenarios 
 

C. Analyzing loss diagrams 

Sankey diagrams are very useful for understanding the lost 

energy values when the PV power plant operates in different 

scenarios. PVsyst software provides these visual diagrams as a 

report for each simulated variant. A typical Sankey diagram in 

PV systems shows the impact level of all variables that have a 

negative and positive effect between the solar radiation value 

arriving at a certain plane and the AC energy value injected into 

the grid. In Figure 14, loss diagrams for all scenarios are 

presented together, and losses due to shading are highlighted. 

For all scenarios in Figure 14, the annual global horizontal 

radiation value at the location where the power plant is installed 

is 1621 kWh/m2. The tilt angle of 32°, which is the optimum 

value for Batman province, increased the amount of energy 

coming to the surface of the modules by 11.7%. In the scenario 

where there are no near shading elements, a 2.2% loss occurred 

due to the panels shading each other. In Scenario-1, 2 and 3, 

irradiance losses due to near shading are 16.6%, 15.5% and 

32%, respectively. Near shading analyses were performed 

according to the "according to strings" approach, which is the 

most realistic approach. According to this approach, the 

electrical loss values caused by the shading effect for all 

scenarios were found to be 1.6%, 18.4%, 15.6% and 5.4%, 

respectively. It is not a contradiction that the electrical losses in 

Scenario-3 are low. This is because the electrical losses include 

the losses caused in PV arrays by partial shading in the presence 

of radiation. 
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Fig. 14. Sankey diagrams of energy conversion for all scenarios 

 

IV. CONCLUSIONS 

In this study, the effects of near shading on the efficiency and 

operation of the PV systems, especially in cases where the 

usage area is limited, were investigated with the PVsyst 

software. Buildings with roofs, trees, overhead transmission 

lines, electricity pylons and similar structures are generally 

considered as near shading elements. 3D drawings of these 

structures can be easily added in desired dimensions via PVsyst 

software. However, shading elements can sometimes be unique. 

In this study, a mosque with an original architecture was chosen 

instead of standard shading elements. The 3D drawing of the 

mosque was created using the auxiliary drawing tools in the 

software. It is thought that a PV power plant with a power of 20 

kWp will be installed in 3 different locations that are considered 

suitable in the courtyard of the mosque. The power plant, 

located in these 3 different locations, is shaded by the domes 

and minarets of the mosque throughout the year. Annual energy 

production values of 3 different scenarios were compared with 

the reference scenario without shading elements. According to 

the simulation results, in the scenario where there is no near 

shading element, annual production was 28.84 kWh. In 

Scenario-1, 2 and 3, the modules are located in the west, east 

and north directions of the mosque, respectively. In Scenario-1, 

2 and 3, annual production was 20.43 kWh, 21.46 kWh and 

19.05 kWh, respectively. In the content of the study, sample 

geometries of shading for all scenarios are presented 

comparatively for critical dates. In addition, monthly energy 

production, PR values and loss diagrams are given 

comparatively. 

It has been observed that the PVsyst software used in the 

present case study plays a user-friendly role at all points, from 

problem creation to solution. The software is equipped with 

capabilities to answer many of the problems that may be 

encountered both in professional business life and in academic 

studies. It offers many 3D objects ready for shading analysis. 

Although the software allows drawing detailed architectural 

structures, it has been determined that drawing them is not as 

easy as in 3D design software. 3D scenes such as 3DS, DAE, 

PVC and H2P can be imported in the Construction / Perspective 

interface. However, it has been seen that it does not directly 

support the files of software commonly used in 3D drawing, 

such as SolidWorks and AutoCAD. It is thought that the direct 

import of file formats of this and similar software will make a 

significant contribution to the PVsyst software at this point. 

In this study, a mosque with a complex architectural structure 

was chosen as the shading element. However, the effect of 

shading caused by other architectural structures with a similarly 

complex structure can also be investigated. Only PVsyst 

software was used within the scope of the study. The 

capabilities of other solar energy software can be examined 

under equal shading conditions, or comparative studies can be 

carried out to compare their capabilities. PVsyst software does 

not recognize all file types drawn in other software. To achieve 

this, third party software can be developed that allows PVsyst 

software to import any 3D drawing file type. 
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Research Article 

 

Abstract—Today, induction motors which have a widespread 

usage network are constantly developed by manufacturers. It is 

frequently used in heavy industry, mines, household appliances 

and consumer electronics due to its cheap maintenance, 

efficiency, effective torque and easy control features. Designers 

go to increase productivity with various analysis methods. 

Moreover, designers want to check the manufacturability of their 

desired machines. In this study, the multi-physics design of an 

induction motor is discussed. Electromagnetic, thermal, modal 

and stress analyzes are carried out in the design. Various analysis 

methods are discussed for electromagnetic and thermal analysis. 

In this article, Finite Element Analysis (FEA) method is used for 

electromagnetic and thermal analysis. In addition, the 

components required in multi physics design are emphasized. 

Electronics Desktop, Ansys Workbench Steady-State Thermal, 

Modal and Static Structural software are used in the analysis. In 

this study, the necessary analyzes for the design of an induction 

motor are carried out.  

 
 

Index Terms—Induction motor analysis, multiple physics 

design, electromagnetic analysis, thermal analysis, modal 

analysis, stress analysis, finite element analysis, coupling maxwell 

and steady-state thermal. 

I. INTRODUCTION 

NDUCTION MOTORS are widely used today. Compared 

with other motors, it has always had a development area, as 

it has features such as high torque, low cost, robustness and 

low maintenance. Due to its wide usage area in the industry, it 

creates negativity regarding energy consumption. Therefore, 

studies on these motors are mostly focused on efficiency [1-3]. 

The efficiency is usually improved to reduce electrical losses. 

The losses generally occur in the stator core, stator winding, 

rotor core and rotor bars. These losses are stated as the main 

cause of temperature. In other words, reducing these losses 

during the development phase will also reduce the 

temperature. Therefore, the temperature distribution of the 

machine to be analyzed is important for designers. Designers 

often focus on thermal analysis. Because they want the 
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isolation classes to be determined according to the temperature 

values and distributions. Further, they want to create integrity 

in the motor design stages by performing modal and stress 

analyzes structurally. 

 

In this study, the FEA method is used for electromagnetic 

analysis. The FEA method has several advantages compared 

to the Magnetic Equivalent Circuit (MEC) and Lumped 

Parameter Model (LPM) methods. The FEA method facilitates 

the analysis of complex geometries. Analyzes are performed 

by creating small mesh or part structures on the geometry. 

Analysis can be used in one, two or three-dimensional 

systems. 

The simplified magnetic equivalent circuit of a machine is 

extracted with the MEC method. Elements in this circuit are 

compared to electrical equivalent circuit elements. Magnetic 

motor force, flux and reluctance elements in the magnetic 

equivalent circuit are compared to the voltage source, current 

and resistance elements in the electrical equivalent circuit, 

respectively. It is difficult to obtain the magnetic equivalent 

circuit on machines with complex geometries. However, it 

saves time compared to the FEA method. Moreover, it gives 

outputs closer to the experimental results. Regarding MEC 

analysis, Sudhoff aims to extract magnetic equivalent circuits 

of magnetic power circuits in his study [4]. 

The LPM method makes matching of different physical 

larges by analogy. This simplifies the behaviour of fragmented 

structures in the simulation. This method is used in various 

systems such as electrical, mechanical or heat transfer. It 

enables the simplification of components used in circuits, such 

as in electrical and electronic systems. 

The LPM method creates an affinity between electrical and 

thermal systems [5]. Therefore, a close relationship can be 

established between electrical equivalent circuit parameters 

and real machine behaviour [6]. In the literature, FEA and 

LPM methods have been widely compared. For example, E. 

Ravaioli reports that the LPM method gives faster results than 

FEA analysis in nonlinear systems [7]. In fact, with this 

method, the mechanical components in the machine are 

assimilated to electrical circuit elements. The LPM method 

also helps to find losses in electromagnetic analysis.  

Lumped Parameter Thermal Network (LPTN), 

Computational Fluid Dynamics (CFD) and FEA methods are 

mostly used for thermal analysis. The LPTN method is 

associated with the theory of heat transfer. This method takes 

advantage of the analogy between thermal and electrical 

circuits. In thermal analysis, simulation is likened to resistor 

and capacitor elements. While the capacitor element acts as 
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energy storage, it helps to resolve transient behaviour. On the 

other hand, the resistor element refers to the heat transfer over 

the system. Its function is conduction, heat dissipation, and 

radiation events, and it helps to analyze steady-state 

temperatures [8]. 

With the LPTN method, the heat flows in the machine can 

be estimated. It enables the analysis of transient and steady 

states. In addition, the specific temperature of the machine 

components can be determined. [9, 10]. In order to obtain 

correct results, the mesh structure should be properly detailed 

[11]. As a result, comprehensive heat dissipation is obtained. 

Thermal analysis is performed with Ansys Steady-State 

Thermal software. 

A negative situation that occurs in induction motors is 

vibrations. Depending on the duration and amplitude of these 

vibrations, structural changes such as bearing disintegration or 

fan friction may occur in the machine. Modal analyzes are 

performed to observe the changes in the machine. With the 

modal analysis, the dynamic properties of the system can be 

determined under the determined frequency conditions of a 

system. Due to the electrical frequency effect, the stator 

structure of the induction motor should be examined. 

Vibrations occur as a result of various losses [12]. The modal 

analysis allows to improve the dynamic characteristics of the 

structure. Almost all systems produce large amplitude 

vibration at the resonant frequency [13]. If the frequency 

applied to the motor is close to or compatible with the motor's 

frequency, the motor can pass in the resonance state. As a 

result, vibration and noise occur [14]. The natural frequency of 

the machine should be examined to eliminate these negative 

effects [15]. Ansys Modal software is used for modal analysis. 

In addition to modal analysis, stress analysis should also be 

performed. It can be determined how a load exerting pressure 

on the machine shaft affects the rotor core and shaft. Stress 

analysis is performed to determine the deformations in the 

rotor structure. Ansys Static Structural software is used for 

this. 

In this study electromagnetic, thermal, modal and stress 

analyzes are carried out, respectively. The geometry obtained 

by electromagnetic analysis is also used in later analyses. 

II. METHODOLOGY 

The FEA method is used for electromagnetic and thermal 

analysis. Electronics Desktop software uses equations 

obtained by J. C. Maxwell in 1864. Maxwell rearranged the 

laws of Gauss, Faraday and Ampere. These are the laws of 

electromagnetic induction, Ampere's law, and electric and 

magnetic fields, respectively. The edited statements are given 

below: 

 

                                          (1) 

 

                                    (2) 

    

                                            (3) 

                                            (4) 

 

Maxwell also added the expression ∂D/∂t to Ampere's law. 

The displacement expression is used for the estimation of 

electromagnetic waves. The above equations are in SI units. H 

and E express the magnetic and electric field strength in 

(ampere/m) and (volt/m) units. B and D express the magnetic 

and electric density in (weber/m2) and (coulomb/m2) units. It 

is also called B magnetic induction and D electrical 

displacement. Other expressions J and ρ are electric current 

and volume charge density, respectively. Its units are 

(ampere/m2) and (coulomb/m3). 

Understanding the types of heat transfer will facilitate how 

thermal analysis is performed. Heat transfer is an energy 

process that occurs due to temperature differences. According 

to the law of thermodynamics, if a system loses energy, it is 

taken up by the environment. The same is true for vice versa. 

Namely, different structures transform into another form of 

energy without losing their energy [16]. This refers to the 

conservation of energy. Heat transfer phenomena generally 

take place in the form of conduction, convection and radiation. 

 

 Conduction 

 

The transfer of heat energy from a high point to a low point 

in a solid, liquid or gaseous medium is defined as conduction. 

The ability of the object to transfer heat in conduction is 

defined as thermal conductivity. In Fourier's law, the thermal 

conduction equation is expressed as:  

 

                                    (5) 

 

                                     (6)  

 

where q is the heat flux density (W/m2); k is the material 

conductivity W/(m.°K) or W/(m.°C) and dT/dx is the 

temperature gradient (°K/m). The heat transfer coefficient 

between the two materials is defined as h. The heat transfer 

coefficient expresses the power per unit area-Kelvin in SI unit. 

 

                                         (7) 

 

 Convection 

 

Convection, unlike conduction, refers to the spread of heat 

transfer from one point to another by the movement of fluids. 

It usually takes place in liquid and gaseous environments. In 

Newton's law of cooling, it is expressed as: 

 

                              (8) 

 

where Q is the heat transferred per unit time; A is the area 

of the object (m2); h, heat transfer coefficient (W/m2K); T 

indicates the surface temperature of the object (°K or °C) and 

finally Tf indicates the liquid temperature (°K or °C). 
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 Radiation 

 

The realization of heat transfer through electromagnetic 

waves is defined as a radiation event. Heat dissipation by 

radiation can occur in solid, liquid and gas environments. 

Radiation emission is expressed as follows according to Stefan 

Boltzman's law. 

 

                                   (9) 

 

where Eb is the energy dissipated per unit time; T is the 

absolute temperature of the surface and σb is the Stefan-

Boltzman constant and its value is 5.67x10-8 (W/m2K4). 

 

Finally, the following equations are used for modal and 

stress analysis in FEA, respectively. 

 

                           (10) 

 

                                              (11) 

where [M] is the mass matrix, [Ü] is the 2nd time derivative 

of [X] (displacement), [K] is the stiffness matrix (constant) 

and [F] is the force vector.  

III. ELECTROMAGNETIC ANALYSIS 

For thermal analysis, it is necessary to find electrical losses. 

In this study, an electromagnetic analysis of a 1.1 kW machine 

is carried out. The induction motor is 2-pole, 380 V (AC), 50 

Hz, star connected and nominal speed is 1450 rpm. The 

analysis was carried out under constant power and full-load.  

In addition, the stator and rotor slot numbers are 36 and 28, 

respectively. 

 

 
Fig. 1. 2D geometry of induction machine 

 

Fig. 1 is the two-dimensional geometry of the machine. 

RMxprt software is used here. Magnetic analysis of the 

machine is performed with Electronics Desktop software. 

With magnetic analysis, it can be determined whether the 

machine is saturated or not. 

 
Fig. 2. Maxwell 2D representation of the machine 

 

The magnetic flux density and flux distribution obtained 

according to the electromagnetic analysis are shown in the 

figures below. According to the results, while the maximum 

magnetic flux density is 1.87 Tesla, the magnetic flux value is 

found to be 0.0118 Weber/meter.  

 

 

Fig. 3. Magnetic flux density distribution 

 

 

 
Fig. 4. Magnetic flux distribution 
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In the analysis, the average moment value is found as 3.91 

Nm. Likewise, the current drawn by each phase is 3.08 A, in a 

steady state. Then, core, winding and rotor bars losses, which 

are critical, is calculated. The main factor causing temperature 

is usually losses. In addition, friction and wind losses also 

affect the temperature distribution. The Electronics Desktop 

software is used to find the stator and rotor core losses. The 

losses in the stator and rotor core are taken into account with 

the Electronics Desktop software. In addition, the eddy loss 

values of the rotor aluminum bars are calculated because of 

the thick cross-section. The total core losses consist of stator 

and rotor losses. When the steady state is examined, the 

average loss value is 19.44 W, while the average stator and 

rotor eddy losses are 5.65 W. It is determined that most of the 

eddy losses occur in the rotor bars.  

IV. THERMAL ANALYSIS 

The heat dissipation of a machine is an important parameter 

for determining the insulation class. In the basic insulation 

classes, the ambient temperature is taken as 40 °C. The three-

dimensional geometry of the machine is obtained with 

Electronics Desktop Maxwell 3D software. 

 

 
Fig. 5. Geometry of induction motor 

 

 Steel alloy M19_24G material is used in the stator, rotor 

cores. However, the rotor shaft was chosen from steel material 

and its magnetic effect was neglected while analyzing. The 

stator windings are made of copper. Rotor bars are aluminum. 

The properties of the materials used in this analysis are shown 

in Table 1.  

 
TABLE I 

MATERIAL PROPERTIES 

Material 

Thermal 

conductivity 

[W/m2.°C] 

Specific 

temperatu

re 

[J/kg.°C] 

Density 

[kg/m³] 

Steel 

M19_24G 45.0 481.0 7872.0 

Copper 400.0 385.0 8933.0 

Aluminum 237.5 951.0 2689.0 

Air 0.026 1007.0 1.1614 

 

The specific temperature value is the energy required to 

enhance the heat of a material by one degree. If attention is 

paid, the thermal conductivity value of air is quite low 

compared to other materials. Therefore, it negatively affects 

the heat dissipation between the rotor and the stator. Advanced 

cooling systems are used to reduce this negative effect. 

In order to use electrical losses in thermal analysis, 

Electronics Desktop Maxwell and Steady-State Thermal 

software are coupled in the Ansys Workbench program. Then, 

the mesh structure of the geometry used is extracted as seen in 

Fig. 6. 

 

 
Fig. 6. Mesh structure of the mechanical model 

 

The heat generation values of the stator and rotor cores are 

calculated separately in order to conclude the losses 

accurately. The heat generation value is the electrical losses 

per unit cubed on the core. In other words, it is the conversion 

of any form of energy into thermal energy. Usually, these 

forms of energy are electrical, mechanical or chemical. 

Temperature distributions are found with these losses. The 

highest and lowest heat generation values are found in the 

stator and rotor cores. The heat generation value of each rotor 

bar is calculated in the software. However, the heat generation 

value of the total rotor bars is indicated here. The highest 

values in the rotor core are the rotor bars. The lowest values 

are the rotor core. In the stator core, on the other hand, it is 

observed that the heat generation values are high near the 

windings. 

 

 
Fig. 7. Heat generation values of the stator core 
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Fig. 8. Heat generation values of the rotor core 

 

Losses per volume are obtained from heat generation 

values. These losses are listed in Table 2. 

 
TABLE II 

VOLUME LOSS DENSITIES 

Structure 
Total loss  

[W/m3] 

Scaling 

factor 

Stator 10.9351 1.02266 

Stator windings 43.5337 1.00 

Rotor 0.438306 1.01047 

Rotor bars 82.9701 0.999 
 

Another important point in thermal analysis is boundary 

conditions. Material properties contribute to the determination 

of boundary conditions. There are two important components 

for determining the temperature dispersion: the heat 

dissipation and the heat source. The boundary conditions are 

as follows: 

 
TABLE III 

BOUNDARY CONDITIONS 

Parameters 

Temperature 

source 

Electrical 

losses 

Convection 

Ambient 

temperature 

[40 °C] 

Thermal conductivity 

coefficient  

[45 W/m2.°C] 

 

In the analysis, the heat generation values obtained from the 

stator and rotor structures are combined as a single structure as 

in Fig. 9. It is previously stated that the thermal conductivity 

coefficient for the M19_24G steel material is 45 W/m2°C. For 

this reason, the same value is also used in the boundary 

conditions. 

 
Fig. 9. Stator surface heat dissipation heat 

Heat dissipation takes place through the stator surface. In 

other words, it is known that the cooling effect is effective on 

the stator surface. Therefore, the yellow region in Fig. 9 is 

determined as the boundary condition. The environment 

temperature is taken as 40 °C according to the determination 

of the insulation classes. 

By establishing the boundary conditions, the temperature 

distribution is obtained, aligning with the results of the 

thermal analysis. In Fig. 10, while the maximum temperature 

value is 102.42 °C, the minimum temperature value is 95.015 

°C. 

  

 
Fig. 10. Temperature dispersion 

 

 
Fig. 11. Side section temperature dispersion 

 

Fig. 11 is the side section of the machine structure. The 

highest values occurred in the stator windings. It is observed 

that the temperature distributions towards the stator surface 

decrease. Because of the air gap between the rotor and the 

stator, high-temperature values only show their effect on the 

windings. The temperature values around the rotor and shaft 

are lower compared to those around the windings. If a material 

with a higher thermal conductivity coefficient is selected in 

these analyses, the temperature distribution would change 

positively. 

V. STRUCTURAL ANALYSIS 

The natural frequency of the system is tried to be found by 

using the stator structure. The analysis is carried out in a 

condition where the stator core is kept stationary and free 

vibration. The stator core is shown in Fig. 12. The structural 

properties of the stator core are shown in Table 4. Here, young 

and volume modulus are values formed under hardness and 

pressure, respectively. 
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TABLE IV 

STRUCTURAL PROPERTIES OF THE MATERIAL 

Properties Values 

Density 7.85x10-6 [kg/mm3] 

Young 

module 2x105 MPa 

Poisson ratio 0.3 

Volume 

module 1.667x105 MPa 

 

 
Fig. 12. Stator structure for modal analysis 

 

 

 

 
Fig. 13. Total deformation changes by modal analysis 

 

According to the modal analysis, the natural frequencies of 

the system are found as 2259.8, 2797.4, 2798.8, 3210.7, and 

3784.0 Hz. Images of the total deformation are shown in Fig. 

13. When the results are examined, it is seen that the 

deformation ratio increase with the increase of the natural 

frequency value. The lowest deformation rate is 2259.8 Hz, 

while the highest deformation rate is 3784 Hz. Deformation 

rates occurred at high levels in the middle parts of the stator 

teeth. 

 

In the electromagnetic analysis, the torque generated by the 

motor shaft is found as 3.91 Nm. In the stress analysis, it has 

been revealed how this moment value causes deformation in 

the rotor and shaft structure. For this, mechanical changes are 

applied to the rotor shaft. Fig. 14 shows the changes made to 

the motor shaft. There are two bearings and gears here. The 

boundary conditions required for the stress analysis are given 

in Fig. 14 and Table 5. 

 

 
Fig. 14. Boundary conditions for stress analysis 

 

TABLE V 

 BOUNDARY CONDITIONS FOR STRESS ANALYSIS 

Parameters Values 

Rotation speed and 

direction 

1450 rpm and 

counterclockwise 

Applied torque and 

direction 

3.91 Nm and 

counterclockwise  

Fixed supports 

The outer ring of the 

bearings 

 

Looking at the stress analysis results in Fig. 15, it is seen 

that a maximum deformation of 0.0189 mm occurred in the 

middle parts of the rotor core. When this ratio is compared 

with the rotor diameter, it is determined that it is equal to a 

small value of 0.0144%. In the bearing and gear areas exposed 

to loads, there is almost no deformation effect. 

 

 
Fig. 15. Stress analysis results 

VI. CONCLUSION 

In this study, a multi physics design of a 1.1 kW induction 

motor is carried out. The parameters required at each design 

stage are emphasized. More focused on electromagnetic and 

thermal analysis. According to the literature, FEA is chosen as 

the analysis method. 
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Electronics Desktop software is used for electromagnetic 

analysis. In addition, the three-dimensional geometry of the 

machine is obtained from Electronics Desktop Maxwell 3D 

software. By calculating the electrical losses, the heat 

generation values required for the thermal analysis are 

calculated. Heat production values are used in thermal analysis 

by coupling Electronics Desktop Maxwell and Steady-State 

Thermal software in the Ansys Workbench program. 

It is emphasized on which parameters the boundary 

conditions required for performing thermal analyzes depend. 

In the analysis made according to the heat production values 

of the induction machine, the temperature values of the 

materials in the stator and rotor structures are obtained. The 

highest temperatures occur in the stator windings, while the 

lowest temperatures occur on the stator core surface. 

Structurally, modal and stress analyzes are carried out. In 

these analyzes, Ansys Modal and Static Structural software are 

used, respectively. The natural frequencies of the stator are 

obtained. Further, the total deformations caused by the natural 

frequencies are determined. In the stress analysis, the 

deformations caused by the load applied to the rotor shaft in 

the rotor structure are examined. 

In this study, the points to be considered in the multiple 

physics design of an induction motor are emphasized. 

Moreover, the analysis that should be carried out in the 

process up to the production state is examined.  
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Research Article 

 

Abstract—PV irrigation systems have begun to be used 

intensively today, as energy needs increase. In Partially Shaded 

Conditions (PSC), the efficiency of the PV system decreases 

significantly, and traditional Maximum Power Point Tracking 

(MPPT) algorithms become insufficient. On the other hand, 

traditional MPPT algorithms require sensors to measure the 

current and voltage of the PV system. In this study, a sensorless 

hybrid MPPT algorithm is proposed to reduce system costs and 

enable operation without the need for PV system data. A 

simulation study was conducted in the MATLAB/Simulink 

environment to examine the PV system. The proposed algorithm 

has been tested under four different PSC scenarios. PV system 

power, motor speed, and currents were examined under each 

condition. The high maximum power tracking performance of the 

proposed algorithm is demonstrated through simulation results. 

In the steady state, the lowest MPPT efficiency was 95.66%, 

whereas the highest MPPT efficiency was 99.9%. The MPPT 

algorithm completed in less than 2 seconds, with the first stage 

taking 1.3 seconds to reach most of the maximum PV system 

power. The second stage of the MPPT algorithm was used to 

achieve maximum power in a narrower area.  

 

 
 

Index Terms—PV pump, BLDC, Partial shading, MPPT, 

Sensorless algorithm.  

 

I. INTRODUCTION 

OSSIL FUELS, which are used extensively in energy 

production, are decreasing. At the same time, energy 

production costs continue to increase. On the other hand, 

consumption of fossil fuels causes significant environmental 

problems. For these reasons, interest in renewable energy 

sources is increasing day by day [1]. Solar energy has an 

important place among renewable energy sources. Photovoltaic 

(PV) irrigation systems have been increasing in importance in 

recent years. It offers an important alternative solution, 

especially in agricultural irrigation, in places where there is no 

energy network and energy delivery is costly. 

 

Solar energy has an important place among renewable energy 

sources. Photovoltaic (PV) irrigation systems have been 

increasing in importance in recent years. It offers an important 

alternative solution, especially in agricultural irrigation, in 

places where there is no energy network and energy delivery is 

costly. 

Many different types of motors are used in photovoltaic 

irrigation systems, such as synchronous reluctance motor 

(SynRM), permanent magnet synchronous motor (PMSM), 

induction motor and brushless direct current motor (BLDC) [2-

6]. BLDC motors are used as a better alternative to the induction 

motor in PV fed water pumping systems. This motor is 

compact, robust and efficient compared to the AC motor. 

Additionally, a BLDC motor has many advantages such as 

reliability, low maintenance, easy to drive and simple control. 

Therefore, BLDC motors have received increasing attention in 

water pumping systems in recent years due to their superior 

features. [7]. DC-DC converters are used in traditional PV 

pump systems. In [8], the MPPT technique without a DC-DC 

converter was developed for a PV pump system using a BLDC 

motor. In [9], a PV irrigation system was created by connecting 

a PMSM motor directly to the DC line of the inverter. However, 

DC-DC converters are used in many conventional PV water 

pump systems with MPPT algorithms. 

PV panels operate with very low efficiency. Therefore, 

various Maximum Power Point Tracking (MPPT) algorithms 

and methods have been developed to obtain maximum power 

from PV panels [10, 11]. In the literature, two important 

atmospheric conditions that are effective in obtaining energy 

from PV power systems have been examined. These 

atmospheric conditions are known as uniform solar radiation 

and partial shading conditions (PSC).  Perturb&Observe 

(P&O), Incremental Conductivity (InC), 0.8VoC and 

derivatives of these methods are used extensively under 

uniform radiation conditions [12, 13]. However, to achieve 

higher efficiency and lower power ripple, optimization-based 

MPPT algorithms such as artificial intelligence-based [14], 

Particle Swarm Optimization (PSO) and Gray Wolf 

Optimization (GWO) have been developed [15, 16]. Today, 

similar MPPT algorithms continue to be developed. 

Conventional algorithms are ineffective in operating under 

atmospheric conditions under PSC. Because, Local MPP and 

Global MPP points are created in the system which is operated 
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under PSC. The MPPT algorithms need to find the GMPP. This 

is a complex and quite difficult process. For this purpose, 

various optimization and artificial intelligence-based MPPT 

algorithms along with derivatives of conventional MPPT 

algorithms have been developed. Some of the algorithms that 

have a lot of space in the literature can be examined as; a hybrid 

method including the particle swarm optimization (PSO) and 

search-skip-judge algorithms [17], Asymmetrical interval type-

2 fuzzy logic control [18], a dynamic particles MPPT method 

[19] , MPPT Method Based on Inflection Voltages [20], Deep 

reinforcement learning approach MPPT [21], Artificial neural 

network based modified incremental conductance algorithm 

[22], Variable step size P&O MPPT controller by applying Ѳ 

modified krill herd algorithm [23], Chaotic Flower Pollination 

Algorithm (C-FPA) [24], improved sparrow search algorithm 

(ISSA) [25], Modified Butterfly Optimization Algorithm [26], 

Improved Team Game Optimization Algorithm [27], Harris 

hawk optimization (HHO) [28], Manta ray foraging 

optimization (MRFO) [29], and Salp Swarm Optimization 

(SSO) [30]. However, the literature is not limited to this 

algorithms; it is possible to examine many more studies. 

Apart from this, scanning-based algorithms, which form the 

basis of P&O and InC algorithms, also find their place in the 

literature. The most important feature of these algorithms is 

their simple structure and applicability. A very recently 

developed two-level Voltage partitioning method appears to 

work with high efficiency [31]. Voltage partitioning and 

scanning techniques are fundamentally very similar. Scanning 

algorithms are especially concentrated on finding the voltage 

value at the GMPP point [32-34]. One of the newest of these 

algorithms is the voltage scanning algorithm and stands out 

with its high performance [35].  

While the radiation value on photovoltaic panels may be 

uniform, the radiation values falling on each panel may be 

different due to natural events such as cloud shadowing and 

different external factors. In this case, each panel produces 

voltage in relation to the radiation value on itself. As a result, 

different maximum power points occur under different shading 

conditions. These points must be determined in order to obtain 

maximum efficiency from the system. 

In recent years, there has been an increase in research into 

obtaining maximum efficiency from photovoltaic irrigation 

systems operating under PSC. In these studies, one or more of 

the current, voltage and speed parameters of the motor side are 

measured. At the same time, one or more of the current, voltage 

and radiation values are measured on the PV side [36-38]. 

Different motor types and MPPT algorithms have been used in 

PV pump systems operating under PSC. These MPPT 

algorithms are implemented using analytical or intelligent 

methods. In these studies, the advantages of BLDC motors such 

as easy driving technique and simple controllability were 

utilized [39-42]. Sensors are a significant cost in PV systems. 

For this reason, research on sensorless MPPT algorithms has 

recently been concentrated. Generally, algorithms without 

current sensors come to the fore, because the voltage of the PV 

system can be measured with simpler and lower-cost methods. 

In some of these algorithms, the current estimation of the PV 

system is made by using DC-DC converter and in others by 

using the load data [43-46].  

Obtaining maximum power from a PV system under partial 

shading conditions generally requires complex and difficult 

algorithms. This reveals the need for advanced microcontrollers 

and increases the system cost. Although voltage division 

algorithms are simple, they require PV panel parameters. Small 

changes in panel data or uncertain parameters limit system 

efficiency. The proposed algorithm stands out because it is both 

simple and does not require panel data, and its application is 

very simple. On the other hand, measuring current and voltage 

increases the system cost. Especially at high current values, 

both installation and sensor costs increase. Since panel currents 

and voltages are not measured in the proposed algorithm, a 

more compact structure is achieved and the system cost is 

reduced. 

In this study, a hybrid MPPT algorithm was created by 

combining the voltage scanning algorithm with a modified 

P&O algorithm. PV irrigation system consists of ZETA DC-DC 

converter, BLDC motor and PV panels. In this algorithm, the 

back EMF and mechanical power of the motor are 

approximately calculated by using the speed and current 

information of the motor. The back EMF of the motor was 

scanned and mechanical power was approximately obtained. 

The maximum power value obtained from the scan is not 

accurate and has determined the area of maximum power. The 

data in the first stage formed the input data of the MPPT 

algorithm in the second stage. The second step used the motor 

speed and current information and determined the exact value 

of the maximum power point in the MPP region obtained in the 

first step. The most important advantage of this method is that 

only motor data is used. None of the current, voltage and 

radiation values of the PV system were used. Thus, the overall 

cost of the system is reduced. On the other hand, there are no 

complex operations in the algorithm. Implementation of the 

algorithm can be easily done. 

II. PV PUMP SYSTEM MODELING 

A. PV System 

Figure 1 shows a PV cell model consisting of a well-known 

diode, a current source, and 2 resistors. The output current 

produced here is expressed as seen in the equations between 

equation 1 and equation 3. 

  

𝐼 = 𝐼𝑃𝑉 − 𝐼𝐷 − 𝐼𝑅𝑃
  (1) 

 

𝐼 = 𝐼𝑃𝑉 − 𝐼0 [𝑒𝑥𝑝 (
𝑉+𝑅𝑠𝐼

𝑎
) − 1] −

𝑉+𝑅𝑠𝐼

𝑅𝑃
   (2) 

 

𝑎 =
𝑁𝑠𝑛𝑘𝑇

𝑞
  (3) 

where I0 refers to the reverse saturation current or leakage 

current of the diode. a is the ideality factor, Ns is the number of 

series-connected cells, n is the diode ideality constant, k is the 

Boltzmann constant (1.3806503x10-23 J/K), T is the cell 
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temperature (Kelvin), and q is the electron charge 

(1.60217646x10-19 C). The current generated by the PV cell by 

the effect of light is present in Equation 4. 

 

 
 

Fig.1. Electrical equivalent circuit model of a PV cell 
 

 

𝐼𝑃𝑉 = (𝐼𝑃𝑉,𝑛 + 𝐾𝐼(𝑇 − 𝑇𝑛))
𝐺

𝐺𝑛
   (4) 

where IPV,n refers to the current generated for 25 °C and 1000 

W/m2, Tn refers to the nominal temperature (Kelvin), G refers 

to the radiation value on the panel surface (W/m2), and Gn refers 

to the nominal radiation value (W/m2). The saturation current 

of the diode (I0) is given in Equation 5.  

 

𝐼0 =
𝐼𝑆𝐶,𝑛+𝐾𝐼(𝑇−𝑇𝑛)

exp(
𝑉𝑂𝐶,𝑛+𝐾𝑉(𝑇−𝑇𝑛)

𝑎
)−1

   (5) 

where ISC,n is the nominal short-circuit current, VOC,n is the 

nominal open-circuit voltage, KI is current coefficient, and KV 

is voltage coefficient. If the radiation value on each panel in a 

PV array is the same, it is in uniform radiation. However, if the 

radiation values on the panels are different, partial shading 

conditions occur. While only one maximum power point occurs 

in uniform insolation, more than one maximum power point 

will occur in operation under PSC. Some of these points are 

LMPP and one of them is GMPP. In this study, the P-V graph 

formed in the case of uniform radiation and PSC is seen in 

Figure 2. The PV system consists of six series connected panels. 

The voltage produced by a panel at its maximum power point is 

35.3V, its current is 4.39A and its power is 154.967W. 

Accordingly, the maximum power that the PV system can 

produce is given as 929.8W. 

 
Fig.2. Uniform Radiation and P-V graph formed in case of PSC 

B. DC-DC converter 

The first stage is a DC-DC converter which used to operate the 

PV irrigation system at maximum power point. In this study, 

the zeta converter, which is widely used in PV systems, was 

used as the DC-DC converter. Zeta converter is a fourth order 

DC-DC converter that operates by increasing or decreasing the 

input voltage. The Zeta converter consists of components such 

as input inductor L1, output inductor L2 and intermediate 

capacitor C1. Duty cycle D is estimated with the equation given 

in Equation 6. 

𝐷 =
𝑉𝑑𝑐

𝑉𝑑𝑐+𝑉𝑚𝑝𝑝
    (6) 

 

  𝐼𝑑𝑐 =
𝑃𝑚𝑝𝑝

𝑉𝑑𝑐
    (7) 

  

 𝐿1 =
𝐷𝑉𝑚𝑝𝑝

𝑓𝑠𝑤∆𝐼𝐿1
    (8) 

 

𝐿2 =
(1−𝐷)𝑉𝑑𝑐

𝑓𝑠𝑤∆𝑉𝐶1
      (9) 

 

𝐶1 =
𝐷𝐼𝑑𝑐

𝑓𝑠𝑤∆𝑉𝑐1
    (10) 

 

where  𝑉𝑑𝑐  is the average value of the output voltage of the Zeta 

converter. The estimate of the average current 𝐼𝑑𝑐    flowing 

through the inverter is given in equation 7. After D  and  𝐼𝑑𝑐  

estimation 𝐿1,𝐿2 and 𝐶1  estimation are given between 

equations 8 and 10. 

C. BLDC motor 

BLDC motors are widely used due to their long life, ability to 

operate at high speeds, high moment and high efficiency. There 

is a three-phase winding on the stator of the BLDC motor. There 

are permanent magnets in its rotor. Motor windings are 

energized with a three-phase inverter. Six-step switching is 

used as the switching technique. When the six-step switching 

technique is applied to the windings, two phase windings will 

be energized at any time. According to the results obtained in 

this case, the mathematical equations of the BLDC motor using 

the six-step switching technique are similar to the conventional 

DC motor. BLDC motor shows approximately DC motor 

characteristics. Accordingly, the mechanical power of the 

motor Pmech  and the power Pdc at the output of the DC-DC 

converter can be approximately equal when losses of motor, 

pump and inverter are ignored. The mechanical power of the 

motor is given in Equation 11. Where, Ia indicates the current 

of the motor and is approximately the same as Idc calculated in 

Equation 12. DC link power is calculated in Equation 13. 

where, Vdc shows the DC link voltage of the inverter. 

 

𝑃𝑚𝑒𝑐ℎ=𝐸𝑧 . 𝐼𝑎    (11) 

 

 𝐼𝑑𝑐 =
𝐼𝑎_𝑝ℎ+𝐼𝑏_𝑝ℎ+𝐼𝑐_𝑝ℎ

2
     (12) 

 

 𝑃𝑑𝑐=𝑉𝑑𝑐 . 𝐼𝑑𝑐    (13) 

 

 𝐸𝑧 . 𝐼𝑎 ≅ 𝑉𝑑𝑐 . 𝐼𝑑𝑐    (14) 

 

 𝐸𝑧 = 𝑘. 𝜔    (15) 

 

According to equation 14 it can be 𝐼𝑑𝑐 ≅ 𝐼𝑎. If the speed and 

current of the motor are known, 𝐸𝑧 is calculated according to 

equation 15. Here, if  𝐸𝑧 . 𝐼𝑎 ≅ 𝑉𝑑𝑐 . 𝐼𝑑𝑐   then it can be 𝐸𝑧 ≅ 𝑉𝑑𝑐 . 

If the DC-DC converter duty cycle D is known, 𝑉𝑝𝑣 can be 

predicted as in equation 16. 
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𝑉𝑑𝑐 ≅ 𝑉𝑝𝑣(
𝐷

1−𝐷
)    (16) 

III. SENSORLESS MPPT METHOD 

In PV systems, temperature and radiation changes change the 

value of the power obtained from the panel. Increases in 

temperature and decreases in radiation value reduce the 

maximum power obtained from the panel. On the other hand, 

the voltage value at which maximum power will be achieved 

varies due to different radiation values falling on the panels. For 

this reason, various algorithms must be used to obtain 

maximum power under both uniform radiation and partial 

shadowing conditions. 

The main purpose of the proposed MPPT method is to 

estimate the maximum power point by measuring only the 

motor current and speed without measuring the current and 

voltage of the PV system. Thus, a significant advantage will be 

achieved in system cost. Generally, current and speed values of 

the motor must be obtained to control. Speed data can be 

estimated using sensorless control techniques. However, it is 

assumed that speed is measured in this study. First of all, as seen 

in Equation 11, the mechanical power of motor is obtained from 

the product of the back emf and the motor current. Accordingly, 

obtaining maximum mechanical power from the motor will 

approximately mean drawing maximum power from the PV 

system. Since there is a motor, DC-DC converter and inverter 

in the system, the efficiency of the system is not fully known. 

Because efficiency of the system will vary at different motor 

speeds and switching frequencies. For this purpose, a two-stage 

MPPT algorithm has been proposed, first approximately 

estimating the region of the MPP and then reaching the exact 

value. 

In the first stage, the increasing back emf value with a small 

increase amount is given as the input reference. Since the speed 

and parameters of the motor are known, the motor back emf is 

calculated and the voltage of the motor and therefore the 

inverter input voltage is determined approximately. Depending 

on the increasing reference voltage value, a PI controller 

determines the duty cycle for switching the DC-DC converter 

and the motor is accelerated by increasing the voltage. The 

output voltage of the DC-DC converter is actually the same as 

the DC link voltage of the inverter and is calculated 

approximately. Using Equation 16, the input voltage of the DC-

DC converter, that is, the voltage produced by the PV system, 

is obtained approximately. As the motor accelerates, its 

mechanical power will increase and the power value to be 

transferred by the PV system will change. The mechanical 

power of the motor will be calculated instantly and the 

maximum generated power will be recorded using sampling 

blocks and the GMPP point will be determined approximately. 

When the maximum input voltage to be applied to the motor is 

reached, the second stage MPPT algorithm is started. In the 

second stage, the initial duty cycle value was determined by 

using duty cycle obtained at the maximum power value in the 

first stage. Here, the maximum power point is found with the 

modified P&O algorithm using the motor's current and speed 

values, and the motor continues to operate at this point. The 

flow chart of the proposed algorithm can be seen in Figure 3. 
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Fig.3. Flow chart of the proposed algorithm 

 

30

http://dergipark.gov.tr/bajece


BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING,     Vol. 12, No. 1, March 2024 

                                              

 

Copyright © BAJECE                                                                ISSN: 2147-284X                                                     http://dergipark.gov.tr/bajece        

IV. SIMULATION AND RESULTS 

The simulation study has been performed by using 

MATLAB/Simulink. The MATLAB/Simulink blocks of 

simulation are shown in Figure 4. The water pump shows a non-

linear load characteristic with high inertia. For this reason, the 

BLDC motor accelerates slower and different load torque 

occurs on the motor at different speed values. This behavior 

causes difficulties in the operation of MPPT algorithms. Since 

maximum power is obtained at different voltage levels, 

especially in partial shading conditions, it becomes difficult to 

accelerate the motor. In the simulation study, in order to create 

the torque characteristic of the non-linear pump load, the load 

torque of the motor was created to vary with the square of the 

speed. The proposed algorithm has been tested under four 

different PSCs, as depicted in Figure 5. In these PSCs, 

maximum power was generated at different voltage points, and 

the proposed algorithm was tested in various regions. Four 

different PSCs were created to test the proposed algorithm. The 

voltage level at which maximum power occurs in each of these 

atmospheric conditions is located in different regions. The 

created PSCs and their maximum power under these conditions 

are illustrated in Figure 5.  

 
Fig.4. MATLAB/Simulink blocks of PV pump system 

  
Fig.5. PV  graph for four different PSC cases used in the simulation 

 

 

Figure 6 shows the motor speeds and power of the PV system 

for four different PSC cases. Accordingly, the first stage MPPT 

algorithm was completed in 1.3 s, and the second stage MPPT 

started. When the power values obtained from the PV system 

were examined, a PV power of 389.683W was under PSC1 and 

the MPPT efficiency has been obtained as 99.95% in a steady 

state. When the PV system operated under PSC2,  the power of 

the PV system measured as 647.114W, and the MPPT 

efficiency was found to be 95.66%. MPPT efficiencies under 

PSC3 and PSC4 conditions were obtained as 99.9% and 99.7%, 

respectively. 

When the obtained results were examined, it was observed that 

the proposed algorithm worked only under PSC2 conditions 

with slightly lower efficiency than other conditions. Indeed, this 

efficiency value is at an acceptable level; however, very high 

efficiency has been achieved under other conditions. An 

important advantage of the proposed algorithm is its ability to 

the need for current and voltage information from the PV 

system, and PV system parameters are not required. The most 

important advantage of the scanning algorithm is its ability to 

approximately determine the power of the PV system using 

motor data. Figure 7 shows the current and voltages of the PV 

system. Accordingly, it can be seen that the completion of 

MPPT in Stage 2 does not depend on a specific period of time. 

However, at steady state is achieved in less than 2 seconds for 

all scenarios. 
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Fig.6. PV Powers and motor speeds obtained using the proposed algorithm a) PSC1 b)PSC2 c)PSC3 d)PSC4 

 
  

Fig.7. PV voltage currents obtained using the proposed algorithm a) PSC1 b)PSC2 c)PSC3 d)PSC4 
 

Figure 8 illustrates the duty cycles occurring in four different 

PSC situations. This duty cycle is produced as a result of the 

operation of the MPPT algorithm. The duty cycle adjusts the 

voltage of the DC-DC converter. Although the running time of 

the MPPT algorithm appears to be long, it is not actually very 

long because the pump connected to the motor has a moment of 

inertia, slowing down the acceleration of the motor. If the motor 

could act as a resistive load, this scanning process could be 

completed much faster. 

 

 
 

Fig.8. Duty cycles obtained using the proposed algorithm 
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In Figure 9, motor phase currents are shown for four different 

PSC conditions. When MPPT moves to the second stage, it is 

observed that the motor current remains approximately constant 

or undergoes small changes because the second stage operates 

in a very narrow area. This situation is evident when examining 

the change in duty cycles in Figure 8.In fact, this indicates that 

the efficiency of the MPPT continuous state is high and the 

tracking efficiency is also high. This is because when the first 

stage is completed, the maximum PV power has been greatly 

approached. 

  
 

Fig.9. Motor phase currents obtained using the proposed algorithm 

 

Since the proposed algorithm is a two-level hybrid MPPT 

algorithm, the first level detects the voltage region while the 

second level provides maximum power. The algorithm used at 

the second level in this study can be implemented with simple 

and low-level microcontrollers. More efficient and faster 

algorithms can be developed at the second level by using 

artificial intelligence-based, fuzzy-based and optimization-

based algorithms. The most important problem here will be the 

use of complex algorithms that will increase the system cost. 

Because it will be necessary to use high-level microcontrollers 

and the system cost will increase. Additionally, it would be very 

difficult to develop these algorithms for nonlinear load. 

However, nonlinear loads can be driven more easily by using 

adaptive MPPT algorithms. In future studies, adaptive MPPT 

methods that adapt quickly to variable load conditions and have 

a simple structure can be developed to achieve higher 

efficiency. In this study, engine speed information was obtained 

assuming a sensor was used. Nowadays, a lot of research is 

being done on sensorless controls of BLDC motors. There are 

effective speed control applications by measuring only current 

and back-emf information. Therefore, in ongoing studies, a 

lower-cost system can be obtained by speed detection without 

using an engine speed sensor. In addition, malfunctions and 

maintenance costs arising from the speed sensor may be 

minimal. 

 

V. CONCLUSION 

In this study, a hybrid MPPT algorithm was developed for the 

PV pump system. In this system, BLDC is used as the motor. 

The output of the PV system is connected to a DC-DC ZETA 

converter. The converter output creates the input voltage of the 

inverter. The operation of the PV pump system was examined 

through simulation in the MATLAB/Simulink environment. 

The simulation study demonstrated that the proposed hybrid 

MPPT algorithm works with high efficiency under partial 

shading conditions. While the lowest MPPT efficiency was 

95.66%, the highest efficiency was 99.9%. When the literature 

is examined, it is seen that the current and voltage information 

of the PV system is used for MPPT in photovoltaic pump 

systems using BLDC motors. In addition, system efficiency in 

PSC cases is also an important research topic. The fact that the 

proposed MPPT algorithm does not require information about 

the PV system is a significant advantage. The MPPT algorithm 

was carried out in two stages, using only motor current and 

speed information without measuring the current and voltage of 

the PV system. Thus, it is aimed to reduce the system cost. This 

study contributes significantly to the literature as a sensorless 

MPPT technique. However, this algorithm can be further 

improved. In future studies, especially the two-stage MPPT 

algorithm will be implemented in a single stage using artificial 

intelligence techniques. In addition, using artificial 

intelligence-based methods instead of the modified P&O 

algorithm used at the second level will significantly increase 

MPPT performance. 
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Multimodal Emotion Recognition using
Bi-LG-GCN for MELD Dataset

Hussein Farooq Tayeb Al-Saadawi, Resul Daş

Abstract—Emotion recognition through multimodal data can
significantly enhance human interactions. We introduce the
Multimodal Emotion Lines Dataset (MELD) and present a
novel method, Bi-LG-GNN, which capitalizes on diverse emo-
tion labeling across text, audio, and visuals. This research
emphasizes detecting concealed affective computing states within
textual and audio data, contributing to emotion recognition
and sentiment analysis. The quality and consistency of the
data undergo improvements via meticulous pre-processing tech-
niques, which encompass noise elimination, normalization, and
linguistic adjustments. These interventions specifically aim to
address linguistic discrepancies and reduce background noise
in the discourse. To extract salient features, we employ the
Kernel Principal Component Analysis (K-PCA), aiming to derive
meaningful attributes from each modality and to encode labels
for array values. We introduce a Bi-LG-GCN-based architec-
ture meticulously designed for multimodal emotion recognition,
which effectively amalgamates data from diverse modalities. This
Bi-LG-GCN system interprets the enhanced multi-modal data
representations, producing synthetic samples that capture multi-
modal relationships. As a result, it allows for precise emotion
recognition and prediction on multimodal datasets. When tested
on the MELD dataset, the results were remarkable, showing
accuracy (80%), F1-score (81%), precision (81%), and recall
(81%). The implemented pre-processing and feature extraction
phases substantially elevate the quality and discrimination of
input representations. Our Bi-LG-GCN approach, accentuated
by its ability to synthesize multimodal data, surpasses existing
methods, showcasing its significant practical value.

Index Terms—Bimodal emotion recognition, text and speech
recognition, Multimodal Emotion Lines Dataset (MELD), Bi-
lateral gradient graph convolutional network (Bi-LG-GCN),
Affective computing identification.
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user experience and comprehension. As a result, dealing
with singular modes of texts without this combination has
become even more tedious and intricate [1]. The integration
of audio and written content has improved, enhancing user
comprehension and experience. Consequently, handling text
without this combination has become more cumbersome and
complex, underscoring the importance of bimodal content [2].
Challenges persist in communication via speech, including
variability in the precision of emotional speech detection and a
shortage of foundational understanding centered on emotions.
Such dimensions are quintessential for articulating intent,
interpreting social cues, and nurturing profound connections.
Traditionally, emotion discernment predominantly relied upon
facial lines [3]. Humans employ many means for emotional
conveyance, encompassing gestures, postural indications, tonal
variations, and facial nuances. A comprehensive approach
that contemplates these diverse indicators is essential for
precise emotion discernment and assimilation [4]. Stemming
from this understanding, multimodal emotion recognition has
emerged as a captivating field. It involves aggregating and
examining emotional indicators from multiple channels. A
more holistic and accurate representation of human emotions
can be achieved by amalgamating information from varied
sources, such as facial cues, vocal rhythms, physical gestures,
and physiological responses. This interdisciplinary domain,
converging research from affective computing, voice analytics,
computer visualizations, and machine intelligence, endeavors
to formulate algorithms and models adept at adeptly process-
ing and interpreting multimodal emotional stimuli [5].
Improving human-computer interaction is an important factor
behind multimodal emotion detection. To provide more indi-
vidualized and interesting encounters, emotionally intelligent
systems can modify their behavior and replies according to
the user’s emotional state [6]. Similarly, multimodal emotion
recognition may be used in healthcare applications to assess a
patient’s emotional health and provide important insights for
individualized care and treatment. Multimodal emotion recog-
nition faces a variety of difficulties. It is a challenging effort to
integrate and synchronize data from several modalities, each
with distinct properties and noise sources [7]. Deep learning
algorithms have been developed to mix data from many
modalities efficiently. Because emotional displays can vary
greatly across people, creating solid models that can generalize
across diverse people and cultural backgrounds is another
difficulty. Further obstacles come from the subjectivity and
context-dependence of emotions, which individual experiences
may impact.
While GCNs, or Graph Convolutional Networks, have proven
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Emotions are central to how humans interact. With more
multimedia data available, our understanding of computer
recognition of these emotions has greatly improved. Expres-
sion of emotions, whether written or spoken, deeply influences
behavior and markedly affects decision-making, learning, and
cognitive functions. In contemporary periods, the domain of
artificial intelligence has strived to develop platforms profi-
cient in comprehending and expressing emotions, progress
majorly influenced by innovations in affective computing.
Audio and written content integration has evolved, enhancing
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indispensable for visually understanding intricate systems
through graphs, the importance of textual data in human
interactions cannot be overlooked, especially in the realm of
sentiment analysis. Graphs, as outlined by the rising popularity
of infographics and knowledge graphs, can convey information
efficiently[8]. On the other hand, textual data plays a signifi-
cant role in sentiment analysis, as evidenced by the work of
Mucahit Pinar Savci et al.[9]. Their research, which focused on
evaluating deep learning and machine learning methods using
e-commerce corpora in different languages, emphasized the
power of pre-trained language models in discerning various
sentiments. As for emotion extraction from speech, Pulatov
et al., [10] present a notable advancement by employing dual
feature extraction techniques, combining CNNs, MFCC, and
Speech2Vec. While their methodology displays impressive ac-
curacy enhancements on two renowned datasets, the omission
of 10-fold cross-validation might prompt questions on general-
izability. Nevertheless, their findings, suggesting the potential
integration of diverse features and modalities, significantly
enrich the current understanding of Speech Emotion Recogni-
tion research. Therefore, while graphical representation sim-
plifies our comprehension of complex systems, textual data
analysis remains crucial for understanding human emotions
and intentions. Future studies might explore how integrating
these two domains—graphical and textual—can bring more
holistic insights across various sectors. Multimodal emotion
identification has a lot of potential despite the difficulties in
several areas. It may benefit from affective computing, human-
robot interaction, virtual reality, gaming, market research,
and psychology. Researchers and practitioners may design
intelligent systems that are more sympathetic, intuitive, and
responsive by analyzing and interpreting the intricate interplay
of emotional signals [11]. There are many different ways that
people might express and interpret their emotions. It tries
to give a comprehensive knowledge of human emotions by
including a variety of modalities. By developing emotion-
ally intelligent systems, the discipline has the potential to
transform human-computer interaction, healthcare, and other
industries completely. We proposed a bi-lateral gradient graph
convolutional network (Bi-LG-GCN) method to recognize the
emotions of human beings.

A. Contributions

• We provide the MELD dataset, which was utilized for
accurate emotion categorization on both textual and audio
modalities.

• To improve the multimodal dataset’s quality and consis-
tency, we use pre-processing techniques (linguistic and
normalization).

• We apply K-PCA as a feature extraction method to get
specific characteristics from each modality.

• To assess the effectiveness of our suggested strategy, we
carry out thorough metrics such as accuracy, precision,
recall, and f1-score using the multimodal dataset.

The following sections of the paper are written as follows:
Section 2 contains reviews of the relevant literature. Section

3 explains the proposed approach, Section 4 discusses the
findings, and Section 5 presents the conclusion.

II. BACKGROUND

The field of research into understanding human emotions
is rapidly growing and attracting the attention of both
industries as it delves deep beyond facial expressions and
body language to explore how emotions resonate within the
nuances of our spoken words. Emotion, an intricate aspect of
human communication, is pivotal in conveying sentiments,
thoughts, and intentions. Our speech encodes information
through elements like text meaning, speech rate, rhythm, pitch,
volume, voice quality, articulation, duration, and inflection.
Accordingly, the research objectives outlined of [12], a novel
multi-modal approach for recognizing human emotions was
introduced. The proposed method employed a deep learning
architecture, specifically the “3D-Convolutional Neural
Network (3D-CNN),” to extract spatiotemporal features
from both electroencephalogram (EEG) signals and facial
recordings. Then, a mix of data enhancement and ensemble
learning approaches was presented to obtain the final fusion
projections. The suggested scheme’s multi-modality fusion
was accomplished using data and score fusion approaches.
The “3D-CNN output characteristics of the face chunks were
then classified using the Support Vector Machine (SVM)
classifier”. In a parallel vein, wi and Liang [13] proposed a
fusion-based approach to detect emotions in affective speech.
This method integrated acoustic-prosodic information and
semantic labels with multiple classifiers.
The text serves as a cornerstone in emotion recognition,
crucial for enhancing human interaction within affective
computing systems across languages. Mucahit Soylu et
al.,[14] delved into attitude markers (AMs) in academic
writing by English and Turkish authors. They identified
’significance’ as a key functional category and ’adjective’ as
the top form. Their innovative approach, incorporating Java for
data cleaning and a radial knowledge graph for visualization,
offers promising avenues for emotion recognition in diverse
linguistic landscapes. A key component of their methodology
was the MDT technique, which is responsible for selecting
the most suitable classifier based on recognition confidence.
This work, although focused primarily on audio and semantic
information, highlighted the effectiveness of using multi-
modal data and sophisticated classifiers for enhanced emotion
recognition. They emphasized the synergistic effects of
combining distinct data types, achieving an impressive
recognition accuracy of up to 85.79% when considering the
personality traits of speakers. Building on the exploration
of acoustic features, Jin et al. [15] centered on the fusion
of features from both acoustic and lexical levels to enhance
emotion recognition in speech. At the acoustic level, a
gamut of features, including intensity, F0, and others, was
extracted, with novel representations such as Gaussian
supervectors introduced. The lexical dimension saw the
proposal of the ”emotion vector” (eVector) feature, which
was predicated on emotion lexicons, giving words weights
based on their emotion-expressive inclination. Applied to
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the USC-IEMOCAP database, the study demonstrated that
the late fusion of both these feature realms culminated in
a four-class emotion recognition accuracy of 69.2%. This
further solidified the potential of combining various feature
sets to hone the precision of emotion recognition, marking
it as a noteworthy contribution to the field. The researchers
in [16] introduced a new approach for multimodal emotion
recognition utilizing raw waveforms and cross-modal attention
mechanisms. By integrating raw audio processing through
a one-dimensional convolutional model and establishing
a cross-modal attention network between audio and text
features, they optimized their emotion detection system. This
approach showed that features extracted from raw audio,
when coupled with a cross-modal attention mechanism, can
effectively capture the interplay between audio and textual
cues, enhancing emotion classification capabilities.
The investigators of [17] presented an innovative emotion
detection system according to various expressions and other
modalities of the face, Galvanic Skin Response (GSR), and
electroencephalogram (EEG). Emotional Analysis Databases
for variable numbers of emotional classes, four on a median,
including angry, disgusted, fearful, joyful, neutral, sad, and
confused [18]. In natural deceptive facial expressions, the
suggested model demonstrated the benefit of detecting the
proper state of emotions. In the study by [19], a method
for multi-modal emotion detection was introduced, which
harnesses speech-visual correlation features. This approach
utilized two-dimensional convolutional neural networks
(2D-CNN) to extract speech characteristics and 3D-CNN
for visual attributes. During multi-modal fusion, a feature
correlation analysis technique was employed to analyze both
audio and visual data. Results from experiments performed
on diverse datasets show that the approach is comparable
to other cutting-edge algorithms in terms of recognition
effectiveness. The focus is on deploying deep learning
methodologies to discern underlying emotional tones in
textual data. A notable advancement in this domain is the
Emo2Vec model, which, when integrated with Logistic
Regression and GloVe, demonstrates competitive performance
in emotion detection. Ragheb et al. have made a significant
contribution by developing a learning-based model that
recognizes six emotions as described by Paul Ekman; their
method employs a two-phase approach of encoding and
classification, utilizing tokenization, encoders, and Bi-LSTM
units trained via average stochastic gradient descent [20]
According to Lian et al., [21], they proposed “domain
adversarial neural networks (DANN) for emotion detection.
The main objective was to forecast emotion categories and
develop a common representation where speaker’s identity
could not be discriminated”. The depictions of different
speakers were closer together thanks to their use of this
technique. Using unlabeled data during the training phase,
they reduced the effect of low-resource sample collections.
The researchers of [22] introduced a deep learning (DL) based
method for accessing and combining text and perceptual data
to classify emotions. To extract acoustic characteristics from
unprocessed audio, they added a DCNN layer after using a
SincNet layer based on a customizable sinc value with band-

pass filtering. When compared to performing convergence
over the raw voice signal, the method develops filter banks
modified for the recognition of emotions and provides superior
aspects. To infer N-gram level association on hidden models
derived from the Bi-RNN, they used two parallel streams for
text analysis “(a DCNN and a Bidirectional RNN followed
by a DCNN)” with cross attentiveness. The researchers
of [23] demonstrated M3ER, a learning-based approach
for emotion identification from several input modalities.
Their system incorporated inputs from many co-occurring
models and is more resistant to any of the sensors are noisy
various approaches than previous methods. “M3ER model
an innovative, data-driven multiplicative fusion strategy”
for combining the models, which learns to enhance the
extra accurate cues. M3ER was resistant to sensor noise by
incorporating a check step that used Canonical Correlational
Assessment to distinguish between ineffective and effective
models.
Liu et al., in their study [24], proposed utilizing deep
canonical correlation analysis (DCCA) for recognizing
emotions across multiple modalities. DCCA primarily
functions by independently transforming each modality
and then correlating the varied modalities into a unified
hyperspace, adhering to predefined canonical statistical
constraints. The efficacy of DCCA was assessed across five
different datasets. The research results revealed that DCCA
obtained state-of-the-art detection accuracy rates across all
datasets. Mittal et al. introduced ”EmotiCon,” a learning-based
system designed for identifying perceived emotions from
photos and video clips by considering context [25]. This
approach incorporates three different perspectives of context
for emotion detection. The initial interpretation was based
on the use of various senses for emotion identification. In
the second analysis, they obtained semantic information from
the input image and used a self-attention-based CNN” to
encode the information. At last, depth maps were employed
to simulate the third interpretation, which was connected to
socio-dynamic interactions and agent proximity. They showed
the effectiveness of their network by running tests on datasets.
The researchers [26] suggested an innovative cross-
representation speech model for detecting emotions on
“wav2vec 2.0 voice characteristics and also trained a
CNN-based model to distinguish emotions from text data
extracted with Transformer-based models. A score fusion
method was used to merge the speech-based and text-based
findings”.Authors of [27] developed a method for multimodal
emotion identification named “deep generalized canonical
correlation analysis with an attention mechanism (DGCCA-
AM).” The model established multimodal adaptive fusion with
a focus system, extending the usual “canonical correlation
analysis (CCA) from two modalities” to arbitrarily numerous
modalities. According to Zhang [28] suggested a deep
automated encoder-based expression-EEG interaction multi-
modal recognition of emotions approach. In the beginning, a
decision tree was used as a feature-based selection approach.
The solution vector values were then examined to establish
the expression classification for the test sample based on
the facial expression characteristics detected by sparse
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representation. The bimodal deep automated encoder was
then used to combine the EEG. The 3rd layer of BDAE
extracts characteristics for the supervised training phase.
To complete the categorization, the LIBSVM classifier was
employed.
An approach to identifying age, gender, and state of mind
from audio was developed by Zaman et al. [29]. All audio
recordings in our system were transformed into 20 statistical
attributes, and the transformed numerical dataset was utilized
to build several prediction models in order to achieve the
goal. “Kneatest neighbors (KNN), XGBoost, AdaBoost, and
Decision Tree, Artificial neural networks (ANN), Naive
Bayes, and Support vector machine (SVM).” The authors of I
will schedule some time for us to connect.[30] suggested an
innovative emotion-relevant crucial subnetwork identification
method and examined 3 EEG functional connectivity
network features. On three open emotion EEG databases, the
identifying capacity of the EEG connectivity characteristics in
emotion detection was examined. By single-channel analysis,
the strength feature surpassed the state-of-the-art differential
entropy feature in the accuracy of classification. The findings
from the study demonstrated that each of the five emotions
had different functional conjunction characteristics. The
researchers [31] proposed a deep multi-task learning system
that analyzed emotions simultaneously. A video’s multi-modal
inputs provide unique and distinct information, and they
typically do not contribute equally to decision-making. They
suggested a context-level inter-modal attention method for
evaluating an utterance’s sentiment and conveying emotions
at the same time. They tested the suggested method for
multi-modal sentiment and evaluation of emotions using the
CMU-MOSEI database.
According to Nemati et al. [32] they suggested an integrated
multimodal data fusion approach in which the audio and
visual models were fused using a latent space linear map, and
their presented characteristics into the cross-modal space were
fused with the textual modality using a Dempster-Shafer (DS)
theory-based evidential fusion approach..” The suggested
technique outperformed “both decision-level and non-latent
space fusion approaches when tested on DEAP dataset.”
The HED dataset was created by Fang et al. of [33] as a
sizable multimodal emotion dataset to aid in the emotion
detection challenge. The method for multimodal emotion
recognition was then suggested. The ”HED” dataset was
far bigger than previous datasets and comprises emotion-
aligned face, body, and text samples that express many
emotions, including happiness, sadness, disgust, anger, and
fear. The researchers of [34] utilized Muse-CaR, a vehicle
review database, to make continuous emotional predictions.
To do this, they initially extract handmade characteristics
and complex depictions from several modes. They next
used the “Long Short-Term Memory (LSTM) recurrent
neural network and the self-attention system to represent
the sequence’s complicated temporal relationships. The
Concordance Correlation Coefficient (CCC) loss was used to
direct the model’s learning of local fluctuations as well as the
global trend of emotion”. At last, two fusion procedures, early
fusion and late fusion, were used to improve the model’s

performance even more by complementing information from
various modalities.
To enhance the efficiency of the emotional identification
framework, researchers presented a multimodal emotion
detection model based on voice and text [35]. Additionally,
the study confirmed that the intersection of sentiment analysis
of textual data and the domain of artificial intelligence
yields effective outcomes for classification and prediction.
Various neural network architectures, including CNN, LSTM,
and GRU, have demonstrated their efficacy in this regard
[36]. To learn acoustic emotion features, ”CNN and LSTM
(long short-term memory) were combined in the form of
binary channels; in the meantime, an effective Bi-LSTM
(bidirectional long short-term memory) network” was used to
record textual elements. In addition, a Deep Neural Network
(DNN) was employed to classify and gain knowledge of
the fusion characteristics. The results of both voice and text
emotion analysis were used to establish the final emotional
state. The authors of [37] introduced the Visual Aspects
Attention Network, or VistaNet, which integrates text and
visual elements. They demonstrated that, in many situations,
visuals support text in emotion identification, emphasizing
significant elements of an entity rather than conveying
emotions independent of the text. As a result, rather than
using visual data as features, VistaNet uses visual information
as alignment to highlight the relevant phrases in a text using
attention.

III. METHODOLOGY

Leveraging bimodal datasets in affective computing is
gaining traction due to its ability to enhance human inter-
actions and multiple use cases. Discerning emotions with
multimodal information significantly elevates the caliber of
human engagements. This approach is drawing widespread
attention and is under exploration in various domains. By
amalgamating details from sources such as facial cues, vocal
nuances, gestures, and physiological indicators, multimodal
emotion detection offers a deeper understanding of emotional
states. This is particularly salient in areas like healthcare,
gaming, virtual reality, and human-machine interfaces [38].
We compiled the MELD dataset for this specific emotion
detection purpose. Data preprocessing was executed with
normalization techniques and linguistic methodologies. Kernel
Principal Component Analysis (K-PCA) was introduced for
feature derivation. Subsequently, we employed the proposed
Bi-Lateral Gradient Graphical Conventional Network (Bi-LG-
GCN) algorithm for emotion discernment. The results were
assessed based on metrics including accuracy, precision, recall,
f1-score, Mean Squared Error (MSE), and Mean Absolute
Error (MAE). The comprehensive methodological approach is
illustrated in Figure 1.

A. Data collection

In our daily interactions, emotions are frequently commu-
nicated and understood through a mix of signals from various
modalities. Figure 2 provides a glimpse into multimodal
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Fig. 1. Multimodal Emotion Recognition using Bi-LG-GCN system

databases that accumulate both auditory and textual informa-
tion. Given the significance of reliable data, many researchers
have dedicated efforts to identify nuanced emotions, be it
manifestly or in more subtle forms. These feelings typically
originate from three main channels: text, voice, and visuals. As
we embark on this data-gathering phase, it’s pivotal to pinpoint
the specific type of data to collect and the sources from which
they’ll be procured. The method of data collection can differ
based on the application’s nature [8]. A prime illustration of
this is the MELD dataset, which was crafted by enhancing the
core affective computing dataset.

Text
Text
Text
Text

Audio
Audio
Audio
Audio

Fusion GCN Emotion Results

Fig. 2. Design for Combining Multiple Text and Audio Datasets

The MELD was developed by improving and expanding
upon the original Emotion Lines dataset. This multimodal
dataset includes audio and visual media and text and consists
of the same conversation examples found in Emotion Lines.
For the purpose of multimodal emotion identification, we only
employ the text and audio modalities. The dataset makes
available more than 1400 conversations and 13000 utterances

from the Friends TV series. The discussions included a
number of speakers. Each remark in a discourse is given
an identity according to one of the seven emotions: fear,
anger, surprise, sorrow, neutral, disgust, and joy. Addition-
ally, the dataset annotates each utterance’s emotion (posi-
tive, negative, and neutral). The dataset was collected from
(https://www.kaggle.com/datasets/zaber666/meld-dataset).

B. Data preprocessing

Once the data has been collected, the primary task is to
refine it for training the Bi-LG-GCN. This refinement may
require feature extraction or modifications to account for
variations in speaker attributes or recording quality. Such ad-
justments are crucial, particularly when dealing with datasets
comprising both text and audio, to guarantee consistent nor-
malization and effective language processing.

1) Normalization: Normalization describes standardizing
and modifying input data from numerous modalities (text
input, voice) to a single scale or range. This approach tries
to eliminate differences and disparities between modalities,
allowing for optimal emotional information integration and
comparison. By normalizing the data, information acquired
from diverse modalities may be treated similarly and merged
in a meaningful way. This normalization process improves
the accuracy and reliability of the emotion detection system,
allowing for more robust and precise recognition and interpre-
tation of human emotions across many modalities.

2) Linguistic processing: Linguistic processing is the com-
puterized examination and interpretation of linguistic informa-
tion with the purpose of identifying and detecting emotions
in a multimodal environment. Enhancing the durability and
precision of identifying emotional systems entails synthesizing
emotional information from many language modalities. To
evaluate linguistic elements like emotions, semantic content,
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and structural patterns, this discipline utilizes techniques from
Machine learning, AI, and the processing of natural language.
The objective is to enhance human emotion interpretation and
processing across several modalities, enabling more precise
and thorough emotion detection[39].

C. Feature extraction using Kernel Principle Component
Analysis (K-PCA)

Feature extraction is the process of extracting significant
features from large amounts of data. It involves evaluating
many modalities and translating raw input signals into compact
and useful summaries that incorporate relevant emotional cues.
These retrieved properties are input for machine learning
algorithms to classify emotions. In our work, we proposed
Kernel Principle Component Analysis (K-PCA) for feature ex-
traction. For reducing the dimension of vast quantities of data,
PCA is a popular multimodal estimate technique. Typically,
dimensionality reduction is done by randomly selecting the
linear relationship between the parameters. However, as was
previously said, conventional PCA offers linear dimensional
reduction. For mapping a non-linear process in a data set,
KPCA is still a more effective method. Contrary to other
non-linear techniques, the ability of the kernel algorithm to
run without any non-linear optimization is essential. This
approach includes altering the input variables and using them
as independent PC parameters. Kaiser-Meyer-Olkin (KMO)
[40] is one of the most often used statistics for determining the
amount of data in any factor analysis (FA), a quick explanation
of the procedure to establish KPCA for feature extraction is
provided with Eq. 1.

KMO =

∑∑
q2ji∑∑

q2ji +
∑∑

b2ji
(1)

Where qji is the correlation value between variables j and i,
and bji is their partial correlation value. Considering that the
non-linear change ϕ(w) from the initial in sample covariance
matrix D in F space should meet the Eq. 3, the projected
novel characteristics have zero mean Eq. 2:

1

M

M∑
j=1

Φ (Φ(Wj)) = 0 (2)

D =
1

M

M∑
j=1

(ϕ(Wj) · (ϕ(Wj))
S) (3)

If the kernel function is formatted as follows Eq. 4:

l(Wj ,Wi) = ∅(Wj)
S∅Wi (4)

L2
bl = λlMLbl (5)

Lji = l(Wj ,Wi) (6)

Where bl is an N -dimensional column vector and b
′s
lj as

follows in the Eq. 7:

bl = [bl1, bl2, . . . , blM ]S (7)

The theory blis is solvable by the Eq. 8

Lbl = λlMbl , (8)

and the corresponding kernel primary components can be
determined by the Eq. 9

zl(W ) = ∅(W )S ul =

M∑
j=1

blj · ℓ(W,Wj) (9)

If the predicted dataset {φ(wj)} does not have a zero mean,
the kernel matrix L can be replaced with the Gram matrix L̃.
The Gram matrix is denoted by Eq. 10 :

L̃ = L−1ML− L1M + 1MLM (10)

Where 1M is the M × M matrix with all components
equivalent to 1

M . The positive aspect of kernel approaches
is that it is not essential to calculate {φ(wj)} explicitly; the
kernel matrix may be rapidly established from the training
dataset {wj} in Eq. 11.

k(W,Z) = exp

(
− 1

2σ2
∥W − Z∥2

)
(11)

In our work, KPCA analyzes and understands human emotions
by combining numerous sources of data. KPCA is a dimen-
sionality reduction approach that converts the data provided
into a lower-dimensional space while retaining vital details.
KPCA can manage nonlinear interactions between modalities
by utilizing a kernel function. This method attempts to find
the fundamental trends and patterns in multimodal data, en-
abling more accurate and robust emotion identification across
several modalities improving human emotion comprehension
and interpretation.

D. Implementation of Bilateral gradient graphical Conven-
tional Network (Bi-LG-GCN)

An innovative method for multimodal emotion identification
is the bi-lateral gradient graph convolutional network (Bi-LG-
GCN). Emotion recognition is the process of identifying and
labeling the emotions that are sent by humans through a variety
of modalities such as audio and text. The Bi-LG-GCN needs
the advantage of graph convolutional networks (GCNs) to
detect the complex relationships between multiple modalities
and increase recognition of emotional performance. Figure 3
shows the GCN architecture.

The input data to the Bi-LG-GCN consists of various
modalities, each represented as a graph. The nodes in each
graph represent the individual samples in the dataset, while the
edges among the nodes record the relationships between them.
In the context of multimodal emotion detection, the nodes
may represent distinct face, voice characteristics, or textual
information, and the edges could reflect similarities between
them. The Bi-LG-GCN’s primary concept is to efficiently
capture multimodal interactions by combining local and global
information from graphs. A bilateral gradient approach that
makes use of the advantages of both local and global graph
convolution processes achieves this. While the global graph
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Fig. 3. GCN Architecture

convolution covers the general framework of the network and
captures global interactions, the local graph convolution con-
centrates on gathering information about each node’s nearest
area.
Bi-LG-GCN can be represented as follows:
Local graph convolution in the Eq. 12:

gjk = ReLU

Vk · Yj +
∑
j∈Mj

αji · Yi

 (12)

A hidden instance of the ith node after the lth local con-
volution of the graph layer is denoted by the symbol gkj in
this equation. The kth local convolution layer’s weight matrix
is denoted by Vk, while the ith node’s surrounding nodes are
represented by Mj . The attention-related elements that control
the information flow between the nodes are illustrated by the
αji. Global graph convolution in the Eq. 13:

gjh = ReLU

Vh · gjk +
∑
j∈w

βji · gik

 (13)

After global graph convolution, gj delivers the hidden rep-
resentation of the ith node. W is for the set of all nodes
in the graph, Vh stands for the weight matrix of the global
convolution layer, and βji stands for the attention coefficients
that capture the global connections between nodes. The bi-
lateral gradient technique combines the local and global rep-
resentations to generate the final node representations. It is

achieved using an iterative optimization procedure that updates
the attention coefficients αij and βij while minimizing the loss
function.
Overall, the Bi-LG-GCN offers a strong foundation for mul-
timodal emotion recognition by effectively capturing the in-
tricate interactions between various modalities. The bi-lateral
gradient approach combines local neighborhood information
and the global graph structure to combine local and global
information, improving the accuracy of recognized emotion.
By adopting this methodology, not only can the accuracy
of emotion classification tools be enhanced, but the broader
domain of multimodal emotion recognition could also witness
significant advancements.

IV. RESULT EVALUATION

Result evaluation in our context relies on accuracy,
precision-recall, and the F1-score metrics. While accuracy
offers a general overview, precision and recall prioritize pos-
itive predictions. The F1-score strikes a balance. The method
employs Bi-LG-GCN for multimodal emotion recognition,
assessing performance with these metrics to ensure precise
emotion detection across diverse data sources.

A. Experimental setup

We designed our experimental setup based on a combination
of both hardware and software configurations tailored for
efficient and taxing machine learning applications. The exper-
iments were performed on a Windows 11 operating system.
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The chosen programming environment is Python 3.11, which
supports the deployment of PyTorch 2.0. We also incorporated
the use of Colab Google software to complement the setup.
The underlying hardware and software infrastructure ensures
the seamless implementation and execution of our technique.

TABLE I
HARDWARE AND SOFTWARE CONFIGURATION

Component Specification
OS Windows 11

Processor 11th Gen Intel(R) Core(TM) i7-11370H @
3.30GHz

Memory (RAM) 16.0 GB

Storage SSD

Graphics Card GPU 0 Intel(R) Iris(R) Xe Graphics

GPU 1 NVIDIA GeForce RTX 3050 Ti Laptop
GPU

Network Adapter Ethernet (Turk Telecom) TTNET 24Mbps

Software Pytorch 2.0

Python 3.11

Colab Google

Total Processing
Time

(h, m, s): 00, 21, 31

B. Existing methods

A crucial aspect of classification involves evaluating the
models to gauge their precision and dependability in classi-
fying data. Examining the performance metrics helps pinpoint
the optimal model for classification assignments. Insights from
model training and testing play a pivotal role in evaluating
their efficacy. For the performance assessment of classification
models, the confusion matrix is a standard tool. This matrix en-
compasses four components: true positive (TP), true negative
(TN), false positive (FP), and false negative (FN). Using the
confusion matrix, we can derive various performance metrics
like accuracy, precision, recall, F1-score, etc., as illustrated
in the color-coded axis above. Model predictions undergo
testing and training processes, categorizing outcomes into the
following segments: True Positive - A successful classification
of an actual positive outcome, False Negative - An erroneous
classification where a positive outcome is predicted as neg-
ative, False Positive - A misclassification where a negative
outcome is predicted as positive, and True Negative - A
successful classification of an actual negative outcome [10].
To provide a clearer visualization of these categorizations,
the following Table II shows how TP, FP, TN, and FN are
represented.

TABLE II
REPRESENTATION OF TP, FP, TN, AND FN EXPLANATION MATRIX

Predicted Positive Predicted Negative
Actual Positive True Positive (TP) False Positive (FP)

Actual Negative False Negative (FN) True Negative (TN)

The accuracy, f1-score, precision, and recall metrics are
used in this section to assess the performance of the sug-

gested technique Bi-LG-GCN. For calculating accuracy and
f1-score, we compare the Bi-LG-GCN with Dialogue Con-
textual Reasoning Networks (DialogueCRN) [41], Multimodal
fused Graph Convolutional Networks (MMGCN), and Graph
network-based Multimodal Fusion Technique [41]. For calcu-
lating precision and recall, we compare the Bi-LG-GCN with
Support Vector Machine (SVM) [33], CentralNet, and Low-
rank Multimodal Fusion (LMF).

C. Comparison phase

The degree of accuracy reflects how effectively these sys-
tems can identify and categorize emotions. It assesses how
well the system can correlate the observed multimodal input
data with the relevant emotional states, indicating how well
it can decode and identify human emotions. Table III and
Figure 4 show the accuracy comparison of the suggested Bi-
LG-GCN and alternative procedures. Whereas Dialogue CRN,
MMGCN, and Graph MFT only succeed with 65.31, 65.56,
and 67.90% accuracy, respectively, the suggested technique Bi-
LG-GCN achieves 80% accuracy. The Bi-LG-GCN achieved
higher accuracy than the other methods. The accuracy value
is expressed in the following Eq. 14.

Accuracy =
True Positives + True Negatives

Total Number of Instances
(14)

TABLE III
COMPARISON OF ACCURACY

Methods Accuracy (%)
DialogueCRN 65.31

MMGCN 65.56

GraphMFT 67.9

Bi-LG-GCN 80

Fig. 4. Accuracy comparison of Bi-LG-GCN with existing methods

The effectiveness of a model that attempts to identify
and categorize emotions utilizing different forms of media
combines recall and precision into a single measurement that
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considers the precision and comprehensiveness of emotion
forecasts. The overall ability to capture emotions across several
modalities is greater when the F1 score is higher. The F1 score
comparison of the suggested and other approaches is displayed
in Table IV and Figure 5. Whereas DialogueCRN, MMGCN,
and GraphMFT only succeed at 65.34, 65.71, and 68.07%,
respectively, the suggested technique Bi-LG-GCN achieves
81% accuracy. Comparing the Bi-LG-GCN method to other
conventional approaches provides a higher F1 score. The F1-
score with the Eqn. 15 is described below.

F1-score =
2× (Precision × Recall)

Precision + Recall
(15)

TABLE IV
COMPARISON OF F1-SCORE

Methods F1-Score (%)

DialogueCRN 65.34

MMGCN 65.71

GraphMFT 68.07

Bi-LG-GCN 81

Fig. 5. F1-score comparison of Bi-LG-GCN with existing methods

Precision is the ability to reliably and accurately recognize
particular emotions from various signals; it calculates the per-
centage of emotions that were properly categorized out of all
the emotions a system predicts. The system is more accurate
at recognizing the desired emotions when the precision is
higher since a lower percentage of false positives is shown.
Precision is a key indicator of how well multimodal emotion
recognition systems execute. Table V and Figure 6 demon-
strate the precision comparison between the suggested and
alternative procedures. A precision value of 81% is achieved
by the recommended technique, Bi-LG-GCN, as opposed to
merely 66%, 80%, and 73% for SVM, CentralNet, and LMF.
The Bi-LG-GCN concept offers a high precision value when
compared to earlier techniques. The following equation is used
to determine the precision value with the Eqn. 16.

Precision =
TP

TP + FP
(16)

TABLE V
COMPARISON OF PRECISION

Methods Precision (%)
SVM 66

CentralNet 80

LMF 73

Bi-LG-GCN 81

Fig. 6. Precision comparison of Bi-LG-GCN with existing methods

Recall is a characteristic of a system that enables it to
identify and classify emotions through multiple modalities
consistently. The efficacy of the system in accurately discern-
ing emotions from diverse data inputs is quantified by the
ratio of genuinely positive emotions it has identified. Table
VI and Figure 7 illustrate the recall distinctions between the
proposed and other methods. The suggested method, Bi-LG-
GCN, attains a recall score of 81%, which surpasses the scores
of 65%, 79%, and 69% achieved by SVM, CentralNet, and
LMF respectively. Consequently, Bi-LG-GCN outperforms
conventional methods in terms of recall with the Eqn. 17. The
ensuing formula determines the recall metric.

Fig. 7. Recall comparison of Bi-LG-GCN with existing methods
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Recall =
TP

TP + FN
(17)

TABLE VI
COMPARISON OF RECALL

Technique Recall Rate (%)
SVM 65

CentralNet 79

LMF 69

Bi-LG-GCN 81

In comparing the results, it becomes evident that Bi-LG-
GCN demonstrates superior recall capabilities over other eval-
uated techniques. This dominance in performance reinforces
the potential of Bi-LG-GCN for applications that prioritize
recall. Furthermore, the detailed evaluation as per the provided
formula offers a comprehensive perspective on the recall
differences among these methods.

V. CONCLUSION

In our study, we proposed a novel method, a bi-lateral gradi-
ent graph convolutional network (Bi-LG-GCN) for multimodal
emotion recognition. To recognize multimodal emotions using
Bi-LG-GNN, we collected the MELD dataset using textual
and audio modalities. And applied linguistic and normalization
pre-processing methods to improve the standard and standard-
ization of both datasets. As a feature extraction technique, we
used K-PCA to extract certain traits from each modality. The
experiment is done on various parameters such as ”accuracy
(80%), precision (81%), recall (81%), F1-score (81%)” using
Bi-LG-GCN for the MELD dataset. Several existing methods
were used in the comparing phase. The experiment showed
our proposed Bi-LG-GCN method performed efficiently when
compared to earlier techniques. Its performance may be im-
pacted by the quantity and caliber of multimodal input, which
may result in unreliable emotion predictions. The approach
may also have trouble generalizing to various cultural and
linguistic environments, which makes it challenging to use in
real-world situations involving a range of emotional expres-
sions. For better user experiences, more studies can examine
real-time emotion identification, cross-domain generalization,
and its incorporation into virtual assistants and emotion-aware
systems.
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Abstract— Presently power demand keep on increasing due to 

rapid changes occurs in power industry. For that purpose 

establishing new generating is costlier rather than effectively 

utilize the available generating stations. In order to properly 

planning of power system generation sharing Economic Dispatch 

(ED) plays vital role. In this paper, Equilibrium Optimizer (EO) 

is used to solve the ED problem with effect of valve-point, 

prohibited operating zones (POZs), ramp rate up/down limits 

and pollution like practical constraints.  In order to analyze the 

capability of the EO algorithm, the algorithm is applied to four 

test systems with 6 unit systems and the results are compared 

with other optimization algorithms. The comparative results 

proven that EO is better optimization technique to solve ED 

problem with practical constraints. 

 

Index Terms—  Power Industry, Economic Dispatch, 

Equilibrium Optimizer, Valve-point, Prohibited operating zones, 

Ramp rate up/down limits.  

I. INTRODUCTION 

HE SYSTEM which can deals with generation, 

transmission nd distribution to supply the energy to the 

consumers on economic basis is known as power systems. 

Electric power demand is increasing in the current context due 

to developments in both the industrial and public sectors. The 

main source of this electricity is primarily thermal plants are 

likely to meet load demand. In general, the cost of generating 

for any thermal plant will be proportional to the cost of fuel. 

As a result, proper load sharing of generating units is essential 

to give lower generation costs. The Economic Dispatch (ED) 

problem is examined for this purpose in order to obtain 

optimal allocation of generation by all generating units while 

minimizing total fuel cost while meeting both the equality and 

inequality requirements. ED problems are typically 

complicated by practical limits of thermal units such as 

transmission network losses, valve-point loading, banned 

operating zones, and numerous fuels. The operational cost 

function is approximated by a single quadratic function in 

standard ED problems, and valve-point loading is neglected. 
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Typically, the Lambda Iteration approach is employed to solve 

the ED problem for proper thermal unit allocation at the 

lowest possible fuel cost. Therefore, proper distribution of 

producing units for large systems is problematic. To address 

this issue, researchers are looking for new methods that are 

similar to Particle Swarm Optimization (PSO) [1], Firefly 

Algorithm (FFA) [2], Quick Group Search Optimizer (QGSO) 

[3], Cuckoo Search Algorithm (CSA) [4] and Genetic 

Algorithm (GA). Because an ED problem in a practical power 

system is non-convex due to valvepoint loading, the 

applicability of traditional approaches is limited. Improved 

Differential Evolution (IDE) [5, 6], Tournament-based 

Harmony Search (THS) [7], and Oppositional based Grey 

Wolf Optimization (OGWO) [8] methods are utilized to tackle 

the ED problem with valvepoint loading. 

  However, note the discontinuities in the turbine-generator 

set performance characteristics, which are caused by valve-

point (non-convex) loading in plants [9]. For tackling the ED 

with valve point effect (EDVPE) problem, hybrid approaches 

such as modified Sub-Gradient (MSG) and Harmony Search 

Algorithms hybrid GA-NSO [10] and MSG-HS [11] and 

methods are utilized.   

  Furthermore, instability in generation at certain levels of 

unit loading may be induced by physical restrictions or flaws. 

This issue can be overcome by employing the prohibited 

operating zones (POZ) paradigm [9] and switching the unit's 

generating level between any two. Its ramp rate restrictions for 

concurrent periods must not be exceeded [9]. Backtracking 

search algorithm (BSA) [12], PSO [13], Enhanced Random 

Drift PSO (RDPSO) [14], Exchange Market Algorithm 

(EMA) [15], Modified CSA [16] techniques are utilized to 

solve ELD with ramp rate limitations and POZs. 

  Despite the fact that ED reduces operational costs 

greatly, the environmental impact is still not addressed. By 

incorporating emission constraints into the ED problem, the 

problem is renamed the Economic Emission Dispatch (EED) 

Problem. For the EED problem with/without transmission 

losses, differential evolution (DE) [17], Glowworm Swarm 

Optimization (GSO) [18], MOEA [19], and Summation based 

Multi Objective DE (SMODE) [20] approaches are utilized. 

Approaches such as Multi objective BSA [21], multiobjective 

EA [22], new global PSO (NGPSO) [23] are used to combine 

fuel cost with emission as a specific objective problem. 

 Non-convex loading, emission, ramp rate restrictions, and 

POZs should all be considered while solving a practical ED 

problem, as it is extremely difficult to find an ideal solution. 

The Equilibrium Optimizer (EO) [24] approach was utilized in 

this article to tackle ED issues with numerous practical 
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operating restrictions such as valve-point effect, nonlinear 

emission, ramp-up/down, and POZs. The EO method quality 

is applied to four case studies for solving practical ED 

difficulties. 

   

II. PROBLEM FORMULATION 

A. Classical ED 

 The theoretical cost curve of classical ELD problem is as 

shown in the Figure 1. 

 
Fig.1 Convex Fuel cost function 

 The most simplified cost function of each generating unit i, 
can be represented as a quadratic function as: ( 
Minimize 

n

T i i
i 1

F min f F (P ) ($ / h)



 
               (1) 

N
2

i i i i i i i
i 1

F (P ) (a P b P c )



  
                                             (2) 

Equality Constraints: 
N

i D L
i 1

P P P



 
                                                  (3) 

To calculate transmission losses the B-coefficient 

method used.  
N N N

L i i j j 0i i 00
i 1 j 1 i 1

P P B P B P B

  

   
                       (4) 

Inequality Constraints 

imin i imaxP P P 
                                           (5) 

Where Pimin and Pimax are the minimum and maximum real 

power generation limits of the ith generating unit. 

B. EDVPE 

The ED problem cost objective function, considering the 

valve-point effects (EDVPE). Figure 2 shows the valve-point 

effect is incorporated in classic ED problem by superimposing 

the sine component model on the quadratic cost curve. 
2

i i i i i i i i i min iF (P ) a P b P c e sin(f (P P ))    
                (6) 

$/MWh

MW

A B C

D

E

 
 

                          Fig. 2. Non-Convex Fuel cost function 

C. EDRPOZ 

ED problem with ramp rate Limits and prohibited 

operating zones (POZs) treated as EDRPOZ. Figure 3 shows 

the model of Ramp-rate limits.  

i 0i i

0i i i

P P UR if generation increases

P P DR if generation decreases

 


                 (7) 

0
iP

0
iP

0
iPiP

iP

iP

t t tt+1 t+1 t+1

(a) (b) (c)
 

Fig. 3 Ramp rate limits of generating units 

The new operation limits: 

i min,r i i max,rP P P 
                                       (8) 

Where 

i min,r i min 0i i

i max,r i max 0i i

P max(P ,P DR )

P min(P ,P UR )

 

 
                          (9) 

 

These POZs can be included in the ED formulation as follows: 

i
i min i i,1

u l
i i, j 1 i i, j i

u
i i maxi,ni

P P P

P P P P j 2,....n

P P P



  



   


 
                          (10) 

Figure 4 clearly shows the POZs modeled in the cost curve. 
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Fig. 4 Generator characteristics with POZs 

 

D. EED 

To reduce emissions along with the cost of generation 

considering the problem of environmental economic dispatch 

(EED). The fossil fuel power plants produce pollutants such as 

X 2 2NO ,CO andSO
 emissions which are usually represented 

by separate quadratic functions. Nevertheless, by combining 

all the pollutants as single emission introducing exponential 

function to the quadratic emission function as given in 

Equation (11) for overall emission level of the pollutants. 
NG

2

G k Gk k Gk k ck Gk k

k 1

F E(P ) ( P P ) exp(P ) (ton / h)


         
    (11)                     

Weighted sum method: The fuel cost and emission objective 

problem is converted into single objective CEED problem 

given by Equation (12) by assuming weighting factor 

proportion to the importance of the objective.  

2 3MinimizeF=W F (1 W) F   
                               (12)        

III. EQUILIBRIUM OPTIMIZER 

A. Faramarzi proposes an Equilibrium Optimizer (EO). In 

EO, each solution with its position acts as a search agents.  

A.  Initialization and evaluation of the functions 

The initial positions were randomly determined according to 

the number of particles in the search space 

int ial
i min i max minC C rand (C C ) i 1,2,3,......n       (13) 

B. Equilibrium pool and candidates (Ceq) 

The state of equilibrium is known as the final state of EO 

convergence. In EO these candidates are selected four best 

particles based on their fitness value during the entire 

optimization process with other particles whose positions 

are in the mean of the four best particles described above. 

Such five particles were called candidates for equilibrium 

and used to construct an equilibrium pool. 

eq,pool eq(1) eq(2) eq(3) eq(4) eq(ave)C {C ,C ,C ,C ,C }          (14) 

 

C. Exponential term (F) 

 

The key updating rule for concentration is controlled by the 

exponential term F  

(t t )0F e
 

                                                          (15) 

(a2
iter iter

t (1 ) )
max iter max iter

                                      (16) 

 

To achieve convergence by increasing the quest pace and 

improving discovery and exploitation capabilities, t0 is 

modelled as 

 

                          (17)          

Now equation (15) can be rewritten as 

 
t

1F a sign(r 0.5)(e 1)                                          (18) 

D.  Generation rate (G) 

Generation rate is the most significant parameter used in 

equilibrium algorithm to increase the process of exploitation. 

–k(t–t0
0

)
G G e                                                               (19)  

Where 

0 eqG GPC(C C)                                                      (20) 

 

GP  { 
0.5r1 r2 GP

0 r2 GP




                                            (21) 

 

Finally, EO's updating law shall be as follows: 

eq eq
G

C C (C C )*F (1 F)
V

    


                                   (22) 

 

IV. RESULTS 

A. Classical ED 

In order to evaluate solution of classical ED problem 
generator practical constraints are not considered like valve-
point effect, ramp limits and prohibited operating zones. But 
the transmission losses, equality and inequality constraints are 
considered for 6-unit test system [2] with power demand of 
800 MW. The fuel cost function is convex function follows as 
Equation 1.  

The simulation and comparison results for the given test 

system are presented in Table 1. Among all the methods, the 

proposed EO method is better interms of optimal cost and 

convergence characteristics shown in figure 5 for 25 trails. 

 

t
0 1

1
t ln( a sign(r 0.5)[1 e ]) t    


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Fig. 5 Convergence characteristics of classical ED 

Table 1: Comparison results for 6-unit to classical ED 

 PSO [1] FFA[2] CSA[4] EO 

P1 (MW) 32.67 32.5861 32.5863 33.9199 

P2 (MW) 14.45 14.4843 14.4843 14.4029 

P3 (MW) 141.73 141.548 141.548 141.2473 

P4 (MW) 136.56 136.045 136.045 135.6431 

P5 (MW) 257.37 257.664 257.664 257.3198 

P6 (MW) 242.54 243.009 243.009 242.6420 

PL (MW) 25.32 25.3309 25.3312 25.1749 

PT (MW) 825.32 825.3309 825.3312 825.1749 

FC($/hr) 41896.66 41896.7 41896.9 41890.507 

SD  -- -- -- 0.44e-12 

B. EDVPE 

The cost function of the generation is represented by the 

Equation 6. The sinusoidal term added to convex cost function 

and resulting becomes non-convex cost function. The test 

system comprising six generating units [5] meets a power 

demand of 283.4 MW and includes valve-point effect and 

transmission loss.  

  The best and comparison results for test system are 

presented in table 2. Among all the methods the proposed EO 

method is better in terms of optimal cost and convergence 

characteristics shown in figure 6 for 25 trails. 

Table 2: Comparison results for 6-unit to EDVPE 

 
GA-

NSO[10] 

MSG-

HS[11] 
PSO [11] EO 

P1(MW) 182.4784 199.6331 197.8648 199.5997 

P2(MW) 48.3525 20.0000 50.3374 20.0000 

P3(MW) 19.8553 23.7624 15.0000 23.8221 

P4(MW) 17.1370 18.3934 10.0000 19.0903 

P5(MW) 13.6677 17.1018 10.0000 18.1304 

P6(MW) 12.3487 15.6922 12.0000 13.7463 

PL(MW) 10.4395 11.1830 11.8022 11.0135 

PT(MW) 293.839 294.5829 295.2022 294.0135 

FC($/hr) 984.936 925.6406 925.7581 924.8883 

SD -- -- -- 0.45e-12 
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Fig. 6 Convergence characteristics of EDVPE 

C. EDRPOZ 

EDRPOZ comprising six generators meets [11] a 

load demand of 1263 MW and includes loss, POZs and ramp 

up/down limits. The optimal and comparison results for 

EDRPOZ problem are presented in Table 3.  The total 

operating cost during practical constraints is 15442.6753 

($/hr) and it is found to be lesser than the other methods 

reported in the literature. The convergence characteristics of 6 

unit system with proposed method for EDRPOZ are shown in 

Figure 7 for 25 trails. 

Table 3: Comparison results for 6-unit to EDRPOZ 

 BSA [12] EMA [15] MCS[16] EO 

P1(MW) 447.4902 443.3872 447.5038 447.0649 

P2(MW) 173.3308 173.2524 173.3182 173.1643 

P3(MW) 263.4559 263.3721 263.4628 263.9481 

P4(MW) 139.0602 138.9894 139.0653 139.0668 

P5(MW) 165.4804 165.3650 165.4764 165.5847 

P6(MW) 87.1409 87.0781 87.1347 86.5868 

PL(MW) 12.9583 12.4430 12.9582 12.4154 

PT(MW) 1275.95 1275.443 1276.958 1275.4164 

FC($/hr) 15449.89 15443.07 15449.89 15442.675 

SD -- -- -- 0.52e-12 
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Fig. 7 Convergence characteristics of EDRPOZ 
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D. EED 

The fossil fuel power plants produce pollutants such as 

X 2 2NO ,CO and SO
emissions which are usually represented 

by separate quadratic functions. Nevertheless, by combining 

all the pollutants as single emission introducing exponential 

function to the quadratic emission function is given in 

Equation (11) for overall emission level of the pollutants. The 

fuel cost and emission objective problem is converted into 

single objective Economic Emission Dispatch (EED) problem 

by using the equation (12), assuming weighting factor 

proportion to importance of the objective.  

Table 4: Optimal results for to EED by EO  

Unit 
Cost 

minimization 

Emission 

minimization 
EED 

P1 (MW) 5.0000 40.9793 50.0000 

P2 (MW) 30.3402 46.2677 17.9027 

P3 (MW) 64.1857 54.2949 15.0798 

P4 (MW) 102.4765 38.8797 12.2136 

P5 (MW) 48.0259 54.3078 15.0798 

P6 (MW) 35.1204 51.4338 18.6104 

PTotal 

(MW) 
285.1486 286.6741 284.6620 

P loss (MW) 1.7486 3.2741 1.2620 

Gcost ($/h) 604.9688 649.5788 598.9677 

E (ton/h) 0.226023 0.1942 0.2242 

SD 0.51e-12 0.49e-12 0.48e-12 

The IEEE 30-bus 6-Unit system is considered as test 

system. Data is taken [16] with power demand of 283.4 MW. 

Table 4 represents the optimal results for test system for 

minimizing the cost, emission and combined economic 

emission with the help of EO. Table 5 provides comparison 

results for EED problem and figure 8, 9 and 10 represents 

convergence characteristics of test system.  

Table 5: Comparison results for 6-unit system to EED 

Methods 

Fuel Cost 

Min. 

($/Hr) 

Emission 

Min. 

(ton/Hr) 

CEED 

Min.($/Hr) 

BSA [19] 605.9984 0.194203 608.9169 

MOEA [21] 607.78 0.1942 NA 

NGPSO [22] 605.9983 0.194178 623.8705 

SMODE [23] 619.07 0.1942 NA 

EO 604.9688 0.1942 598.9677 
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Fig. 8 Convergence characteristics of EED to cost minimization 
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Fig. 9 Convergence characteristics of EED to emission minimization 
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Fig. 10 Convergence characteristics of EED 

 

V. CONCLUSION 

 A new optimization algorithm called Equilibrium Optimizer 

(EO) is used in this paper to solve the economic dispatch 

problem with realistic restrictions such as valve point effect, 

ramp rate up/down limits, prohibited operating zones and 

pollution. The EO has been used to evaluate four separate 6-

unit test systems. The findings were consistent with other 

methods listed in the literature and showed that EO had quick 

convergence speed, better fuel cost outcomes, prevailing 

computational performance and more cognizant achievement. 

The suggested algorithm would be a viable solution to solve 

ED problem practical constraints. The proposed methodology 

is a potential approach in large-scale framework to solve 

complex non-smooth optimization problems.  
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Muhammet Cengiz, Turgay Duman

Abstract—With the widespread integration of renewable en-
ergy systems (RES) into the electric grid, maintaining power
quality within specified limits has become a major focus. The total
harmonic distortion (THD) value of the currents transferred to
the grid and directly affecting power quality in RES such as grid-
connected photovoltaic (PV) and fuel cells (FC) should not exceed
5%. To achieve this objective, various filter topologies are used
to interface between the inverters, which are components of PV
and FC systems, and the grid. Although there are numerous filter
topologies, L and LCL-type passive filters are the most commonly
used topologies in grid-connected systems. This study analyzes
the L and LCL-type filter topologies for the H-bridge neutral
point clamped (HNPC) inverter. Using MATLAB/Simulink®, a
simulation of a 3 kW system employing L and LCL filters has
revealed THD values of 1.56% and 0.07% for grid currents,
respectively. Additionally, the HNPC inverter’s efficiency has
been determined at 98.46% in the LCL filter configuration. This
study has been focused on modeling and comparing simulation
results to investigate the harmonic attenuation capabilities of L
and LCL filters, assess the maximum power transferred to the
grid, and analyze their impact on grid currents.

Index Terms—HNPC inverter, L and LCL filters, power
quality, PV system, sliding mode controller.

I. INTRODUCTION

ELECTRICAL energy, which constitutes approximately
20% of the global total energy consumption, is being

demanded more and more each day, and it is expected that the
total electrical energy demand will increase by more than 80%
by 2050 [1]. Considering the reduction of traditional energy
sources (coal, oil, etc.) used in energy production and the
damage they cause to the environment, energy consumption
is a major concern of today’s society, and alternative energy
sources are needed. Renewable energy technologies, partic-
ularly photovoltaic and fuel cell systems that generate clean
and sustainable electricity from renewable energy sources such
as solar, wind, and hydrogen, are regarded as one of the
most important future solutions [2]. According to the reports
issued by the International Energy Agency (IEA) and the
International Renewable Energy Agency (IRENA), renewable
sources are projected to contribute more than 80% to the
overall energy production worldwide by 2050. Furthermore,

Muhammet Cengiz is with the Department of Electrical and Electronic
Engineering, Engineering and Architecture Faculty, Erzurum Technical Uni-
versity, Erzurum, 25050, Turkey e-mail: muhammet.cengiz@erzurum.edu.tr

Turgay Duman is with the Department of Electrical and Electronic
Engineering, Engineering and Architecture Faculty, Erzurum Technical Uni-
versity, Erzurum, 25050, Turkey e-mail: turgay.duman@erzurum.edu.tr

it is anticipated that the proportion of solar energy in total
electricity production will increase to approximately 25%, and
the percentage of hydrogen energy in total energy consumption
will rise to around 13% [1], [3], [4].

PV and FC systems can generally be classified into two
groups: grid-connected and stand-alone. Grid-connected PV
(GCPV) systems are decentralized (distributed) power systems
that can operate in parallel with the electricity transmission
and distribution grid [5]. Parallel operation with the grid is
the transfer of the power produced in excess of the needs of
the loads in the system back to the electricity grid. Therefore,
in contrast to standalone systems, GCPV systems do not need
additional storage devices like battery packs, which lowers the
cost of the system and makes it easier to maintain and reinstall
[6], [7]. Furthermore, GCPV systems account for the vast
majority of installed PV capacity when compared to stand-
alone systems. Similarly, grid-connected FC systems (GCFC)
are an important part of research and are widely discussed
in areas such as air conditioning, electromechanical systems,
lighting, and electronic devices [8]. To ensure the electrical
grid’s power quality, the more widely used GCPV and GCFC
systems must meet certain specifications. The most important
specification is to transfer a sinusoidal current to the grid with
a total harmonic distortion value of no more than 5% [9], [10].
PV panels and FCs generate DC voltage. Fig. 1 depicts the
overall grid connection structure of both systems.

Although the DC voltage generation logic of both sources
differs, the components and power conversion principles re-
quired for grid integration are similar [2], [8]. To transfer a
sinusoidal current from PV and FC systems to the grid, an
inverter is required to convert the DC power produced by PV
panels or fuel cells into AC power with a specific frequency
and amplitude. Therefore, inverters are a critical component
of RES such as PV and FC. Various inverter topologies
used in PV applications have been presented in the literature
[7]. Among these topologies, the HNPC inverter is widely
used in grid-connected applications due to its advantages
such as low THD, transformerless operation, high quality
power conversion, and operation at high input voltages with
low-capacity switches [11], [12]. On the other hand, grid-
connected inverters modulated with pulse width modulation
(PWM) techniques contain switching harmonic components
in their output waveforms [13]. Therefore, inverters must be
connected to the grid via a filter to provide sinusoidal current
to the grid without harmonic distortion. Generally, three basic
filter topologies are used at the inverter output, namely L, LC,
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Fig. 1. General structure of grid connected system ( PV or FC ).

and LCL.

When selecting a suitable filter topology for grid -connected
inverters, it is necessary to consider parameters such as size,
cost, filter losses, and dynamic system properties, as well as
effectively reducing harmonics [14]. The L filter contains only
one component, which makes it have a simple topology and
easy to design. However, it requires a very high inductance
value for applications above a few kilowatts [15]. Using
a high inductance value can make the system cumbersome
and expensive, and it may also increase the filter’s losses.
Additionally, the system’s dynamic response can be poor due
to long voltage drops in the filter [16], [17]. The LC and
LCL filter topologies are used to mitigate the disadvantages of
using the L filter in high-capacity systems, such as size, cost,
losses, and poor system dynamics. By increasing the capacitor
value in the LC filter, the inductance value is decreased, and
thus the disadvantages of the L filter mentioned above can
be mitigated. However, in grid-connected systems, a high
capacitor value is not quite preferred because it can cause
problems such as sudden current peaks, grid side resonance
due to reactive power requirements, and reliance on grid
impedance for harmonic attenuation [17]. Therefore, L and
LCL-type filter topologies are generally used in grid-connected
systems [18], [19], [20].

LCL filters offer advantages over L filters such as improved
harmonic performance, as well as lower size and cost [15],
[21]. In addition, LCL filters are among the most widely used
topologies in grid-connected inverters due to their advantages,
such as lower ripple in the current injected into the grid and
operating at a lower switching frequency [19]. However, LCL
filters may suffer from resonances that occur due to reactive
power requirements and must be damped to ensure system
stability. Two types of damping methods, passive and active,
are generally used to alleviate the resonance problem. The
passive damping method can be implemented by adding a
damping resistor in series with the LCL filter capacitor [21].
Although this method is simple, it reduces the harmonic at-
tenuation performance of the LCL filter by causing additional

power losses due to the added resistance [20]. The active
damping method is based on the concept of an imaginary
resistor connected to the current control loop to eliminate
power loss [22]. Although the imaginary resistor concept
provides better harmonic attenuation performance, it increases
control complexity and requires the use of an additional set
of sensors. On the other hand, the active damping effect can
also be achieved by controlling the grid current without the
use of imaginary resistance [23]. The sliding mode control
(SMC) method, which is used in grid current control and has
advantages such as reducing control complexity, robustness
against parameter changes, fast dynamic response, and ease
of application, also overcomes the resonance problem without
the need for additional damping methods [19], [20], [23].

This article is structured as follows: Section 2 gives an
overview of the HNPC structure and control for single-phase
grid connection. Sections 3 and 4 discuss the design phases
of the L and LCL filters, respectively, and provide guidelines
for determining filter component values. Section 5 presents
simulation results for the grid connection states of L and LCL
filters. Lastly, Section 6 presents the conclusions.

II. SINGLE-PHASE GRID-CONNECTED HNPC INVERTER

Power electronic devices, such as DC-DC converters and
DC-AC inverters, must be used to transfer the DC power
generated by the PV panel or FC to the electrical grid
as maximum AC power. In recent years, researchers have
focused on single-stage power processing systems that use
only inverters as power converters, both to improve the overall
efficiency of PV systems and to increase the power density
of the inverters [24]. The single-phase grid-connected inverter
block diagram of the system is shown in Fig. 2.

As depicted in Fig. 2, the HNPC inverter enables power
transfer between the grid and the PV panel. The PV panel
is treated as a constant DC source to simplify the system.
The HNPC inverter is made up of two 3-level NPC inverter
legs connected in parallel. Each NPC leg generates three
different voltage levels at the output: −Vdc/2, +Vdc/2, and
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Fig. 2. The single-phase grid-connected HNPC inverter.

zero. Parallel connection of the NPC inverter legs results in the
generation of five different voltage levels at the HNPC inverter
output: −Vdc,+Vdc, 0,−Vdc/2,+Vdc/2. The switching states
and voltage levels for the HNPC are given in Table 1. This
inverter topology and suitable switching states have been
discussed in the previous study [25].

TABLE I
SWITCHING STATES OF THE HNPC INVERTER

Switching State Output
Voltage

Sa1 Sa2 Sa3 Sa4 Sb1 Sb2 Sb3 Sb4 Vab
1 1 0 0 0 0 1 1 Vdc

1 1 0 0 0 1 1 0 Vdc
20 1 1 0 0 0 1 1

1 1 0 0 1 1 0 0
00 1 1 0 0 1 1 0

0 0 1 1 0 0 1 1
0 1 1 0 1 1 0 0 −Vdc

20 0 1 1 0 1 1 0
0 0 1 1 1 1 0 0 −Vdc

On the other hand, in this study, SMC method, which is
in the nonlinear controller group, was used for grid current
control. The reference studies provide specifics on how to use
the SMC control method for grid-connected inverter systems
[26], [27]. The main idea of SMC is to bring the system state
variables onto a pre-defined sliding surface through discon-
tinuous control and to force them to move on this surface,
and also to control them by approaching the origin point, as
seen in Fig. 3. This concept requires the existence of a sliding
surface and a control signal for its implementation. Generally,
the sliding surface is constructed using state variable errors,
and the sliding surface function, which is a linear combination
of state variable errors, can be expressed as follows:

S(x) = λx1 + ẋ1 (1)

where x1and ẋ1 denote the state variable error and its deriva-
tive, respectively.λ is a positive constant called the sliding
coefficient. The value of the sliding coefficient is a parameter
that has an effect on the dynamic response of the system and
should always be chosen as positive to ensure stability[27].
However, an excessively large λ value can jeopardize the
stability of the system. Therefore, through trial and error
and considering the switching frequency that determines the

Fig. 3. Graphical explanation of sliding mode control.

dynamics of the system, λ has been chosen as 5000 in this
study. In grid-connected inverter systems, the main purpose
is to control grid current. Therefore, x1 can be determined
as the error (ig

∗ − ig) of the grid current. In addition, in
order to weaken the resonance problem in the LCL filter
mentioned in the introduction, the sliding surface can also
be formed with the capacitor voltage error (vc − vc

∗). The
adjustment of capacitor voltage results in automatic adjustment
of grid current as a natural consequence.After determining the
sliding surface function, the control signal that forces the state
variables to act on the sliding surface must be determined. The
structure of the control signal can be expressed as in Eq. (2):

usmc = ueq + usw (2)

where ueq is the equivalent control signal that determines
the system change on the sliding surface, and usw is the
discontinuous switching control input that drives the state
variables to the sliding surface and enforces the state variables
to act on the sliding surface even in the presence of parameter
changes and distortions. The equivalent control (ueq) signal
can be obtained by setting the derivative of the sliding surface
function to zero (Ṡ(x) = 0). However, including the equivalent
control part in the control signal increases overall computation
time and control complexity [28]. Therefore, the use of a sim-
pler discontinuous switching control signal is widely preferred
[18], [27], [28]. In general, the discontinuous switching control
signal connected to the sliding surface and with a control gain
of 1 (one) can be expressed as in Eq. (3):

usmc = usw = − s ign(S(x)) =

{
+1 if S(x) < 0
−1 if S(x) > 0

(3)

where the sign() denotes the signum function [19], [23]. The
chattering problem in practical applications can arise due to
the discontinuous structure of the switching control signal,
which switches between 1 and -1 values based on the sliding
surface’s sign [27]. As seen from Eq. (3), the control input is
negative when the sliding surface is positive, and it is positive
when the sliding surface is negative. Therefore, the control
signal can be viewed as a switching function that changes its
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value when the state variable’s trajectory intersects the sliding
surface. Furthermore, the chattering phenomenon observed
in power converter applications has adverse impacts such as
reduced control precision and power losses. Thus, minimizing
chattering is crucial in SMC, and several techniques for
reducing chattering have been proposed in literature [18], [20],
[27]. One of the methods to reduce chattering is the boundary
layer method. This method reduces chattering by passing the
sliding surface function through a boundary layer of thickness
ϕ. The signum function in the discontinuous switching control
signal is then replaced by the S(x)/ϕ signal, which makes the
control input continuous within the boundary layer and reduces
chattering [26], [28]. As a result, the appropriate switching
signals for the inverter are obtained by comparing the S(x)/ϕ
signal with the triangle carriers.

A. Proportional-resonant (PR) control

The capacitor voltage reference (vc∗) for the LCL filter
connection state was successfully obtained using the excellent
AC signal tracking capability of the PR control. The transfer
function of the PR control is given in Eq. (4). When the grid
current error is applied to the input of the transfer function,
the output is vc

∗.

HPR(s) = Kp +
2Krωcs

s2 + 2ωcs+ (2πfg)
2 (4)

where Kp is the proportional gain, Kr is the resonant gain,
and wc is the cut-off frequency. The dynamic and steady-state
responses of the PR control are determined by adjusting the pa-
rameter values Kp and Kr. The derivation of proportional and
resonant gains is analyzed in [23]. The gain values obtained
according to the equations expressed in [23] are readjusted to
improve the performance of the controller. Therefore, in this
study, Kp and Kr were tuned to 3 and 1500, respectively. wc

is 1 rad/s.

III. L-TYPE FILTER DESIGN

Fig. 4 illustrates the circuit diagram of the L filter, which
is placed between the inverter and the grid. The filter com-
prises of the filter inductance, denoted by Li, and its internal
resistance, ri.

Fig. 4. L filter circuit diagram.

The inductance value (Li) in the filter L can be determined
by considering the current fluctuation on the inverter output
side [16], [21]. The analysis of current ripple for all switch

states of the inverter is a difficult task. Therefore, it is neces-
sary to obtain an equation that provides the maximum current
fluctuation value while considering the inverter structure. As
the HNPC inverter transfers power to the grid, the input
voltage is higher than the grid voltage, indicating that the
HNPC inverter is a buck-type inverter. To determine the
inductance value, the HNPC inverter can be simplified to a
half-wave buck converter model at the switching frequency,
as illustrated in Fig. 5 [17]. In this model, the neutral point of
the inverter and the neutral point of the grid are short-circuited,
and the grid has a half-sinusoidal waveform.

Fig. 5. Simplified HNPC inverter model.

The value of the inductance can be determined by using Eq.
(5), which is derived from the analysis of the model in Fig. 5
in continuous current mode

Li =
Vdc

2 − Vg

2 ·∆IL
· d

fsw
(5)

where d is the duty cycle, and the largest current ripple value
(∆IL) occurs when the duty cycle is 50% [29]. Therefore, the
inductance value is obtained as in Eq. (6).

Li =
Vdc

2 − 1
2 · Vdc

2

2 ·∆IL
· 1

2 · fsw
=

Vdc

16 · fsw ·∆IL
(6)

The maximum amplitude value of the current ripple is
calculated as in Eq. (7):

∆ILmax = r · Pi ·
√
2

Vg
(7)

where r denotes the ripple rate of the current transferred to
the grid, and generally the current ripple rate is chosen as
10%–20% in LCL filter design [15], [30].

The L filter design process requires a balance between the
need for a low value to maintain THD of the grid current
within the limit set by international standards [31], and the
need to avoid raising the inductance value too much, which
would increase the filter size and cost. To strike this balance,
the current ripple ratio was chosen as 10%, considering the
impact of the inverter topology and control technique on the
THD of the system. The system parameters used in the filter
design are provided in Table 2. By using Eq. (6) and (7), the
inductance value was calculated as Li = 3.85mH .
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TABLE II
SYSTEM PARAMETERS

Parameter Value

Inverter output power (Pi) 3 kW
DC bus voltage (Vdc) 500V
Grid voltage amplitude (Vg) 220Vrms

Switching frequency (fsw) 5 kHz

IV. LCL-TYPE FILTER DESIGN

The circuit diagram of the LCL filter placed between the
inverter and the grid is shown in Fig. 6, where Li denotes
the inductance value on the inverter side, Lg denotes the
inductance value on the grid side, and Cf denotes the filter
capacitor. In addition, it symbolizes the ri and rg inductances’
internal resistances.

Fig. 6. LCL filter circuit diagram.

The inductance value on the inverter side is found with the
help of Eq. (6) and (7). Considering the inductance value on
the grid side, the current fluctuation rate was chosen as 20%.

While determining the filter capacitor value, the maximum
power factor change acceptable by the grid is assumed to be
5%, and this value corresponds to 5% of the capacitor base
value. Eq. (8) and (9) show the calculation of filter base values.
The calculation of the filter capacitor value is given in Eq. (10).

Zb =
Vg

2

Pi
(8)

Cb =
1

2πfg · Zb
(9)

Cf = %5 · Cb (10)

The inductance value on the grid side can be calculated
using Eq. (11):

Lg = k · Li (11)

where k denotes a constant correlation coefficient between the
inverter and the grid-side inductances. This coefficient takes
a value in the 0 < k ≤ 1 range, and usually a value of 1 or
close to 1 can be selected in high power applications.

To ensure that the LCL filter effectively suppresses har-
monic distortion within the switching frequency range, it is
necessary to meet the requirement statedin Eqs. (12):

10fg ≤ fres ≤
1

2
fsw (12)

where fres is the resonant frequency of the filter and is
expressed by Eqs. (13) [32].

fres =

√
Li+Lg

Li·Lg·Cf

2π
(13)

By using above equations, the inductors and capacitor values
have been calculated as Li = 1.62mH,Lg = 0.6mH,Cf =
9.87µF , and fres = 2422.28Hz.

V. SIMULATION RESULTS

In order to evaluate the effectiveness of L and LCL filter
topologies with single-phase HNPC inverters in mitigating
harmonic distortion and their impact on grid current, a model-
ing study was carried out using MATLAB/Simulink®. The
simulation utilized system parameters and calculated filter
values, which are presented collectively in Table 3.

TABLE III
SYSTEM PARAMETERS.

Parameter Value (L filter) Value (LCL filter)

Inverter output power (Pi) 3 kW 3 kW
DC bus voltage (Vdc) 500V 500V
Inverter-side inductance (Li) 3.85mH 1.62mH
Grid-side inductance (Lg) × 0.6mH
Filter capacitance (Cf ) × 9.87µF
Grid voltage amplitude (Vg) 220Vrms 220Vrms

Switching and grid frequencies (fsw, fg) 5 kHz, 50Hz 5 kHz, 50Hz
Sampling time (Ts) 1µs 1µs

Fig. 7 and 8 show MATLAB/Simulink®-based modeling
of a single-phase grid-connected HNPC inverter circuit with
L and LCL filters, respectively. In both models, the inverter
topology (HNPC), switching technique (SPWM), and control
method (SMC) are used similarly. In addition, as seen in Fig.
8, the control of the grid current with appropriate damping
is provided by controlling the capacitor voltage. Therefore,
proportional-resonant (PR) control, which has an excellent AC
signal tracking feature, is used to generate the reference value
of the capacitor voltage.

The waveforms of the grid voltage and current for both L
and LCL filters are illustrated in Fig. 9. It can be observed
that the current transferred to the grid experiences fewer
fluctuations with an LCL filter connection as compared to an
L filter connection. It is evident that in both filter topologies,
the grid current follows a sinusoidal waveform and remains
in-phase with the grid voltage. By aligning the grid current
and voltage, the power factor can be improved such that it
approaches or equals one, thereby decreasing the consumption
of reactive power.

In the L and LCL filter connection states, the active power
transferred to the grid with the fundamental frequency (50
Hz) component is shown in Fig. 10. In the case of an L filter
connection, 2943 W of active power is transferred to the grid,
while in the case of an LCL filter connection, 2954 W of active
power is transferred. Both filter topologies result in nearly zero
reactive power due to their design. The LCL filter provides
superior harmonic attenuation, resulting in lower amplitudes of
harmonic components (excluding the fundamental frequency)
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(a)

(b)

Fig. 9. Grid current and voltage waveforms a) for L filter b) for LCL filter.

and higher amplitudes of the fundamental frequency compo-
nent. As a result, the LCL filter enables greater transmission
of active power to the grid when compared to the L filter.

The FFT analysis tool in Power GUI was used to perform
THD analysis of the grid current for both L and LCL con-
nection states, and the results are presented in Fig. 11. The
figure illustrates that the THD values of the grid current for L
and LCL connection states are 1.56% and 0.07%, respectively.
Moreover, it is apparent that the grid current in both cases,
particularly with the LCL filter, consists of odd harmonic
components, whose amplitudes are significantly smaller than
those of the fundamental frequency components.

The comparison of L and LCL filters based on the obtained
results is given in Table 4. Although LCL filters require an
additional damping method or control of the capacitor voltage
due to the resonance problem, they are seen to be advantageous
in terms of harmonic attenuation, efficiency, and grid current
fluctuation. In addition, the fact that they require a lower
inductance value compared to L filters reduces power loss and
contributes to the efficiency of the system.

(a)

(b)

Fig. 10. Active power transferred to the grid a) for the L filter b) for the
LCL filter.

TABLE IV
COMPARISON OF L AND LCL FILTERS.

Comparison category L filter LCL filter

Harmonic attenuation

performance
Good Very good

Current fluctuation Acceptable Low

Resonance damping
Not

applicable
Naturally

THD value

of grid current
1.56% 0.07%

Inverter efficiency 98.1% 98.46%

VI. CONCLUSION

In this study, two filter topologies, L and LCL, commonly
used in grid-connected renewable energy systems, were an-
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(a)

(b)

Fig. 11. Grid current THD analysis a) for L filter b) for LCL filter.

alyzed.Both filter topologies were designed for the HNPC
inverter, and their harmonic attenuation performances were
compared, along with their effects on the current and power
transferred to the grid. In order to make the analysis more
realistic, all components (inverter topology, switching tech-
nique, control method, parameters used in the control method,
simulation configuration) that could affect the results were
kept similar in both filter types. The simulation results showed

that the THD value of the grid current was within the limits
specified by international standards (IEEE 1547, IEC 61727)
for both filter topologies. However, the LCL filter exhibited
better harmonic attenuation performance with a lower induc-
tance value compared to the L filter. In addition, the LCL
filter provided lower current fluctuation and allowed more
active power transfer to the grid. The resonance problem in the
LCL filter is naturally dampened by controlling the capacitor
voltage without the need for an additional damping method.
Furthermore, the grid current was successfully controlled via
the control of the capacitor voltage. The HNPC inverter used
in this study has a multi-level output, which inherently results
in a lower THD value compared to other inverter topologies.
As a result, with the use of a suitable control method, it can
be applied in an L filter topology that does not require a
high inductance value, while still ensuring that the THD value
remains within the limits specified by international standards.

The study does not provide a detailed description of the
control method. In future work, a comprehensive analysis of
the entire system and the grid current will be conducted, along
with a thorough explanation of the control method.
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Abstract— Fruit and vegetable diseases have an important 

place in the food sector in terms of sustainable agricultural 

policies. Therefore, these diseases reduce the productivity of 

the crop and adversely affect the food supply. These 

deteriorations in fruits and vegetables are not desired by the 

consumer. When these deteriorations are encountered, it 

not only causes loss of reputation for tradesmen, but also 

causes serious economic losses. In this context, it is thought 

that the use of deep learning techniques will be useful in 

detecting diseased products in agriculture. While the fruit 

or vegetable is still in the harvest period, it can be 

determined whether the product is diseased or not by 

looking at the leaves. Thus, the precautions that can be 

taken during the harvest period will ensure the production 

of quality and healthy products. In this study, it was aimed 

to detect 10 different diseases in tomato and strawberry 

using two different deep learning techniques (CNN and 

Resnet50). Our data set consists of 1055 tomato and 1238 

strawberry images. In the next step, a total of 2293 images 

were increased to 13758 images by using image 

augmentation techniques. As a result, 67.1% success was 

achieved with the help of CNN architecture. In the following 

periods, it is aimed to obtain better performance rates with 

better and sufficient hardware by using an isolated and 

balanced distributed data set. 

 
 

Index Terms— Deep Learning, ResNet50, Convolutional Neural 

Network, Fruit and Vegetable Diseases 

I. INTRODUCTION 

EGETABLES AND fruits, one of the most important 

issues in the food industry, constitute an important and 

large part of the plant production cycle. Fruits and vegetables 

getting sick is one of the factors that the consumer does not want 

to encounter, which is the end point of consumption. When this 

situation occurs, the tradesman who offers the diseased product 

to the end consumer loses his reputation in the eyes of the 

consumer. These sick products, which are not preferred by the 

end consumer, return to the tradesmen as a serious economic 

loss. Producers who cannot carry out the necessary intervention 

and precaution activities suffer economic losses due to 

increasing product losses. This damage is reflected from 

manufacturers to retailers and food wholesalers. Spoils 

occurring in fruit and vegetable products are generally at the 

expense of the final consumer. It causes the product to be 

cautious to the point where it spoils. As with many plant 

products, vegetable and fruit diseases also cause deformities. 

Similar to this situation, image processing techniques used in 

the detection of various diseases such as tumor cell detection; 

Just as it detects diseases based on shape changes in organs in 

the human body, this condition can also be detected in fruits and 

vegetables. Thus, it is thought that precautions can be taken 

during the production phase [1].  There are very limited 

resources in the literature for disease detection of fruits and 

vegetables. One of the first studies in the field of disease 

detection of fruits and vegetables was carried out by Wen and 

Tao (1997). It has developed a system that grades fruit 

according to color, surface and size defects in accordance with 

OECD standards in order to estimate fruit quality and offer 

fresh market opportunities. In this proposed study, they 

developed a system that automatically grades color and size and 

thus separates damaged fruits. Their study is based on a model 

that assumes that fruits and vegetables have a spherical 

structure with diameters that vary depending on their size and 

shape. Additionally, it can analyze more than five vegetables or 

fruits per second for each grade [2]. 

The first steps in the field of disease detection and quality 

control in vegetables and fruits represent great progress for the 

food industry in general. In the 21st century, where technology 

is increasingly advanced, the study of Wen and Tao (1997) was 

the first step in this field. In the food industry, effective 

solutions have continued to be developed to control and 

continuously improve the quality of fruits and vegetables 

produced. 

Deep learning and artificial intelligence (AI) technologies have 

become the most important tools used in the detection of fruit 

diseases in recent years. Improved image processing techniques 

and deep learning algorithms allow producers and retailers to 

evaluate the quality and condition of fruits much more 
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precisely. For example, Convolutional Neural Network 

(ESA/CNN) is a deep learning model. This model can detect 

diseases and defects on vegetables and fruits. After the system 

carries out this learning task, it can predict the defect and 

disease of a diseased vegetable or fruit. This is especially useful 

for large-scale farming operations. Because farmers and 

agricultural workers do not need to individually control 

thousands or even millions of fruits. Some of the studies 

conducted in this field in the literature are as follows: 

Jolly & Raman (2017), using computer vision in their study, 

recorded the highest accuracy ranging between 85.93% and 

95.31% through SVM and K-NN for disease and diagnosis in 

apples [3]. Aslan (2021) proposed the detection of diseases in 

peach trees using a convolutional neural network (CNN) in his 

study titled "Detection of Peach Diseases with Deep Learning". 

This method was implemented using a pre-trained AlexNet 

model and tested on a dataset containing real disease images 

from the TRB1 region. 99.30% accuracy was achieved in the 

experiments [4]. In the study by Terzi et al. (2023), a new CNN 

model consisting of 15 layers was developed, and the 

performance rate of the model consisting of 1028 images was 

obtained as 96.10% [5]. Sevli’s work (2023), "Detection of 

Apple Plant Diseases with Deep Learning", includes 

agricultural sustainability and the importance of deep learning 

in combating diseases. By applying an ESA-based 

classification to the data set consisting of 1821 images, 98.76% 

accuracy was achieved [6]. Acar et al. (2022) used various 

machine learning techniques in the detection of plant diseases 

caused by pathogens. As a result, they achieved high 

performance [7].  

The main purpose of this study is to easily detect fruit and 

vegetable diseases. For the purpose of the study, ResNet50 and 

Convolutional Neural Networks (CNN), which are deep 

learning architectures, were used and a system that can detect 

disease was designed. The performance rates of these two 

architectures were compared and it was determined that the 

most successful result was obtained in the model trained using 

Convolutional Neural Networks (CNN). The contributions of 

this study, which aims to detect fruit and vegetable diseases, to 

the literature are as follows; 

a) Prevention of fruit and vegetable diseases, 

b) Preventing economic damages from production to the end 

consumer, 

c) With the proposed architecture, a new approach has been 

proposed for strawberry and tomato diseases for the first 

time. 

II. MATERIAL AND METHOD 

A. Dataset Collection 

 

In the literature, there are very few studies using image 

recognition techniques to detect tomato and strawberry diseases 

together. The reasons for this situation are; the current data set 

is not sufficient and there is no comprehensive data set to ensure 

the diversity of the study. In this study, 1055 tomatoes and 1238 

strawberries; a total of 2293 images of one type of fruit and one 

type of vegetable were employed. By applying data 

augmentatıon operations such as rotation, cropping, zooming, 

inverting and contrasting to the images in the data set, the total 

number of images was increased from 2293 to 13758. There are 

7 disease classes for strawberry and 3 classes for tomato in the 

disease data set. These are 3 vegetable diseases for tomatoes: 

Tomato blight, Tomato leaf mold and Tomato spider mites [8]. 

For strawberry, it is seen as Strawberry angular leaf spot, 

Strawberry anthracnose, Strawberry flower blight, Strawberry 

gray mold, Strawberry leaf spot, Strawberry fruit powdery 

mildew and Strawberry leaf powdery mildew [9]. Figure 1 

shows images for two sample classes. 

 

Fig.1. Sample images of Strawberry and Tomato diseases. (a) Tomato Blight, 

(b) Tomato Leaf Mold, (c) Tomato Spider Mites, (d) Strawberry Angular Leaf 

Spot, (e) Strawberry Anthracnose, (f) Strawberry Blossom Blight, (g) 

Strawberry Gray Mold, (h) Strawberry Leaf Spot, (ı) Strawberry Powdery 

Mildew Fruit, (i) Strawberry Powdery Mildew Leaf 

 

B. The Recommended System Archıtecture 

 

The proposed system architecture consists of four different 

stages, as seen in the block diagram in the figure. 

 

(a) Obtaining Image Dataset (Image Augmentation), 

 

(b) Image Preprocessing (Filtering),  

 

(c) Deep Learning (CNN and ResNet)  

 

(d)  Classification Metrics (Accuracy, Precision, Recall, 

F1-Score) 
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Fig.2. The Recommended System Archıtecture

III. METHOD 

A. Deep Learning 

 

In general, deep learning can be defined as an artificial 

intelligence method that is created by combining multiple 

artificial neural networks and is generally used in processes 

such as image recognition. In 2006, it has been shown by the 

supervised propagation method how the feedforward neural 

network provides learning [10]. The term deep learning was 

first used by Igor Aizenberg et al. in 2000. It was used by [11]. 

The concept of “Deep” in the expression Deep Learning refers 

to the amount of layers in the network. As the number of layers 

in a deep learning architecture increases, the network becomes 

deeper. This provides computers with the ability to perform 

larger calculations and makes it easier for computers to learn. 

Two separate deep learning algorithms were used in this study. 

These; Convolutional Neural Networks (CNN) and ResNet50. 

The main difference between these algorithms is the number of 

layers and model structure. 

 

1) Convolutıonal Neural Networks (CNN) 

 

One of the most successful models for feature extraction on 

image data is Convolutional Neural Networks (CNN). CNN can 

learn down to the deepest features of images. Pre-trained deep 

learning models can be used to solve many different problems, 

especially since they are trained on large and diverse data sets. 

Slightly tuning ("fine-tuning") the weights of these models to 

solve a specific problem often makes it possible to achieve high 

performance with less data. In this case, the final layers of the 

model are usually rearranged on a problem-specific basis and 

the model is retrained with fewer iterations on the new data set. 

The advantage of this approach is to save calculation time and 

get better results with less data. 

 

2) ResNet50 

 

It is a deep learning architecture frequently used in image 

detection and classification. ResNet, which has 23 million 

parameters and consists of approximately 152 layers, aims to 

improve the bottleneck in learning. Figure 3 shows the 

"redundant" blocks that provide bottlenecks for ResNET50 and 

ResNET architectures [12]. There are four parameters to 

evaluate the performance of the models. These; F-1 score, 

recall, accuracy and precision [13-14]. 

 

 

Fig.3. A deeper residual function building block in the ResNet structure and a 

“bottleneck” building block in ResNet-50[15] 
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IV. RESULTS AND DISCUSSION 

Two different deep learning architectures (CNN and ResNet50) 

were utilized in this study. 10 layers were then preferred for the 

CNN model created and the training phase of   

this model lasted 18 hours in 15 epochs. The training phase of 

ResNet model lasted 8 hours in 15 epochs. 

The models created were developed on a Microsoft Windows 

Server 2019 x64 bit operating computer with Microsoft Visual 

Studio 1.81 Intel Xeon E7-8893 v4 CPU 3.20 Ghz. Python has 

been a preferred programming language because it is relatively 

low effort and fast compared to other programming languages. 

In this study, software was developed using the TensorFlow 

backend engine and Keras library in the Microsoft Visual 

Studio 1.81 environment. 

After that, 1055 tomato and 1238 strawberry images in the 

training data set were subjected to data augmentatıon (rotation, 

cropping, zooming, inverting and contrasting). In total, 13758 

images were obtained from 2293 images. 

Later, a 10-layer CNN model was employed for the data 

obtained from data augmentatıon. The training time of the CNN 

model took 18 hours and the process repeated in 15 epochs. 

After training, the model was tested with images in the test data 

set, which constitutes 1/4 of the data set. Finally, a performance 

of 67.1% was achieved for the CNN model.  

 

The loss and performance graphs of the CNN model in the 

training result are as in Figure 4. 

 

 

 
 

Fig.4. CNN Model Loss and Accuracy Graphs  
 

Again, in this study, there was a model training phase lasting 8 

hours in 15 epochs using the ResNet50 model, which is another 

deep learning architecture. Similarly, testing was carried out 

with the images in the test data set and a performance of 52.3% 

was achieved. The loss and accuracy graphs of the training 

result of the ResNet50 model are given in Figure 5. 

 

 

 

 
 

Fig.5. ResNet50 Model Loss and Accuracy Graphs 
 

Test results and performance metrics of the CNN and ResNet50 

models are as in Table I. 

TABLE I 

THE PERFORMANCE METRICS OF CNN AND RESNET50 MODELS 

MODEL Accuracy Precision Recall F1-Score 

ResNet50 52.3 % 0.56 0.49 0.52 

CNN 67.1% 0.73 0.59 0.65 

 

Finally; when the images in the test data set are introduced to 

the proposed model, which has completed the training phase, it 

detects the relevant disease and prints it on the screen. Figure 8 

shows the CNN model screen output that detects an example 

tomato leaf mold disease.  

In this part, the results of two different deep learning 

architectures are given in Table 1. While the accuracy value of 

the test data applied to the CNN model was determined as 

67.1%; In the Resnet50 model, this value was found to be 

52.3%. 
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Fig.6. Screenshot of real-time sick fruit recognition system 

If we talk about the reasons for the low performance rates of 

this study; it can be due to that the unbalanced distribution of 

the data belonging to the classes in the data set, the limited and 

low number of epochs due to the insufficiency of the video card, 

the server insufficiency, and the large number of classes in the 

data set and the similarity of these classes to each other. 

Moreover, the processing time comparison of CNN and 

ResNet50 models is shown in Table II. 

 
TABLE II 

THE PROCESSING TIME COMPARISON OF CNN AND RESNET50 

MODELS 

MODEL Epoch Duratıon 

 CNN 15 18 hours 

ResNet50 15 8 hours 

 

A comparison of some studies with different inheritances in the 

literature is presented in Table III. There is no study with a 

similar structure to the data set in this proposed study. 

Therefore, it is only possible to compare it with other types of 

data. 
TABLE III 

COMPARISON WITH OTHER STUDIES  

Study Method Data Type Accuracy  

Jolly&Raman 

(2017)[3] 

SVM+K-NN Apple 85.93% 

Aslan (2021) 

[4] 

CNN+AlexNet Peach 99.30% 

Terzi, 
Özgüven ve 

Yağcı 

(2023)[5] 

CNN Grape 96.10% 

Sevli 

(2023)[6] 

CNN Apple 98.76% 

Proposed 

Study  

CNN Tomato+Strawberry 67.1% 

 

 

 

V. CONCLUSION 

Vegetable and fruit diseases affect all consumers, from the 

producer to the final consumer. In the proposed work, it was 

aimed to detect diseases of fruits and vegetables and intervene 

in the early period, prevent serious economic losses and provide 

fresh market opportunities to consumers. In this context, CNN 

and ResNet50 models from deep learning architectures were 

preferred. In this study, 7 strawberry and 3 tomato disease 

classes were determined and the data set was used. Disease 

images were trained on two deep learning models and tested 

after this training. By making the application prepared in this 

study ready for real-time tests, it is aimed to create a video-

based identification system with better hardware and more 

distinguishable data sets in the future. 

In this work, the success of the models employed was compared 

with each other. These models were prepared for real-time 

application and more successful results could have been 

obtained with better hardware by using more isolated data. 

Moreover, it is envisaged that a video-based detection system 

can be created to detect vegetable and fruit diseases in mobile 

systems used in production lines or packaging systems. In 

addition, by developing the system designed in this study, it is 

possible to recognize the product in pre-harvest and not yet 

germinated fruit leaves. An application related to fruits and 

vegetables that all consumers can use in daily life will be 

examined comprehensively and it will be determined whether 

this application works on smartphones and whether it can be 

used without requiring touch. Such research will make a 

significant contribution to the prevention of fruit diseases and 

the economic damage from production to the end consumer. 
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Umutcan Polat and Deniz Yildirim

Abstract—A short period, called dead time, is implemented to
prevent power switching devices from shoot-through in voltage-
source inverters (VSI). While adding dead time is required
in the switching signals, it also causes negative effects on
inverter operation such as distortion at output voltage due to
significant number of harmonic components, and reduction in
voltage magnitude of fundamental components. Eventually, the
negative effects caused by dead time have to be compensated
with compensation schemes. Different modulation schemes, which
are called unipolar and bipolar switching, can be implemented
in VSI, which in return might change the dead time effect.
Although analysis of bipolar switching on the dead time effect
has been implemented, analysis of unipolar switching is not
addressed by most. In this paper, the effect of dead time on
unipolar sinusoidal pulse width modulation (SPWM) is analyzed,
the principle of the proposed compensation strategy is described
in detail and the time compensation method with unipolar SPWM
scheme is implemented using microprocessor-STM32F407G. The
technique is intensively simulated and the evaluated through
experimental results on resistive and resistive-inductive loads by
comparing uncompensated and compensated states. Simulation
and experimental results are presented to demonstrate and
confirm the validity of the proposed dead-time compensation
method.

Index Terms—Dead time compensation method, Dead time
effect, Single phase full bridge inverter, Time compensation
method, Unipolar switching.

I. INTRODUCTION

INVERTERS have become an indispensable converter for
many industrial application areas where they are widely

used in the control of various applications such as traction
systems, electric vehicles, renewable energy integration with
utility grid and several industrial systems. Wide spread use
of inverters have increased recently and inverter technologies
are developing gradually [1]. In real applications, power
semiconductor switches used in power electronics circuits are
not ideal, i.e., they have finite turn-on and turn-off times
during switching transitions. In order to prevent synchronous
conduction of upper and lower switches of the same leg at
the same time, certain time delay called dead time [2]- [4] is
inserted to the driving signals of these switches on the same
leg to allow enough time to turn off one switch before other
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switch receives turn on signal which ensures safe operation
[5]. On the other hand, this blanking time causes problems in
the system operation such as distortion of the output voltage
and current waveform to contain a large number of harmonic
components and reduction in fundamental output voltage and
high switching frequency [6], [7]. As the frequency increases,
this negative effect increases even more [3], [8] which is
called as dead time effect. According to IEEE 519, the total
harmonic distortion of the output voltage should not be more
than %5. In off-grid systems, an LC filter is used to suppress
harmonics and THD values of the output voltage and current
remains below the level determined by the standards. However,
it is difficult to suppress the output voltage distortion caused
by dead time with these output filters because of increase
in filter size and cost. Therefore, dead time compensation
method become important to reduce these negative effects on
voltage source inverter. Dead time compensation methods are
classified as shown in Figure 1 where they can be divided
into three parts such as time compensation method, average
voltage compensation method and repetitive control method,
respectively.

Fig. 1: Dead time compensation methods [3].

While one such category of the methods is based on the av-
eraging voltage theory, other method is based on determination
of output current polarity. The time compensation approach
which is also known as pulse width adjustment method is
the most extensively utilized method due to faster and more
accurate results. In order to compensate for the effect of dead
time, the turn-on or turn-off time of the power devices are
altered by changing pulse-width as increasing or decreasing
according to direction of output current and voltage in one
period [3], [6]. In this method, pulse width can be increased
or decreased following the detection of output current direction
which is shown in Figure 2.
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Fig. 2: The schematic diagram of pulse width adjustment
method [3].

When the advantages of this method are examined, the
output voltage is compensated about zero error and this
method depends on direction of output current and voltage
which results in simple structure. However, any uncertainty
in the zero-crossings of the current adversely affects the
compensation. Since the direction of the current is also de-
cisive in the compensation, this is one of negative features of
pulse width adjustment method and it strains the memory of
the microcontrollers for operating in every period requiring
significant amount of computational resources [3]. Several
studies regarding dead time compensation method have been
presented in the literature. The method proposed by authors
[4] demonstrates novel distorted voltage compensation method
to eliminate the effect of dead time on zero-current clamping
phenomenon. The novel compensate strategy is represented
for six-switch three-phase output inverter in [9] by using
the direction of the current in each phase and error voltage
occurred due to dead time is compensated by increasing or
decreasing of the switching conduction period. The protection
algorithm, which ensures two switches are not conducted at
the same time, is applied on circuit by the author [10] and
the dead time is defined within algorithm from the beginning.
In literature [11], the fifth and seventh current harmonics are
generated in the stationary reference frame because of dead
time and sixth current harmonics are generated in the D-Q
reference frame. The distortion of output waveforms caused
by dead time is compensated by using a proportional integral
(PI) current regulator in synchronous frame. In literature [12],
a modified pulse width modulation method is proposed to
reduce common-mode voltage in case of effect of dead time. In
addition, the direct pulse compensation of the dead time is pro-
posed by authors [13]. The aim of this study is to reduce dead
time-imposed voltage distortion by superimposing a square
wave on the triangle wave. The frequency of the triangle
carrier and the square wave is the same and the amplitude
of the square wave equals the dead time. In literature [14],
the effect of dead time on a three-level neutral-point clamp
(NPC) voltage source converter is examined in detail. The self-
balancing space vector pulse-width modulation (SVPWM) is
applied for improving the effect of dead time and it provides
cost effective. In terms of continuous and discontinuous pulse-
width modulation, the effect of dead time is discussed in [15]
which includes minimum and maximum pulse width effects.
In literature [16], novel dead-time space vector pulse-width
modulation technique is presented for controlling voltage
source inverter. In this study, the proposed algorithm has been

altered to ensure that the duty cycle is independent of carrier
frequency and sampling time. In terms of optimum dead time,
the method proposed by the authors [17] predict optimum
dead time based on load current and eliminate body-diode
conduction. In [18], the proposed compensation method using
the controller output has been presented and in [19], adaptive
dead time compensator is carried out by calculating the feed-
forward compensation duty cycle. In order to fully mitigate
low order harmonics caused by dead time effect, multiple res-
onant controllers and repetitive controllers is used by authors
[20] - [23]. In [24], the dead time compensation algorithm has
been suggested by using filter. However, the bandwidth of the
current controller can be limited due to low pass filter (LPC).
In [25] - [27], a more complex mathematical model of VSI
is carried out, considering the effect of parasitic capacitance
on output voltage and the compensation formula is derived
according to parasitic capacitance. Generally, the studies men-
tioned above are carried out by using bipolar SPWM which
is easier to analyze and a direct time compensation method
can be applied. However, unipolar SPWM has advantages
compared to bipolar PWM technique, such as obtaining lower
THD values, helping the selection of semiconductor switches
with lower nominal value depending on the dv/dt value in real
applications, and harmonic frequencies present at two times
the switching frequency at load [28], [29]. Despite all the
advantages, analysis of the effect of dead time on unipolar
SPWM could hardly be found in literature. In this paper,
analysis of the effect of dead time on unipolar SPWM is carried
out and time compensation method is applied on unipolar
SPWM single phase full bridge inverter. The experimental
and simulation results for compensated and uncompensated
states are obtained at resistive (R) and resistive-inductive
(RL) loads in fixed dead time and the results are compared
according to THD values. The analysis of the effect of dead
time on unipolar SPWM and the usefulness of applying the
compensation method to the circuit at R and RL loads are
confirmed by simulation and experimental results.

II. ANALYSIS OF DEAD TIME EFFECT ON VOLTAGE
SOURCE INVERTER

A. Model of Single-Phase Full Bridge Inverter
A single-phase full bridge inverter is shown in Figure 3

where VDC is the DC input voltage, Cinput is input capacitor,
S1-S4 are power switches with four freewheeling diodes
connected in reverse and parallel to the power switches, Lf is
filter inductor, Cf is filter capacitor and load.

Fig. 3: The circuit model of single-phase full bridge inverter.
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B. Dead time effect
When S1 and S2 power switches are ideal, these switches

can be altered simultaneously from on to off at the same
time. However, power switches used in voltage source con-
verter (Mosfet, IGBT etc.) do not have ideal characteristic. In
practice, it is seen that S1 and S2 power switches have turn-on
and turn-off time delays. For this reason, turn-on of the power
switch is delayed by a few second or vice versa in order to
avoid the simultaneous conduction of the power devices in the
same phase leg. This case indicates the necessity of dead time
in H bridge-type PWM voltage source converters in order to
ensure safe operation. In addition, dead time is also known
as blanking time and normally a few microseconds [6]. The
representation of dead time on gate signals is shown in Figure
4.

Fig. 4: The representation of dead time on gate signals.

PWM (Pulse-Width Modulation) is generated within mi-
crocontroller using a counter instead of triangular waveform
which is known as carrier signal. It is more convenient to
use the triangular waveform in Figure 4 to better illustrate
the effect of dead time. In Figure 4, the voltage waveforms
of one leg of single-phase inverter VAN show in more detail
for the state of S1 and S2 switches. During the dead time,
both switching elements stop to conduct, the output current
flows through the anti-parallel diodes which are determined
as D1 and D2 due to the continuous current. As mentioned in
Figure 4, anti-parallel diodes are turned on depending on the
direction of the current. If output current is positive (IA > 0),
diode(D2) is turned on and the output terminal will show a
negative voltage. If output current is negative (IA < 0), diode
(D1) is turned on and the output terminal will show a positive
voltage. It can be seen that the conduction time of the output
voltage waveform decreases when the output current is greater
than zero compared to ideal waveform. In case of IA < 0, this
case opposite of IA > 0. That is, the conduction time of the
output voltage waveform increases when the output current is
less than zero compared to ideal waveform.

C. Dead time effect of unipolar SPWM

Fig. 5: Dead time effect with different voltage and current
polarity.

As mentioned above, dead time effect analysis of unipolar
SPWM is different than bipolar SPWM. Figure 5 shows dead
time effect of unipolar SPWM. To analysis dead time effect, it
necessary to ideal, actual gating waveform with dead time and
output voltage in both cases. While load is ohmic-inductive,
gate signals and output voltage waveforms are given in Figure
5. The above-mentioned graphs are drawn from the starting
points of the T/2 and periods to a certain point. When these
graphs are analyzed, it will be possible to find out how the
variation of the output voltage between the ideal state and the
actual state for a period due to dead time effect. In addition,
variation of output voltage is known as error voltage. When
analyzing Figure 5, it is sufficient to examine four situations
depending on output voltage and output current for one
fundamental period. Thus, these situations are Vab > 0, I > 0;
Vab > 0, I < 0; Vab < 0, I > 0; Vab < 0, I < 0, respectively
[16]. In case of Vab > 0, I > 0, this situation can be explained
in two steps. S1 is turned off while S4 is turned on, the output
current flows through S4 and D2. Thus, actual output voltage
Vab2 is zero during dead time td. S4 is turned off while S1 is
turned on, the output current flows through S1 and D3. Thus,
actual output voltage Vab2 is zero during dead time td. When
the actual voltage Vab2 is compared with ideal voltage, it is
seen that the actual voltage diminishes two pulses with dead
time td and magnitude of VDC . In case of Vab > 0, I < 0, S1

is turned off while S4 is turned on or S1 is turned on while
S4 is turned off, the output current flows through D4 and D1.
Thus, actual output voltage Vab2 is VDC during dead time td.
When the actual voltage Vab2 is compared with ideal voltage, it
is seen that the actual voltage no diminishes with dead time td
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and magnitude of VDC . In case of Vab < 0, I > 0, S2 is turned
off while S3 is turned on or S2 is turned on while S3 is turned
off, the output current flows through D3 and D2. Thus, actual
output voltage Vab2 is −VDC during dead time td. When the
actual voltage Vab2 is compared with ideal voltage, it is seen
that the actual voltage no diminishes with dead time td and
magnitude of VDC . That is, the output voltage is unaffected
by the dead time. In case of Vab < 0, I < 0, this situation can
be explained in two steps. S2 is turned off while S3 is turned
on, the output current flows through S3 and D1. Thus, actual
output voltage Vab2 is zero during dead time td. S3 is turned
off while S2 is turned on, the output current flows through S2

and D4. Thus, actual output voltage Vab2 is zero during dead
time td. When the actual voltage Vab2 is compared with ideal
voltage, it is seen that the actual voltage diminishes two pulses
with dead time td and magnitude of −VDC . In the light of this
information, inductor current direction is shown in Figure 6
as six diagrams.

(a) Vab > 0, I > 0 (S4, D2) (b) Vab > 0, I > 0 (S1, D3)

(c) Vab > 0, I < 0 (D1, D4) (d) Vab < 0, I < 0 (S3, D1)

(e) Vab < 0, I < 0 (S2, D4) (f) Vab < 0, I > 0 (D2, D3)

Fig. 6: Conducting devices based on polarity of output voltage
and output current.

Considering the above analysis, the following assumptions
need to be made to formulate the effect of dead time quantita-
tively [30]. First of all, the carrier frequency of the circuit must
be sufficiently greater than the fundamental frequency. Sec-
ondly, the inverter output current is virtually sinusoidal, and
voltage variation occurs almost equidistantly. Lastly, switching
components should have a minimal reverse storage time which
is negligible. According to the analysis and assumptions above,
the error voltage is calculated based on the ideal voltage and
the actual voltage with dead time as follows:

∆V = ∆V1 −∆V2 = +2fctdVDC Iout > 0, Vab > 0 (1)

∆V = ∆V1 −∆V2 = −2fctdVDC Iout < 0, Vab < 0 (2)

where VDC is the DC input voltage, fc is the switching
frequency, and td is the dead time.

III. SIMULATION RESULTS

The simulation of a full-bridge single-phase inverter circuit
is carried out in uncompensated state and compensated state
for RL and R load at a certain dead time period. Sinusoidal
Pulse Width Modulation technique is used to control the
a full-bridge single-phase inverter circuit. This circuits are
simulated in Power Simulation (PSIM) software. Waveforms
of the output voltage and output current are obtained and total
harmonic distortion values are calculated for both cases. The
results obtained for compensated and uncompensated state are
compared and evaluated.

A. Power stage and control structure of circuit

In the first step, the full bridge single-phase inverter circuit
is modeled at resistive load for uncompensated state and
compensated state. The simulations of the power circuit are
performed using PSIM. In addition, the open loop operation
of the circuit is examined by generating switching signals
with SPWM method. In this simulation, DC input voltage and
low pass filter values are 400V, 3.60mH, 15µF, respectively.
LC filter values are calculated depending on the amount of
fluctuation of inductance current, switching frequency and DC
bus voltage. The power and control circuit of single-phase full
bridge inverter with resistive load are shown in Figure 7.

Fig. 7: Power and control circuit of single-phase full bridge
inverter.

B. Compensated circuit

As mentioned before, time compensation methods are used
to reduce this negative effect. According to this method, if
the pulse width is changed at the zero points of the current,
the distortion of the output waveforms is reduced. Thus,
THD values are reduced. That is, the reference signal must
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change for the compensation to be applied to the circuit in
this simulation. In this simulation, this method is applied by
designing the following formula.

Vcontrol,update =

{
Vcontrol +∆V if Iout > 0

Vcontrol −∆V if Iout < 0
(3)

where, Vcontrol is the reference signal of the inverter circuit in
the uncompensated state and ∆V is the error voltage as seen
in formulas (1) and (2). This error voltage should be added
to Vcontrol to determine the new reference signal. Thus, this
signal is updated and PWM signals are sent to the respective
MOSFETs for compensation according to the polarity of the
output current.
C. Uncompensated and compensated state with resistive load

Figure 8 shows the output voltage and output current when
the full bridge inverter was connected to a 100Ω resistive
load, both in the absence of dead time compensation and in
its presence. In the uncompensated state, it can be observed
that the output current remains at zero for a longer duration
compared to the compensated state due to the effect of the
dead time. As a result, the output voltage is more significantly
affected at that instant. In light of this information, it is
anticipated that there will be an increase in harmonic distortion
values (THD) in the uncompensated state will be higher than
in the compensated state. The simulation results also support
this hypothesis. As depicted in Figure 8, the THD value of the
output voltage decreases by 41.01% at a resistive load in the
compensated state. Thus, the adverse effects of the dead time
are mitigated to a significant extent using the compensation
method.

(a)

(b)

Fig. 8: Output voltage and output current waveforms with
resistive load; (a) Uncompensated state; (b) Compensated
state.

D. Uncompensated and compensated state with resistive-
inductive load

Figure 9 shows the output voltage and output current
when the full bridge inverter was connected to an 85Ω and
143mH resistive-inductive load, both without and with dead
time compensation. Comparing Fig. 9(a) with Fig. 9(b), the
compensation method provides a significant decline of about
31.54% in the distortion caused by dead time.

(a)

(b)

Fig. 9: Output voltage and output current waveforms with
resistive-inductive load;(a) Uncompensated state; (b) Compen-
sated state.

IV. EXPERIMENTAL RESULTS

Experimental tests with the single-phase full bridge inverter
were carried out for resistive and resistive-inductive load at
compensated and uncompensated state. The operating param-
eters of the inverter and component list are given in Table 1.

A. General working blocks of designed system

In Figure 10, a comprehensive block diagram illustrates
the experimental setup utilized for the inverter testing. This
diagram encompasses various crucial components such as the
DC input voltage, capacitors, optocouplers, and isolated DC
sources. Central to this setup is the microcontroller, which
oversees the general functioning and synchronization of the
components. Moreover, the inclusion of an isolated current
sensor adds to the precision of the system by providing real-
time current measurements. The inverter power circuit, an
essential part of the structure, ensures the necessary power
conversion, while an output low-pass filter has been incorpo-
rated to refine the output quality. To offer a more tangible
perspective, Figure 11 visually represents the inverter’s power
circuit as implemented in a controlled laboratory environment.
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TABLE I: Keysystem specifications and component list of the inverter circuit.

Parameters Symbols Values Component List

Input Voltage Vin 400V Mosfet FGH20N60SFD-600V/20A
Output Voltage Vout 220Vrms Inductors 3.60mH
Input Current Iin 1.4A max Optocoupler TLP350
Output Current Iout 0-3A Output Capacitor 4µF
Switching Frequency fs = 1/Ts 20kHz Input Electrolytic Capacitor 470µF

Dead Time td
1µs

(2% of Ts)
Input Ceramic Capacitor 2.2µF

Line Frequency fL 50Hz Microcontroller STM32F407G
Filter Inductance L 3.60mH Comparator LM311N
Filter Capacitive C 15µF Current Transducer LEM HX05- NP

Fig. 10: Block diagram of full bridge single-phase inverter.

Fig. 11: Full bridge inverter circuit with power circuit.

B. Software design

Control signals of mosfet are generated using digital SPWM
algorithm running on a high-performance microcontroller [31].
Firstly, various adjustments are arranged easily at the begin-
ning such as counter mode, clock configuration and dead time
value by using microcontroller development tool as desired.
Then, it is created a sine table by writing the relevant codes
and used the functions of the timers. The reason is that the
microcontroller uses the counter instead of the triangle wave.
Finally, necessary signals will be generated by comparing the

counter and the sine table values, depending on whether the
dead time is compensated or not, where the flow diagram of
the SPWM algorithm is given in Figure 12.

Fig. 12: The Flow Diagram of SPWM Generation.

C. Uncompensated and compensated state with resistive load

In case of experimental study, Figure 13 shows the output
waveforms and THD values of the output voltage at uncom-
pensated and compensated states in case of a resistive load.
When comparing Figure 13(a) and 13(b), it can be seen that
the compensated method decreases the distortion caused by
dead time by about 34.46%. In addition, the relation between
the output voltage and THD values for the resistive load in the
uncompensated and compensated states is shown in Figure 14.
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(a) (b)

(c) (d)

Fig. 13: Output voltage and output current waveforms with
resistive load; (a) Compensated state; (b) Uncompensated
state; (c) THD value in compensated state; (d) THD value
in uncompensated state.

Fig. 14: Relation between THD and output voltage in resistive
load.

D. Uncompensated and compensated state with resistive-
inductive load

Figure 15 provides a clear representation of the output
waveforms, offering a detailed view of the differences in
total harmonic distortion (THD) measurements between the
compensated and uncompensated states when subjected to
a resistive-inductive load. Upon closely observing Figure
15, it becomes evident that there’s a significant reduction
in the THD value associated with the output voltage in
the compensated state. Specifically, the reduction is around
25.24% when compared with its uncompensated counterpart.
This observation underscores the effectiveness and potential
benefits of the method we’ve employed. Furthermore, if we
direct our attention to Figure 16, it presents an intriguing

overview of the relationship dynamics between the output
voltage and THD values. This relationship becomes even more
apparent when assessing an resistive-inductive load across
both states, offering a comparative perspective between the
uncompensated and compensated scenarios.

(a) (b)

(c) (d)

Fig. 15: Output voltage and output current waveforms with
resistive-inductive load; (a) Uncompensated state; (b) Com-
pensated state; (c) THD value in compensated state; (d) THD
value in uncompensated state.

Fig. 16: Relation between THD and output voltage in resistive-
inductive load.

Under the given conditions where the DC input voltage is
set at 400 V, Table 2 provides a comprehensive overview
of the results from experimental evaluations. These results
give insights into the performance differences between the
uncompensated and compensated states across varying load
conditions, specifically focusing on resistive and resistive-
inductive loads.
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TABLE II: Experimental measurement results for 2% (1 µs)
dead time.

State Uncompensated State Compensated State

Load Resistive Resistive-inductive Resistive Resistive-inductive
Input Current (A) 1.235 1.18 1.313 1.178

Output Voltage (V) 219.2 218.5 220.7 220
Output Current (A) 2.164 2.31 2.176 2.304

THDV (%) 5.89 6.02 3.86 4.50

V. CONCLUSION

In this paper, the dead time effect of unipolar sinusoidal
pulse width modulation for full bridge single-phase inverter is
thoroughly analyzed and a method is proposed to compensate
dead time in SPWM controlled inverter. The variation of output
voltage distortion for compensated and uncompensated states
is examined and tested for resistive and resistive-inductive load
by simulations as well as by experiments. From the results one
can observe from the experimental and simulation result that
the time compensation method for a dead time of 2% result in
a reduction of THD value of inverter output voltage. According
to simulation results, THD value of the output voltage is
decreased as 41.01% at R load and 31.54 % at RL load. On the
other hand, THD value of the output voltage is decreased as
34,46% at R load and 25,24% at RL load in the experimental
results. It can be seen from the results that the dead time
compensation methods are important part for power converter,
which directly affects the output performance, stability and
reliability of the control system. Experimental and simulation
results demonstrate the usefulness of the compensation method
and show that time compensation method has simple control
logic and can be realized conveniently and easily. The output
voltage of the inverters approaches the sinusoidal wave as
the THD values decrease and the results confirm to validity
of the time compensation method in both simulation and the
experimentation.
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[1] Çamur S., Arifoğlu B., Beşer E. Kandemir and Beşer E. “Design and
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Research Article 

 

Abstract—The purpose of this study was to evaluate the 

relevancy of LED lamp parameters to ordinary customers as well 

as to find out which parameters are more or less significant for the 

purchasers. It was found that the majority of customers have some 

difficulties understanding the luminous parameters of LED lamps 

but are aware of the efficiency and advantages of these artificial 

light sources. In order to propose the selection guide for LED 

lamps, the MCDM (Multiple-Criteria Decision-Making) 

techniques were applied.  The proposed algorithm consists of eight 

steps and covers all LED lamp parameters declared by the 

manufacturer. 

 
 

Index Terms—Artificial Light Sources, Efficiency, LED lamps, 

Luminous parameters, Multiple-Criteria-Decision-Making. 

 

I. INTRODUCTION 

 

N THE MODERN WORLD, light-emitting diode (LED) 

lamps are actively used to illuminate domestic and industrial 

premises and are confidently replacing other types of lamps, 

such as halogen, luminescent and incandescent lamps. By 2026, 

the LED lamps market is expected to grow by 211 percent 

compared to 2020, when LED lamp production reached 

US$75.8 billion [1]. The high growth of LED bulb production 

is based on the cogent advantages of its luminous and electric 

parameters in comparison to other types of lamps [2]. The main 

parameters such as rated power (P), efficiency (η), luminous 

flux (Ф), and life-time (LT) of four light bulbs commonly used 

in home applications are presented in Table 1. 

As can be seen from Table 1, LED lamps provide the highest 

quality artificial lighting and are more economical than other 

types of lamps using different physics to produce the light.  

 

 
TABLE I 

THE COMPARATIVE PARAMETERS OF GENERALLY USED LIGHT 

BULBS 
 

 
Incandescent 

lamp 

Halogen 

lamp 

Luminescent 

lamp 
LED lamp 

Life time, 

T, houres 
1000 2000 8000-20000 > 50 000 

Efficiency 

η, lm/W 
10 30 60 ≈95 

Average 

luminous 

flux, Ф, lm 

Power, W 

400 40 30 9 4 

650 60 40 12 5 

900 75 52 15 8 

1200 100 67 20 10 

1600 150 87 23 15 

 

Approximately 3.5 times longer than luminescent lights, 25 

times longer than halogen lamps, and 50 times longer than 

incandescent bulbs is the lifespan of an LED lamps.  

The amount of luminous flux depends on the amount of 

power consumed. The more power an artificial light source 

uses, the more luminous flux is produced. In this rating, both 

LED and luminescent lamps show satisfaction results, although 

the LED lamp's consumption of electric power for producing 

the same amount of luminous flux is around twice as low. The 

low and worst results of this parameter are demonstrated by 

halogen and incandescent lamps accordingly. A halogen lamp 

requires 78 watts to produce a luminous flux of 1600 lumens, 

while an incandescent bulb consumes twice as much energy. 

Another important indicator is the efficiency of the artificial 

light source. The efficiency of the incandescent lamp is the 

lowest, while the values of the luminescent, halogen, and LED 

light sources are 60 percent, 30 percent, and 95 percent, 

respectively. The efficiency of an artificial light source is 

defined [3] as the ratio of the light flux produced by this source 

to the electrical power consumed from the electric grid and 

expressed in lm/W.  Due to the development of semiconductor 

technology and materials science, the efficiency of LED light 

sources is approximately doubling every three years [4]. 

According to EU regulation [3], the light bulb efficiency should 

not be less than 85 lm/W.  

Nowadays, the prices for electricity in Lithuania for 

residential consumers are on average 0.24 Eur./kW [5]. 
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According to Eurostat report [8], the amount of electricity 

consumed by the average consumer for lighting is 9 to 12 % of 

total consumption. Therefore, it is preferable and advised to 

utilize LED lighting. As the recommended standard efficacy for 

other types of lamps presented in Table 1 is below 85 lm/W, 

only LED artificial light sources will be addressed in this 

article. 

However, the LED bulbs proposed by manufacturers have 

different numerical values for the same parameters, such as life 

span, efficiency, and luminous flux, and thus it is important to 

find out how and on what basis ordinary buyers choose a certain 

light source. 

In these latter days, there are a sufficient number of studies 

dealing with lamp-choosing aspects for domestic usage. The 

study [6] shows that the main motives for using LED lamps are 

price, quality, energy savings and consumption, reliability of 

LED lamps, compatibility of LED lamps with lighting fixtures, 

brand, product availability, and environmental friendliness. 

Three key factors led researchers to select LEDs: increased 

lamp life, reduced energy use, and lower utility costs [7]. 

According to the study [8], 34% of respondents are extremely 

well knowledgeable on the benefits of LEDs, 60% are just 

somewhat informed, and 6% hardly know anything. This study 

also asserts that three factors—brightness, low energy 

consumption, and durability—have an effect on the selection of 

LED lamps. However, which parameters play a decisive role 

when choosing a light source or in what order these parameters 

are evaluated by purchasers is not specified. Moreover, there is 

not enough research to clarify the choice of lamp based on the 

parameters specified by the manufacturer. 

In order to specify how ordinary customers are aware of the 

parameters of the LEDs indicated on the package, a survey was 

conducted in the home-use store. 1115 people were interviewed 

during the survey. The questions and answers are from the 

interview presented in Table 2. 
 

TABLE II 

QUESTIONNARIE RESULTS ABOUT AWARENESS OF THE LED 
LAMP PARAMETERS 

 

Questions 
Answers 

Yes No Fragmentarily  Unaware  

Do you know which 

parameters of a light 

bulb you should pay 
attention to before 

buying it? 

28% 33% 29% 10% 

Do you understand the 

physical parameters 

of the LEDs indicated 

on the package? 

16% 18% 59% 7% 

Are you aware of 
which parameters 

must be shown on the 

bulb light package?  

30% 55% 14% 6% 

Do you use internet 

sources to ensure the 

right choice of lamp? 

57% 13% 27% 3% 

 

The review results in Table 2 demonstrate that 72% of 

respondents found it difficult to identify the primary lamp 

specifications, and 84% of consumers did not clearly 

comprehend what the parameters of lamps meant. Seventy 

percent of the participants lacked precise knowledge of the 

requirements for the manufacturer's label on the package of 

light bulbs. Also still, the majority of respondents (57%) 

research lightbulbs online before making a purchase. But the 

internet can't always provide accurate information regarding 

lamp parameters, so everyone should be cautious and make sure 

the sources they rely on are reliable [9]. Consumers who are 

looking for precise information regarding lamp parameters 

should make use of reliable websites, manufacturer 

specifications, and articles that have undergone expert review 

[10]. 

The purpose of this study is to evaluate the importance of the 

LED bulb parameters declared by the manufacturers and to 

determine which lamp's specified parameters and in which 

sequence are more or less preferred when choosing an 

affordable artificial light source using MCDM (Multiple-

Criteria Decision-Making) techniques. 

II.  THE PARAMETERS OF LIGHT BULBS DECLARED BY 

MANUFACTURERS 

The information designated on the lamp’s package should 

comply with the regulation [3]. Manufacturers often include 

information about a lamp that falls into one of two categories 

on the package. One of these is the lamp's electrical 

specifications, including the rated voltage (U, V), wattage (P, 

W), and grid frequency (f, Hz) to which it can be connected.  

The luminous parameters of a lamp are a different set of 

parameters [11]. These comprise a lamp luminous flux (Ф), the 

light source's lifetime (LT), color temperature (TC), color 

rendering index (CRI), and light beam angle (LBA). A list of 

LEDs lamp from one of the stores is shown in Table 2. Lamps 

from the same manufacturer are identified by the same capital 

letter, and that companies’ product line is identified by a 

numerical index. The Table 3 displays the rated specifications 

for each artificial light source that the customer may see on the 

package. 

Rated power (P, W). The amount of energy consumed by 

the lamp to produce light is indicated by its rated power.  

Visible light is a small part of the spectrum of 

electromagnetic radiation in the range from 360 to 830 nm that 

causes a visual sensation in the human eye. The amount of 

visible light emitted by a lamp is called the luminous flux (Ф). 

This parameter is measured in lumens (lm) and is related to the 

power of the lamp, but, as can be seen from Table 2, it does not 

have a linear relationship with the rated power of a lamp.  

The efficiency of a lamp is its most crucial component. 

Efficiency is defined as the luminous flux (Ф) to lamp power 

(P) consumption ratio.   
 Also, manufacturers indicate the energy efficiency class 

(EEC) of the lamp. The EEC label provides details about an 

electrical appliance's energy usage so that customers may 

choose the best model of lamp. This is underlined on the label 

by the use of colors on the arrows, where green denotes 
maximum efficiency and red denotes the lowest performance 

level. For the lamps, the energy efficiency classes are separated 

into seven categories, with values stated as letters from A to G 

and indicating the efficiency range of artificial light sources 

[12]. The efficiency of Class A lights is 210 lm/W. The ranges 

of 185-210, 160-185, 135-160, 110-135, and 85-110 lm/W, 

respectively, show the efficacy of artificial light sources with 
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classes B, C, D, E, and F. The class G lamp has the lowest 

efficiency, which is 85 lm/W. 
Colour temperature (TC) describes the tone of the light that 

a light bulb emits. Between 1000- and 10,000-degrees Kelvin 

are used to quantify TC. It is very important that customers 

select a lamp with the proper colour temperature when lighting 

a space. The TC has a significant impact on the human psyche 

because different colours of light induce different feelings, 

moods, and associations. The lighting manufacturers use a 

variety of colours to make the light that is emitted look pleasing 

to the eye [13]. The impact of light's colour temperature on a 

person's physical and mental health can be either beneficial or 

harmful. A light that is between 2300 and 3000 K in 

temperature is better for the eyes and more relaxing. According 

to research [14], exposure to light with a TC of 5000–6000 K 

elevates blood pressure, heart rate, and levels of both physical 

and mental activity. To avoid health case deterioration, it is 

recommended to reside in a high-TC environment for no more 

than 3-5 hours per day. The TC range of artificial light sources 

within 2200–3000K is best for human vision. 

Another important characteristic of a lamp is the colour 

rendering index (CRI). The CRI is a luminous parameter of an 

artificial light source that indicates how accurately that light 

source displays the natural colours of the illuminated object 

[15]. The CRI range is defined from 0 to 100. If CRI is 0, then 

all objects have the same colour. If the CRI is 100, then the light 

source transfers to the observer the true colours of the object. 

The low CRI that cannot simulate day-light colours decreases 

serotonin production in the human brain and causes serotonin 

syndrome. The higher the CRI of the artificial light source, the 

better the colour rendering. A study [16] shows that for the 

avoidance of vision problems, it is recommended to use 

luminaries with sufficient colour rendering of at least 80. 

The spread of light from the light source is defined as the 

light beam angle (LBA) and measured in degrees. LBA 

determines the area illuminated by the light: with a higher LBA, 

more area is illuminated, and with a lower LBA, a smaller area 

is lightened [17]. The light will be more evenly dispersed but 

will have less luminous flux with wider beam angles. 

Conversely, greater light intensity will distribute less light at 

narrower angles.  

 

 
TABLE III 

LED LAMP’ PARAMETERS DECLARED BY MANUFACTURES 

 

Code/i

ndex 

Rated 
Power 

P, W 

Luminous 
Flux 

Ф,lm 

TC, 

K 

Light 

Beam 

Angle 
LBA, 0 

Energy Efficiency Class 
EEC 

Price, 

Eur 

Lifetime 
LT, 

years 

CRI 

Letter 

Efficiency 

η 

lm/W 

Average 

Efficiency 
ηav 

lm/W 

A1 7,5 806 2700 360 D 135-160 147,5 10,99 1,7 95 

A2 4 470 4000 360 E 110-135 122,5 5,99 1,7 80 

A3 6,5 806 2700 360 E 110-135 122,5 6,49 1,7 80 

B1 5,9 806 2700 360 D 135-160 147,5 9,29 1,7 90 

B2 8 806 2700 360 F 85-110 97,5 4,79 1,7 80 

B3 10,5 1521 2700 150 D 135-160 147,5 12,99 1,7 90 

B4 8,5 1055 4000 150 E 110-135 122,5 9,79 1,7 80 

B5 12,5 1521 2700 150 E 110-135 122,5 8,79 1,7 80 

B6 10 1055 2700 150 F 85-110 97,5 5,79 1,7 90 

B7 7,5 806 4000 150 F 85-110 97,5 4,79 1,7 80 

C1 8,8 806 4000 360 F 85-110 97,5 4,79 10 80 

C2 11 1060 4000 360 F 85-110 97,5 5,79 10 80 

C3 13,2 1521 4000 360 F 85-110 97,5 8,79 10 80 

D1 10 1065 4000 220 F 85-110 97,5 4,79 2,85 85 

D2 13,5 1521 6400 220 E 110-135 122,5 6,99 2,85 85 

D3 10 1055 3000 220 E 110-135 122,5 6,99 2,85 85 

D4 10 860 3000 200 E 110-135 122,5 3,29 2,85 85 

D5 12 960 3000 240 E 110-135 122,5 3,79 2,85 85 

D6 12 1060 3000 240 E 110-135 122,5 8,99 2,85 85 

D7 15 1340 2700 360 A 210 210 5,49 2,85 85 

D8 18 1901 6400 360 A 210 210 6,49 1,7 85 

D9 15 1500 6400 360 A 210 210 5,49 1,7 85 

D10 15 1350 4000 360 E 110-135 122,5 5,49 1,7 85 

D11 18 1900 3000 120 A 210 210 6,49 2,3 85 

D12 15 1340 3000 360 A 210 210 6,49 1,7 85 
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The room should be evenly and brightly illuminated 

throughout by the LB with an LBS of 360 degrees. The narrow 

LBA light bulb (from 10 to 46 degrees) emits light that only 

illuminates the designated region of the room. The lamps, 

presented in the Table 2 are classified [18] as having wide (100-

1300) and very wide (1300 or more degree) LBA. LBs with a 

narrow LBA are used for the illumination of working places. If 

there are several working places in the room, the number of LB 

with narrow LBA should be increased in accordance with the 

number of working places. For ordinary areas, it is preferable 

to use artificial light sources with a wide LBA that help to 

decrease their amount as well as save electric energy 

consumption. 

III. MATHEMATICAL MODEL FOR THE LIGHT SOURCE 

SELECTION 

In order to determine the level of importance of lamp 

parameters that influence choice and to propose the selection 

algorithm for LED lamps, the Multiple-Criteria Decision-

Making (MCDM) technique was used. The MCDM method 

was applied to the lamps, whose parameters are presented in 

Table 3. 

The MCDM clearly assesses numerous competing factors in 

decision-making. The equations used in this section were 

published in [19].  Using the MCDM method, a n x m working 

table is created in which the first column, in the form of an X 

quantity, contains alternatives that can affect the final decision. 

For this study, quantity X is the number of LED lamps offered 

by the store (Table 3). 
 

𝑋 = {𝑥𝑖},   𝑖 = 1, 𝑛;  𝑛 = |𝑋| (1) 
 

Here: X-is the quantity of proposed lamps;  

          n - the number of proposed lamps. 
 

The quantity R represents the criteria for lamps that are 

written in the first row of Table 4 and includes price (Pr), 

average efficiency (ηav), rated power (P), luminous flux (Ф), 

colour temperature (TC), colour rendering factor (CRI), light 

beam angle (LBA), and lifetime (LT). The listed criteria are 

arranged in order from the most significant to the least 

significant. The significance of criteria was determined 

according to interview results (Table 2) and based on the studies 

[6-8]. 
 

𝑅 = {𝑟𝑗},   𝑗 = 1, 𝑚;  𝑚 = |𝑅| (2) 
 

Here: R-is the quantity of proposed criteria;  

          m - the total number of proposed criteria. 
 

Therefore, the working table should consist of n rows and m 

columns. 

At the next stage of the analysis, the weight of each criterion 

is calculated. As the number of criteria m is less than [20] for 

the weight determination, the simplified equation (3) is used: 
 

𝜔𝑗 =
2 ∙ (𝑚 − 𝑗 + 1)

𝑚 ∙ (𝑚 + 1)
 (3) 

 

Here: ωj-is the weight of j criterion. 

If all the criteria for the customer are equivalent, that is, he 

cannot decide which of the criteria is greater or less important 

for him, then the weights of all criteria are calculated as follows: 
 

𝜔𝑗 =
1

𝑚
 (4) 

 

For both weighted or equivalent criterion case, the 

correctness of the criteria weight calculation is checked by 

accepting that the sum of all weights must be equal to one: 
 

∑ 𝜔𝑟

𝑚

𝑗=1

= 1 (5) 

 

The following phase of the analysis includes the calculations 

of the values of the local priority vector (LPV) using one of the 

formulas (6) or (7). The LPV quantitatively describes the set of 

features, i.e., a set of criteria inherent in one object, i.e., an 

alternative. The calculated NPV values uij are entered in Table 

4 through the slash. The choice of formula (6) or (7) is carried 

out according to the rule: a) if an increase in indicators among 

alternatives according to one or another criterion leads to an 

improvement in quality, formula (6) should be used; b) if the 

increase in indicators among alternatives for one or another 

criterion leads to a deterioration in quality, formula (7) is used: 
 

𝑢𝑖𝑗 =
𝑐𝑖𝑗 − 𝑐𝑖𝑗

𝑚𝑖𝑛

𝑐𝑖𝑗
𝑚𝑎𝑥 − 𝑐𝑖𝑗

𝑚𝑖𝑛
∙ 100% (6) 

 

𝑢𝑖𝑗 =
𝑐𝑖𝑗

𝑚𝑎𝑥 − 𝑐𝑖𝑗

𝑐𝑖𝑗
𝑚𝑎𝑥 − 𝑐𝑖𝑗

𝑚𝑖𝑛
∙ 100% (7) 

 

Here: uij-is LPV defined for the uij element of Table 3, %;  

          cij-the weighted value j criterion of the alternative i; 

          cij max and cij
min is a maximum and minimum values of 

weighted criterion j. 
 

Finally, the vector of global priorities (VGP) is obtained. The 

VGP is the ultimate goal of multi-criteria analysis and 

determines the only possible solution from the total set of 

proposed alternatives. The values of the GPV are defined as 

V={vi}, i=1, n and calculated using equation (8): 
 

𝑣𝑖 = ∑ 𝑢𝑖𝑗 ∙ 𝜔𝑖

𝑚

𝑗=1

 (8) 

 

Here: ωi-is the weight of i alternative. 
 

The determination of the optimal value of VGP with the 

designation of the number of the optimal alternative, that is, the 

desirable solution of selection, is carried out using a set of 

expressions (9): 
 

𝑣𝑜𝑝𝑡 = max {𝑣𝑖};   𝑖𝑜𝑝𝑡 = 𝑘;  𝑥𝑜𝑝𝑡 = 𝑥𝑘 (9) 
 

Here: vopt-is optimal value of VGP; 

          k-is the number of optimal alternatives. 
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IV. MODELLING RESULTS AND DISCUSSIONS 

 

Table 4 presents the results of selecting a single artificial 

light source from a set of 25 LED lamps according to the 

parameters declared by the manufacturers. Bold blue and red 

mark the lowest and highest values of the criteria within one 

alternative, as well as the values of the LPV in points. LPV 

criteria Pr., P, and TC were calculated using equation (7), that 

is, guided by the principle that the greater the value of the 

criterion, the worse for the purchaser. For all other criteria, 

namely η, Ф, CRI, LBA, and LT, equation (6) was applied, 

since the higher the value of the criterion, the better this product 

is for the customer. The value of LPV is written with a slash 

and, in some cases, has values equal to either 0 or 100 points. 0 

points for an alternative under the condition "the more the 

better" and 100 points for the condition "the more the worse" 

mean that the criterion of this alternative has the lowest possible 

value within the range of one criterion. Conversely, a score of 

0 for the "the more the worse" alternative and a score of 100 for 

the "the more the better" alternative indicates the highest 

declared value of the criterion. 

As a result of calculations, it has been defined that when 

applying criteria weighted by priorities (the weight of each 

individual criterion differs from the weights of all other criteria) 

and equivalent criteria weights, the selection result is the same. 

This is an alternative x20 with an alphanumeric code of D7. In 

the category of criteria "the more, the worse," alternative D7 

has a price equal to 5.49 euros, which is 1.4 times more than the 

designated minimum of 3.29 euros.  The TC parameter is equal 

to the minimum value of 2700K, and the rated power is 3.75 

times greater than the minimum. As mentioned earlier, the 

amount of luminous flux Ф depends on the power P, so to 

achieve a luminous flux of 1340 lm, which is only 1.4 times less 

than the designated maximum value of 1901 lm, this amount of 

energy is adequate. It should also be noted that the alternative 

D7 has an efficiency class of A, that is, the highest of all the 

proposed.  Therefore, practically all electrical energy will be 

converted to light. The luminous flux Ф criterion belongs to the 

category "the more, the better." In the "the more, the better" 

category, the LBA parameter is equal to the maximum possible 

of 360 degrees, while the life-time LT of the D7 alternative is 

2.85 years, which is significantly less than the maximum of 10 

years. However, it should be noticed that the lamp's LT is 

primarily dependent on the number, frequency, and duration of 

its switching cycles. Therefore, the low value of this criteria 

obtained as a result of the simulation should not confuse the 

purchasers. The CRI parameter has an average of 85 units, 

which is quite high for the narrow range of this alternative, from 

95 to 80. 
 

 

TABLE IV 

MCDM ANALYSIS‘ RESULTS 

 

Alternatives 

X={xi}, i =1, n=25 

Criteria R={rj}, j=1, m=8 

VGP1 VGP2 

j1 j2 j3 j4 j5 j6 j7 j8 

Pr, Eur ηav 
P,  

W 

Ф,  

lm 

TC,  

K 
CRI LBA, 0 

LT, 

years 

ω1 ω2 ω3 ω4 ω5 ω6 ω7 ω8 

i xi 
Code/ 

index 

0,222/ 

0,125 

0,194/ 

0,125 

0,167/ 

0,125 

0,139/ 

0,125 

0,111/ 

0,125 

0,083/ 

0,125 

0,056/ 

0,125 

0,028/ 

0,125 

1 x1 A1 10,99/20,6 147,5/44,4 7,5/75,0 806/23,5 2700/100,0 95/100,0 360/100,0 1,7/0,0 54 58 

2 x2 A2 5,99/72,2 122,5/22,2 4/100,0 470/0,0 4000/64,9 80/0,0 360/100,0 1,7/0,0 50 45 

3 x3 A3 6,49/67,0 122,5/22,2 6,5/82,1 806/23,5 2700/100,0 80/0,0 360/100,0 1,7/0,0 53 49 

4 x4 B1 9,29/38,1 147,5/44,4 5,9/86,4 806/23,5 2700/100,0 90/66,7 360/100,0 1,7/0,0 57 57 

5 x5 B2 4,79/84,5 97,5/0,0 8/71,4 806/23,5 2700/100,0 80/0,0 360/100,0 1,7/0,0 51 47 

6 x6 B3 12,99/0,0 147,5/44,4 10,5/53,6 1521/73,4 2700/100,0 90/66,7 150/12,5 1,7/0,0 45 44 

7 x7 B4 9,79/33,0 122,5/22,2 8,5/67,9 1055/40,9 4000/64,9 80/0,0 150/12,5 1,7/0,0 37 30 

8 x8 B5 8,79/43,3 122,5/22,2 12,5/39,3 1521/73,4 2700/100,0 80/0,0 150/12,5 1,7/0,0 42 36 

9 x9 B6 5,79/74,2 97,5/0,00 10/57,1 1055/40,9 2700/100,0 90/66,7 150/12,5 1,7/0,0 49 44 

10 x10 B7 4,79/84,5 97,5/0,00 7,5/75,0 806/23,5 4000/64,9 80/0,0 150/12,5 1,7/0,0 42 33 

11 x11 C1 4,79/84,5 97,5/0,00 8,8/65,7 806/23,5 4000/64,9 80/0,0 360/100,0 10/100,0 49 55 

12 x12 C2 5,79/74,2 97,5/0,00 11/50,0 1060/41,2 4000/64,9 80/0,0 360/100,0 10/100,0 46 54 

13 x13 C3 8,79/43,3 97,5/0,00 13,2/34,3 1521/73,4 4000/64,9 80/0,0 360/100,0 10/100,0 41 52 

14 x14 D1 4,79/84,5 97,5/0,00 10/57,1 1065/41,6 4000/64,9 85/33,3 220/41,7 2,85/13,9 47 42 

15 x15 D2 6,99/61,9 122,5/22,2 13,5/32,1 1521/73,4 6400/0,0 85/33,3 220/41,7 2,85/13,9 39 35 

16 x16 D3 6,99/61,9 122,5/22,2 10/57,1 1055/40,9 3000/91,9 85/33,3 220/41,7 2,85/13,9 49 45 

17 x17 D4 3,29/100 122,5/22,2 10/57,1 860/27,3 3000/91,9 85/33,3 200/33,3 2,85/13,9 55 47 

18 x18 D5 3,79/94,8 122,5/22,2 12/42,9 960/34,2 3000/91,9 85/33,3 240/50,0 2,85/13,9 53 48 

19 x19 D6 8,99/41,2 122,5/22,2 12/42,9 1060/41,2 3000/91,9 85/33,3 240/50,0 2,85/13,9 43 42 

20 x20 D7 5,49/77,3 210/100,0 15/21,4 1340/60,8 2700/100,0 85/33,3 360/100,0 2,85/13,9 68 63 

21 x21 D8 6,49/67,0 210/100,0 18/0,0 1901/100,0 6400/0,0 85/33,3 360/100,0 1,7/0,0 57 50 

22 x22 D9 5,49/77,3 210/100,0 15/21,4 1500/72,0 6400/0,0 85/33,3 360/100,0 1,7/0,0 59 51 

23 x23 D10 5,49/77,3 122,5/22,2 15/21,4 1350/61,5 4000/64,9 85/33,3 360/100,0 1,7/0,0 49 48 

24 x24 D11 6,49/67,0 210/100,0 18/0,0 1900/99,9 3000/91,9 85/33,3 120/0,00 2,3/7,2 61 50 

25 x25 D12 6,49/67,0 210/100,0 15/21,4 1340/60,8 3000/91,9 85/33,3 360/100,0 1,7/0,0 65 59 

           VGP1- is the vector of global priorities under weighted criteria 

          VGP2- is the vector of global priorities under equilibrium criteria 
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IV. CONCLUSION AND RECOMMENDATION 

During the study, it was found that selecting an appropriate 

LED lamp for residential use becomes challenging because 

most consumers lack a thorough awareness of factors like the 

luminous qualities of artificial light sources. The majority of 

respondents make a choice, paying attention to price, wattages, 

and efficiency, while other luminous parameters of lamps 

declared by manufacturers are little known or unknown at all. 

The CRI, Ф, TC, and LBA are complicated concepts for many 

common customers, despite the fact that they have a direct 

impact on how an illuminated item is physically perceived by 

the human eye. In order to optimize the possible options from 

the set of proposals, a mathematical model of "Multiple-Criteria 

Decision-Making " analysis was proposed. The MCDM method 

allows one to select one lamp with optimal parameters from the 

proposed N items and identify parameters that are questionable 

or do not have a significant impact on the final choice, such as 

power rating P, CRI, and LT. It is reasonable to consider the 

energy efficiency class (EEC) at the beginning of the selection 

process. In the second step, it is useful to determine the desired 

power (P) and luminous flux (Ф) of the light bulb. 

Additionally, because the CRI parameter for LED lamps has 

a fairly limited range from 80 to 95, it is not essential to 

specifically regard one because it should be equal to or greater 

than 80. Another parameter that should not be taken into 

consideration is the lifetime (LT) of the lamp because, as 

mentioned above, it depends on the frequency of the lamp's 

commutation. 

Summarizing the study, the authors propose an LED lamp 

selection algorithm in several steps. This LED lamp selection 

guide is offered according to the above conclusions, covers all 

the criteria involved in modelling, and includes the following 

steps: 

1. Determine an admissible price. 

2. Make sure that the electrical efficiency class is in the range 

[A; C]. 

3. Review the rated power; it should be as low as possible. 

4. Check the luminous flux: it should be no less than 806 lm. 

5. Make sure the color temperature does not exceed 4000K. 

6. Verify that the CRI is not less than 80. 

7. Review the light beam angle: it should be higher than 240 

degrees. 

8. Examine the lifetime: the bigger the number of hours, the 

better. 
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Mehmet Rıza Saraç, Omur Aydogmus

Abstract—This paper presents a real-time simulation of a dif-
ferential drive mobile robot (DDMR). The permanent magnet DC
motors that drive the robot’s left and right wheels were modeled
and executed in real-time on a Field Programmable Gate Array
(FPGA) based co-simulator platform, interfacing with the Webots
robot simulator, which simulates the DDMR on the PC side. The
electrical parameters, which are not available in robot simulators,
were simulated and measured by the proposed co-simulator
system in real-time under various environmental conditions and
trajectories of the robot. Parameters such as current, voltage, and
torque were measured instantaneously, enabling a more realistic
simulation. Additionally, the cycle time of the robot simulator
was determined to be 32 ms, and the developed FPGA-based
simulation operated at approximately 2000 times the speed of
the robot simulator. The results demonstrate the applicability of
the developed platform in robotic applications.

Index Terms—Co-simulator, Digital Twin, FPGA, Mobile
robot, Real-time digital simulator.

I. INTRODUCTION

OVER time mobile robots have increasingly become in-
tegrated into our daily lives, taking on different forms

and playing significant roles in various sectors [1]. They have
proven their adaptability in industrial production [2], medical
applications [3], agricultural processes [4], space exploration
[5], and various other fields. As technology advances, it is
evident that mobile robots have the potential to overcome
challenges and stimulate innovation in different areas [6].

Mobile robots are typically divided into two main cate-
gories: wheeled robots [7] and legged robots [8]. Additionally,
there are various approaches to combining wheeled and legged
components to create different types of robots [9]. Wheeled
mobile robots exhibit variations in wheel type, quantity, and
assembly configuration. Designs range from standard types to
mecanum, omni, and spherical wheels, as well as differential
and steering wheels, depending on the connection configura-
tion [10].

However, constraints such as time and cost make it imprac-
tical to work directly with mobile robots. Many applications
require preliminary work to be done in a simulation environ-
ment. Various robot simulation platforms, such as Gazebo,
Webots, Coppeliasim, and Isaac Sim, have been developed for

Mehmet Rıza Saraç is with the Department of Mechatronics En-
gineering, Technology Faculty, Firat University, Elazig, TURKEY e-mail:
mrsarac@firat.edu.tr

Omur Aydogmus is with the Department of Mechatronics Engi-
neering, Technology Faculty, Firat University, Elazig, TURKEY e-mail:
oaydogmus@firat.edu.tr

this purpose. These simulators are considered a practical and
effective approach for developing control strategies, but not
all simulators are suitable for simulating electrical variables
like current and voltage. These simulators typically focus on
kinematic and dynamic modeling using physics engines [11].

As an alternative, simulation techniques, especially
Hardware-in-the-Loop (HIL) simulations, are becoming in-
creasingly popular in various systems, including robotics [12],
automotive [13], power systems [14], and aircraft systems
[15]. For instance, a backstepping control regulator has been
implemented for PUMA 560 using the FPGA-in-the-loop
option on the Xilinx Zedboard Zynq FPGA with the Hardware
Description Language (HDL) Coder tool [16]. Another study
focused on optimizing solution times for real-time use of
inverse kinematics in articulated robots, developing and testing
an optimization algorithm compatible with FPGA architecture
[17]. Furthermore, a discussion on the application of FPGA-
based HIL simulation to computer vision in an unmanned
aerial vehicle is presented in [18].

A review of the existing literature shows that there is a
significant gap in robot simulators that do not include electrical
models. This paper proposes a novel solution using an FPGA
architecture to simulate models of electric motors with high-
speed processing. In this study, FPGA-based models for the
drive motors of a DDMR were designed and executed in
real-time with an FPGA-based co-simulator. In the proposed
system, the angular velocities and currents of the motors were
transmitted to a PC-based robot simulator platform, while
voltage and torque information was received as feedback to
the FPGA environment. As a result, the motors were operated
in the FPGA environment and seamlessly integrated with
the PC-operated robot. This innovative approach successfully
addresses the gap in traditional robot simulators and improves
the existing system by incorporating the previously ignored
electrical model component.

This paper is organized as follows: It begins with an
introduction that provides information about mobile robots
and FPGA-based HIL systems. The next section presents the
hardware side of the study, which includes FPGA. In the third
section, the robot simulator and control concept are discussed.
The experimental results are analyzed in the fourth section.
Finally, the paper concludes with a summary section that
recaps the main findings and explores their implications for
future research.

II. FPGA HARDWARE DEVELOPMENT

Real-time simulators use fixed time step algorithms for
calculations. This approach requires Dommel’s method to bee
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TABLE I
INTEL CYCLONE V SE 5CSEBA6U23I7NDK FPGA RESOURCES

Resource Description Value
LEs (K) Logic Elements 110
ALMs Adaptive Logic Modules 41,910
Reg Registers 116,036
MLAB (Kb) Memory 621
M10K (Kb) Memory 5,570
DSP DSP Blocks 112
18x18 Mult. 18x18 Multipliers 224
PLL Phase Locked Loop (Fractional) 6
DLL Delay Locked Loop 4
Global Clock Clock Networks 16
GPIO General Purpose I/O 288

used for systems including nonlinear components like induc-
tors and capacitors [19]. Simulator input signal is interpreted
as a sequential arrays step functions. Every simulation step
requires previous calculation results as boundary conditions.
This requires previous simulation step to be completed and the
results saved before the evaluation of next step. To compete
with required calculation work load, high speed and high
performance equipments need to be used. This performance
can be achieved by software using high speed µP with combi-
nation of real-time operation systems or by hardware approach.
Hardware development is mainly used for Very large-scale
integration (VLSI) electronic components. However, VLSI
manufacturing is a hard and painful process permitting very
limited changes after tape-out process.

FPGA-based systems has great advantages for hardware
development and permitting hardware changes even after end
product is sold. In this study DE10-Nano development board
was selected for its popularity. DE10-Nano development board
is a Solution on Chip (SoC) development platform produced
by Terasic company. Platform designed around Intel Cyclone
V 5CSEBA6U23I7 SoC device which contains dual core
ARM Cortex-A9 hardware processor and FPGA fabric with
resources listed in the Table I [20].

The development board has an onboard Analog-Digital Con-
verter (ADC) system based on Linear Technology LTC2308.
The ADC has a resolution of 12 bits, operates at a speed
of 500 KSPS, and 8 analog input channels. It supports a
4-wire Serial Peripheral Interface (SPI) connection interface
with a maximum operating frequency of 40 MHz. Proposed
FPGA-based real-time digital simulator system also includes
an interface board for analog signal inputs and outputs. The
analog interface board also contains Digital-Analog Converter
(DAC) systems which the development board does not include.
The DDMR simulated for this study has two DYNAMIXEL
XL430-W250-T servo motors with gear ratio of 258.5:1. The
proposed real-time simulator was designed to simulate Per-
manent Magnet Direct-Current (PMDC) motors. To simulate
gear box mechanical loading of servo motors used by robot,
additional mechanical load was configured with parameter
inputs of real-time simulator. The load torque on the shaft of
servo motors are simulated by Webots simulator and received
as Ti signal by real-time simulator.

The real-time simulator was designed to accept eight input
signals which four of them are supply voltage and torque

Global Control Logic for Simulator Module

Float Division

Float Multiplication

Float Addition

Simulator Module

Float Value

Fig. 1. PMDC motor simulator module of digital twin system

inputs for both left and right motors. Other input signals
are parameter inputs for simulator assumed to be same for
both motors which are BL, JL, KM , and KB . ADC inputs
for supply voltages and torque inputs were privileged and
configured to be read at every ADC read sequence.

The real-time simulator has eight channels to be read and
with the read speed of 500 Kilo samples per Second (KSPS)
each channel will have a 62.5 KSPS of speed. To increase
sampling ratio a privilege system was used. The system read
sequence has four privileged inputs and the only one of the
four parameter input channels in ADC read sequence. This
asymmetric read sequence enables a speed rate of 100 KSPS
for privileged channels and only 25 KSPS speed for parameter
inputs. All required ADC channels were read in 10 µs and after
this read sequence was completed and a signal asserted within
simulator as simulation step signal.

FPGA hardware development was made by using Intel
Quartus Prime Lite edition software freely available from
manufacturers web page. For hardware development Verilog
hardware description language (HDL) is used and Intel float-
ing point IP library was used for floating calculations. The
development board generate a clock signal of 50 MHz and
fed FPGA at three different pins. A hardware Phase Locked
Loop (PLL) unit was used to generate required clock signals
required by proposed real-time simulator. To configure and
read from ADC system an SPI module was developed to
communicate with LTC2308 ic. This module requires 40 MHz
clock signal to operate which was generated by PLL module.
A module was also designed to control reset signal. The analog
interface board contain DAC channels which use parallel
interface to communicate with development board. A module
was developed with in FPGA for PI interface used by DAC
channels.

The real-time simulator contains three main modules which
operate at 50 MHz required for simulation. There was two
motor simulator modules as depicted in Fig. 1 operating in
parallel to simulate right and left motors of robot. The real-
time simulator also contains a module as depicted in Fig. 2
as parameter module which is used to calculate required
coefficients for motor simulator modules from parameter input
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Global Control Logic for Parameter Calculator Module

Float Division

Float Multiplication

Float Addition

Parameter Calculation System for Simulator

Fig. 2. Parameter calculation module of digital twin system
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signals.
The motor simulator modules get main input signals and

calculate output signals Ia and ωm by using coefficients
calculated by Parameter Calculation module. Both modules
were designed to perform calculations with in 10 µs as it is
also one ADC read cycle. However the changes in main input
signals can be seen after one simulation cycle, the change in
parameter inputs were using an additional simulation cycle to
be ready for use by main simulator module which means at
least two cycles were required for the the change of parameters
to effect the output signals.

III. ROBOT SIMULATOR AN CONTROL CONCEPT

In this study, the Webots robot simulator was employed
for the physical calculations of the robot. Open Dynamics
Engine (ODE) was employed as the default physics engine
in WEBOTS to perform physics calculations. Additionally,
the definitions of the Turtlebot3 were utilized in the pre-
defined PROTO file, created from WEBOTS components. The
connection between this simulator (PC-side) and the Real
Time Digital Simulator (RTDS) (FPGA-side) co-simulator was
established using Python, which utilized the pydwf library to
facilitate communication with Analog Discovery 2 devices.
Within the Python program, a subprogram generated angular
velocity information to be applied to the motors for robot
movement. As illustrated in Fig. 3, Analog Discovery 2

Motor Control System

Speed Feedback

Load Torque

Armature Current

Motor Voltage

Speed Reference

Fig. 4. Control system of motor voltage

devices served as analog input and output modules for data
exchange.

The angular velocity values generated by the robot control
algorithm were transmitted to the Webots robot simulator.
Torque and angular velocity references from Webots were
combined with armature current and angular velocity feedback
information from the real-time co-simulator. These inputs were
then used to calculate the supply voltage value for the digital
motors. To derive this voltage value, in Eq. 2. is formulated
by substituting the load torque, TL(t), for the input torque,
Ti(t), in Eq. 1. The calculation of the supply voltage value,
crucial for motor application, involves a fixed value of 128 ms
for ∆t, as specified in the equation. However, given that ∆t
can vary during the simulation, it is treated as a variable and
measured for use in the calculations.

ω(t) =
(1 + ∆t)

[
(1 + ∆tRL )ω(t−∆t) + ∆tKm

J i(t−∆t)
]

(1 + ∆tRL )(1 + ∆tBJ ) + ∆t2KmKb

JL

+
(1 + R∆t

L )∆t
J Ti(t) +

∆t2Km

JL V (t)

(1 + ∆tRL )(1 + ∆tBJ ) + ∆t2KmKb

JL

(1)

V (t) =
(1 +R∆t

L )(1 +B∆t
J ) +KmKb

∆t2

JL

Km
∆t2

JL

ω(t)

+
(1 +R∆t

L )∆t
J

Km
∆t2

JL

Ti(t)

+
(1 + ∆t)

Km
∆t2

JL

Km
∆t

J
i(t−∆t)

− (1 + ∆t)

Km
∆t2

JL

(1 +R
∆t

L
)ω(t−∆t) (2)

The calculations, as depicted in Eq. 2, are executed within
the motor voltage control system illustrated in Fig. 4. These
computations were performed to generate the supply voltage
values applied to the motors. The obtained voltage and load
torque values were transmitted to the real-time simulator
through the Analog Discovery 2 device. Utilizing this informa-
tion, the real-time simulator simulated the motors, generating
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Fig. 5. Results for robot simulation for linear trajectory on a surface with inclination of 0.1 for x = 0 axis rad and 2 kg of payload; a) trajectory followed
by robot, b) speed references and simulated speed value for motors, c) armature currents for both motors, d) position and orientation of robot, e) error values
for both motors angular speed values, f) simulated load torque and supply voltages for motors

Fig. 6. Results for robot simulation for circular trajectory on a surface with slope of 0.1 rad for y = 0 axis and 2 kg of payload; a) trajectory followed by
robot, b) speed references and simulated speed value for motors, c) armature currents for both motors, d) position and orientation of robot, e) error values for
both motors angular speed values, f) simulated load torque and supply voltages for motors

angular velocity and armature current signals. Subsequently,
these calculated values were relayed back to the Python-based
control program. The program also undertakes the task of
saving these values to show the experimental results.

IV. EXPERIMENTAL RESULTS

A. Linear trajectory

The results shown in Fig. 5 are obtained for a robot carrying
a 2 kg payload on a plane with a positive slope of 0.1
rad in the x-axis. As depicted in Fig. 5a, the robot travels
approximately 4 meters linearly along the x-axis. The robot
covered the distance between the start point and the end point
in approximately 24 seconds. Fig. 5b demonstrates that the
left and right motors accurately follow the reference velocity
signals. The armature currents of the motors are illustrated in
Fig. 5c. The robot’s x, y position, and rotation information

on the z-axis θ are presented in Fig. 5d. Since the robot
moves linearly, its rotation on the z-axis is zero. The error
signals at angular velocities are shown in Fig. 5e. The high
values in the error signals in the acceleration and deceleration
regions are attributed to the control step time of the Webots
simulator, which is 130 ms. The voltage signals obtained at
the controller output and the torque values measured from
the robot wheels are analyzed in Fig. 5f. As seen, the torque
values are negative as the robot descends the ramp. In this case,
both motors should operated in forward-braking (regenerating)
mode. However the total load torque of motor is the sum of
both servo systems load torque and the load of the gearbox
inside servo system. For lower speed of robot, the motors were
operating in forward-braking mode and the armature current is
reversed. But for higher speeds of robot, the required torque
for the gearbox increased and motors needs to compensate
additional torque by working at forward-motor quarter. The
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Fig. 7. Results for robot simulation for infinite symbol trajectory on a surface with inclination of 0.1 rad for x = 0 axis; a) trajectory followed by robot,
b) speed references and simulated speed value for motors, c) armature currents for both motors, d) position and orientation of robot, e) error values for both
motors angular speed values, f) simulated load torque and supply voltages for motors

motors driving the robot are connected to the wheels through
a reducer. Thus, the torque at the output of the reducer and
the armature current patterns of the motors are dissimilar as
shown in Fig. 5.

B. Circular trajectory
As a different operation, the plane is set to a 0.1 rad

slope in the y-axis. Subsequently, the robot is operated on
a circular trajectory with a radius of 0.5m under the same
load conditions. The graphs obtained under these conditions
are presented in Fig. 6. The circular trajectory along which
the robot moves is shown in Fig. 6a. Since the robot moves
counter-clockwise, Fig. 6b illustrates that the left wheel rotates
slower than the right wheel. In Fig. 6c, between 12-19 seconds,
the left motor operates in regenerative mode, drawing negative
current. This is because, at that moment, the motor continues
to run at a positive speed. Fig. 6d depicts the robot rotating
on the z-axis for a total of one revolution, oriented in the
same direction. The error signals are presented in Fig. 6e, and
voltage and torque signals are given in Fig. 6f.

C. Infinite symbol trajectory
Finally, the robot is moved along a trajectory that resembles

an infinity symbol. In Fig. 7, the robot is unloaded, and
the plane is rotated on the x-axis by 0.1 rad in the positive
direction to obtain a slope. The starting position of the robot
is (0,-1), and the end position is (0,0.75). The trajectory of
the robot is shown in Fig. 7a. Examining Fig. 7b reveals that
the angular velocities of the motors are driven by sine and
cosine references. In Fig. 7c, it can be observed that, at some
points, the motor operates the generator mode by drawing
negative current, performing a braking operation. In this case,
the position and angle information of the robot is given in
Fig. 7d. Additionally, control error signals are shown in Fig.
7e. Fig. 7f illustrates the voltages applied to the motor and
the measured torque signals. Notably, both the left and right
motors brake by producing negative torque in different regions.

V. CONCLUSION

A study is presented to address a missing aspect of robot
simulators, namely the electrical modeling of motors. In the
proposed system, motor models were developed in real-time
within the FPGA environment. This model was integrated
with a PC-based robot simulator, introducing a new method to
address deficiencies in robot simulation. In the study, the PC
side of the robot simulator was responsible for the robot’s
dynamic features, while the FPGA-based co-simulator side
took on the real-time operation of the electrical and mechanical
models of the motors.

Upon examining the results of the study, it can be said that
satisfactory outcomes were achieved. This work demonstrates
the real-time feasibility of electrical analyses through the
development of an additional module for robot simulators.
As a future study, there are plans to create an FPGA-based
robot simulator by establishing a system similar to the physical
motor of the robot simulator discussed in this study.
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Abstract—The text classification task has a wide range of ap-
plication domains for distinct purposes, such as the classification
of articles, social media posts, and sentiments. As a natural
language processing application, machine learning and deep
learning techniques are intensively utilized in solving such chal-
lenges. One common approach is employing the discriminative
word features comprising Bag-of-Words and n-grams to conduct
text classification experiments. The other powerful approach
is exploiting neural network-based (specifically deep learning
models) through either sentence, word, or character levels. In
this study, we proposed a novel approach to classify documents
with contextually enriched word embeddings powered by the
neighbor words accessible through the trigram word series. In
the experiments, a well-known web of science dataset is exploited
to demonstrate the novelty of the models. Consequently, we
built various models constructed with and without the proposed
approach to monitor the models’ performances. The experimental
models showed that the proposed neighborhood-based word
embedding enrichment has decent potential to be used in further
studies.

Index Terms—Text classification, Deep Learning, LSTM,
Word2Vec, N-grams

I. INTRODUCTION

THE complexities of human language and the ambiguous
nature of word meanings within various contexts pose

a significant challenge for machines attempting to learn the
precise meanings of words and accurately extract important
classifications. However, with the aid of context and textual
data, or through human intervention in creating the necessary
contexts, models can be trained to process text more effec-
tively, especially through the use of deep learning or neural
networks in natural language processing. These techniques
have proven to be useful in a range of language classification
applications, including spam detection, question classification,
and news classification.

To enable accurate predictive development in language and
text processing, algorithms have been developed to identify
specific words with unique meaning scopes and to establish

RAAD SAADI MAHMOOD is with the Department of Computer Engi-
neering, Engineering Faculty, Cankiri Karatekin University, Cankiri, Turkey
e-mail: (irqrsm82@gmail.com ) ID https://orcid.org/0000-0003-0879-1989

GOKHAN BAKAL is with the Department of Computer Engineer-
ing, Engineering Faculty, Abdullah Gul University, Kayseri, Turkey e-mail:
(gokhan.bakal@agu.edu.tr) ID https://orcid.org/0000-0003-2897-3894

AYHAN AKBAS is with the Insttite for Communication Systems,
University of Surrey, Guildford, UK e-mail: (a.akbas@surrey.ac.uk) ID

relationships between words within text sentences. By devel-
oping specialized lists of text and relationships between words,
models can be trained to more accurately predict classification
outcomes and improve their usefulness.

In the field of natural language processing, deep learning
techniques such as recurrent neural networks have demon-
strated high accuracy in predicting text. These models are able
to memorize and recall previous words and information by
storing them in hidden layers and maintaining communication
between them to recognize relationships. To achieve this,
words are converted into vectors and the text is represented by
a bag of words. The text length and units are relatively small
and closely related within the model.

This article proposes a method for classifying documents,
as illustrated in Fig. 1, by following a series of steps.

Fig. 1: Document classification model training method

II. RELATED WORK

This article presents a review of previous studies on the use
of the single word2vec with n-grams and LSTM models, either
independently or in combination, followed by a comparison
of their results. Some of these studies include Trappey, Hsu,
Trappey and Lin, who utilized a Bayes-based approach with
ML and n-grams to classify patent documents with a small
dataset of 114 documents achieving a precision rate of approx-
imately 90%, but the model was not suitable for large datasets
with 200 words per document. They employed the Back-
propagation Network (BPN) algorithm for this purpose [1].
Aghila also employed a small dataset that used feature selec-
tion in document classification between single-page documents
and 400-page documents. Their approach demonstrated an
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accuracy rate of 87% to 98% on the multi-dataset, and they
recommended using the combined method for Naı̈ve Bayes
and other ML algorithms [2].

Regarding word2vec, Joulin, Grave, Bojanowski, and
Mikolov proposed the use of Word2vec in document process-
ing, utilizing images of documents, tags, titles, and captions
with 60 and 200 hidden layers. They employed the fast-
Text model with bigram and word vectors, resulting in 97%
accuracy with trigram while increasing the model’s speed
by 600x. However, this study trained with small text docu-
ments [3]. Chen and Sokolova detailed embedding algorithms
in text processing and analysis of medical and scientific texts,
including a dataset of 1000 texts categorized as positive and
negative. Their study demonstrated that the Word2vec method
is more reliable than Doc2Vec in terms of processing and
results [4].

In the realm of natural language processing, several studies
have explored the effectiveness of n-grams [5]. Marafino,
Davies, Bardach, Dean, and Dudley utilized the SVM al-
gorithm to process n-grams and extract relations. They also
combined the n-gram method with feature extraction and
achieved accuracy ranging from 0.86 to 0.98, precision of 0.90
to 0.95, and F1 of 0.88 to 0.95. However, this method was
tested on a very small dataset of diverse files, including sound
and video files [6].

Regarding the LSTM algorithm, numerous studies have
investigated its effectiveness. Graves and Schmidhuber found
that bidirectional networks outperformed unidirectional ones,
and that LSTM was faster and more accurate than standard
RNNs and MLPs. In a study by Graves, Fernández, and
Schmidhuber, the authors examined the use of long memory in
monophonic and biophonic sound classification, and found that
bidirectional LSTM outperformed both unidirectional LSTM
and traditional RNNs [7], [8].

One of the most significant studies in this field is by
Xiao, Wang, and Zuo, who proposed an efficient method
for patent document classification. Their approach involves
training a patent text classification model using Word2vec and
LSTM on a patent dataset, and addressing the dimensional
disaster issue caused by traditional methods. They vectorized
a dataset of 50,000 using Word2vec, and compared their
model’s performance with KNN and CNN. Their results
showed that LSTM+Word2vec achieved the highest accu-
racy rate of 93.48%, while normal LSTM achieved 87.7%,
CNN+Word2vec achieved 81.18%, CNN achieved 80.59%,
and KNN achieved 33.51%. Notably, their approach outper-
formed other studies that dealt with small amounts of words
and datasets in training and testing [9].

III. METHODS BACKGROUND

This study encompasses the following methods and models:

A. Natural Language Processing (NLP)

One of the sub-fields of artificial intelligence, stemming
from linguistics and computer science, is concerned with
methods of interactions and language processing between
computers or machines, human language, and methods of

communication. The central issue is how computers can ana-
lyze and process vast amounts of language data, including the
nuances of human language, so that machines can accurately
predict and understand the information and ideas contained in
documents. Challenges in natural language processing (NLP)
include speech recognition, natural language understanding,
and natural language generation. NLP combines computational
linguistics, which is modeling based on human language rules,
with statistical models, machine learning, and deep learning
models. NLP content has three categories that are common
in text processing: count-based, prediction-based, and sequen-
tial [10]. The first category relies on word frequencies with
the assumption that common words in a document have fixed
meanings, the second models probabilistic relations between
words, and the third is based on the assumption that the
sequence or stream of words has a fixed meaning for the doc-
ument. Nowadays, there are many smart applications that are
the basis for some computer or smartphone applications, such
as digital assistants [11], speech-to-text dictation software [12],
customer service chatbots [13], and other consumer amenities
that can process large amounts of text quickly, even in real-
time. Among its applications:

• Language recognition [14],
• Distinguish words [15],
• Clarify the meaning of the word [16],
• Identify specific entities [17],
• Sentiment analysis [18],
• Natural language generation [19]

B. Text preprocessing

Preparing models for text classification is a challenging task,
as it requires training models to handle textual data in its raw
form [20]. Therefore, preprocessing is necessary to reduce the
complexity of the data and transform it into a suitable format.
This involves extracting texts, words, and data from the text
corpus, and transforming them into a variable length vector
representation using a dictionary. One of the three common
NLP models, namely sequential, prediction-based, or count-
based, is then used to process and predict the words. Sequential
methods assume that words in a text corpus are linearly related
and extract the sequence of words or their stream from the
texts. Prediction-based methods, on the other hand, are based
on probabilistic relations between words. Finally, count-based
methods rely on the frequency of words in a text corpus,
assuming that common words have fixed meanings. To prepare
the data for our method, we need to carry out the following
operations in the training phase:

1) Extract text: The initial stage of training models for
text classification is word processing, which is of paramount
importance. This is followed by the stage of text processing
and filtering to exclude all general words, commonly known
as ”stop words,” which add little or no value to the text or
context and are widely used with an unspecified meaning
that does not contribute to classification. Additionally, the
context of the text is examined, which depends on the sequence
of words in sentences or sentence structure. As a result,
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the characteristics derived from this analysis strengthen the
accuracy and effectiveness of the classification subject.

2) Lemmatization: The second stage of text preprocessing
involves converting each word to its base form, while taking
into consideration its context, in order to preserve its mean-
ing. This process is followed by tokenization, which further
enhances the form of the text.

3) Tokenization: In natural language processing, the pro-
cess of substituting words with unrelated values called ”to-
kens” is used to facilitate processing and internal system of
models, without the need to carry the original words in scope.
This process involves splitting the words of a text into units,
which may involve splitting individual words, letters, or even
numbers.

4) N-gram: This study focuses on utilizing NLP modeling
for the analysis of a sequence of N-words (number of words)
in a given text. The text serves as a base for creating word
grams through NLP modeling. One-gram, or unigram, refers
to a single-word sequence. In the case of the aforementioned
statement, each word can be considered a single-gram word.
Two-gram, or bi-gram, refers to a sequence of two words. Sim-
ilarly, three-gram, or tri-gram, pertains to sequences containing
three words, as depicted in Fig. 2.

Fig. 2: N-grams

5) Classification: In order to prepare a model for text
classification, it is crucial to limit the texts that are used to
train the model. This involves selecting characteristics that
increase the model’s experience and reducing errors that may
occur during training, such as overlapping topics or repeated
words in different fields. To accomplish this, the examination
and selection of characteristics using neural convolutional
networks have proven effective in filtering and selecting the
most relevant features for classification training.

This study focuses on integrating two models, Word2vec
and LSTM, to perform the task of classification. This repre-
sents an important application of deep learning and natural
language processing. The Word2vec model is responsible for
processing words and identifying useful words and phrases
embedded in the text. The selected phrases and words are
considered important for classifying texts, regardless of their
convergence to the integrated topic or the specific words used
in the document.

On the other hand, the LSTM algorithm predicts the clas-
sification based on the proximity of words or the presence
of close words (three words or more) and the balance of

the words included in the text, such as whether it is an
electrical or medical document. Together, these two models
can accurately predict the classification of texts based on their
unique characteristics and embedded features.

6) Recurrent neural networks: RNN, a type of network
utilized in the field of deep learning, adopts a conventional
approach to handling data and constructing ideas. Upon each
data processing event, the network generates new ideas from
scratch in a traditional manner. However, the issue with this
approach is the failure to maintain previous ideas, which can
decay over time. To address this issue, a network cell is
introduced to facilitate the exchange of information between
cells, and a recurrent neural network can be conceptualized as
multiple copies of a network cell, with each copy transmitting
a message to its successor. The basic structure of a recurrent
neural network resembles that of a chain, and it is used for
processing data. This concept has been discussed in a study
by Adhikari et al. [21].

7) Word2vec: In order to train a classification model, it
is necessary to represent words in a numerical format, and
these numerical representations must be vectorized so that the
model can utilize them based on the relationship between
the words. The word2vec algorithm, which is included in
the Genism library and utilizes two neural network layers,
is used to produce high-quality vectorized representations
of words, known as word embeddings, with high efficiency
and similarity. Word embeddings are used to represent words
in vector form for numerical computation. The word2vec
algorithm is designed to target sentences in text in order to
generate word embeddings based on the context of the words
and their meanings.

Word2vec algorithm consists of two methods: the Skipgram
method, which takes a word as input and predicts the surround-
ing context as output (Fig.3), and the CBOW (Continuous Bag
of Words) method, which takes a sentence context as input and
predicts the word as output (Fig.4). These methods are then
used to generate context for the classification model through
word embeddings [4].

Fig. 3: Skipgram method

8) LSTM: LSTM is a widely-known recurrent neural net-
work that is capable of learning long-term dependencies in
data. It comprises four layers that interact with each other.
The data flows through its units and allows for a few linear
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Fig. 4: CBOW method

interactions. By evaluating the combination of corpus, LSTM
hyperparameters, and tokenized text, sequential models can
accurately classify topics and achieve high performance ac-
cording to evaluation metrics.

LSTM network has the ability to store previous data and use
it during current processing and calculations. This means that
the connection between nodes in the hidden layers remains
throughout the processing time, which makes the model more
effective.

LSTM addresses the issue of vanishing gradients by im-
plementing improvements such as the forget gate, modifying
activation functions, and utilizing memory units to enhance
connections. Additionally, LSTM maintains the sequence in-
formation of text and produces good results on features by
considering context, as illustrated in Fig. 5.

This study utilizes word2vec and LSTM with word embed-
dings to classify documents. The performance of this approach
is compared to that of a standalone LSTM model, as well as
a combination of LSTM and word2vec, and a combination
of LSTM and word embeddings generated after embedding
neighboring words.

Fig. 5: LSTM model

9) Word embeddings: Our study proposes an approach
to generating a dense vector representation of words that
captures their meaning by employing the word2vec algorithm,
which employs two main training algorithms, CBOW and
Skipgram, to learn word embeddings. The proposed approach

involves integrating LSTM with CBOW and evaluating the
performance, followed by integration with Skipgram and per-
formance evaluation. Subsequently, the approach employs the
word embeddings generated by both algorithms and evaluates
their performance using trigram words, while also generating
a neighboring words matrix instead of relying on a dictio-
nary [4].

10) Dataset: The Web of Science (WOS) is a dataset
for document classification that comprises 46,985 documents
belonging to 134 categories, which are further classified under
7 parent categories, as illustrated in Fig. 6.
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Fig. 6: WOS dataset

IV. METHODOLOGY

The principal motivation of this study is to investigate the ef-
fect of contextual information obtained by neighbor words via
trigram sequences in textual input for the classification task.
First, we generate the trigram word series through the input
documents. Then, based on the most discriminative/essential
trigram elements, we extract the neighboring words accessed
by the shared words/terms in each trigram element. To test
our proposed approach, we created two distinct experimental
scenarios: plain models, where we built regular classification
models using general word embeddings, and neighborhood
models, where we constructed models utilizing neighboring
word embeddings. As considered in the proposed novel neigh-
borhood model, we train our word embedding models to gain
general word embeddings using SkipGram and Continues-Bag-
of-Words algorithms. Following this step, we extract all the
trigram word series and compute the average word embeddings
based on the neighboring terms identified through the shared
words in the trigrams. Next, we added the calculated neigh-
boring word embeddings to each target word to contextually
enhance the embedding of the target word. In the final step, we
exploited the updated word embeddings by integrating them
into the embedding layer of our LSTM model to perform the
classification task.

Copyright c© BAJECE ISSN: 2147-284X https://dergipark.org.tr/bajece

BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING,     Vol. 12, No. 1, March 2024 93

https://dergipark.org.tr/bajece


A. Preparing data

The dataset contains raw data along with its errors. Prior
to training the model, it is necessary to clean the data by
examining and validating empty and irregular records. This is
followed by applying lemmatization and tokenization to the
document texts, and then splitting the data into test and train
sets. Subsequently, the first model is trained using the cleaned
text data and the results are evaluated for comparison with
other models.

B. Vectorization

Once the data is cleaned and contextual information is re-
tained, it needs to be converted into a vectorized form to enable
the classification model to process it effectively. Subsequently,
the models are integrated with word embeddings. The second
model is integrated with the CBOW algorithm while the third
model is integrated with Skipgram, and both are tested and
evaluated. The results are presented in Table I.

SKIPGRAM CBOW neighbor WORD
First Model � � �

Second model � � �
Third model � � �

Fourth model � � �
Fifth model � � �

TABLE I: Models methods (single model and combined
models)

C. Model-vec-word embedding

In this approach, a list of embedded words is prepared
to train two separate LSTM models using two methods of
Word2vec, Skipgram, and CBOW. This process produces two
lists of word embeddings that are used to train two different
LSTM models. The performance of the two models is then
evaluated to determine which one is better in terms of context
and word embeddings. Firstly, the LSTM model is trained
with Skipgram vectors, then another LSTM model is trained
with CBOW vectors, and finally, the test results are evaluated.
This method involves using a model to create vectors that
represent the relationships between words and a large number
of other words. The Skipgram and CBOW methods both train
the model on a large number of words.

D. Neighbor word embeddings

After incorporating word embeddings through both Skip-
gram and CBOW methods, the models become more precise
in their selection of words and have a broader range of words
in their embeddings. However, to improve the accuracy of
classification predictions, the models need to have greater
accuracy and depth in understanding the relationships between
words, thereby narrowing the field between the words. This
can be achieved by focusing on the relationships between
neighboring words, which can be deduced through the context
of similar texts that the models can be trained on. This will
narrow the range and number of words, reducing them to the
nearest three or more adjacent words. A list of these adjacent

TABLE II: Definition of TP, FP, TN, and FN

Prediction
Positive Negative

Truth Positive True Positive False Positive
Negative False Negative True Negative

words can be compiled and used to train models that minimize
the possibilities that may affect the correct classification.

V. EVALUATION

The main concept in classification is to evaluate the models
to determine their accuracy and reliability in classification
analysis. By reviewing the models’ performance, we can
identify the most accurate and reliable model for our clas-
sification tasks. The results obtained from training and testing
the models can be used to assess their performance.

To evaluate the performance of classification models, the
confusion matrix is commonly used. This matrix includes four
terms, namely true positive (TP), true negative (TN), false
positive (FP), and false negative (FN). Based on the confusion
matrix, various metrics can be calculated, such as accuracy,
precision, recall, F1-score, and others, as shown in Table. II.

The model prediction results are tested and trained, then
divided the results in four areas as follows:

• True Positive: The correct model classification of Positive
results (Positive).

• False Negative: The incorrect model classification of
Positive results (Negative).

• False Positive: The incorrect model classification of Neg-
ative results (Positive).

• True Negative: The correct model classification of Neg-
ative results (Negative).

These results will measure the metrics as follows:

1) Precision is a ratio calculated between the number of
positive samples correctly classified and the total number
of samples classified as positive (either correctly or
incorrectly). The precision of the model measures how
accurately it classifies a sample as positive. Precision is
calculated usingEqn 1:

Precision =
TP

TP + FP
(1)

2) Recall is a measured ratio that assesses the model’s
ability to detect positive samples. A higher recall ratio
indicates a greater number of positive samples detected.
The model’s recall is calculated as the ratio between
the number of positive samples correctly classified as
positive and the total number of positive samples. It is
measured using 2:

Recall =
TP

TP + FN
(2)
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Accuracy is one of the metrics used to measure the overall
performance of a model across all classes. It is calculated
as the ratio of correct predictions to the total number of
predictions, as shown in 3.

Accuracy =
TP + TN

TP + TN + FP + FN
(3)

F1-score: It is a measure for evaluating the predictive
abilities of a model and assessing its performance by combin-
ing two important, competing measures: precision and recall.
Currently, this evaluation method is widely used in model
assessment, as demonstrated in Eqn. 4.

F1 = 2× Precision×Recall

Precision+Recall
(4)

The objective of this study is to attain high values in
the aforementioned performance metrics for evaluating the
models. A high F1-score is obtained when precision and recall
are both high, leading to accurate class prediction. To further
improve the performance metrics, the models are enhanced
using a combined method.

VI. RESULTS

This experiment involved analyzing texts of 50,000 words
per document, as presented in Table I. The study compared
the performance of five models trained with Skipgram or
CBOW word embeddings. The results showed significant
differences in Accuracy, Recall, and F1-score when comparing
the performance of the LSTM model as a single model to
the combined models. To improve the models, the study used
neighboring words for model enhancement and analyzed the
predictions.

When evaluating the performance of the LSTM model as
a single model, the results showed an accuracy of 0.8126
and an F1-score of 0.8130. When combined with CBOW, the
accuracy improved to 0.8724, and the F1-score was 0.8722.
However, the best results were obtained by combining LSTM
with Skipgram, with an accuracy of 0.8790 and an F1-score
of 0.8790, making it the most accurate model in the study.
To save time and increase accuracy, the combined models
were also evaluated, which showed an accuracy of 0.8721 and
0.8769 for CBOW and Skipgram, respectively, and an F1-score
of 0.87.

The models were assessed based on Accuracy, Precision,
Recall, and F1-score metrics, and the results are presented in
Table III:

Method Accuracy Precision Recall F1 score
LSTM single model 0.8126 0.8194 0.8067 0.8130
LSTM with CBOW 0.8724 0.8781 0.8664 0.8722

LSTM with Skipgram 0.8790 0.8841 0.8739 0.8790
LSTM with CBOW neighbor word 0.8721 0.8764 0.8681 0.8722

LSTM with Skipgram neighbor word 0.87691 0.8833 0.8708 0.8770

TABLE III: Comparison of single and combined methods

The single LSTM method curve shows unmatching accuracy
between test and train, but combined methods show higher

matching, LSTM + Skipgram method shows higher matching
in the accuracy curve and higher performance, but the LSTM +
Skipgram neighbor word shows the lower loss result between
methods, as shown in Fig. 7. The Skipgram algorithm produces
pretrained word vectors that capture a wealth of linguistic
information from vast text corpora. LSTM’s ability to incorpo-
rate these pretrained vectors as initial embeddings provides the
model with a knowledge base of semantic relationships and
word similarities. This, in turn, facilitates faster convergence
and better generalization. Since Skipgram’s ability to consider
surrounding words leads to the generation of contextually rich
word embeddings, the LSTM model using Skipgram yields
relatively more accurate performance scores. Therefore, the
superior performance of LSTM with Skipgram in our study
can be attributed to the synergy between LSTM’s sequen-
tial learning capabilities and Skipgram’s context-aware word
embeddings. This combination enables the model to grasp
text structure, adapt to varying lengths, handle polysemy, and
leverage pretrained word vectors, resulting in improved overall
performance.
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Fig. 7: Models evaluation

VII. CONCLUSION

The Documents classification plays an important fundamen-
tal role in research and in text classification field. Documents
diverse have features that show no single algorithm can per-
form as accurate in classification fields, however the combined
methods serve more accurate with higher performance in
classification fields without limiting the studies state-of-the-
art depend on single methods or algorithms.

LSTM as one of the NLP classifiers performs better than
other NLP classifiers, and in combination with other methods,
it has a very high performance. For example, the word2vec
method creates appropriate words from context or creates
context from words, then gathers these words in a new dataset
to train the LSTM model and make the prediction more
accurate, as shown in Table III.
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The LSTM model approved the best results in Deep learning
classification models determining memory, and combined with
the word2vec methods, the neighbor word relation may need
more development to rise in accuracy and precision.

The single pre-model, as a result of its evaluation, proved
that it was trained on text word vectors only and without any
relationship between them, which left the words in the memory
of this model without any relationship between them as the
accuracy decreased in words that shared similar classifications.

The second and third models were trained under a rela-
tionship consisting of text vectors formed by methods such as
Skipgram and CBOW, where a relationship is formed between
words within the memory of the model, and here the model is
trained more clearly in the relationship and context between
words, where the relationship between words depends on the
production of vectors. While Skipgram relies on the word to
establish context and yields more accurate evaluation results,
as we have observed previously, it’s clear that focusing on
context is the key to training a model with superior accuracy
in classification. In the case of CBOW, as mentioned earlier,
the context is utilized to predict the specific word, and this
context remains in memory. This can make it easier for the
model to make accurate classifications.

It is required to delve deeper into the relationship between
words and context. There can exist relationships in texts be-
tween words, specifically with adjacent words, which narrows
down the range of words within the context or text. This
reduced context is used for training the new model, resulting in
reduced processing time and improved classification accuracy.

VIII. PRACTICAL IMPLICATIONS & FUTURE DIRECTIONS

The proposed study’s findings have significant practical
implications for document classification and natural language
processing. Firstly, employing contextually enriched word em-
beddings, specifically trigram word series, presents a promis-
ing approach for enhancing document classification models’
effectiveness. This approach leverages contextual information,
providing more nuanced and precise text representations.

Beyond this, the demonstrated potential of the proposed
approach can lead to opportunities to improve document classi-
fication across various domains. Researchers and practitioners
can address text classification challenges in subfields like
information retrieval, sentiment analysis, and content recom-
mendation with greater precision and effectiveness by utilizing
the power of these enriched embeddings. In practical terms,
this study presents a valuable contribution to the development
of more context-aware document classification models.

From the outcomes, there are two stimulating directions for
prospective research as listed below:

• Dynamic Neighborhood-Based Approaches: Investigat-
ing dynamic approaches, where the context window dy-
namically adjusts to the specific requirements of different
document types, could further improve the adaptability
and accuracy of classification models.

• Interplay with Pretrained Models: Exploring how
contextually enriched word embeddings complement or
enhance the performance of pre-trained language models

could be valuable. Combining these approaches might
result in state-of-the-art document classification systems.
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Abstract— Electric motors are widely used in various industries 

and are subject to specific acoustic noise standards depending on 

their applications. Despite their superior performance compared 

to brushed motors, brushless motors generate acoustic noise due 

to their mechanical, electrical, and electronic components. This 

study investigates the effect of changing the switching frequency 

through the driver on the acoustic noise of an external rotor 

brushless DC motor. Tests were conducted on a surface-mounted 

magnetic brushless motor with different switching frequencies, 

and detailed information about the control board governing the 

brushless motor was provided. Sound intensity and harmonic 

measurements were conducted with a dB meter in an anechoic 

quiet room. Changing the switching frequency also affects the 

motor speed, so two different measurements were taken during the 

study. In one test, the BLDC motor speed was kept constant, while 

in the other, the Duty cycle ratio was kept constant for 

measurements. An increase in the switching frequency was 

observed to reduce motor noise. However, this increase also leads 

to losses in the switching components, resulting in a temperature 

increase. The speed of the external rotor brushless DC motor was 

kept constant by adjusting the Duty cycle while changing the 

switching frequency. Increasing the switching frequency in the 

range of 12-28 kHz reduced the measured acoustic noise while 

causing temperature increases in different frequency ranges. The 

study's results indicate that the existing BLDC motor and driver 

system provide optimum performance in terms of acoustic noise 

and temperature in the 16-18 kHz range. 

 

 
Index Terms— Acoustic noise, BLDC motor, Switching 

frequencies. 

I. INTRODUCTION 

LDC(Brushless Direct Current) motor has a high starting 

torque and is often preferred in variable-speed 

applications. It can minimize mechanical wear, noise, and 

temperature without brushes [1]. Due to the absence of brush 

friction, it emits lower acoustic noise. 

  The control algorithm for BLDC motors is considerably 

complex compared to brushed DC motors [2]. The rotor 

position needs to be detected and commutation must be 

performed. Hall-effect sensors are used for rotor position 

sensing [3]. By evaluating the data from three sensors, the 

BLDC motor triggers the appropriate phase for operation. 

Control of switching angles is essential, especially during 

acceleration. The signal applied to the switching elements 

contains PWM (Pulse Width Modulation) signals. The 

switching frequency of this PWM signal is of great importance. 

Parameters related to the time constant are directly related to 

the switching frequency and rotor frequency [4].  

  BLDC motor is classified into two categories based on its 

mechanical structures: bearing, housing, rotor, and stator 

assembly, and BLDC motor control approaches [5]. While 

BLDC motor parameters remain constant during system 

operation, practical applications involve continuously changing 

parameters such as mechanical load and friction [6]. Factors 

like friction among these mechanical elements can contribute to 

mechanical noise [7]. Additionally, conditions such as the 

influence of bearing, shaft vibration, and rotor eccentricity can 

also generate noise [8]. In this context, mechanical factors and 

noise are significant considerations in BLDC motor systems. 

The electrical noise sources in the BLDC motor system are 

illustrated in Figure 1 [9]. 

 

 
Fig 1. BLDC motor noise 
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  These sources include factors such as motor power and 

switching frequency, which contribute to motor noise. 

Additionally, the motor mechanics, depending on the 

mechanical design, can directly influence the sound. 

Electromagnetic sources can also impact the noise level in 

BLDC motor design [10]. Holding torque and torque 

fluctuations are other factors that affect the sound and are 

examined as a separate field. Acoustic noise refers to unwanted 

audible sound and is of significant importance as it emanates 

from a vibrating object. Current variation and the fundamental 

frequency of acoustic noise originating from the current cause 

electromagnetic noise in the BLDC motor's commutation 

frequency [11]. In this study, the designed board in Altium 

Designer software includes ST Microelectronics components, 

an IPM (Intelligent Power Module), and an STM32G030 

microcontroller. Real-time drive parameters can be analyzed 

and manipulated through Keil u5. By gradually changing the 

switching frequency from 12kHz to 28kHz, the motor speed, 

motor sound, motor current, and motor phase signals were 

examined. 

II.  EXTERNAL ROTOR BLDC MOTOR AND DRIVER DESIGN 

  Acoustic noise in a system containing a motor is influenced by 

electromagnetic, mechanical, aerodynamic, and electrical 

sources [12]. Electromagnetic noise and vibration on the motor 

can be affected by factors such as stator shape and slot opening, 

phase imbalances, high airgap harmonics, and the magnetic 

saturation of the used core. Mechanical noise and vibration are 

influenced by the motor's assembly, while aerodynamic noise 

and vibration can be related to airflow in the motor's ventilation 

channels [13-14]. Additionally, reducing electromagnetic noise 

in BLDC motors relies on reducing torque ripple [15]. Various 

factors can contribute to torque ripple in electric motors, 

including cogging torque, non-ideal back-EMF (Electromotive 

Force) waveform, PWM current harmonics, and phase 

commutation. At high speeds, the system's inertia can 

compensate for torque ripple, but at low speeds, torque ripple 

can cause unacceptable levels of vibration and acoustic noise 

[16]. To reduce acoustic noise related to torque ripple, studies 

have been conducted on the number of poles and cogging 

torque in BLDC motor designs. Cogging torque can hinder the 

smooth operation and desired speed of the motor, leading to 

acoustic noise. The number of poles in the BLDC motor design 

has an impact on its acoustic noise [17]. Table 1 below provides 

the system parameters of the BLDC motor and the driver. 

 
Table I  

SYSTEM PARAMETERS OF THE MOTOR AND DRİVER 

 
 

Fig 2. BLDC motor driver 

 

  The BLDC motor driver is a necessary component in the 

control of BLDC motor systems. In this study, an IPM is used 

as the power stage. The IPM has a rating of 600V and 15A, and 

it includes the necessary pins for the IGBT driver, IGBT, and 

bootstrap structure. The switching elements represented by the 

symbol 'S' in the design are implemented as IGBTs. The power 

supply of the system is determined as 220VAC, and AC-DC 

conversion is performed using bridge diodes. Then, a switched-

mode power supply is used to obtain 15V. A 3V regulator is 

available for the STM32 microcontroller and the Hall-effect 

sensors used in the STM32 series. The 3V regulator and IGBT 

drivers are powered by the 15V power supply. The control 

circuit consists of the microcontroller and the system inputs. 

The driver circuit is responsible for distributing the energy from 

the source to the motor phases according to the signals from the 

control circuit. The relevant components are shown in Figure 2 

on a PCB design using Altium Designer. The structure of the 

motor driver sections provided in Figure 2 is detailed in Figure 

3 and Figure 4. 

 
Fig 3. Driver diagram 

 

  The diagram provided in Figure 3 depicts the use of Hall 

sensors to detect the rotor position, which is then communicated 

to the controller to transmit the necessary signals to the power 

layer [18]. By transmitting 6 PWM signals, the control of three 

half-bridge structures is achieved. Each half-bridge structure 

controls one phase of the motor. The diagram represents a three-

phase motor configuration. The back-EMF of each phase has a 

trapezoidal waveform [19]. The trapezoidal signals between 

phases have a phase difference of 120 electrical degrees [20]. 
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Fig 4. Schematic diagram of the experimental setup 

III. ACOUSTIC MODEL AND TESTING 

  Figure 4 illustrates the schematic diagram of the test system. 

The system operates with a 220V AC input, which is then 

converted to DC 310V through a line filter and rectifier supply. 

The control layer obtains 15V and 3V DC voltages, which are 

utilized for powering the controller and hall sensors. Based on 

the rotor position detected by the hall sensors, control signals 

are transmitted to the power layer for BLDC motor control 

through 310V DC switching. A tachometer is employed in the 

system to measure the BLDC motor speed. By varying the 

switching frequency and duty cycle, sound measurements are 

performed and recorded via the BLDC motor driver and BLDC 

motor system. 

 
Fig 5. Acoustic noise test environment of BLDC motor system  

 

  To investigate the acoustic noise characteristics, 

measurements are conducted at different motor speeds using the 

test setup shown in Figure 5. For noise measurement, a vertical 

sound level meter is placed 1 meter away from the motor. The 

motor speed is obtained using a BLDC motor tachometer. The 

options for frequency response include A and C weighting. We 

conducted the measurements using the A-weighting frequency 

response, which is closer to the sensitivity of the human ear. 

The experiment was performed with a sound level meter that 

has a sensitivity of 0.1 dB. The measurement system comprises 

a sound level meter, a BLDC motor, an AC power supply, and 

a computer. The utilized sound level meter complies with the 

IEC 60804-2000 Type 1 standard and has a measurement error 

of less than 0.5 dB. The microphone used for noise 

measurement is vertically positioned at a distance of 1 meter 

from the motor [10]. The same 1-meter measurement distance 

has also been applied in motor studies conducted in the HVAC 

field. Acoustic noise was measured in accordance with ISO 

3741 standard at four different points horizontally, 1 meter 

away from the BLDC motor. 

 The tests were conducted in a 10m² anechoic room, where the 

motor was not operational but the power sources connected to 

the motor were active. Anechoic materials and sound insulators 

were used to ensure sound isolation. In the absence of motor 

operation, a sound measurement of 36 dB was obtained from 

the system. Rohde & Schwarz oscilloscope and interfaces were 

utilized for controlling the system's key frequency and phase 

diagrams. Variac was used as the power source in the system 

for voltage and current monitoring. It has no visible effect on 

the phase plots. During the BLDC motor testing, the waveform 

at a 50% duty cycle and a switching frequency of 20 kHz with 

a peak value of 310 Vdc is shown in Figure 6. Figure 7 

represents a representation of the switching frequency within 

the phase signal.  

 
Fig 6. BLDC motor phase signal (%50 PWM 20kHz) 

 

 
Fig 7. Extended version of BLDC motor signal                                                                                                                             

The motor was operated at switching frequencies ranging from 

12 kHz to 28 kHz during the experiments. During the tests, the 
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applied PWM values to the BLDC motor, system voltage, noise 

level, current consumption of the system, and BLDC motor 

speed were measured. Additionally, the motor frequency 

corresponding to the speed was obtained. 

 
Fig 8. Noise graph with %50 Duty Cycle BLDC motor variable switching 

frequency and RPM 

 

 

 
Fig 9. Noise graph with %70 duty cycle BLDC Motor variable switching 

frequency and RPM 
   

  In the graphs obtained in Figure 8 and Figure 9, the variation 

in motor RPM(Revolutions per Minute) is observed as the 

switching frequency is changed. During the tests, 

measurements were taken as the switching frequency increased, 

and the decrease in motor speed was plotted on the graph as the 

noise level in dB. As the frequency increases, the motor speed 

decreases, leading to a reduction in mechanical noise. The 

graphs obtained in Figures 10 and 11 show the change in 

acoustic noise as the switching frequency changes while 

keeping the motor speed constant. 

 
Fig 10. Noise graph with BLDC Motor variable switching frequency and duty 

cycle, constant 1000RPM 

   

  On the horizontal axis, the switching signals ranging from 

12kHz to 28kHz are applied to the motor drive, and the resulting 

noise levels in dB are given on the vertical axis. The increase in 

motor speed contributes to an increase in the mechanically 

generated sound level. In tests conducted with different duty 

cycle values, the minimum amount of acoustic noise varies. In 

Figure 11 and Figure 12, the acoustic noise graph is presented 

for variable switching frequencies while maintaining a constant 

speed. 
 

 
Fig 11. Noise graph with BLDC Motor variable switching frequency and duty 

cycle, constant 1500 RPM 

 

 
Fig 12. Display of acoustic noise frequency for 28khz 

 

  Figures 12, 13, 14, and 15 provide data on acoustic noise 

frequencies. These graphs illustrate how reducing the switching 

frequency affects the frequency of acoustic noise. The 

horizontal axis represents the frequency of acoustic noise, while 

the vertical axis indicates the sound intensity in dB. For 

example, in Figure 12, when the switching frequency is 16 kHz, 

it is observed that the levels of acoustic noise drop to as low as 

8 kHz in Figure 15. These findings indicate that as the switching 

frequency decreases, acoustic noise approaches a range 

perceptible to the human ear, considering the audible frequency 

range. However, increasing the switching frequency, while 

potentially shifting acoustic noise to frequencies beyond the 

human ear's perception, necessitates considering the electrical 

stress and temperature values on components when making 

such a decision. 
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Fig 13. Display of acoustic noise frequency for 20khz 

 

 
Fig 14. Display of acoustic noise frequency for 16khz 

 

 
Fig 15. Display of acoustic noise frequency for 12khz 

 

 
Fig 16. IPM temperature graph at tested switching 

 
TABLE II 

SYSTEM PARAMETERS 

 

 
 

The switching frequency has a significant impact on the motor 

speed. Additionally, the operating sound of the motor is directly 

related to the switching frequency. Figure 16 presents the 

temperature map of the IPM (Intelligent Power Module) for a 

switching frequency of 12kHz. The losses occur in the 

switching elements due to their internal resistances and 

switching losses. These losses directly affect the temperature of 

the IPM. Various simulation programs are available for 

component manufacturers to simulate power modules or 

products. ST Microelectronics provides the STpowerStudio 

program specifically for IPM modules. Table 2 provides input 

data for switching frequencies, motor frequencies, and input 

voltage, along with their respective durations. Each case was 

subjected to a 200-second simulation, during which no 

significant temperature changes were observed. Subsequently, 

temperature data was obtained using these inputs and calculated 

for the STGIB10CH60S IPM product using the program, 

resulting in the generation of graphs. These graphs are 

presented in Figure 17. The results obtained from the tests 

highlight the importance of correctly selecting the switching 

frequency. 
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Fig 17. IPM at switching frequency changes 

VI. CONCLUSIONS 

  This research focuses on examining the impact of frequency 

variations on the efficiency, cost, and reliability of BLDC 

motors. Speed control was achieved by applying PWM signals 

to switching elements based on rotor position information. 

Frequency changes were measured using a scale recorder 

powered by an STM32F031 Microcontroller. The experiments 

revealed that lower frequencies yielded better results under high 

load conditions. In balanced load conditions, determining the 

optimal frequency is a priority. Oscilloscope data, presented 

with various graphs ranging from 12 kHz to 28 kHz, clearly 

illustrate the variation of the switching frequency in phase-

neutral graphs. Data collected from motor experiments are also 

shared. Sound intensity and harmonic measurements were 

conducted with a dB meter in an anechoic quiet room. Changing 

the switching frequency also affects the motor speed; hence, 

two different measurements were conducted during the study. 

In one test, the BLDC motor speed was kept constant, while in 

the other, the Duty cycle ratio was maintained at a constant level 

for measurements. An increase in the switching frequency is 

shown to reduce motor noise. However, this increase also leads 

to increased losses in the switching components, resulting in a 

temperature rise. The speed of the external rotor brushless DC 

motor was kept constant by adjusting the Duty cycle while 

changing the switching frequency. Increasing the switching 

frequency in the range of 12-28 kHz reduced motor speed while 

decreasing the measured acoustic noise. However, temperature 

increases were observed in different frequency ranges. The 

study's results demonstrate that the existing BLDC motor and 

driver system provide optimum performance in terms of 

acoustic noise and temperature in the 16-18 kHz range. These 

findings can serve as a valuable source of information for 

industry professionals looking to optimize the performance of 

BLDC motors. 
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