
 



 

 

Amaç 

Türk Doğa ve Fen Dergisi, Dergipark tarafından yayınlanan Bingöl Üniversitesi Fen Bilimleri Enstitüsüne ait ulusal ve 

hakemli bir dergidir. Türk Doğa ve Fen Dergisi, Türkiye ve dünyanın her yerinden gelen doğa ve fen bilimlerinin her 

alanında özgün, yayımlanmamış, yayımlanmak üzere başka yere gönderilmemiş makale, derleme ve sempozyum 

değerlendirmesi gibi çalışmaların bilim alemine sunulması amacıyla kurulmuştur. 

Kapsam 

Türk Doğa ve Fen Dergisinde Mühendislik, Ziraat, Veterinerlik, Fen ve Doğa Bilimleri alanlarından olmak üzere Türkçe 

ve İngilizce hazırlanmış orijinal makale, derleme ve sempozyum değerlendirmesi gibi çalışmalar yayımlanır. Türk Doğa 

ve Fen Dergisi sadece online sistemde yayınlanmakta olup ayrıca kağıt baskısı bulunmamaktadır. 

Merhaba… 

Türk Doğa ve Fen Dergisi, Dergipark tarafından yayınlanmakta olup Bingöl Üniversitesi Fen Bilimleri Enstitüsüne 

aittir. Bahar ve güz dönemi olmak üzere yılda iki defa çıkarılan ulusal hakemli bir dergi olarak ilk sayısını 2012 bahar 

döneminde yayımlamıştır. Türk Doğa ve Fen Dergisi, Türkiye ve dünyanın her yerinden gelen doğa ve fen bilimlerinin 

her alanında özgün, yayımlanmamış, yayımlanmak üzere başka yere gönderilmemiş makale, derleme ve sempozyum 

değerlendirmesi gibi çalışmaların bilim alemine sunulması amacıyla kurulmuştur. İlk sayısından bugüne kesintisiz olarak 

faaliyetlerini sürdürmektedir.  

Türk Doğa ve Fen Dergisi sadece online sistemde yayınlanmakta olup ayrıca kağıt baskısı bulunmamaktadır. Dergimize 

gelen her çalışma öncelikle Turnitin intihal programında taranmaktadır. Dergimizde editörlerin, hakemlerin ve yazarların, 

uluslararası yayım etik kurallarına uyması ve makalelerin yazım kurallarına uyumlu olması zorunluluğu vardır.  

Yazarlar yayımlanmak üzere dergimize gönderdikleri çalışmaları ile ilgili telif haklarını zorunlu olarak Bingöl 

Üniversitesi Türk Doğa ve Fen Dergisi’ne devretmiş sayılırlar. Yazarlardan herhangi bir ücret talep edilmemektedir. 

Yazarların değerlendirmeleri, dergimizin resmi görüşü olarak kabul edilemez. Çalışmaların her türlü sorumluluğu 

yazarlarına aittir. Araştırma ürünleri için etik kurul raporu gerekli ise, çalışma üzerinde bu raporun alınmış olduğu 

belirtilmeli ve kurul raporu sisteme kaydedilmelidir. Araştırma ile ilgili intihal, atıf manipülasyonu, sahte veri uydurma 

vb. suistimallerin tespit edilmesi halinde yayım ve etik ilkelerine göre davranılır. Bu durumda çalışmanın yayımlanmasını 

önlemek, yayımdan kaldırmak ya da başka işlemler yapmak için gerekli işlemler takip edilmektedir. 

Dergimizde, kaynak gösteriminde uluslararası Vancouver sistemine geçilmiştir. Ayrıca dergimiz, Creative Commons ile 

lisanslanmak suretiyle dergimizde yayımlanan makalelerin paylaşımı, kaynak gösterimi ve yayımlanmasında dergi ve 

yazar haklarını korumaya almıştır. 2018 yılı güz döneminden itibaren makaleler, uluslararası yazar kimlik numarası 

ORCID No’su ile yayımlanmaktadır.  

Dergi ekibi, dergimizin ulusal ve uluslararası indekslerce taranan bir dergi olması yönünde çalışmalarını titizlikle 

sürdürmektedir. Dergimize gösterilen ilgi bu yönde bizleri teşvik etmeye devam edecektir. 
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Abstract: The cucumber plant (Cucumis sativus L) is an important cultivated plant produced 

worldwide. Cucumber mosaic virus (CMV), one of the common viral diseases, causes economic 

losses by reducing the yield and quality of the cucumber plant. In the observations performed in 

Diyarbakır in September 2021, cucumber plants showing virus-like symptoms such as mosaic, 

irregular yellowish spots, and deformity on the leaves were observed. Symptomatic and non-

symptomatic samples were collected and subjected to a reverse transcription polymerase chain 

reaction (RT-PCR) using CMV-specific primers, and the produced DNA bands were visualized 

on an agarose gel. CMV infection was detected in seven of the 15 samples. Bacterial cloning and 

sequencing of a randomly selected specimen determined that the CMV partial coat protein gene 

was 593 bp long and was registered in the NCBI database with the accession number 

MW962979.1. According to the phylogenetic tree performed with different isolates of CMV, 

Diyarbakir CMV isolate clustered with CMV isolates from Australia, Israel, Spain, Hungary, 

Japan, and Korea forming Subgroup IA. The presence of CMV and group/subgroup diagnosis in 

cucumber plants grown in the Diyarbakır region were confirmed molecularly for the first time by 

this study. 

 

 

Diyarbakır İlinde Yetiştirilen Hıyar Bitkilerinde Hıyar Mozayik Virüsü’nün Genetik 

Çeşitliliği 
 

 

Anahtar 

Kelimeler 

Kılıf proteini, 

RT-PCR,  

Klonlama 

Öz: Hıyar bitkisi (Cucumis sativus L.) dünya çapında üretilen önemli bir kültür bitkisidir. Yaygın 

viral hastalıklarından biri olan Hıyar mozayik virüsü (Cucumber mosaic virus, CMV) hıyar 

bitkisinde verim ile birlilkte kaliteyi düşürerek ekonomik kayıplara neden olmaktadır. Diyarbakır 

ilinde 2021 yılı Eylül ayında yapılan gözlemlerde, yapraklarda mozaik, düzensiz sarımsı lekeler 

ve deformite gibi virüs benzeri simptomlar gösteren hıyar bitkileri gözlenmiştir. Simptom gösteren 

ve göstermeyen örnekler toplanarak CMV spesifik primerler kullanılarak ters transkriptaz 

polimeraz zincir reaksiyonu (RT-PZR)’na tabi tutulmuş ve üretilen DNA bantları agaroz jelde 

görüntülenmiştir. CMV infeksiyonu 15 örnekten yedisinde belirlenmiştir. Rastgele seçilen bir 

örneğin bakteriyel klonlanması ve dizilenmesi sonucunda, CMV kısmi kılıf proteni geninin 593 

bp uzunluğunda olduğu belirlenmiş ve NCBI veri tabanına MW962979.1 erişim numarası ile 

kaydedilmiştir. CMV’nin farklı izolatlarıyla gerçekleştirilen filogenetik ağaca göre, Diyarbakır 

CMV izolatı Subgrup IA grubunu oluşturan Avustralya, İsrail, İspanya, Macaristan, Japonya ve 

Kore’ye ait CMV izolatları ile kümelenmiştir. Diyarbakır bölgesinde yetiştirilen hıyar bitkilerinde 

CMV’nin varlığı ve grup/subgrup teşhisi ilk defa bu çalışma ile doğrulanmıştır. 
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1. INTRODUCTION 

 

Cucumber mosaic virus (CMV), responsible for 

significant agricultural losses in many cultivated plants 

worldwide, is probably one of the viruses with the largest 

host range among plant viruses. CMV firstly described in 

1916 by Doolittle in Michigan and by Jagger in New York 

is a disease of cucurbits. CMV has a high degree of 

diversity and a large number of isolates due to differing 

biological and molecular properties [1, 2]. CMV, a type 

of member of the Cucumovirus genus, has a wide host 

range with 1241 species in 101 plant families consist of 

monocotyledon and dicotyledonous plants. In addition, 

the virus's host range includes a large number of wild 

species that are important for its year-round survival, as 

well as plants from all kinds of cultures such as food and 

feed products, ornamental plants [3]. 

 

CMV virions are icosahedral particles having a diameter 

of 29 nm and include 18% RNA and a single capsid 

protein (CP) with 180 subunits. CMV genome having 

single-stranded positive-sense RNA consists of three 

pieces named as RNA1, RNA2 and RNA3 in decreasing 

order of size. RNA1, which is monocistronic, encodes 

protein 1a. This fragment includes an admitted 

methyltransferase domain at its N-terminal portion and 

also a helicase domain at its C-terminal portion. RNA2 

encodes the huge 2a protein containing the GDD motif 

typical responsible for an RNA-dependent RNA 

polymerase (RdRp), as well as the small 2b protein 

expressed from an open reading frame 2b (ORF2b). 2b 

protein is a suppressor of RNA silencing. RNA3 encodes 

the coat (CP) and the movement proteins (MP) has a 

bicistronic structure.  The first ORF of each bicistronic 

RNA is expressed from genomic RNA, but the second 

ORFs are expressed from RNA4 and RNA4A [4]. CMV 

divided into two groups as group I and II according to 

their serological relationships and genetic diversity by 

Palukaitis et al. [5]. CMV causes typical mosaic 

symptoms on melon and cucumber leaves, stunting and 

reduced fruit yield. Symptoms on fruits are usually seen 

in the form of spots or mosaics. Adult plants of some 

cucumber cultivars may show rapid and complete wilting 

a few days after CMV infection. In pumpkin, the 

symptoms of CMV are very severe, including mosaic, 

yellow spots and leaf rot. Infected plants often deform 

fruit, drastically reducing fruit retention, or even stopping 

[7]. The existence of CMV has been reported in many 

countries in the world and has been detected in many 

regions and plants in Türkiye [8, 9, 10, 11, 12]. 

 

Recently, the research in the world shown that CMV 

subgroup I divided into two subgroups (Ia and Ib) with the 

analysis of non-protein coding regions at the 5' end and 

the CP gene [6]. Previous studies have shown the presence 

of CMV infections in various hosts in Turkey, as 

described by several researchers [29, 32, 36, 37, 38]. A 

few studies have shown that subgroup IA isolates are 

frequently observed in molecular investigations carried 

with CMV [34, 39, 40]. Moreover, Group II and subgroup 

IB have been seen in Turkey in recent years [33]. 

Although CMV infection has been reported in cucumber 

growing regions in our country, the genetic diversity of 

these isolates remains unknown. 

 

Turkey stands out as one of the leading nations worldwide 

in the production of vegetables from the Cucurbitaceae 

family, with Diyarbakır playing a significant role in this 

contribution [31].  Cucurbits are susceptible to a wide 

variety of viral infections, which may result in 

considerable productivity reductions in these crops [18]. 

The objective of this study is to identify CMV in the 

cucumber plant and to investigate its genetic diversity in 

the cucumber growing areas of Diyarbakır, which is 

located in the Eastern Anatolia region of Türkiye. It has 

also been investigated the phylogenetic relationships of 

Diyarbakır isolate using other worldwide CMV isolates 

from the gene bank for determine the genetic diversity. 

 

2. MATERIAL AND METHOD 

 

2.1. Virus Isolates and Total RNA Extraction 

 

In 2021, fresh leaves were collected from 5 CMV-

suspicious and 10 healthy-looking plants out of a total of 

15 plants in the five fields where cucumbers were grown 

Çınar town of Diyarbakır. Total RNA isolation was 

performed by using method described by Foissac et al. 

[13]. The RNA samples obtained were stored at -80°C for 

testing. 

 

2.2. cDNA Synthesis and PCR 

 

The cDNA synthesis was performed by using RNAs 

obtained from the previous step. Gene-specific 

oligonucleotide designed for CP was used in cDNA 

synthesis. cDNA synthesis was carried out in two steps. 

In the first step, 12 µl of the reaction mixture (2 µl RNA, 

1 µl dNTP, 8 µl RNase-free water and 1 µl reverse primer 

were incubated at 65°C for 5 minutes and then was kept 

on ice for 5 minutes. In the second step, a mixture of 

components of 1 µl RNase-free water, 4 µl 5X RT buffer, 

1 µl reverse transcriptase and 2 µl 0.1 M DTT was 

incubated at 42°C for 45 minutes and then at 70°C for 15 

minutes, respectively. cDNAs in a total volume of 20 µl 

were stored at -80°C until use. Specific forward and 

reverse primers were used to obtain the coat protein gene 

of CMV (Table 1). 25 µl RT-PCR reaction volume 

contains 3 µl cDNA, 15.6 µl nuclease-free water, 0.5 µl 

dNTP, 0.4 µl DreamTaq DNA polymerase (Thermo 

Scientific), 1.5 µl MgCl2, 2.5 µl 10X Taq buffer, 0.5 µl 

forward and reverse primer. RT-PCR reactions were 

performed with the following conditions: initial 

denaturation 1 cycle at 94°C for 2 min, 36 cycles of 94°C 

for 30 s, 52°C for 30 s, and 72°C for 45 and final extension 

of 1 cycle at 72°C for10 min. The standard marker (1 kb, 

Thermo Scientific) (5 µl ) and obtained reaction products 

(15 µl) were run on an agarose gel (1.5%) including 

1×TAE Buffer and EtBr (1%) for 45 minutes at 85 volts 

and visualized under UV light. In order to strengthen the 

accuracy of PCR tests, CMV [14] isolate obtained from 

previous studies was used as a positive control and 

asymptomatic cucumber samples were used as negative 

controls. 
Table 1: Primer information that is used for the CMV CP gene 
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Primer 

name 
Primer sequence 

Positio

n 

Product 

size 

(bp) 

Ref. 

Forwar

d 

primer 

5’GCCACCAAAAATAGAC

CG3’ 

1484–

1502 
  [35] 

Reverse 

primer 

5’ATTCGCTGGCGTGGAT

TTCT3’ 

2057–

2076 
593 [35] 

 

2.3. Sequencing analysis, BLAST and Phylogenetic 

construction 

 

RT-PCR amplified DNA was purified with the Gene Jet " 

(Cat. No. K0691, Thermo) in accordance with the 

manufacturer's instructions. Purified products were 

cloned into the prokaryotic cloning vector (pGEM T-

Easy, Promega) and transferred to E. coli by electro 

transformation method. Recombinant plasmids including 

CMV coat protein in bacteria were purified with Miniprep 

Kit (Thermo GeneJet Plasmid, Cat. No. K0503,) and 

DNA fragment of CMV coat protein sequenced by next 

generation sequencing (NGS) 

(Sentebiolab/Ankara/Türkiye) [41]. The resulting 

sequence has been registered in the NCBI database. 

 

A phylogenetic tree was generated with the CMV coat 

protein sequence belong to Diyarbakir isolate, 25 different 

sequences from different hosts and countries (including 

CMV IA, CMV IB and CMV II group) on the NCBI 

website. Pairwise identity of CMV isolates used in the 

present study calculated with Sequence Demarcation Tool 

Version 1.2 (SDTv1.2). The phylogenetic dendogram was 

created with the Neighbor-Joining method (NJM) using 

CLC Main Workbench 6.7.1 software with 100 

replications. Tomato aspermia virus, accession number 

EF153735, was assigned as outgroup in order to promote 

better branching of the tree.  

 

3. RESULTS  

 

As a result of the field studies carried out in the province 

of Diyarbakır in the Eastern Anatolia region, symptoms 

caused by viruses and virus-like factors such as mosaic 

and blistering, yellowish spots and abnormal leaves were 

observed on the leaves from the cucumber production 

areas. The total of 15 cucumber leaves in this study were 

collected and RT-PCR tests applied to the collected 

samples yielded DNA bands of approximately 593 bp in 

7 samples, confirming the presence of CMV (Figure 1). 

According to the PCR test results, the percentage of 

infection was calculated as 46.6. 

 

 
Figure 1. Agarose gel electrophoresis image of RT-PCR products 
obtained using CP specific primers for cucumber samples collected from 

Diyarbakır province. M: Marker, P: Positive control, N: Negative 

control 

 

 

After the RT-PCR result, bacterial cloning of a CMV 

isolate from 7 samples that gave positive results among 

the plants tested in Diyarbakır province was performed 

and its nucleotide sequence was revealed. The resulting 

partial coat protein nucleotide sequence was named 

Diyarbakir D4 and registered in the gene bank with the 

accession number MW962979.1 as shown in figure 2. 

 

BLAST analysis was performed to determine the 

nucleotide similarity ratio of the obtained sequence from 

the current study. According to the comparison based on 

other CMV isolates worldwide, the similarity rate of 

Diyarbakır D4-CMV isolate was found to be between 

96.63% and 99.49% at the nucleotide level (Figure 3). 
Based on the sequence of 593 nucleotides, we also 

investigated the phylogenetic relationships of Diyarbakır 

D4-CMV isolate with other isolates and to which group it 

belongs. While constructing the tree, 25 different DNA 

sequences selected from Group I (A and B) and Group II 

from different gene sources were used (Table 2). 

 

 
Figure 2. Partial coat protein nucleotide sequence (593 bp) obtained by 

cloning of CMV isolate (MW962979.1) obtained from Diyarbakir 
province 

 
Table 2. Gene bank information relating to the genes used in the 
investigation of phylogenetic relationships of Diyarbakır D4 isolate 

N

o 

Country Accession 

number 

Plant 

source 

Gene 

source 

Virus 

types 

noted in 

NCBI 

1 Australia U22821 - Complet

e 

Group I 

and II 

2 Israel U66094 Cucurbita 

pepo 

Complet

e 

- 

3 Spain AM183119 Tomatoes Complet

e 

Group IB 

4 Hungary AJ517802 Raphanus 

sativus 

Genomic 

RNA 

- 

5 Japan D28487 Licopersico

n 

esculentum 

Complet

e 

Subgrou

p I 

6 Korea L36251 - Complet

e 

- 

7 Korea AF013291 - Complet

e 

- 

8 India AF281864 Datura 

innoxia 

Complet

e 

- 

9 Thailand AJ810259 Chili pepper CP - 

10 China KJ746022 Nicotiana 

tabacum 

CP - 

11 Türkiye KY474380 Kidney bean CP - 

12 Türkiye MW96298

0 

Cucumis 

melo 

CP - 

13 Türkiye MT361015 Cucumis 

melo 

CP - 

14 Türkiye MT361015 Cucumis 

melo 

CP - 

15 Japan AB042294 - Complet

e 

- 

16 USA U31220 Musa Complet

e 

- 

17 China AF268598 Banana Complet

e 

- 

18 - M21464 - Complet

e 

- 

19 India AJ585086 Lilium Genomic 

RNA 

- 

20 USA AF127976 - Complet

e 

- 
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21 India HE583224 Nicotiana 

glutinosa 

Genomic 

RNA 

- 

22 - L15336 - Complet

e 

- 

23 Japan AB006813 - Complet

e 

- 

24 Netherland

s 

AJ304397 Alstroemeri

a 

CP - 

CP: Coat protein 
 

 
Figure 3. Similarity matrix created by using nucleotide sequences of 

CP genes of Diyarbakır D4 isolate and world CMV isolates 

 

Based on sequence similarity ratios, the results are 

consistent with the phylogenetic tree constructed with the 

same sequences. According to the phylogenetic tree 

formed by the neighbor-joining method, 3 groups were 

formed, namely Group I (A and B) and Group II. 

According to the phylogeny, it was determined that the 

CMV D4 isolate clustered with the isolates of Subgroup 

IA (Figure 4). 

 

 
Figure 4. Phylogenetic dendrogram of CP gene sequences of CMV 

isolates. Diyarbakır D4-CMV isolate is shown in red (MW962979)  

 

CMV isolates from Australia, Israel, Spain, Hungary, 

Japan and Korea were also included in the cluster 

(Subgroup IA) in which Diyarbakır isolate accession 

number MW962979 is located. In addition, as result of the 

isolate obtained from the cucumber showed a closer 

phylogenetic relationship with the CMV isolates isolated 

from Australia, Israel, Spain and Hungary. Different 

clustering of Japanese and Korean isolates with other 

isolates in subgroup IA by tree supports this information.  

On the other hand, although they share almost the same 

geography, the Diyarbakır cucumber isolate and the 

melon plant isolates with accession numbers MW962980, 

MT361015 and MT361015, also reported from Türkiye, 

were in different groups. On the other hand, although they 

share almost the same geography, the Diyarbakır 

cucumber isolate and the melon plant isolates 

(MW962980, MT361015 and MT361015) reported from 

Türkiye, clustered in different groups. Also, it can be 

concluded that plant species as based on Table 2 is not 

important in phylogenetically separating CMV groups. 

 

4. DISCUSSION AND CONCLUSION 

 

Cucurbits are an important host of many viral pathogens. 

The viruses can cause %50 to 100% damage depending 

on the plant species, vector density, virus strain and 

environmental conditions. Mixed infection of these 

viruses with other viruses has the potential to cause 

epidemics in vegetable growing areas around the world 

[15, 16]. CMV is prevalent in mostly all continents, 

including Europe, Asia, North America, Africa, and 

Australia [17]. CMV is also widespread in agriculture in 

Türkiye and constitutes a wide viral study area. The 

presence of CMV has been reported in many cultivated 

and wild plants such as tobacco, beans, spinach, peppers, 

tomatoes, cucumbers olives and Polygala myrtifolia [18, 

19, 20, 21, 22, 23, 24]. Virus and virus-like symptom 

symptoms, including mosaic and blistering, yellowish 

spots, and abnormal leaves, were noted on cucumber 

leaves harvested from in this study. These symptoms are 

in agreement with those reported in other studies in the 

literature [25, 26]. 

 

CMV has been reported nationally in different 

geographies and in different hosts in Türkiye. The 113 

tomato leaves in total with virus and virus-like symptoms 

from production areas in the Marmara region were tested 

with the DAS-ELISA test (Double-antibody sandwich 

enzyme linked immuno sorbent assay) by Karanfil [27]. 

The infection rate was founded 30.08% in the samples 

collected. In a similar study conducted in the same region 

(Çanakkale, Bursa and Bilecik), the presence of CMV 

with the DAS-ELISA test was determined in 67 of 77 

samples belong to different plant species and the infection 

rate was reported as 87% [22]. A research conducted in 

the Western Mediterranean area revealed that 53 out of 

138 tomato samples, accounting for 38.40% of the total, 

were found to be infected with CMV [28]. 

 

In the surveys carried out in Bingöl province in 2019, 

melon leaf samples with mosaic patterns in different 

shades of green and vein bands and leaf deformations 

were collected and analyzed with PCR to detect the 

presence of CMV and Watermelon mosaic virus (WMV). 

As a result of RT-PCR performed using primer sets 

specific to the coat protein (CP) gene, it was determined 

that the partial coat protein gene length contained 657 bp 

[29]. Furthermore, two separate research have shown the 

existence of CMV isolate in the region of Diyarbakır. [30, 
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31]. In the study carried out by Öztürk [30] in the fields 

of watermelon cultivation, leaf curling, chlorotic 

mottling, mosaic formations, thinning and fruit 

deformations were detected in plants and tested with 

DAS-ELISA tests against various cucurbit viral agents. In 

the study, 53 of 60 leaf samples infected with one or more 

viruses. While Zucchini yellow mosaic virus (ZYMV) 

had the most infection, the lowest infection rate was found 

in CMV. In the other study carried out in Diyarbakır, a 

total of 547 samples, including 34 cucumbers, 176 

zucchini, 142 watermelons and 195 melons, were 

collected and tested by applying the DAS-ELISA method 

against 7 cucurbit viruses. As a result of the analysis, 

CMV pathogen was reported with an infection rate of 

18.28% in 100 of 547 samples [31]. The result of previous 

studies regarding molecular characterization of CMV 

illustrated that CMV isolates of Türkiye are generally 80-

100% similar to the world isolates [32, 33]. In this regard, 

the results provided from this study are consistent with 

those from previous studies. 

 

Geographical conditions have been suggested as a 

potential influence on phylogenetic groupings. However, 

it has been shown that the geographical origins of CMV 

do not have a significant impact on its phylogenetic 

grouping. It has been suggested that isolates from the 

immediate region are distributed in different phylogenetic 

groups [34]. In spite of the fact that a great number of 

research on CMV have been conducted in our country, the 

fact that the majority of these studies were conducted 

using the ELISA test results in uncertainty about the 

differentiated groups and subgroups of CMV isolates. The 

subgroup IA CMV isolates are present in different plants 

in Türkiye [27, 33]. Moreover, the availability of 

subgroup IB and II isolates has been stated in different 

studies. 

 

In the present study, the phylogenetic relationships of 

CMV and its infection in cucumber plants obtained from 

Diyarbakır province were revealed. Moreover, this study 

is the first report in Diyarbakır province where this isolate 

is included in Subgroup IA. In addition, the registration of 

the CP partial gene sequence of the cucumber CMV 

isolate to GenBank for the first time is among the original 

outputs of the study. Although the infection rate was 

calculated as 46.6 according to the collected samples, it is 

recommended to test the samples with the PCR test, which 

is more sensitive than the DAS-ELISA test by using more 

samples for the current rate. In addition to the partial coat 

protein, the complete gene of coat protein of belong to 

CMV Diyarbakir D4 isolate should be amplified and 

molecular characterization should be made. 
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Abstract: Native to the Mediterranean and southwest Asia, Celtis australis is used in folk 

medicine to treatment of many diseases such as peptic ulcer, diarrhea, dysentery, pain, and colic. 

However, there are very few studies on the effects of this species on cancer. We report for the 

first time the cytotoxic and genotoxic properties of C. australis on the human ovarian cancer cell 

line A2780. In the study, C. australis extract prepared in ethanol/phosphate buffer was applied to 

A2780 cells. The change in viability level in A2780 cells after treatment was determined by MTT 

assay and DNA damage was determined by single-cell gel electrophoresis (Comet) analysis. Our 

results showed that plant extract application at doses above 200 µg/mL significantly decreased 

A2780 cell viability (p<0.05). The IC50 value for A2780 cells of C. australis was determined as 

251.43 μg/mL. Comet analysis results revealed that 50 µg/mL and above dose applications 

increased the level of DNA damage (p<0.05). These results suggest that C. australis mediates cell 

death by inducing DNA damage in A2780 cancer cells. 

 

 

Celtis australis İnsan Over Kanseri Hücrelerinde DNA Hasarını İndükleyerek Sitotoksik  

Etki Sergiler 
 

 

Anahtar 

Kelimeler 

Over kanseri, 

Celtis australis, 

Sitotoksisite, 

DNA hasarı 

Öz: Akdeniz ve güneybatı Asya’ya özgü olan Celtis australis, halk tıbbında yaprak ve meyveleri 

peptik ülser, ishal, dizanteride, ağrı ve kolik gibi birçok hastalığın tedavisinde kullanılmaktadır. 

Buna karşın bu türün kanser üzerine etkilerini konu edinen oldukça az sayıda çalışma vardır. Bu 

çalışmada C. australis’in insan over kanseri hücre serisi A2780 üzerine sitotoksik ve genotoksik 

özelliklerini ilk defa rapor ediyoruz. Çalışmada C. australis’ın etanol/fosfat tamponu içerisinde 

hazırlanan özütü A2780 hücrelerine uygulandı. Uygulama sonrası A2780 hücrelerinde canlılık 

düzeyi değişimi MTT analiziyle, DNA hasarı ise tek hücre jel elektroforezi (Comet) analizliyle 

belirlendi. Sonuçlarımız 200 µg/mL üzeri dozlarda bitki özütü uygulamasının A2780 hücre 

canlılığını anlamlı düzeyde azalttığını gösterdi (p<0.05). C. australis’ın A2780 hücreleri için 

IC50 değeri 251,43 μg/mL olarak belirlendi. Comet analiz sonuçları 50 µg/mL ve üzeri doz 

uygulamalarının DNA hasar düzeyini arttırdığını ortaya koydu (p<0.05). Bu sonuçlar C. 

australis’ın A2780 kanser hücrelerinde DNA hasarını indükleyerek hücre ölümüne aracılık 

ettiğini göstermektedir. 

 

1. INTRODUCTION 

 

Cancer is an important public health problem that 

negatively affects human health and quality of life and is 

increasing day by day. It is characterized by abnormal 

growth of cells in any tissue of the body as a result of 

genetic alteration and spread to different regions [1]. 

Ovarian cancer is the eighth leading cause of cancer-

related death in women worldwide. It is the fifth most 

common cause of cancer-related death in women in 

Australia, North America and Western Europe [2]. In 

Turkey, ovarian cancer is women’s the 7th most 

common cancer type [3]. According to World Health 

Organization data, 295,414 people were diagnosed with 
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ovarian cancer in 2018 and 184,799 people died from 

ovarian cancer  that year [4]. 

 

Medicinal plants, which have been used for therapeutic 

purposes from the past to the present, have been 

instrumental in the discovery and development of many 

drugs in modern pharmacy [5, 6]. Celtis australis, also 

known as the hedgehog in our country, grows wild in 

temperate Mediterranean regions (e.g. southern Europe, 

northern Africa) and Southeast Asia. It has been reported 

that C. australis is an important source of fiber, protein, 

vitamins and also important bioactive compounds such 

as lutein, β-carotene, zeaxanthin and tocopherols in fruit 

samples [7]. It also contains rare flavonoids (such as 

flavone O-glycosides and flavone C-glycosides) and 

important metabolites such as tannins and saponins [8, 

9]. Due to these, it is reported to exhibit strong 

antimicrobial and antioxidant effects [7]. Moreover, 

considering the cytotoxic effects of these compounds, it 

can be assumed that the extract prepared from the fruits 

and leaves of C. australis may have cytotoxic potential. 

 

A few number of studies report the cytotoxic effect of 

Celtis species against cancer cells. It has been reported 

that a new flavonoid C-Glycoside isolated from C. 

australis and C. occidentalis leaves exhibits strong 

antioxidant effects and cytotoxic effects on different 

cancer cell lines [10]. Acquaviva et al. have shown that 

the extract obtained from C. aetnensis caused cell 

damage and inhibited viability by interfering with the 

oxidant/antioxidant cell balance in Caco-2 human colon 

carcinoma cells [11]. In addition, local people in South 

Africa use the sun-dried bark and roots of C. africana in 

the treatment of cancer [12, 13]. However, most other 

studies have focused on content analysis of these genres. 

This study aimed to elucidate the in vitro effects of C. 

australis on ovarian cancer, an important malignancy in 

women. In this context, the cytotoxic activity and 

genotoxic effect of C. australis extract against A2780 

cell lines were evaluated. 

 

2. MATERIAL AND METHOD 

 

2.1. Preparation of Plant Extract 

 

Ripe fruits of C. australis were extracted in 80% 

ethanol/phosphate buffer at a ratio of 1:10 (g/mL). The 

solvent of the extract was evaporated in a rotary 

evaporator (Buchi R100, Switzerland) and the total 

volume was made up to 10 mL with phosphate buffer. 

The stock solution was sterilized by filtration through a 

0.22 µm filter and stored at 4°C for the duration of the 

experiment. 

 

2.2. Cell Culture Studies 

 

Human ovarian cancer cell line A2780 was used in the 

study. Cells were cultured in RPMI-1640 medium (10% 

FBS, 1% penicillin-streptomycin solution, 1% non-

essential amino acid solution). Cell flasks were 

maintained at 37°C (Thermo Forma II CO2 Incubator, 

USA) with 5% CO2 throughout the experimental 

process. Confluent cells were removed with 

trypsin/EDTA solution and cell counting was performed. 

96-well plates were used for cytotoxic assays. 

Approximately 15,000 cells were seeded in each well. 

The next day, the medium in the well was aspirated and 

a new medium was added. The treatment groups were 

treated with different doses (50-600 µg/mL) of the 

prepared plant extract for 24 hours. At the end of the 

period, cell viability levels in the groups were 

determined by MTT assays [14]. The absorbance values 

obtained from the wells were ratioed to the control 

absorbance value and percent viability values were 

calculated. 

 

2.3. Genotoxicity Analysis 

 

In the study, DNA damage effects of plant extract were 

determined by single-cell gel electrophoresis (Comet) 

analysis [15]. For analysis, cells were seeded in 6-well 

plates. Cells were treated with 50, 100, and 200 µg/mL 

doses of the plant extract for 24 hours. The collected cell 

samples were then washed with phosphate buffer and 

resuspended. Approximately 10,000 cells were mixed 

with low-melting agarose and this mixture was dropped 

onto agarose-coated slides and coverslips were closed. 

The preparations were kept at 4°C for 10-15 minutes and 

the coverslips were separated. The slides were then kept 

in lysis solution for 1 hour and placed in a horizontal gel 

electrophoresis tank. Samples were run at 25 volts 

(maximum 300 mA) for 25 minutes. After 

electrophoresis, the slides were washed 3 times for 5 

minutes with a neutralization buffer. Finally, ethidium 

bromide solution was added to the slides and DNA 

damage images were recorded under a Zeiss Axio 

Scope.A1 fluorescence microscope. Analyses were 

performed using Tritek Comet Score software. This 

program analyzes images using the background of the 

image taken as a reference and uses pixel 

changes/intensity to determine the level of DNA 

damage. Tail length (tail length; TL), tail moment (tail 

moment; TM), tail intensity (tail intensity; TI). and 

%DNA tail ratio (%DNA tail) parameters were 

determined for at least 100 random cells from each 

group. 

 

2.4. Statistical Analysis 

 

Sigma Plot 12 package program was used in the analysis. 

The normal distribution of the analyzed variables was 

examined by the Shapiro-Wilk test before comparisons 

were made between groups. Kruskal Wallis H test was 

used to determine the differences between groups and 

Dunn's test was used for multiple comparisons. 

Statistically, p<0.05 was considered statistically 

significant. After MTT assays, the IC50 of the plant 

extract for A2780 cells was calculated using AAT 

Bioquest IC50 Calculator [16]. 

 

3. RESULTS  

 

3.1. Cell Viability Level 

 

The viability change in the A2780 cell line treated with 

different concentrations of C. australis plant extract is 
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shown in Figure 1. 24 hours after treatment, C. australis 

400 and 600 μg/mL doses significantly reduced cell 

viability compared to the control group (p<0.05). 

Furthermore, the IC50 value on C. australis A2780 cells 

was determined as 251.43 μg/mL. 

 

 
Figure 1. Viability change (%) in A2780 cell line 24 hours after plant 
extract treatment. Box plots are expressed as median (min.–max.). 

*p<0.05 compared to control. 

 

3.2. Impact on DNA Damage 

  

After MTT analysis, doses with at least 70% viability 

were applied to the cells for Comet analysis. The results 

of Comet analysis after the treatments are summarized in 

the Table 1. Accordingly, %DNA tail and TI parameters 

determined after the treatments were higher in the 

treatment groups compared to the control group 

(p<0.05). On the other hand, no difference was observed 

between the groups in the other two parameters (TL and 

TM). These results indicate that the plant extract causes 

DNA damage and decreases cell viability. Microscope 

images of the study are presented in Figure 2. 

 
Table 1. Comet analysis results  

 
 

Values expressed as median (25% - 75%). *p<0.05 

compared to the control group. 

 

 
Figure 2. DNA damage image after plant extract application to A2780 

cell line. (A,B: control group, C,D: 50 µg/mL, E,F: 100 µg/mL and 

G,H: 200 µg/mL plant extract treated groups. X100). 

 

4. DISCUSSION AND CONCLUSION 

 

Recent developments have led to the realization that free 

radical-induced lipid peroxidation and DNA damage are 

associated with major health problems such as cancer 

and aging. Plant-derived antioxidants are reported to be 

effective in protecting against these processes [17-19]. 

C. australis has various uses in folk medicine. Studies 

have shown that this species is a rich source of 

phytochemicals such as phenolic compounds, flavonoids 

and minerals [20, 21]. Most of the studies on C. australis 

have focused on revealing the phytochemical 

composition of the plant and determining its antioxidant 

activity. In this study, we present the first findings 

showing the cytotoxic and genotoxic effects of C. 

australis species on ovarian cancer A2780 cells. 

 

Few studies have focused on the effects of C. australis 

on cancer cells. El-Alfy et al. evaluated the cytotoxic 

effects of ethanol and aqueous extracts of C. australis 

and C. occidentalis plants on human hepatocellular 

carcinoma (HEP-G2), leukemia carcinoma (CCRF-

CEM), colon adenocarcinoma (COLO 205), ovarian 

adenocarcinoma (NIH: OVCAR-3) and gastric 

carcinoma (NCI-N87) cell lines. The results showed that 

COLO 205, HEP-G2 and NCI-N87 cell lines were the 
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cancer types most affected by the viability change after 

treatments. ED50 values for C. australis ovarian 

adenocarcinoma cells were reported as 77.65 ± 0.52 

μg/mL (ethanolic extract) and 72.77 ± 0.48 μg/mL 

(aqueous extract) [10]. Some studies on other Celtis  

species support the cytotoxic activity of C. australis. 

Acquaviva et al. reported that C. aetnensis extract 

applied at doses of 5 µg/mL and above-induced 

apoptosis in Caco-2 cells and decreased cell viability. In 

addition, while an increase in reactive oxygen level was 

observed in cell lines after plant extract application, a 

decrease in HO-1 protein expression, which mediates 

cell survival, was detected [22]. In another study, the 

cytotoxic effect of two new triterpene ester isolates from 

C. philippinensis on Lu1 (human lung cancer), Col2 

(human colon cancer), KB (human oral epidermoid 

carcinoma) and LNCaP (hormone-dependent human 

prostate cancer) was investigated. The results of the 

study revealed that these compounds exhibited 

significant cytotoxic effects in cell lines with ED50 

values generally in the range of 5-15 μg/mL [23]. 

 

This study provides evidence that C. australis extract, 

which is considered a valuable medicinal plant species, 

exhibits strong cytotoxic and genotoxic effects against 

ovarian cancer cell line. Our results showed that C. 

australis extract significantly decreased cell viability in 

A2780 cells at doses above 200 μg/mL and caused DNA 

damage from 50 μg/mL. These results show that C. 

australis extract causes cell death by inducing DNA 

damage in A2780 cells. Our study supports the growing 

data in this field showing the anti-cancer effect of Celtis 

species. We can say that this species, which is widely 

used in traditional medicine practices, reveals these 

effects through the secondary metabolites it contains. In 

light of the study’s findings, further investigation into 

the use of this plant is necessary as a supplementary 

natural product for cancer treatment and prevention in 

both in vitro molecular study and in vivo animal models. 
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Abstract: This experimental study has been carried out by using gamma backscattering method 

which is a non-destructive method. Some elements which are in the atomic number range of 

4≤Z≤48 have been used as backscatterer samples to investigate the variation of backscattering 

factor, asymmetry factor, and tailing factor with atomic number. These samples were irradiated 

by γ-rays of 59.54 keV energy emitted from a 10 μCi 241Am point radioactive source. To count 

the backscattered photons from samples, a high purity germanium detector (HPGe) with a 

resolution of 182 eV at 5.9 keV and active area of 200 mm2 was used. It was concluded that the 

coherent to backscattering ratio, asymmetry factor, and tailing factor increased with increasing 

atomic number, but the count rate and backscattering factor decreased. 

 

 

Gama Geri Saçılma Yöntemini Kullanarak 59.54 keV'de 4≤Z≤48 Atom Numarası 

Aralığındaki Bazı Elementler İçin Geri Saçılma, Asimetri ve Kuyruklanma Faktörlerini 

Belirlemeye Yönelik Deneysel Çalışma 
 

 

Anahtar 

Kelimeler 

Geri saçılma, 

Geri saçılma 

faktörü, 

Asimetri 

faktörü, 

Kuyruklanma 

faktörü,  

HPGe dedektör 

Öz: Bu deneysel çalışma, tahribatsız bir yöntem olan gama geri saçılma yöntemi kullanılarak 

gerçekleştirilmiştir. Geri saçılma faktörü, asimetri faktörü ve kuyruklanma faktörünün atom 

numarasına göre değişimini araştırmak için, geri saçıcı numuneler olarak 4≤Z≤48 atom 

numarası aralığındaki bazı elementler kullanılmıştır. Bu numuneler, 10 μCi 241Am radyoaktif 

nokta kaynaktan yayılan 59.54 keV enerjili γ-ışınları ile ışınlanmıştır. Numunelerden geri 

saçılan fotonları saymak için, 5.9 keV'de 182 eV çözünürlüğe ve 200 mm2 aktif alana sahip 

yüksek saflıkta germanyum dedektörü (HPGe) kullanıldı. Koherent/geri saçılma oranı, asimetri 

faktörü ve kuyruklama faktörünün artan atom numarası ile arttığı, ancak sayma hızı ve geri 

saçılma faktörünün azaldığı sonucuna varıldı. 

1. INTRODUCTION 

 

Backscattering (i.e., backscatter) is defined as the 

reflection of radiation or particles back to the direction 

from which they came. Backscattering has many 

important application areas as astronomy, radar systems 

(especially weather radar), radiation dosimetry, fiber 

optics, photography, X-ray imaging, neutron or X-ray 

spectroscopy, and medical ultrasonography. The gamma 

backscattering method is a non-destructive method. This 

method can be used to determine physical parameters as 

thickness (or saturation thickness), density, and shape of 

backscattering samples (or materials). When the material 

used as target are irradiated by gamma photons, the 

gamma photons are backscattered from the interior of the 

target and then these gamma photons backscattered 

backwards are detected using a detector in this method. 

 

There are many studies with regard gamma backscattering 

in the literature. Because the backscattering method is 

very useful, it is used to determine parameters such as 

effective atomic number, saturation thickness, and albedo 

factor for a material. Udagani [1] studied experimentally 

gamma backscattering and saturation thickness for granite 

and glass using 137Cs radioactive source and NaI(Tl) 

detector at 180° scattering angle. Then, Udagani [2] 

investigated gamma ray backscattering for water, 

kerosene, petrol, and admixture of kerosene and petrol. 

www.dergipark.gov.tr/tdfd 
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He concluded that the gamma backscattering technique is 

very useful and sensitive analytical technique for 

performing quantitative analysis of samples. Almayahi 

[3] measured the backscattering factor of gamma rays for 

pure concretes of different thicknesses using gamma 

energies in range of 0.088 MeV to 1.253 MeV and a 

NaI(Tl) scintillation detector. He concluded that the 

backscattering factor increased with increasing target 

thickness and gamma photon energy. However, he 

observed that the backscattering factor remains constant 

at a certain thickness value called the saturation thickness. 

Singh et al. [4] measured effective atomic number of 

composite materials at 662 keV using gamma 

backscattering technique. They investigated the effect of 

target thickness on intensity distribution of gamma 

photons. These gamma photons are multiply 

backscattered from targets. They found that intensity of 

multiply backscattering increased with increasing target 

thickness and finally saturated. Also, Singh et al. [5] 

determined the effective atomic number of biomedical 

samples the same technique. Kiran et al. [6] carried out an 

experimental study to determine effective atomic number 

of composite materials by Compton scattering. Then, 

Kiran et al. [7] calculated the effective atomic number of 

some construction materials for gamma photons scattered 

in backward direction of 90° to incident photon and 

detected the backscattered gamma photons by a NaI(Tl) 

detector. Uzunoğlu et al. [8] investigated experimentally 

the multiple scattered fraction as a function of target 

thickness for HgO and PbO at a scattering angle of 168°, 

and incident gamma photon energy of 59.54 keV. 

Backscattered photons were collected using a HPGe 

semiconductor detector in their study. Ravindraswami et 

al. [9] studied experimentally selected polymers by 

multiple scattering of gamma rays of 662 keV energy and 

detected the backscattered photons by a NaI(Tl) detector. 

In their study, the detector was placed at an angle of 90° 

to the incident gamma photons. They compared their 

experimental results with the results obtained from Monte 

Carlo N-particle simulation code. Sharma et al. [10] 

investigated effective atomic numbers for binary alloys as 

PbSn, PbZn and ZnSn at 662 keV using gamma 

backscattering technique. They compared their 

experimental results with the theoretical ones which were 

obtained from WinXCom, and observed that there is a 

good agreement between theoretical and experimental 

results. Wirawan et al. [11] performed simulations using 

Monte Carlo GEANT4 toolkit for analyzing the gamma 

backscattering of different flaw types and their 

orientations. Sabharwal et al. [12] measured albedo 

factors for targets of different atomic numbers and various 

target thicknesses using backscattered gamma photons of 

279, 320, 511 and 662 keV. They detected the 

backscattered gamma photons by an NaI(Tl) scintillation 

detector and found that the energy albedos decreased with 

the increase in the atomic number of the target and 

incident gamma photon energy. Naji et al. [13] examined 

the effect of backscattering gamma radiation on X-ray 

image contrast. Qutub MAZ. [14] investigated the photon 

backscattering for various stainless-steel thicknesses.  He 

carried out this work using the FLUKA code for Monte 

Carlo simulations in the 0.25- 20 MeV energy range.  

 

Özdemir et al. [15] determined asymmetry factor and 

energy shifts of the Kβ and Kα peaks for the transition 

metals by using a Si(Li) detector at temperatures between 

40 and 400 °C. Gotmar et al. [16] explored the peak tailing 

in linear chromatography. They mentioned that peak 

tealing reduces often considerably the resolution between 

analytes and causes band interference. In addition, they 

presented that it prevents an accurate interpretation of UV 

spectra. Also, peak tealing reduces the accuracy of 

quantitative results. Therefore, the tailing (or fronting) of 

the peak has an undesirable effect, which is a problem in 

XRF peak analysis as well as in chromatography. Wahab 

et al. [17] carried out detection and quantitation of 

fronting, tailing. In addition, they investigated the effects 

of tailing and fronting on asymmetry measurements.  

 

Parameters such as peak height, area, and resolution are 

very important for peak shape analysis. Gaussian function 

is used to assess problems in a peak such as tailing (or 

fronting), shouldering, or siplitting. The Gaussian 

function, which is widely used, enables qualitative and 

quantitative assessment of individual contributions to the 

overall peak distortion. But this situation is rarely noticed 

and it is never quantified. Therefore, the signal to noise 

ratio should be determined for XRF analysis and this ratio 

should be high.  

In this experimental study, peak asymmetry has been used 

as a way to quantify the contributions of fronting and 

tailing to non-Gaussian peaks with gamma backscattering 

method. The variation of count rate, backscattering factor, 

coherent to backscattering ratio, asymmetry factor (As) 

and tailing factor (TF) with atomic number were 

investigated using backscattered peaks of some elements 

which are in 4≤Z≤48 atomic number range. 

 

2. MATERIAL AND METHODS 

 

2.1. Experimental Setup and Acquisition System 

 

In this work, some elements which are in the atomic 

number range of 4≤Z≤48 were used as samples for gamma 

backscattering method. These elements in the form of foil 

were Be, Cu, Nb and Cd. The masses of these samples 

were 0.47877, 0.16778, 0.27006 and 0.57235, 

respectively. These samples were irradiated with gamma 

rays of 59.54 keV energy emitted from 241Am point 

radioactive source which has an activity of 10 μCi. High-

Purity Germanium (HPGe) detector, which has a DSG 

planar high purity germanium crystal with an active 

diameter of 16 mm, was used to detect gamma photons 

backscattered. In addition, this detector has an active area 

of 200 mm2, sensitive depth (i.e., active thickness) of 10 

mm, Be window thickness of 0.12 mm, distance from 

window (i.e., distance between Ge crystal and Be 

window) of 5 mm, and a resolution of 182 eV at 5.9 keV. 

A bias voltage of -1500 V was applied to the detector.  

 

The time used as the data acquisition time was 18000 s for 

each measurement. The channel was set to 4096 for the 

multichannel analyzer. To ensure optimum detector 

performance specified by the manufacturers, the time 

constant of the amplifier was set to 6 μs. MAESTRO, 

which is a computer program, was used to govern and 
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control the operating parameters of the system. The 

Origin 7.5 software program was used to analyze the pulse 

height spectra acquired with and without the 

backscattered target.  

 

The experimental setup of the present measurements for 

backscattering method is shown in Figure1. According to 

Figure 1, the distance between the point radioactive 

source and the HPGe detector is 1.9 cm. Also, the distance 

between the point radioactive source and sample is 1 mm. 

The centers of the HPGe detector, radioactive point 

source, and target are on the same axis. The backscattering 

angle was 180°. HPGe detectors should always be kept at 

low temperatures such as liquid nitrogen temperature, 

which is -196°C. For this, detector crystal is placed in a 

dewar containing liquid nitrogen. 

 

Figure 1. Experimental setup of the present measurements for 

backscattering method 

 

2.2. Calculation Method of Backscattering, 

Asymmetry and Tailing Factors 

 

The gamma backscattering method, which is dependent 

on the sample property, is based on the Compton 

scattering effect. Compton scattering is the scattering of a 

high-energy photon from an electron, which is generally 

considered to be at rest and free, or from a bound electron 

whose binding energy is small compared to the energy of 

the incident photon. Compton scattering is dominant for 

light (or low atomic number) elements. The backscattered 

gamma rays are those scattered through a large angle (> 

120°) by the shielding or target. Compton scattering 

energy (or backscattering energy) varies with angle. 

When angle approaches 180°, the maximum energy to 

sample is transferred.  In this study, the backscattering 

angle is 180° as seen from Figure 1. The energy 

dependence of backscattered gamma photons as a 

function of angle is given by the following formula: 

𝐸𝑠 =
𝐸𝑖

[1 + (𝐸𝑖 𝑚0𝑐
2⁄ )(1 − 𝑐𝑜𝑠 𝜃)]

 (1) 

 

where 𝐸𝑖 , 𝐸𝑠 , 𝑚0 , 𝑐  and 𝜃  are the energy of incident 

photon, the energy of scattered (or backscattered) photon, 

the rest mass of the electron, the speed of light, and the 

scattering (or backscattering) angle, respectively. In this 

equation, 𝑚0𝑐
2 is the rest mass energy of an electron and 

its value is 511 keV. 

 

The backscattering factor depends on some variables. 

These are thickness of the backing material, kinetic 

energy of particle, and atomic number of the backing 

material. To understand the effect of backscattering, a 

source backscattering factor (𝐹𝑏) must be calculated [3, 

18]. It can be defined by the following equation: 

 

𝐹𝑏 =
𝑁𝑏
𝑁𝑖

× 100% (2) 

 

where 𝑁𝑏  and 𝑁𝑖  are number of photons counted with 

source backing, and number of photons counted without 

source backing, respectively. 

 

An ideal peak has a sharp symmetrical shape on a flat 

baseline such as a Gaussian peak. However, a peak can 

deviate from this ideal form for different reasons. These 

are that the peak can be asymmetrical, flatten and broader, 

or the baseline can rise. 

 

Asymmetry factor (𝐴𝑠) describes how symmetrical a peak 

is, as the name indicates. In addition, it also indicates 

whether a peak has either fronting or tailing. Namely, the 

asymmetry factor is a way of measuring peak tailing (or 

fronting). It is related to the distances from the center of 

the peak to either side of the peak (i.e, right or left of 

peak). Asymmetry factor is calculated by the following 

equation [17]: 

 

𝐴𝑠 = (𝑏𝑐 𝑐𝑎⁄ )10% (3) 
 

where 𝑏𝑐 is the distance from the centre line of the peak, 

which is a perpendicular line drawn from maximum point 

of the peak, to the left back slope of the peak measured at 

10% of peak height. Also, 𝑐𝑎  is the distance from the 

centre line of the peak to the right front slope of peak 

measured at 10% of peak height. All 𝐴𝑠  measurements 

were made for 10% of the maximum peak height. The 

value of 𝐴𝑠 is equal to 1 for exactly symmetrical peaks. If 

the value of  𝐴𝑠 is less than 1, fronting is observed at the 

peak.  On the contrary, if 𝐴𝑠 is greater than 1, tailing is 

observed at the peak. 

 

Peak fronting occurs when the first half is broader than 

the second half, and the second half is narrower in an 

asymmetric peak. The inverse of peak fronting is called 

as peak tailing. Such a peak is asymmetrical and also 

second half is broader than the front half of peak. Peak 

tailing is calculated by the following equation [17]: 

 

𝑇𝐹 = (𝑎𝑏 2𝑎𝑐⁄ )5% (4) 
where 𝑎𝑏 is defined as the distance from the right front 

slope of the peak to the left back slope. Also, 𝑎𝑐 is the 

distance from the centre line of the peak to the right front 

slope. All 𝑇𝐹  measurements were made for 5% of the 

maximum peak height. 

 

3. RESULTS AND DISCUSSION 
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For this study, the experimental measurements were 

performed by using gamma backscattering method at 

scattering angle of 180° as seen from Figure1. Be, Cu, Nb, 

and Cd which are in the atomic number range of 4≤Z≤48 

and in the form of foil were used as samples. These 

samples were irradiated by γ-rays of 59.54 keV energy 

emitted from 241Am point radioactive source, which has 

an activity of 10 μCi. Gamma photons backscattered from 

these samples were counted using an HPGe detector. 

Then, the spectra were obtained for with and without 

backscattering (or backscatterer) sample. The typical 

backscattering spectra obtained with and without a Be 

sample were shown in Figure 2. The value of energy for 

backscattered peak was calculated by using Equation 1. 

For this study, the energy of the backscattered peak was 

defined as 48.287 keV. 

 

 
Figure 2. Typical backscattering spectra obtained with and without a 
Be sample  

 

To define the peak area under the backscattering peak, 

'substract baseline' mode was first used in the peak 

analyzer of Origin 7.5 program. The baseline subtraction 

is used to estimate and eliminate background noise. 

Signals with intensity lower than a threshold value are 

considered to be noise. So, these undesirable background 

signals must be removed of peak or spectrum. Because of 

the shifts away from a Gaussian peak (that is, because it 

is a peak that cannot be fitted to the gaussian function), it 

is necessary to select the correct peak regions. Region of 

interest (ROI) was defined between the start and stop 

channels of peak to determine the net peak areas under 

these backscattering peaks [1]. Then, the area under the 

backscatter peak was calculated by summing the counts 

corresponding to each channel in this region. For this total 

area of peak in the ROI region, the counts were integrated 

by Origin 7.5 program. The representation for ROI 

analysis under the backscattering peak on a typical 

spectrum obtained from Be was shown in Figure 3.  

 

 
Figure 3. Representation for ROI analysis under the backscattering 

peak on a typical spectrum obtained from Be 

 

As seen from Figure 3, ROI-1 is the start point and ROI-

2 is the stop point of the ROI region of the backscattering 

peak. The values of counts under ROI, count rate, 

backscattering factor (𝐹𝑏 ) (which is calculated using 

Equation 2), and coherent to backscattering intensity ratio 

(Coherent/BS) were given in Table 1. Also, the variations 

of these parameters dealing with backscattering with 

various atomic numbers were shown in Figure 4. 

 

When the Table 1 and Figure 4 are examined, it is seen 

that the counts under ROI, the count rate, and 

backscattering factor decrease with increasing atomic 

number, but the coherent to backscattering intensity ratio 

increases. The experimentally measured values of these 

parameters were fitted to the second-degree polynomial 

curves. The fit functions and the correlation coefficients 

obtained for these fit functions are also given in Figure 4. 

It is seen that these correlation coefficients are quite high 

from Figure 4. 

 
Table 1. The values of measured parameters dealing with backscattering for various atomic number 

 

 

 

 

Elements 

 
Z  

Counts 

Under ROI 
 

Count 

Rate 
 𝐹𝑏  Coherent/BS 

Be  4  285531  15.863  1.092  170.709 

Cu  29  269578  14.977  1.031  180.352 

Nb  41  257113  14.284  0.984  188.297 

Cd  48  234241  13.013  0.911  203.211 
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Figure 4. Variation of a) counts under ROI, b) count rate, c) backscattering factor (Fb), and d) coherent to backscattering (Coherent/BS) intensity ratio 

as a function of atomic number (Z) 

 

As a result of the interaction of high-energy rays with 

target, either complete absorption or scattering occurs 

for each interaction. When electromagnetic radiation is 

sent on any material, photons can interact with bonded 

atomic electrons, free electrons, the nucleus or the 

Coulomb field of electrons, nucleons or the whole 

nucleus, or they can pass without any interaction. 

Interactions with energies up to 10 MeV often result in 

any of the events such as photoelectricity, Compton or 

pair production [19]. However, cross sections can be 

used to determine what kind of the interactions occur 

when a photon of 59.54 keV energy interacts with the 

material. For this study, the coherent, incoherent 

(Compton or backscattering), photoelectric cross 

sections for 59.54 keV energy, and their contributions to 

total photon interaction (%) were calculated using 

WinXCOM program. Then, these results were given in 

Table 2. According to Table 2, there is a relationship 

such as Compton>coherent>photoelectric between 

scattering and photoelectric effects of the elements with 

low atomic number. Conversely, it is obvious that there 

is a relationship such as 

photoelectric>coherent>Compton for elements with 

large atomic numbers. 

 

 

 
Table 2. The cross sections obtained for 59.54 keV energy using WinXCOM program and their contributions to total photon interaction (%) 

 

When photons are sent onto the target, these photons not 

only lose energy as they pass through the target, but also 

scatter at very small angles along their path. Single 

scattering occurs if there is only one scattering in a 

target, and multiple scattering can occur if there are 

more than once scatterings in a target. Photons scattered 

from a target that undergo re-scattering from 

neighboring atoms in target cause to multiple scattering 

[8]. The parameters such as photon energy, scattering 

angles, source and detector collimation, sample 

thickness, and density must be taken into account for the 

experimental determination of multiple scattering. In 

Compton scattering or backscattering, the incoming 

photon undergoes to multiple scattering in the sample 

before it leaves the sample. The multiple scatterings of 

photons occur as a hump on the left slope of the 

  
Cross Sections  

(cm2g-1) 
 The contributions to total photon interaction (%) 

Z  Coherent  Incoherent  Photoelectric  Coherent  Incoherent  Photoelectric 

4  0.005  0.143  0.001  3.339  95.948  0.713 
29  0.109  0.131  1.385  6.727  8.081  85.193 

41  0.184  0.122  3.812  4.468  2.955  92.576 

48  0.229  0.115  5.759  3.757  1.887  94.357 
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Compton (or backscattering) peak. This hump is shown 

in Figure 5 for Be. Because the hump is on the left slope 

of the peak, peak fronting occurs, not tailing. The peaks, 

which has a such hump, are not perfect like the Gaussian 

peak, so they are not symmetrical. It is known that 

tailing or fronting is most clearly seen close to the 

baseline. A representation for measurement of peak 

tailing factor and asymmetry factor is given in Figure 5.  

 

Figure 5. Representation and measurement of peak tailing factor and 
asymmetry factor 

Asymmetry factors were calculated using Equation 3 at 

10% of peak height. Also, tailing factors were calculated 

using Equation 4 at 5% of peak height.  The channel to 

which the maximum peak height corresponds, 

asymmetry factor and tailing factor are given in Table 3. 

In addition, the number of channels to the left and right 

of backscattering peak is defined as A and B, 

respectively. The values of A and B are also given in 

Table 3 for both asymmetry factor and tailing factor. 

Thus, the amount of tailing at the backscattering peak 

was determined for various atomic numbers. When the 

Table 3 is examined, it can be concluded that A is bigger 

than B and there is a tailing on the left slope of 

backscattering peak. That is, there is peak fronting for a 

backscattering peak, which in this case 𝑇𝐹 is lower than 

1. Also, it was found that the values of asymmetry factor 

and tailing factor approach 1 with increasing atomic 

number. Because, as the asymmetry factor is closer to 1, 

as the symmetry of backscattering peak is greater. 
 

 

Table 3. The channel numbers of backscattering peak maximum for elements of various atomic numbers, the values of their asymmetry factors (𝐴𝑠) 

and tailing factors (𝑇𝐹) 

 

4. CONCLUSION 

 

The experiments were carried out using gamma 

backscattering method in this study. The variation of 

count rate, backscattering factor, coherent to 

backscattering ratio, asymmetry factor (𝐴𝑠) and tailing 

factor (𝑇𝐹) with atomic number were investigated for 

some elements which are in 4≤Z≤48 atomic number 

range. It is concluded that the count rate, and 

backscattering factor decrease with increasing atomic 

number, but the coherent to backscattering intensity 

ratio increases. Then, the variation of the interaction 

cross sections (the coherent, incoherent (Compton or 

backscattering), photoelectric) with atomic number and 

their contributions to total photon interaction (%) were 

defined for 59.54 keV energy using WinXCOM. 

Finally, how the asymmetry factor and peak tailing 

change with atomic number was investigated for 

asymmetric backscattering peaks. It was seen that the 

photoelectric absorption increases as the atomic number 

increases, the multiple scattering will decrease and 

therefore the peak tailing will also decrease. So, the 

contributions of multiple scattering on backscattering 

peak were quantified. Because the backscattering 

method is nondestructive method, it can be used for 

qualitative and quantitative analysis of compounds, 

alloys, and composite materials. 
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Abstract: Children with ADHD may experience challenges such as attention deficits, 

behavioral problems, educational problems, and low self-confidence. This study summarizes 

research aiming to evaluate the diagnosis of attention deficit hyperactivity disorder (ADHD) 

with electroencephalography (EEG) signals. The research used EEG data from 30 children 

diagnosed with ADHD and 30 healthy control groups. EEG data was first processed for noise 

reduction purposes and then classified using deep learning models such as ConvMixer, 

ResNet50, and ResNet18. The findings show that ConvMixer demonstrates high accuracy in 

classification. while requiring low computational resources. Additionally, the effects of 

different channels on the usability of EEG signals in the diagnosis of ADHD were examined, 

and the T8 channel was found to be particularly effective. In conclusion, the study emphasizes 

the effectiveness of lightweight models and underscores the significance of specific EEG 

channels in diagnosing ADHD using EEG signals. 

 

 

Convmixer ve SDD Kullanılarak DEHB Hastalığının EEG Sinyalleri ile Otomatik Olarak 

Tespit Edilmesi 
 

 

Anahtar 

Kelimeler 

EEG,  

Derin Öğrenme, 

DEHB,  

Sürekli dalgacık 

dönüşümü 

Öz: DEHB, çocuklarda dikkat eksikliği, davranış problemleri, eğitimle ilgili sorunlar ve düşük 

özgüven gibi problemler oluşturabilir. Bu çalışma, Dikkat Eksikliği Hiperaktivite Bozukluğu 

(DEHB) teşhisini elektroensefalografi (EEG) sinyalleriyle değerlendirmeyi hedefleyen bir 

araştırmayı özetlemektedir. Araştırma, 30 DEHB tanısı almış çocuk ve 30 sağlıklı kontrol 

grubunun EEG verilerini kullanmıştır. EEG verileri öncelikle gürültü azaltma amacıyla işlenmiş 

ve ardından ConvMixer, ResNet50 ve ResNet18 gibi derin öğrenme modelleri kullanılarak 

sınıflandırılmıştır. Bulgular, ConvMixer'in düşük hesaplama kaynaklarına ihtiyaç duyarak 

yüksek sınıflandırma başarısı elde ettiğini göstermektedir. Ayrıca, EEG sinyallerinin DEHB 

teşhisinde kullanılabilirliği konusunda farklı kanalların etkileri incelenmiş ve T8 kanalının 

özellikle etkili olduğu tespit edilmiştir. Bu çalışma, EEG tabanlı DEHB teşhisi için daha hafif 

modellerin kullanılabilirliğini ve EEG kanallarının önemini vurgulamaktadır. 
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1. INTRODUCTION 

 

ADHD is a neurodevelopmental disorder that typically 

manifests in childhood, affecting at least 5 out of every 

100 children today [1]. ADHD can cause problems in 

children such as attention deficits, behavioral problems, 

educational problems, and low self-confidence. Early 

diagnosis of ADHD helps to create a treatment plan 

appropriate to children's needs, improve school 

performance, and support social and emotional 

development. ADHD symptoms cause some changes in 

brain activity. For this reason, an electroencephalogram 

(EEG) may reveal some findings that show symptoms of 

ADHD. Since deep learning methods can automatically 

analyze EEG data, they can be used as an effective tool 

to distinguish between individuals with ADHD and 

healthy individuals. 

 

Numerous studies have been conducted in the literature 

using artificial intelligence techniques to classify people 

with ADHD and healthy individuals. Tosun [2] 

investigated how different frequency light stimuli 

affected the diagnosis of ADHD. This data set was 

obtained by the researcher using the power spectral 

densities and spectral entropy values that were generated 

from the EEGs of the patients. The researcher created his 

own data set. The researcher used support vector 

machines (SVM) and long-short-term memory (LSTM) 

as classifiers. With the eyes closed, the results showed 

88.88% classification accuracy in the Fp1 and F7 

channels and 92.15% at rest. 

 

Five Azure Kinect units and depth sensors were used to 

gather the skeletal data of children as they played a game 

that Lee et al. [3] designed for the purpose of screening 

and diagnosing ADHD in children. The child is required 

to follow a robot that follows a predetermined path in a 

game meant to screen diagnoses. The skeletal data 

utilized in this study were separated into two categories: 

"play" data, which was collected while the child was 

playing, and "waiting" data, which was collected when 

the child was waiting while the robot guided. The RNN 

series, bidirectional layer, and weighted cross-entropy 

loss function of the GRU, RNN, and LSTM algorithms 

were used to classify the resultant data. Out of all of 

these techniques, the LSTM algorithm with a weighted 

cross-entropy loss function and a bidirectional layer 

achieved 97.82% classification accuracy. 

 

Two novel deep learning techniques for the classification 

of ADHD based on functional magnetic resonance 

imaging (fMRI) were presented by Wang et al. [4]. 

Convolutional neural networks and independent 

component analysis were employed in the first. The 

correlation autoencoder method was applied in the 

second one. Both approaches outperformed traditional 

approaches in terms of performance. 

 

The gradient-weighted class activation mapping 

technique was used by Chen et al. [5] to visualize EEG 

signals in their investigation. 50 children with attention 

deficit hyperactivity disorder were studied; 9 girls and 41 

boys provided EEG signals for the data collection. From 

spatial frequency anomalies in the EEGs, they were able 

to obtain the power spectral density. The researchers' 

classification accuracy was 90.29% when they used this 

feature as the convolutional neural network's (CNN) 

input. 

 

Lee et al. [6] used deep learning and skeletal data to 

classify ADHD in children. Data from engaging games 

were accurately classified into three groups: ADHD, 

ADHD-RISK, and Normal. 98.15% classification 

accuracy was attained with the use of bi-directional 

LSTM and channel attention model. A major 

contribution to the differentiation of the ADHD-RISK 

class was made by the study. 

 

Saurabh et al. utilized functional magnetic resonance 

imaging (fMRI) data during resting-state to diagnose 

ADHD. They classified ADHD using voxel data in RSN 

active regions, utilizing a modified BLSTM model [7]. 

For classification accuracy, the model scored 87.50%. 

An evaluation was conducted in comparison to 

alternative approaches. 

 

Tang et al.[8] used the ADHD-200 database as a data set. 

The suggested network architecture consisted of a 

modified autocoding network and a binary hypothesis 

testing framework. The study employed binary 

hypothesis testing as a means of handling incomplete 

data, and during feature selection, the brain functional 

connections from the test and training data sets were 

combined. The purpose of the modified autocoding 

network was to capture more useful features. The 

ADHD-200 database was used for experiments, and the 

method's average accuracy was 99.6%. 

 

EEG signals were used as the data set by Ahmadi [9], 

who proposed a computer-aided diagnosis system that 

can accurately diagnose ADHD. Deep convolutional 

neural network (CNN) architecture is used in the 

suggested technique. With the combination of β1, β2, 

and γ bands, the highest classification accuracy was 

obtained. It was discovered that the success rate attained 

was 99.46%. In this study, deep learning and an EEG 

signal were used to classify children with ADHD and 

healthy children. 

 

A total of 121 children and 19 channels, aged 7 to 12, 

comprised 61 children with ADHD and 60 healthy 

children [10] were the data set utilized by 

Maniruzzzaman et al. [11]. In the study by et al., key 

features were chosen using the LASSO logistic 

regression model after optimal channels were chosen as 

the network architecture using two different techniques 

based on SVM and t-test. Consequently, the following 

six machine learning-based classifiers were employed: 

logistic regression, multilayer perceptron, k-nearest 

neighbor, random forest, and Gaussian process 

classification (GPC). By using these techniques, it was 

possible to identify children with ADHD from healthy 

children with an accuracy rate of 97.53%. 

 

Park et al. [12] objectively detected physical aggression 

in children by utilizing machine learning and physical 
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activity data from wearable sensors. An activity monitor 

worn three times a week by 39 individuals with and 

without ADHD served as the data set for the study 

conducted by. The random forest method was used to 

perform machine learning, and patterns describing times 

of physical aggression were examined. With an 89.3% 

area under the curve, 82.4% F1 score, 85.0% recall, 

82.2% sensitivity, and 82.0% accuracy, the model was 

able to distinguish between episodes of physical 

aggression. The sensor's vector magnitude feature was 

crucial to the model's operation. This research may offer 

a useful method for remotely identifying and controlling 

child aggression. 

 

Ghasemi et al. used machine learning to improve the 

accuracy of ADHD diagnosis. Event-Related Potentials 

(ERP) data from ADHD patients and healthy control 

groups were used as the data set in the study by [13]. 

Features for frequency bands were calculated by 

processing ERP signals. Seven distinct machine learning 

algorithms were used for the classification process. 

Selected features have been combined with care. Deep 

Learning, Logistic Regression, and Generalized Linear 

Modeling techniques produced the best classification 

results. The AUC value is greater than 0.999 and the 

average accuracy rate is 99.85%. The ability to 

differentiate ADHD from the control group was better 

demonstrated by high and low frequencies (Beta, Delta). 

A machine learning expert system that reduces ADHD 

misdiagnosis and aids in treatment efficacy evaluation 

was created in this study. 

 

Mikolas [14] trained a linear SVM classifier with 

anonymized data from clinical records to identify 

participants with ADHD from a population presenting a 

variety of psychiatric conditions. With 66.1% accuracy, 

children and adolescents diagnosed with ADHD were 

distinguished from those without the disorder. SVM with 

single features produced accuracies with slightly 

different and overlapping standard deviations. Their 

developed method, which combined 19 features in an 

automatic feature selection process, produced the best 

results. 

 

In this study, a deep learning-based method was 

developed to automatically diagnose ADHD from EEG 

signals. The open-access data set [10], created with the 

participation of boys and girls between the ages of 7 and 

12, consists of the EEG signals of 61 children with 

ADHD and 60 healthy children. EEG signals consisting 

of 19 channels were divided into segments by a multi-

part signal segmentation procedure, with each channel 

becoming a separate vector. Each EEG signal is divided 

into 4-second segments. A 50Hz notch filter was applied 

to reduce noise and fluctuation in each EEG segment. 

Using a continuous wavelet transform, each EEG 

segment was converted into an image in the frequency-

time domain. Each of the 19 channels is classified 

separately into two classes: ADHD and healthy. In Part 

2, the dataset and materials used will be given. In the 

third part, the findings will be mentioned, and in the 

fourth part, discussion and conclusions will be given. 

 

2. MATERIAL AND METHOD 

 

2.1. Dataset 

 

In this research, the open-access data set obtained from 

[10] was used. This data set includes 30 children 

diagnosed with Attention Deficit Hyperactivity Disorder 

(ADHD) and 30 healthy controls for whom an 

experienced child and adolescent psychiatrist confirmed 

this diagnosis according to DSM-IV criteria. The group 

diagnosed with ADHD consists of 22 boys and 8 girls, 

and their average age is 9.62 ± 1.75 years. The healthy 

control group consists of 25 boys and 5 girls, and their 

average age is 9.85 ± 1.77 years. Among the children 

diagnosed with ADHD, 25 had combination subtypes, 3 

had attention deficit subtypes, and 2 had hyperactivity 

subtypes. 

 

Children diagnosed with ADHD were referred to the 

child and adolescent psychiatry clinic at Roozbeh 

Hospital, and these children had never used medication 

before. The control group was selected from two 

different sources: the first was selected from a primary 

school with 25 male students; the other 5 female students 

were selected from an all-female primary school. 

Children in the control group were evaluated by a child 

and adolescent psychiatrist to determine possible 

disorders. As a result of this evaluation, it was 

determined that none of the children in the control group 

had psychiatric problems. 

 

Exclusion criteria for children diagnosed with ADHD 

and healthy controls included history of significant 

neurological disorder, brain injury (including epilepsy), 

history of serious medical illness, learning or verbal 

disability, other psychiatric disorders, and use of 

benzodiazepine and barbiturate medications. 

Additionally, after the Raven Progressive Matrices Test 

was administered to children, participants who showed 

above-average success were included in the study. 

 

2.2. Preprocessing 

 

EEG signals in the data set were recorded according to 

the 10-20 standard with a sampling frequency of 128 Hz 

and were recorded with 19 channels (Fz, Cz, Pz, C3, T3, 

C4, T4, Fp1, Fp2, F3, F4, F7, F8, P3, P4, T5, T6, O1, 

O2). Each channel was converted into a separate signal 

vector. 19 signal vectors were obtained for each sample. 

Then, a 50 Hz Notch Filter was applied to these signal 

vectors to minimize noise. Then, each signal vector was 

divided into 4-second segments without overlapping. For 

each channel, a total of 79287 segments were obtained, 

including 2330 ADHD segments and 1843 healthy 

segments. The pre-processing procedure performed is 

given in Figure 1. 
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Figure 1. Preprocessing procedure performed 
 

2.3. Continuous Wavelet Transform 

 

Each of the 4-second segments obtained in the pre-

processing section was converted into heat map images 

in the frequency-time domain using the continuous 

wavelet transform (CWT). The resulting images were set 

to 224x224, which is the input size of the deep learning 

networks to be used. CWT is a mathematical process or 

a spectral analysis method applied to analyze a signal in 

time-frequency space [15]. EEG signals examine 

changes in brain activity over time. Frequency 

components of the EEG are also of high importance. 

Because oscillations at different frequency levels 

represent different brain activities [16] . CWT analyzes 

EEG signals in the time-frequency domain and shows 

which frequency components are effective in which time 

interval. The basic equation of CWT is as follows: 

 

𝐶𝑊𝑇(𝑎, 𝑏) = ∫ 𝑥(𝑡)
∞

−∞

× 𝜓∗ (
𝑡 − 𝑏

𝑎
) 𝑑𝑡 (1) 

 

Here a is the scale factor and determines the time scale 

of the signal. b is the position parameter and determines 

the time position of the signal. The result of CWT(a,b) is 

indexed by time (a) and scale (b). This represents the 

analysis of the signal at different time scales. x(t) 

represents the signal under consideration. 𝜓∗ is a wavelet 

function and is used to measure the frequency 

components and time positions of the signal. By 

performing the CWT transformation, wavelet 

coefficients were obtained as follows: 

 

𝐶𝑂𝐸𝐹𝑆 = 𝐶𝑊𝑇(𝑥(𝑡), 𝑓𝑠) (2) 
 

Here, 𝐶𝑂𝐸𝐹𝑆  are the wavelet coefficients.  𝑓𝑠  is the 

sampling frequency of the EEG device. Since the 

sampling frequency is given as 128 Hz in the data set, 

𝑓𝑠was chosen as 128 Hz. 

 

The obtained wavelet coefficients were multiplied by a 

scalar, their logarithm was taken, and then their absolute 

value was taken. 

 

𝑖𝑚𝑔 = 𝑙𝑜𝑔|𝐶𝑂𝐸𝐹𝑆.∗ 𝐶𝑂𝐸𝐹𝑆| (3) 
 

Here img is the resulting image matrix. This matrix was 

visualized to scale, and a heat map image (HMI) was 

obtained. For each channel, a total of 79287 HMI was 

obtained, including 2330 ADHD HMI and 1843 healthy 

HMI. The stages of obtaining an HMI and an example of 

the obtained HMI are given in Figure 2. 

 

 
Figure 2. Stages of obtaining HMI 

 

2.4. Classification Method 

 

The resulting 224x224 size images were classified using 

Convolutional Neural Network (CNN). The flow 

diagram of the classification is given in Figure 3. 
 

 
Figure 3. Flow diagram of the applied system 

 

ConvMixer, ResNet50 and ResNet18 were used as 

classifiers. 70% of the data is reserved for training and 

30% for testing. Each channel is classified separately. 

 

2.4.1. ConvMixer 

 

ConvMixer[17] is a deep learning model very similar to 

MLP-Mixer[18]. In MLP-Mixer, a multilayer perceptron 

is used to process data in the spatial dimension and mix 

the channel size, while in ConvMixer, depth convolution 

called DepthWise is used for spatial mixing. This 

structure first involves a patch placement layer and is 

then built by multiple iterations of a simple fully 

convolutional block. Patch embeddings defined by p and 

embedding size h can be implemented as a convolution 

operation with input channels 𝑐𝑖𝑛 , output channels h, 

kernel size p and step size p: 

 
𝑧0 = 𝐵𝑁(𝜎{𝑐𝑜𝑛𝑣𝑐𝑖𝑛

→ (𝑋, 𝑠𝑡𝑟𝑖𝑑𝑒 = 𝑝, 𝑘𝑒𝑟𝑛𝑒𝑙𝑠𝑖𝑧𝑒 = 𝑝)}) (4) 

ConvMixer combines several components to process 

data: 

 

Patch Embedding Layer: Input data is processed with 

this layer. In this layer, the data is divided into small 

patch regions and each patch region is converted into a 

vector by embedding. The stage of converting the input 
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data into lower-dimensional vector representatives is 

achieved with this layer. 

 

Convolutional Block: ConvMixer consists of fully 

connected layers repeated consecutively. These blocks 

use the basic convolution operation. Each block consists 

of two steps. The first of these steps is depth 

convolution, where a convolution is applied where the 

number of groups is equal to the number of channels. It 

changes the overall structure of the feature map by 

comparing channel-level information. The second step is 

the point convolution step. This step allows further 

processing of pixel and position features. 

 

Normalization and Activation: Normalization and 

activation are applied after each convolution. In this 

way, the model is ensured to stabilize education and 

learning. 

 

Global Pooling: After a series of repetitions of 

ConvMixer blocks, global pooling is applied to create a 

general summary of the entire feature map, and a feature 

vector is obtained as a result of this process. 

 

Classification Layer: In the final stage, this feature 

vector is passed to a softmax classification layer and 

classification of objects or patterns is performed through 

this layer. 

 

The network architecture used is given in Figure 4. 

 

 
Figure 4. ConvMixer Network Architecture 

 

2.4.2. ResNet50 

 

ResNet [19], developed by Kaiming He and other 

researchers in 2015, is a family of network architectures. 

The main feature of ResNet is the use of so-called "skip 

connections" or "shortcut connections". These 

connections allow the network to be made deeper, 

making it easier to train the network and more resistant 

to overfitting. In this study, ResNet models were also 

used to classify ADHD and healthy and compare them 

with the ConvMixer architecture. 

 

Input Layer: ResNet-50 model takes an image of 

224x224 pixels as input. This image is usually 

represented as a tensor consisting of three-color channels 

(RGB). 

 

Convolution Layers: ResNet-50 contains several 

convolution layers. Convolution layers are used to 

capture and extract different features of the image. Each 

convolution layer implements a convolution operation 

that comes with weight matrices (W) and bias terms (b). 

The mathematical expression of this process is as 

follows: 

 

𝐻𝑖 = 𝑓(𝑊𝑖 ∗ 𝐻𝑖−1 + 𝑏𝑖) (5) 
 

Here 𝐻𝑖  represents the output of the layer, 𝑊𝑖 represents 

the convolution kernel, 𝐻𝑖−1 represents the output of the 

previous layer, 𝑏𝑖  represents the bias term and 𝑓 

represents the activation function. 

 

𝑌 = 𝑓(𝑊𝑋 + 𝑏) (6) 
 

Here Y is the classification result; W, weight matrix; X, 

feature vector; b is the bias term and f is the activation 

represents the function. 

 

Skip Connections: ResNet-50 uses connections called 

"skip connections" or "redundant connections" that 

specifically help train deeper networks. These 

connections add the output of one layer to the input of 

another layer, making the flow of information smoother 

and allowing the network to become deeper. 

 

2.4.3. ResNet18 

 

Basically, ResNet18 has a similar structure to ResNet50. 

ResNet18 consists of 18 layers in total, while ResNet50 

consists of 50 layers. For this reason, the depth of 

ResNet50 is greater than ResNet18. This will directly 

increase the number of parameters of ResNet50 

compared to ResNet18. In terms of generalization 

ability, ResNet50 can generalize better. For this reason, 

it will work better than ResNet18 in complex situations. 

Being a model with a higher number of parameters 

indicates that ResNet50 requires more computational 

power and memory. In short, while ResNet50 can give 

better results in larger and more complex data sets, 

ResNet18 can be described as a simpler model that 

achieves better results with less data. In the study, 

classification was performed with both ResNet18 and 

ResNet50 and these two models were compared in terms 

of classification success. 

 

Deep learning techniques were applied in a MATLAB 

environment to automate the classification of Attention 

Deficit Hyperactivity Disorder (ADHD) using EEG 

signals. The EEG data, collected from 121 children 60 

diagnosed with ADHD and 61 healthy controls were 

processed into individual vectors for each channel to 

facilitate detailed analysis. A 50 Hz Notch filter was 

applied to clean each signal from noise. Each vector, 

cleared of noise after the Notch filter, was divided into 

4-second segments. 4173 segments were obtained for 

each channel, 2330 of which were ADHD and 1843 were 

healthy. The resulting 4173 segments were converted 

into heat map images in the time-frequency domain 

using the SDD method. The resulting 4173 images were 

set to 224x224 size. Of these 4173 images, 80% were 

randomly divided as training data and 20% as test data. 

For each channel, 3378 training and 835 test images 

were obtained. A total of 4173*19=79287 images were 

obtained. In total, 64182 images were allocated to 

training and 15105 images were allocated to testing. 



 

Tr. J. Nature Sci. Volume 13, Issue 1, Page 19-25, 2024 
 

 

24 

Some parameters of pre-trained models are given in 

Table 1. 

 

3. RESULTS OF EXPERIMENTS 

 

Analyzes were carried out in MATLAB environment to 

automatically classify ADHD disease with deep learning 

using EEG signals. EEG signals received from a total of 

121 children, 60 of whom had ADHD and 61 of whom 

were healthy, were turned into a separate vector for each 

channel. A 50 Hz Notch filter was applied to clean each 

signal from noise. Each vector, cleared of noise after the 

Notch filter, was divided into 4-second segments. 4173 

segments were obtained for each channel, 2330 of which 

were ADHD and 1843 were healthy. The resulting 4173 

segments were converted into heat map images in the 

time-frequency domain using the SDD method. The 

resulting 4173 images were set to 224x224 size. Of these 

4173 images, 80% were randomly divided as training 

data and 20% as test data. For each channel, 3378 

training and 835 test images were obtained. A total of 

4173*19=79287 images were obtained. In total, 64182 

images were allocated to training and 15105 images 

were allocated to testing. Some par ameters of pre-

trained models are given in Table 1. 

 
Table 1 Parameters for Pre-Trained Models 

Model 

Parameters 
ConvMixer ResNet50 ResNet18 

Input Image 

Size 
224x224x3 224x224x3 224x224x3 

Mini-batch 

size 
64 64 64 

Number of 

epochs 
10 10 10 

Initial 

Learning 

rate 

0.001 0.001 0.001 

Optimizer Adam Adam Adam 

Activation 

Function 
Softmax Softmax Softmax 

Verification 

Frequency 
3 3 3 

Depth 5 - - 

Patch Size 9 - - 

 

An example classification process is given in Figure 5. 

 
Figure 1 An example for training process 

 

The accuracy rate and average accuracy rate obtained for 

each channel using Convmixer in detecting ADHD from 

EEG signals are as in Table 2. 

 

Table 2 Achieved Classification Accuracy Rates 

 ConvMixer ResNet50 ResNet18 Mean 

Fp1 73.16 75.33 72.18 73.5567 

Fp2 74.37 73.89 68.82 72.3600 

F3 70.9 75.81 76.02 74.2433 

F4 70.3 68.74 71.46 70.1667 

C3 72.22 77.25 72.18 73.8833 

C4 70.18 68.86 69.3 69,44 

P3 76.29 76.29 76.26 76.28 

P4 65.39 67.19 65.71 66.0967 

O1 71.86 71.5 72.66 72.0067 

O2 65.15 66.23 67.63 66.3367 

F7 73.53 70.9 73.86 72.7633 

F8 73.65 73.53 76.74 74.64 

T8 75.81 78.92 77.7 77.4767 

P7 70.9 74.01 74.82 73.2433 

P8 70.9 71.98 75.3 72.7267 

Fz 78.68 63.47 64.51 68.8867 

Cz 74.13 73.65 76.98 74.92 

Pz 77.13 78.8 69.78 75.2367 

Mean 72,475 72.575 72.383  

 

4. DISCUSSION AND CONCLUSION 

 

Table 2 presents the classification results achieved for 

each channel using pre-trained ResNet and ConvMixer 

architectures. Classification performance varies for each 

EEG channel. ConvMixer achieved the highest 

classification accuracy among all channels, with 78.68% 

for the Fz channel, while ResNet50 attained the highest 

accuracy at 78.92% for the T8 channel. ResNet18 

achieved the highest classification accuracy among the 

channels, reaching 76.74% for the F8 channel. Upon 

examining the classification success obtained by 

averaging results across 19 channels, ResNet50 

exhibited the highest accuracy at 72.575%, followed 

closely by ConvMixer with 72.475%. ResNet18 gave the 

lowest classification success with 72.383%. However, all 

three classifiers gave an average classification accuracy 

of around 72%. 

 

When their classification success was evaluated, almost 

three classifiers gave approximately the same 

classification success. However, when ResNet and 

ConvMixer are compared, ResNet has many more 

parameters than ConvMixer architectures. This means 

that ResNet requires more computational resources than 

Convmixer. ConvMixer is a lighter model and consumes 

less resources. Again, ResNet uses skip connections and 

cut connections, while ConvMixer focuses on planar 

comparison of features. In this study, it was revealed that 

ConvMixer provides features almost as good as 

ResNet50 with less workload and cost. In addition, the 

fact that it gives better results than ResNet18 shows that 

ConvMixer can give better results at some points, even 

though it has lower depth compared to ResNet 

architectures. 

 

Another point of focus was which of the 19 channels 

arranged according to the 10-20 system while recording 

EEG signals could be more effective in recognizing 

ADHD with EEG. As stated above, ConvMixer gave 

high classification success in the Fz probe, ResNet50 

gave high classification success in the T8 probe, and 

ResNet18 gave high classification success in the F8 

probe. In this way, it is difficult to deduce which channel 



 

Tr. J. Nature Sci. Volume 13, Issue 1, Page 19-25, 2024 
 

 

25 

is better for ADHD detection with EEG signal. For this 

reason, it was estimated which probe would give the best 

results for automatic ADHD detection by taking the 

average of the 3 classifiers. As can be seen, the T8 probe 

was the probe that gave the highest classification success 

with an average of 77.4767%. This means that the region 

of the brain where the T8 probe is inserted may be more 

effective in diagnosing ADHD, and this may be a topic 

of discussion that may generate new ideas for expert 

neurologists on this subject. 

 

The biggest disadvantage of this study is its 

classification accuracy, which is not high. This may be 

due to the complex and noisy structure of EEG signals. 
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Abstract: An increase has been observed in concerns about cybersecurity threats in smart 

energy management on a global scale. Industrial Control Systems, or simply ICSs, are 

frequently present in industries and essential infrastructures, such as water treatment 

facilities, nuclear and thermal plants, heavy industries, power production, and distribution 

systems. ICS devices are high-risk targets for attacks and exploitation with significant 

security difficulties for ICS vendors and asset owners. Like many consumer electronics, 

industrial systems are susceptible to a bevy of vulnerabilities that hackers can exploit to 

launch cyber attacks. Extensive use of ICSs in Critical Infrastructures (CI) increases the 

vulnerability of CI to cyber attacks and makes their protection a critical subject. This study 

first contributes to a novel line of research considering how deception can be used by 

defenders in strategic terms with the objective of introducing uncertainty into an adversary’s 

perception of a system patch management process in order to protect ICSs. Thus, we explore 

deceptive patch management models for the purpose of providing better insight into 

developing future cybersecurity techniques for ICS attacks.   

 

 

Keşfedilen Güvenlik Açıklarına Dayalı Endüstriyel Kontrol Sistemlerini Korumaya Yönelik 

Yanıltıcı Yama Çözümleri 
 

 

Anahtar Kelimeler 

Siber güvenlik, 

Endüstriyel kontrol 

sistemi,  

Yama yönetimi,  

Yazılım güvenlik 

açığı tahmini 

Öz: Küresel ölçekte akıllı enerji yönetiminde siber güvenlik tehditlerine yönelik endişelerde 

artış gözleniyor. Endüstriyel Kontrol Sistemleri veya kısaca EKS'ler, su arıtma tesisleri, 

nükleer ve termik santraller, ağır sanayiler, enerji üretimi ve dağıtım sistemleri gibi 

endüstrilerde ve temel altyapılarda sıklıkla bulunur. EKS cihazları, EKS satıcıları ve varlık 

sahipleri için önemli güvenlik güçlükleri içeren saldırılar ve istismar için yüksek riskli 

hedeflerdir. Pek çok tüketici elektroniği gibi, endüstriyel sistemler de bilgisayar 

korsanlarının siber saldırılar başlatmak için yararlanabilecekleri bir dizi güvenlik açığına 

karşı hassastır. EKS'lerin Kritik Altyapılarda (KA) yoğun kullanımı, KA'ların siber 

saldırılara karşı savunmasızlığını artırmakta ve bunların korunmasını kritik bir konu haline 

getirmektedir. Bu çalışma ilk olarak, EKS'leri korumak için bir düşmanın bir sistem yama 

yönetimi sürecine ilişkin algısına belirsizliği sokmak amacıyla, aldatmanın savunucular 

tarafından stratejik terimlerle nasıl kullanılabileceğini ele alan yeni bir araştırma hattına 

katkıda bulunuyor. Bu nedenle,  EKS saldırılarına yönelik gelecekteki siber güvenlik 

tekniklerinin geliştirilmesine ilişkin daha iyi bir anlayış sağlamak amacıyla aldatıcı yama 

yönetimi modellerini araştırıyoruz. 

 

1. INTRODUCTION 

 

An Industrial Control Systems (ICS) represents a range of 

individual control systems and other hardware that 

operate together with the vulnerability of automating or 

conducting industrial processes. The ICS domain has 

suggested automated tools and environments that are 

capable of simulating real control system hardware and 

software behaviors and ensuring a virtualized 

environment for the purpose of modeling a single type of 

ICS, such as Programmable Logic Controllers (PLCs), 

www.dergipark.gov.tr/tdfd 
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Distributed Control Systems (ICS), and Supervisory 

Control and Data Acquisition (CI).  

 

It is vital to enhance the vulnerability of both enterprise 

networks and ICSs by strengthening cyber security across 

all points of ICSs. A vulnerability in a computer system 

represents a weak point, that a hacker can exploit and 

attack the system.  It is possible to categorize the 

vulnerabilities exploited in the following way: Type 0 

indicates zero-day vulnerabilities; Type 1 refers to known 

vulnerabilities; Type 2 denotes vulnerabilities that 

originate from protocols, services, and tools that are 

inherently insecure by nature; Type 3 indicates 

vulnerabilities related to the insecure configuration of 

equipment and networks; Type 4 refers to social 

engineering.    

 

Three main events (discovery, disclosure, and patch) 

mark a vulnerability’s lifecycle. The discovery of a 

vulnerability by a vendor, third-party institutions, or 

hackers indicates the lifecycle’s beginning. Its public 

disclosure by the vendor, third-party institutions, or 

security researchers represents the following event. Black 

risk refers to the time period between discovery and 

disclosure. In the said period, the existence of the 

vulnerability is known only to a closed group of 

individuals. The patch release by the vendor represents 

the following event. Gray risk represents the time between 

the vulnerability disclosure and the patch release date. 

Nevertheless, the patch will not be installed instantly by 

all users when it is released by the vendor. White risk 

denotes the period between the patch date and the date of 

its installation by all users. A vulnerability’s lifecycle 

comes to an end at the moment of installing the patch by 

all users. 

 

Patches ensure a direct understanding of the said 

vulnerabilities in unpatched systems. Conventional 

patches are capable of weakening systems due to leaking 

information to an attacker concerning the condition of the 

system. The patches in question present defects to 

attackers, which they can use for the purpose of acquiring 

increased privileges, stealing data, and/or performing 

malicious unauthorized acts. Deceptive patches impact 

the decision of an attacker.  

 

The major cybersecurity attacks on ICS infrastructures 

carried out in the last 20 years represent the most 

prominent ones with regard to the economic loss 

described [1]. We investigated them by suggesting 

possible solutions to prevent such attacks. In Asghar et al. 

[2], we primarily, examined a number of available studies 

suggesting several security evaluations, guidelines, and 

metrics, which might be beneficial for network 

administrators in predicting the possible risk and guiding 

them in finding the best solution to protect the ICS from 

attacks or deliberate assaults. In Upadhyay et al. [3], we 

presented a timeline analysis of the effect of deceptive 

patches and ultimately analyzed a formal model of 

deceptive patches, examining the theoretical security of 

deceptive patches with a game-theoretic approach. In 

Mughaid et al. [4], we utilized the world rank of news 

websites as the primary factor of news accuracy by 

employing two common and trusted website rankings. 

The findings demonstrate that the suggested method 

yields promising results in comparison to other 

comparative methods in identifying the accuracy of the 

news. In Mughaid et al. [5], a methodology for wireless 

cyber attack detection in 5G networks on the basis of 

implementing K-Nearest Neighborhood (KNN), Decision 

Trees (DTs), multi-class Decision Forest (DF), multi-

class Decision Jungles, and multi-class Neural Network 

(NN) techniques. A superior performance was obtained as 

a result of the experiments carried out, with a 99% 

accuracy for the KNN algorithm and 93% for DF and NN. 

The difficulties of implementing traditional security 

measures for ICS with the objective of addressing security 

ICS concerning security requirements were highlighted in 

[6]. Yantz [7] assessed patch management, compliance, 

and risk management in the business world from the 

perspective of Operating System (OS vendors and 

employee productivity. Hassani [8] provided a strong 

foundation for the process that could be improved in the 

future with novel applications, better solutions, and 

methods for patch management. This research indicated 

that security patch management is essential in 

vulnerability management due to its functioning as a 

remediation plan in vulnerability management. Moreover, 

a risk-based approach to vulnerability management was 

presented on a solid basis in [9]. A data set of the gas 

pipeline control system, one of the essential 

infrastructures, was employed in [10]. 

 

Since reliability and safety represent essential 

components for an ICS, it is mandatory to understand the 

attack vectors and threat landscape, involving the 

resulting threats, to ensure the continued safety and 

security of control systems. This study contributed to the 

cybersecurity knowledge by providing patch management 

solutions for targeted cyber attacks with vulnerabilities of 

ICSs.  

 

This study contributed to the knowledge of cybersecurity 

by providing a patch management model of the targeted 

cyber attacks with vulnerabilities of ICSs. An efficient 

cybersecurity strategy for an ICS must implement 

defense-in-depth, which represents a method of layering 

security mechanisms in order to minimize the failure of a 

mechanism to a minimum. A vulnerability can be 

removed by a patch. However, a patch may also present a 

higher risk from a production or safety perspective. Patch 

management should be applied as a systematic, 

documented, and accountable ICS patch management 

process to manage exposure to vulnerabilities.  

 

The main contributions of the current work are listed 

below:  

 

• The current study represents the first model defining 

software security patches and applying deceptive 

principles to ICSs, making the said methodology a 

new approach toward efficient analysis and proposing 

security vulnerability solutions for ICSs.  

• The current work presents the novel feasibility of the 

model based on the basis of deceptive patch models. 

The most common attacks chosen are used, showing 



 

Tr. J. Nature Sci. Volume 13, Issue 1, Page 26-34, 2024 
 

 

28 

the possibility of applying deception to patching 

security vulnerabilities in ICSs. 

• We exploit a novel ICS patch management process to 

capture solutions for the targeted cyber attacks with 

vulnerabilities of ICSs. 

• We investigate how to utilize compensating deception 

patch-based solutions for security vulnerabilities to 

reliably secure their control systems. 

 

The organization of the rest of the current article is 

presented below. Section 2 introduces the overview of the 

background. Section 3 presents the proposed model. 

Finally, Section 4 ends with the conclusions and outlines 

future work. 

 

2. BACKGROUND  

 

2.1. ICS Security Management 

 

Security standards, among the ICS security issues, 

indicate the need for securing the ICS environment in an 

explicit way. The standards comprise security concepts, 

policies, risk management approaches, and security 

safeguards. The guidelines present suggestions for the 

measures that should be taken in case of attack detection. 

Moreover, they suggest the best practices and present an 

overview of the most essential security measures that all 

users can comprehend. It is possible to utilize the different 

metrics defined in the guidelines for the purpose of 

assessing cybersecurity strategies. 

 

ICS standard protocols perform the collection and 

measurement of the system’s status, utilize control-layer 

protocols with the objective of configuring the automation 

controller, send novel logic, and update the code. 

Nevertheless, the control layer protocols are 

predominantly vendor-specific protocols. 

 

Figure 1 shows an overview of the ICS system. It is 

possible to divide a complete ICS infrastructure into three 

layers. In the corporate network layer, a supervisory 

computer or a Human Machine Interface (HMI) can be 

accessed remotely by managers in a remote way. In the 

logic control layer (in other words, SCADA/DCSs ), an 

HMI or a cloud-based supervisory computer is utilized by 

system administrators to monitor the purpose of 

monitoring the status and sending the command for 

updating the control sequence. Additionally, all control 

devices (e.g., PLCs and sensors), protocols (e.g. 

Distributed Network Protocol version 3 (DNP3)/Modbus, 

and production sites are categorized as physical control 

layers. 

 

 

 

 

 
Figure 1. Illustration of overview of the ICS system cyber security [2]
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2.2. Patch Management in ICS 

 

Software patch usually represents a piece of code utilized 

with the objective of fixing, altering, or updating anything 

in the software. It is necessary not to confuse patches with 

updates or upgrades since patches are generally employed 

to deal with single problems, while updates frequently 

involve a number of patches and improvements, and 

upgrades usually present novel versions and 

characteristics.  

 

The deceptive patch types are presented below:  

 

Diverse Patch: Patch diversity deals with the mono-

culture issue caused by the available patching practices 

and may adversely influence resources utilized for 

development and exploitation. Due to the possibility of 

releasing multiple patches for a vulnerability, attackers 

should develop many exploits for every version of a patch 

to owe the potential for a widespread attack. 
 
Faux Patch: A faux patch comprises fake patches for 

vulnerabilities not existing in the same sense, whereas a 

traditional patch comprises legitimate patches for existing 

vulnerabilities. A ghost patch is created by a faux patch 

when combined with a traditional patch. A faux patch is 

implemented in the best way to input validation 

vulnerabilities. In this way, we utilize deception to benefit 

from this frequently employed technique for the purpose 

of fixing the vulnerability type in question. Fake patches 

are similar to decoy passwords and decoy documents. 
 
Obfuscated Patch: A legitimate vulnerability is fixed by 

an obfuscated patch, which is ideally designed to be 

infeasible for the purpose of reversing engineer and 

uncovering the underlying defect. The mentioned patches 

increase the effort required for the adversary to define the 

vulnerability being fixed by the patch. Since the said 

patches fix legitimate vulnerabilities, they change the 

program’s semantics. The objective of the patches in 

question is to confuse attackers as they perform exploit 

development by burying the actual vulnerable code in 

layers of the obfuscated patch code. 
 
Active: An active response patch fixes the underlying 

vulnerability but responds to adversarial interaction as if 

the vulnerability is still present. In the interaction with an 

active response patch, attackers must, in ideal, be unable 

to find whether the remote system is patched or 

vulnerable. The primary aim of the mentioned patches is 

to impact attackers to make them believe in the success of 

their exploit, which will ensure that defenders monitor the 

actions of the adversary during their attack. 
 
A security patch refers to a change in an asset to correct a 

weakness induced by a vulnerability. The objective of a 

security patch is preventing exploitation and mitigating 

threats to an asset. Hackers continuously develop novel 

techniques with the aim of breaking software and 

exploiting defects for the penetration of security 

measures. 

 

Vulnerabilities and bugs in ICS software modules may 

lead to severe results. However, frequent patching of the 

said systems can cause mission-CI to be intolerably 

unavailable. The vulnerability trends in software 

considerably influence the process of discovery and 

subsequently trigger a patch deployment for suppressing 

the potential possibility of a breach. 

 

A patch management program is centered on safe 

procurement, testing, and implementing the trusted 

patches to keep ICS more secure. It ensures that the ICS 

is up-to-date and safeguarded against malware and 

hackers. It is applicable to all hardware and software 

components of ICS, in both Information Technology (IT) 

and OT. Patches are required to assist in resolving security 

vulnerabilities and addressing functional problems. Table 

1 represents Industrial Control System attacks. 

 

 
Table 1. Industrial Control System Attack 

Attack Ref SRA PM CM NS SRP OTD EAS ANHSF SCM A&T 

Slammer [11]  •  •     • • 

Stuxnet [12]   •  • • • •   

VPN Filter [13]  •    •    • 

Black Energy [14] •  •  • • • •  • 

NotPetya [15]  • • • • • • •   

Industroyer [16]     • • • •  • 

Steel Mill [17]          • 

Triton [18]    • • • • • •  

Shamoon  [19]   •  • • • •  • 

SRA: Secure Remote Access, PM: Patch Management, CM: Credential Management, NS: Network Segmentation, SRP: Software Restriction Policies, 

OTD: Outbound Traffic Detection, EAS: Execution of Explicitly Allowed Software, ANHSF: Audit Network Hosts for Suspicious Files, SCM: Secure 

Configuration Management, A&T: Awareness and Training 

 

3. PROPOSED MODEL 

 

This study presents novel research, considering the 

possibility of strategic use of deception by defenders with 

the aim of introducing uncertainty into the adversary's 

perception of a system.  In the current research, we 

concentrate on deceptive patches, in which standard 

software patches are designed for the purpose of limiting 

the knowledge that an adversary can acquire about the 

underlying vulnerability.  

 

This study demonstrates the feasibility of applying 

deception, in the form of fake patches, to ICS attacks. We 

believe that the approach in question, either as a stand-

alone technique or in combination with other deceptive 

and detection methods, can cause an exponential increase 

in program analysis, making exploit generation on the 
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basis of patches a costly procedure while increasing the 

program runtime only at a minimal level. 

 

3.1. Deceptive Patch Solutions for ICS Attacks 

 

With the persistence of observed trends in ICS 

environments, attackers have scant motivation to adjust a 

set of Tactics, Techniques, and Procedures (TTPs) from 

currently successful behavior types. What is more 

important is that security suggestions and guidance should 

be expanded to involve fundamental detection and 

monitoring strategies, which are capable of identifying (or 

blocking) fundamental behaviors related to available 

adversary TTPs. Policymakers and defenders should seek 

avenues with the aim of enhancing defense and response 

acrooss the whole chain of events constituting and 

intrusion scenario. In this way, the response is provided at 

earlier stages, which minimize effects and protect crucial 

services. In this way, the response is provided at earlier 

stages, which minimizes effects and protects crucial 

services.   Figure 2-3 demonstrates an attack on corporate 

information system hosts.   

 

Figure 2. An attack on corporate information system hosts. 

Deceptive patches have three general categories: faux 

patches that present a fix for a vulnerability not exist in 

reality, obfuscated patches that hide the vulnerability 

being dealt with, and active response patches that fix the 

vulnerability while trying to convince adversaries that the 

system remains unpatched. To analyze ICS attack-based 

security, we propose to present it based on all types of 

patch solutions. 

In attack [11], a vulnerability in Microsoft SQL Server 

2000 constituted the basis of the worm, which penetrated 

the network of the nuclear power plant through the laptop 

of a contractor connected to the facility’s business 

network. The worm could access the monitoring system 

by leveraging incorrect network isolation and made it 

inaccessible because of the large traffic created.  
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Remediate Vulnerability; It is necessary to keep ICS 

isolated from the corporate network utilizing firewalls. 

While it is understood that there is no possibility for 

complete ICS isolation, a solution is to limit the number 

of entry points into the ICS from the corporate network 

and keep them monitored. It is recommended to update 

and perform maintenance checks on servers on a regular 

basis with the objective of reducing the probability of 

attacks. Following the mentioned event, the update of all 

Microsoft SQL servers’ software in the power plant was 

updated, and patches were installed. 

 

In attack [12], Stuxnet physically delivered a number of 

its first infections physically, in other words, through a 

USB flash drive. Thus, it tried to spread to other 

workstations in the target network through numerous 

alternative zero-day vulnerabilities, such as a) USB flash 

drives, b) the Windows Print Spooler service, c) network 

shares or the Server Service, and d) local privilege 

escalation.  

 

Remediate Vulnerability; The attackers employed a 

workaround method with the aim of bypassing such 

solutions by infecting the personal computers of 

individuals with legitimate physical access to the plant's 

system of the plant. It is also necessary to monitor the 

physical components of the plant for the purpose of 

detecting an unusual behavior of a component in order to 

detect any compromise of the ICS of the plant in the 

shortest time. It is necessary to authenticate the control 

loops among the mentioned entities in a proper way and 

verify the results of their feedback loops. 

 

The proposed deceptive patch solution is an active 

response patch. An active response patch fixes the 

underlying vulnerability and responds to adversarial 

interaction as if the vulnerability no longer exists (and 

possibly issues an intrusion notification). This type of 

patch presents deceptive data to attackers in real-time. In 

other words, data is statically or dynamically produced 

and introduced to attackers to impact their decision-

making process. According to the non-interfering feature, 

faux patches must not change the program’s semantics; 

the verify step will reveal that fake patches do not change 

the behavior of the program. In the interaction with an 

active response patch, attackers must, in ideal, be unable 

to find whether the remote system is patched or 

vulnerable. The exploitation of a vulnerability by active 

response patches, which respond to exploits using the 

same response as an unpatched program. The said 

masking will increase the resources required for dynamic 

analysis tools to recognize unpatched systems.   

 

Attack [14] equipped adversaries with the toolset for the 

purpose of performing reconnaissance in IT and accessing 

software, including VPN and remote access tools. With 

the above-mentioned access type, attackers can connect to 

the OT in a direct way and realize their malicious acts.  

 

Remediate Vulnerability; In case of infecting the system 

with malware, there is a possibility of using decrypting 

tools to decrypt the Master File Table (MFT) with the aim 

of recovering files impacted by the attack. Performing the 

system’s regular backups represents another good 

practice. If damage to the OS cannot be repaired, it is a 

possibility of reverting back to the version that has been 

previously saved version in a safe manner. It is possible 

to employ sandboxing technology for testing emails and 

documents entering the network and deploy proxy 

systems for the control of inbound and outbound 

communication paths. Strong authentication and 

encrypted communication are needed during remote 

access to ensure that attackers do not access ICS remotely. 

 

Attack [15] represents a cryptoworm attack against MS 

Windows-basedhosts. A defect in the company’s patch 

update policies ensured that the attackers compromised 

certain servers. The modification of the malware was 

performed to utilize an open-source credential dumping 

tool, showing that user passwords are stored in the 

memory of the computer for the purpose of spreading 

across the network. It could be limited by performing 

frequent updates of the OS and establishing antimalware 

and antivirus utilities. 
 

Remediate Vulnerability: In case of infecting the system 

by the malware, there is a possibility of using decrypting 

tools to decrypt the MFT with the aim of recovering files 

impacted by the attack. Performing the system’s regular 

backups represents another good practice. If damage to 

the OS cannot be repaired, it is a possibility of reverting 

back to the version that has been previously saved version 

in a safe manner.         

 

The proposed deceptive patch solution is a faux patch. A 

ghost patch is created by a faux patch when combined 

with a traditional patch. A faux patch is implemented in 

the best way to input validation vulnerabilities.  In this 

way, we utilize deception to benefit from this frequently 

employed technique for the purpose of fixing the 

vulnerability type in question. Fake patches are similar to 

decoy passwords and decoy documents. Adding 

conditional and/or assertion statements to the code, which 

is capable of detecting invalid input, represents the 

conventional way to fix the said vulnerability type. 
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Figure 3. An attack on corporate information system hosts. 

In attack [16], the attackers utilized a misconfiguration 

providing bidirectional data flow, with the objective of 

gaining a foothold on the ICS network. Industroyer 

performs scanning and prepares lists of all the OPC 

servers that the software provides. Moreover, it tries to 

alter the state of devices that are connected to the said 

OPC servers. The attackers exploited vulnerabilities 

targeting the devices of grid operations and network 

communications, infecting them via spear-phishing 

campaigns and the fundamental lack of security 

mechanisms for ICS protocols. 

 

The proposed solution is a diverse patch. Patch diversity 

deals with the mono-culture issue caused by available 

patching practices and may adversely affect resources 

utilized for development and exploitation. Due to the 

possibility of releasing multiple patches for a 

vulnerability, attackers should develop many exploits for 

every version of a patch to owe the potential for a 

widespread attack. Implementing software diversity in 

patch development, using deceptive language in patch 

notifications, and re-releasing the said patches as novel 

updates may impact attackers by leading to uncertainty in 

the reconnaissance phase of their attack. 
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In attack [17], spear-phishing and social engineering 

tactics were employed by the attackers with the objective 

of accessing the business network. Thus, they established 

access to the OT network and could connect to individual 

control systems.   

 

Remediate Vulnerability; Tools such as defense systems 

and firewalls must be utilized to protect interconnections 

between the OT network and the corporate network for 

the purpose of safeguarding against the above-mentioned 

intrusions. Additionally, it is necessary to minimize the 

number of connection interfaces between the corporate 

network and the OT network. In attack [18], the goal of 

the malware was to breach the controllers’ safety 

mechanisms in the target facility. Pieces of evidence show 

that the attackers may have acquired access to the OT 

network almost a year prior to the incident. Due to a 

misconfigured firewall, the attackers gained a foothold on 

the target controller by utilizing a custom-made TRITON 

attack framework. Attack [19] represents malware aiming 

to render the computers in the target organizations 

unusable as a result of wiping their hard drives. The 

malware could carry out its acts because of the 

interconnected computers in the business network, stolen 

credentials, and the usage of a legitimate driver. Because 

the exchanged data between the OT and IT are utilized for 

the purpose of determining the requirements and 

procedures of the business, such terrible attacks on the IT 

network can deprive the ICS of high-level site operations, 

supporting the process of production in the OT. 

 

The proposed deceptive patch solution is an obfuscated 

patch. Implementing polymorphic patches represents a 

solution to it. Randomization can be employed by ghost 

patches to create polymorphic patches, which can be 

distributed based on the basis of various heuristics (such 

as on the basis of region, OS version, or staggered by 

time). The non-deterministic characteristics of a 

polymorphic ghost patch can make exploit development 

more difficult since the same patch will not be 

implemented on every end system. In the above-

mentioned situation, it will also be necessary to change 

the conventional patch for every patch instance for the 

purpose of preventing attackers using multiple instances 

of a patch to expose the legitimate vulnerability. 

 

4. CONCLUSION 

 

Industrial computer networks have recently been 

constantly exposed to cyberattacks. The detection and 

patch philosophy constitute the basis for numerous 

security solutions in the said area. A systematic approach 

toward managing and employing software patches may 

assist organizations in enhancing the general security of 

their IT systems in an inexpensive way.  This study 

presented the first map for formally modeling the security 

of the suggested deceptive defense techniques for ICS. 

The proposed patch methodology is the first work on 

solutions for ICS software vulnerabilities using deceptive 

patch types in most common ICS attacks. This paper 

provided evidence indicating that the applied deceptive 

patch methodologies keep ICSs more secure.  

Investigating and implementing deep learning to 

deception is a future research field that may have an 

enormous effect on the way of our defense. 
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Abstract: Prostate cancer is one of the most common types of cancer in men. It usually grows 

slowly and may not show obvious symptoms at first. Prostate cancer can be diagnosed by 

symptoms or by a doctor performing certain tests during routine health checkups. These tests 

include physical examination, PSA (Prostate Specific Antigen) Test, biopsy, imaging techniques, 

and Gleason score. In addition, Fourier transform infrared spectroscopy (FT-IR) is an analysis 

method used for prostate cancer diagnosis. This study aims to demonstrate FT-IR spectroscopy 

as an alternative method to other diagnostic methods in the diagnosis of prostate cancer. The FT-

IR spectroscopy method is used to examine the molecular structure of samples. For prostate 

cancer diagnosis, FT-IR spectroscopy can be used to identify molecular changes in prostate 

tissue and identify characteristics by which cancerous cells differ from healthy cells. FT-IR 

spectroscopy is based on spectral data obtained by exposing samples to infrared radiation. These 

spectral data are based on properties associated with the movements of the molecules contained 

in the samples, such as vibration, rotation and bending. Molecular changes caused by diseases 

such as prostate cancer may be evident in these spectral data. These changes can provide 

information about the presence or stage of cancerous cells. Data obtained using FT-IR 

spectroscopy is processed with statistical analysis methods. These analyses are used to identify 

molecular differences between cancerous and healthy prostate tissues. In this way, FTIR 

spectroscopy can help obtain sensitive and accurate results in the diagnosis of prostate cancer. 

 

 

Prostat Kanseri Tanısında Alternatif Bir Yöntem Olarak Fourier Dönüşümlü Kızılötesi    

(FT-IR) Spektroskopisi ve Kemometrik Analiz Yönteminin İncelenmesi 
 

 

Anahtar 

Kelimeler 

FT-IR 

Spektroskopisi, 

Prostat kanseri, 

Teşhis 

yöntemleri, 

Kemometrik 

Analiz 

Öz: Prostat kanseri, erkeklerde en sık görülen kanser türlerinden biridir. Genellikle yavaş büyür 

ve ilk başlarda belirgin belirtiler göstermeyebilir. Prostat kanseri teşhisi, belirtiler veya rutin 

sağlık kontrolleri sırasında doktorun belirli testler yapmasıyla konulabilir. Bu testler; Fiziki 

muayene, PSA (Prostat Spesifik Antijen) Testi, biyopsi, görüntüleme teknikleri, gleason 

skorudur. Bunların yanısıra, Fourier dönüşümlü kızılötesi spektroskopisi (FT-IR), prostat kanseri 

teşhisi için kullanılan bir analiz yöntemidir. Bu çalışma da prostat kanseri teşhisinde diğer teşhis 

yöntemlerinde alternatif bir yöntem olarak FT-IR spektroskopisini göstermektir. FT-IR 

spektroskopi yöntemi, örneklerin moleküler yapısını incelemek için kullanılır. Prostat kanseri 

teşhisi için FT-IR spektroskopisi, prostat dokusundaki moleküler değişiklikleri belirlemek ve 

kanserli hücrelerin sağlıklı hücrelerden farklı olduğu özellikleri tespit etmek amacıyla 

kullanılabilir. FT-IR spektroskopisi, örneklerin infrared radyasyona maruz bırakılmasıyla elde 

edilen spektral verilere dayanır. Bu spektral veriler, örneklerin içerdiği moleküllerin vibrasyon, 

rotasyon ve bükülme gibi hareketleriyle ilişkilendirilmiş özelliklere dayanır. Prostat kanseri gibi 

hastalıkların neden olduğu moleküler değişiklikler, bu spektral verilerde belirgin olabilir. Bu 

değişiklikler, kanserli hücrelerin varlığı veya evresi hakkında bilgi verebilir. FT-IR 

spektroskopisi kullanılarak elde edilen veriler, istatistiksel analiz yöntemleriyle işlenir. Bu 

analizler, kanserli ve sağlıklı prostat dokuları arasındaki moleküler farkları belirlemek için 

kullanılır. Bu şekilde, prostat kanserinin teşhisinde FTIR spektroskopisi hassas ve doğru 

sonuçlar elde etmeye yardımcı olabilir. 
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1. INTRODUCTION 

 

Prostate cancer is the second most common type of 

cancer among men in the world and is estimated to be 

the sixth most common cause of cancer-related deaths. 

Although imaging techniques are advancing today, 

digital rectal examination (DRM), prostate-specific 

antigen (PSA) and biopsy indication remain the basic 

methods for diagnosing prostate cancer [1]. Prostate 

cancer usually does not cause symptoms in the early 

stages. Still, in later stages, it may cause symptoms such 

as frequent urination, pain in the pelvis, difficulty 

urinating, and blood in the urine. Imaging methods such 

as positron emission tomography (PET), computed 

tomography (CT) and magnetic resonance imaging 

(MRI) are essential methods used today for the advanced 

diagnosis of prostate cancer [2]. With these imaging 

methods, it may be difficult to precisely determine the 

location and boundaries of prostate cancer due to the 

limitations of a single imaging method, such as 

insufficient resolution and sensitivity. For this reason, 

combining more than one imaging method for accurate 

and definitive diagnosis may sometimes be necessary 

[3], [4]. FTIR spectroscopy is an essential alternative for 

many clinical applications, from cancer screening, 

diagnosis and evaluation of response to treatment to 

continuous monitoring of disease progression or 

regression [5]. As with other types of cancer, it is 

essential to diagnose prostate cancer quickly, cheaply 

and accurately. Therefore, FT-IR spectroscopy is used as 

an auxiliary diagnostic method in the diagnosis of 

prostate cancer, showing high specificity and accuracy. 

This study aims to show that FT-IR spectroscopy can be 

used as an alternative method to existing imaging 

methods in the diagnosis of prostate cancer. 

 

2. MATERIAL AND METHOD 

 

2.1. Fourier Transform Infrared (FT-IR) 

Spectroscopy  

 

Accurate classification and staging of cancer is one of 

the most essential uses of FTIR spectroscopy [5]. FTIR 

spectroscopy is a technique that has been used for many 

years to analyze chemical components. This infrared 

spectroscopy has significantly increased its capacity to 

analyze residual types of biological samples in recent 

years. Figure 1 shows the FT-IR spectroscopy device. 

The reason for such approaches is the lack of methods 

with high sensitivity and specificity for early cancer 

diagnosis. FT-IR spectroscopy is a technique that 

examines vibrations at the molecular level. Here, 

functional groups are associated with characteristic 

infrared absorption bands corresponding to the 

fundamental vibration bands of these functional groups 

[6]. This spectroscopic method allows us to investigate 

the vibrational properties of amino acids and cofactors 

sensitive to minimal structural changes. The spectrum of 

each molecule varies depending on the wavelength and 

amount of infrared radiation it absorbs. Therefore, the 

studied sample's absorbance peaks for the multiplex 

parameters of the lipidome, proteome, metabolome, and 

genome produce a signature fingerprint. These 

biochemical fingerprints are specific to the molecular 

changes of different diseases and contain essential 

information in diagnosing each disease. Since biological 

materials absorb in the mid-IR region (400-4000 cm-1), 

amide I is the spectral fingerprint region measured to 

examine these samples (1700-1500 cm-1). The higher 

wavelength region (3500–2550 cm−1) is associated with 

stretching vibrations, including C–H, O–H, N–H, and S–

H. Low wavelength regions are generally associated with 

bending and carbon skeleton fingerprint vibrations [7]. 

Figure 2 shows typical FT-IR spectra of biomolecules 

and relevant functional groups in biofluids at 3000–800 

cm−1 wavelengths. In summary, the vibrational 

frequencies of a particular chemical group are expected 

to be in certain regions depending on the type of atoms 

involved and the type of chemical bonds. Tables are 

available for amino acid side chains and the main 

chemical groups. One of the most essential advantages 

of IR spectroscopy is that it offers the opportunity to 

study solid, liquid, gas, powder and fiber materials with 

appropriate preparation. With IR spectroscopy, 

successful results have been obtained by examining 

proteins, peptides, lipids, biomembranes, carbohydrates, 

pharmaceuticals, foodstuffs, and plant and animal 

tissues. One of the most essential advantages of IR 

spectroscopy is that it offers the opportunity to study 

solid, liquid, gas, powder and fiber materials with 

appropriate preparation. With IR spectroscopy, 

successful results have been obtained by examining 

proteins, peptides, lipids, biomembranes, carbohydrates, 

pharmaceuticals, foodstuffs, and plant and animal tissues 

[8].  

  

 
Figure 1. FTIR Spectroscopy Device 
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Figure 2. Typical FT-IR spectra of biomolecules and relevant 

functional groups in biofluids at wavelengths of 3000–800 cm−1 [7] 

 

2.2. Chemometric Analysis 

 

As in many fields, multivariate statistical clustering and 

classification methods are used to analyze spectroscopic 

data. Multivariate statistical methods try to optimize the 

use of studies involving more than one measured 

variable [9]. Since large-scale data generated by 

spectroscopy-based methods sometimes make it 

challenging to perform practical analysis with known 

spectral analysis methods, multivariate chemometric 

analyses are needed, especially in distinguishing 

between groups and determining specific spectral 

biomarkers. One chemometric analysis technique is 

Principal Component Analysis (PCA). This 

transformation technique reduces the dimensions of a 

data set containing many interrelated variables to fewer 

dimensions while preserving the variance in the data as 

much as possible. This technique has been combined 

with portable FT-IR spectroscopy for cancer diagnosis 

[10] and many cancers as its yield [11] has been noted. 

PCA can also be used for clustering. Another 

chemometric analysis technique is hierarchical cluster 

analysis (HCA). When deciding which clusters should be 

combined in studies, there must be a similarity measure 

between data sets. PCA can distinguish these similar 

variables, but it may not always make a good distinction. 

This analysis technique mainly aims to group groups 

based on their characteristic features [11], [12]. This 

critical analysis technique, developed to improve the 

noninvasive diagnosis of brain tumors, can provide 

information from which the relative position and 

distribution in feature space of selected tumor classes 

can be calculated from magnetic resonance imaging and 

spectroscopy data. For example, Figure 3 displays the 

information obtained with the help of chemometric 

analysis using magnetic resonance images and 

spectroscopy in brain tumor classification [12].  In 

another study where chemometric analysis methods were 

applied, serum samples taken from nearly 100 prostate 

cancer patients were examined. The infrared spectrum of 

serum from these samples, as seen in Figure 4, provided 

valuable information about biomolecules such as 

structure, functional groups, bond types and their 

interactions. Prostate volume, density, etc. Another 

method used to diagnose prostate cancer early using 

features is the Support Vector Machine (SVM) algorithm 

[13]. SVM is used in pre-processing the Prostate cancer 

dataset to reduce inhomogeneous distributions in the 

dataset [14]. Rustam et al. In a study conducted by SVM, 

it was concluded that SVM was better at classifying 

prostate cancer data, especially in terms of accuracy. It 

has also been stated that this method shows promise in 

allowing healthcare personnel to classify diseases or 

other medical conditions easily [15]. 

  

 
Figure 3. Data processing and data analysis on magnetic resonance 

images [16]. 

  

 
Figure 4. Bond structures corresponding to infrared (FTIR) bands and 

spectral regions obtained from blood sera from prostate cancer patients 
[17] 

 

3. RESULTS  

 

In cancer diagnosis, the sensitivity and specificity of 

biomarkers currently used to detect the disease are 

generally low. For example, the prostate-specific antigen 

(PSA) test detects prostate cancer. Although the 

specificity of this test is as high as approximately 87-

95%, its sensitivity is much lower, ranging from 33-59% 

[14]. FT-IR spectroscopy can distinguish cancer samples 

from non-cancers with high sensitivity, specificity, and 

accuracy. Therefore, it can be used as a prospective new 



 

Tr. J. Nature Sci. Volume 13, Issue 1, Page 35-39, 2024 
 

 

38 

diagnostic method for many different types of cancer. In 

his study on ten prostate cancer tissues and ten healthy 

tissues, Albayrak used orthogonal partial minimum 

analysis, an advanced form of principal component 

analysis (PCA), to determine the behavior of these 20 

samples against infrared light between 50-4000 cm-1 

applied squares analysis (Orthogonal Partial Least 

Square, O-PLS) algorithm. He performed O-PLS 

analysis to distinguish cancerous and healthy cells. The 

sensitivity and specificity of the proposed method were 

found to be very high with the help of the Orthogonal 

Signal Correction (OSC) pre-processing way, thus 

showing that the FT-IR method could be an alternative 

method for prostate cancer diagnosis from paraffin 

blocks [15]. Baker et al. They used 40 prostate cancer 

tissue biopsy samples obtained as paraffin-embedded 

blocks from 39 male patient [16]. Serial sections of 10-

micron thickness were collected from each sample. 

Infrared rays were applied to malignant samples of 

hematoxylin and eosin (H&E) sections. As a result, 

overall sensitivity and specificity rates of 92.3% and 

98.9%, respectively, were recorded [18]. Their results 

also show that, for the first time, a system based on two-

band criteria identifies features that distinguish tumors 

that are clinically confined to the prostate from those that 

are clinically invasive. These findings are essential in 

developing better prostate cancer diagnosis, prognosis, 

and treatment planning techniques [19]. For example, 

when defining the tumor volume in patients receiving 

radiotherapy treatment, determining the border of the 

clinical target volume (CTV) in the tissue is also crucial 

regarding possible reactions [20]. FTIR spectroscopy 

appears promising as an alternative clinical tool to other 

diagnostic tools in cancer diagnosis. It is a label-free, 

non-invasive, non-destructive, fast and objective 

technology for prostate cancer diagnosis and beyond. 

FTIR spectroscopy provides essential information about 

the origin and progression of the disease based on 

biochemical changes in the preliminary diagnosis of the 

disease. FTIR analysis of urine samples combined with a 

multivariate (PCA) model (Figure 5) of a simple, rapid, 

accurate, inexpensive, noninvasive method may be a 

potential noninvasive alternative for cases where the 

results of PSA testing are unstable. 

 

 
Figure 5. Propose workflow for FTIR analysis and derivation of 
diagnostic classifier for prostate cancer detection using PCA score plot  

[21]. 

 

Variability from patient to patient, tissue to tissue, and 

even cell to cell must also be taken into account. 

Therefore, it isn't easy to access relevant information. 

This situation has been implemented and adapted in 

many techniques. 

 

4. DISCUSSION AND CONCLUSION 

 

The importance of spectral analysis is becoming more 

important day by day. Especially considering the impact 

of the results obtained in medical diagnoses, the 

combination of spectral analysis and data processing 

must give the "right answer". However, sometimes it can 

be impossible to find the right answer in real life. 

Therefore, complex simulated data sets containing 

measurement artifacts, sample-to-sample variability, and 

instrumental variability can be critical in validating and 

optimizing data analysis techniques. Optimized 

spectroscopic technologies and analysis techniques are 

essential for disease diagnosis and beyond. 
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Abstract: Today, reasons such as increasing pollution on a global extent and limited raw 

material resources are increasing the interest in green supply chain management (GSCM). 

GSCM includes the processes starting from the very beginning of the production process of a 

product, completing the production, delivering the product to the customer, and recycling the 

product at the end of its useful life. Its main purpose is to eliminate or minimize the damages 

caused to the environment in all of these processes. In order to achieve this goal, it has great 

importance to assess the suppliers, which are one of the most important components of the 

production process, in terms of becoming a green supplier. 

 

In this study, a fuzzy expert system model has been developed to assess the green suppliers 

based on green production technology, environmental management system, pollution control, 

product cost, quality, and lead time criteria. To test the performance of the developed model, 32 

different suppliers were assessed with this model and the green supplier score was calculated. 

Also, Mean Square Error (MSE) and coefficient of determination (R2) have been calculated to 

measure the performance of the developed model. While the MSE value was found to be 

0.0481, the R2 value was 0.9999. These values show that the green supplier assessment 

performance of the developed model is quite high. 
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Öz: Günümüzde küresel ölçekte artan kirlilik ve sınırlı hammadde kaynakları gibi nedenler, 

yeşil tedarik zinciri yönetimine (YTZY) olan ilgiyi artırmaktadır. YTZY, bir ürünün üretim 

sürecinin en başından başlayarak, üretiminin tamamlanması, ürünün müşteriye teslim edilmesi 

ve kullanım ömrü sonunda ürünün geri dönüştürülmesine kadar olan süreçleri kapsamaktadır. 

Temel amacı, tüm bu süreçlerde çevreye verilen zararları ortadan kaldırmak veya en aza 

indirmektir. Bu hedefe ulaşmak için üretim sürecinin en önemli bileşenlerinden biri olan 

tedarikçilerin yeşil tedarikçi olma açısından değerlendirilmesi büyük önem taşımaktadır.  

 

Bu çalışmada, yeşil üretim teknolojisi, çevre yönetim sistemi, kirlilik kontrolü, ürün maliyeti, 

kalite ve teslim süresi kriterlerine dayalı olarak yeşil tedarikçilerin değerlendirilmesi için 

bulanık bir uzman sistem modeli geliştirilmiştir. Geliştirilen modelin performansını test etmek 

amacıyla 32 farklı tedarikçi bu modelle değerlendirilmiş ve yeşil tedarikçi puanı hesaplanmıştır. 

Ayrıca, geliştirilen modelin performansını ölçmek için Ortalama Karesel Hata (MSE) ve 

belirlilik katsayısı (R2) hesaplanmıştır. MSE değeri 0,0481, R2 değeri ise 0,9999 olarak elde 

edilmiştir. Hesaplanan bu değerler, geliştirilen modelin yeşil tedarikçi değerlendirme 

performansının oldukça yüksek olduğunu göstermektedir. 

 

1. INTRODUCTION 

 

Supply chain management (SCM) can be considered as 

integrating planning, implementation, and control 

activities related to the flow of information, services, and 

materials with a strategic approach in the process from 

raw materials to finished products in the production 

process. SCM plays a key role in increasing operational 
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efficiency in the enterprise. By eliminating unnecessary 

operations, cost minimization will be ensured and time 

loss will be prevented. Thus, it will be possible for the 

enterprise to direct its relevant resources to other areas 

[1]. 

 

When SCM is mentioned, supply chain and supplier 

concepts come to mind. Supplier is the name given to the 

external organizations in which the products to be 

offered to the last users of the enterprise are supplied by 

purchasing the raw materials or materials used in the 

production process in the production enterprises. The 

supply chain, on the other hand, is the process of 

purchasing and shipping the raw materials of the product 

desired to be produced in the production enterprises from 

the supplier and finally entering the warehouse of the 

enterprise. 

 

Green Supply Chain Management (GSCM) has garnered 

a great deal of attention with increasing pressures on 

environmental sustainability. Instead of focusing on 

products, services, and intra-business organizational 

activities, the focus has shifted to life cycle analysis, 

supply chains, and extended producer responsibility. 

GSCM can be defined in several ways. Most of these 

definitions depend on the practitioner's or researcher's 

perspective. This perspective is similar to describing 

supply chain management in general [2]. GSCM can be 

defined as integrating environmental thinking into 

supply chain management, which includes product 

design, material sourcing, material selection, 

manufacturing processes, delivery of products to final 

consumers, and end-of-life management of products. 

That is, it obliges to include the idea of the environment 

as a whole in every stage of the product and service [3]. 

 

 
Figure 1. The main corporate, commercial, and technical factors 

affecting green supply chain management [2] 

 

If we examine the concept of a green supply chain, it 

aims to reduce environmental degradation through the 

adoption of green practices in business processes. Air 

pollution and water pollution can be given as examples 

of these environmental distortions. It can reduce 

environmental pollution and production costs, and at the 

same time promote economic growth. In addition, it can 

create a competitive advantage with greater customer 

satisfaction and provide better opportunities for the 

enterprise to export its products to environmentally 

friendly countries [4]. On the other hand, a green 

supplier can be defined as an external actor in the 

production process that supplies the raw materials 

needed by an enterprise in the production process in 

accordance with the factors in the production 

environment and environmental standards [5]. 

 

The rest of this study has the following structure; Section 

2 provides the literature review of the related article. 

Section 3 proposes a fuzzy expert system model. Section 

4 presents the results and discussion. In the final section, 

the gains obtained through the study were evaluated in a 

general framework. 

 

2. LITERATURE REVIEW 

 

When the literature is examined, there are many studies 

on the selection of green suppliers. For example, Daldir 

and Tosun [6] used multi-criteria decision-making 

techniques for the selection of green suppliers in their 

study. Specified criteria for green supplier selection have 

been identified as green storage, green recycling, green 

production capacity, green packaging, resource 

consumption, pollution control, product cost, lead time, 

error rate, warranty policies, and environmental 

competencies and documents. Fuzzy analytical hierarchy 

process (FAHP), one of the multi-criteria decision-

making techniques, was used to determine the criterion 

weights. Within the framework of the existing criteria, 

five suppliers were evaluated and the Fuzzy WASPAS 

method was used to select the most suitable green 

supplier. 

 

Denizhan et al. [7] conducted a study to select the most 

suitable green supplier. Three alternative suppliers were 

examined using FAHP and AHP methods, and the most 

appropriate green supplier selection application was 

carried out. Within the scope of the study, six main 

criteria were determined as quality, cost, delivery, 

service, technical criteria, and green criteria. Four 

different results were obtained after the application. The 

first of these is the selection of the most suitable supplier 

using the FAHP method, and the second is the selection 

of the most suitable green supplier using the FAHP 

method. Then, the most appropriate supplier selection 

and the most appropriate green supplier selection were 

carried out using the AHP method. 

 

In the study conducted by Çınar and Uygun [8], the 

criteria of quality conformity, green product design, 

green purchasing, green production, and environmental 

management system were based and the intuitive FAHP 

method, which is one of the multi-criteria decision-

making techniques, was used. Three different alternative 

suppliers were examined and the most suitable one 

among them was tried to be determined. 

 

Şişman [9] made the selection and assessment of green 

supplier development programs. In this context, the 

criteria that will enable the assessment of green supplier 

development programs with the nominal group technique 

have been determined first. The specified criteria were 
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determined as cost, manufacturing output, resource use, 

quality, technology, environmental design, 

environmental management system, green image, green 

purchasing, reverse logistics, manufacturing and use. 

Then, the fuzzy MOORA method, one of the multi-

criteria decision-making techniques, was used to rank 

and assess alternative programs. 

 

Çalık [10] carried out an application to select the best 

green supplier among five alternative suppliers by using 

fuzzy multi-objective linear programming and interval 

type 2 FAHP method. Within the scope of the study, a 

manufacturing manager, an academician, and an 

industrial engineer were first selected and this three-

person committee determined the five criteria to be used 

in practice. These criteria are cost, late delivery, carbon 

dioxide emission, pollution generation, and the use of 

environmentally friendly materials. In order to determine 

the weights of the criteria, interval type 2 FAHP method 

was used. In the ranking of alternative green suppliers, 

fuzzy multi-purpose linear programming method was 

used. 

 

Akın [11] addressed the green supplier selection problem 

and used the generalized trapezoidal fuzzy flexible sets 

method to solve this problem. The green supplier 

selection problem has four criteria and these are service 

level, quality, price, and environmental management 

systems. There are a total of eleven suppliers assessed 

within the scope of the study, of which three are palm oil 

suppliers, three are sunflower oil suppliers, four are olive 

oil suppliers and one is a soybean oil supplier. While 

choosing the best green supplier, it was decided to 

determine the most suitable supplier for each oil type. 

 

Erbıyık et al. [12] carried out the most appropriate green 

supplier selection application in the automotive industry 

by using the electre method in their study. The criteria 

for the selection of green suppliers are determined as 

quality competencies, engineering competencies, green 

logistics management, cost performance, and 

management strategies. The SWARA method was used 

to determine the weights of the criteria. Three alternative 

suppliers were ranked using the Electre method. 

 

Soyer and Türkay [13] made an application in the white 

goods industry within the scope of their study. The 

subject of the application is the selection of green 

suppliers and the criteria have been determined first in 

order to make the selection of green suppliers. These 

criteria are green competencies, environmental 

effectiveness, organizational factors, costs, and green 

image. The criteria were determined by a team of 

fourteen experts, which includes four production 

managers, one purchasing manager, four quality 

specialists, four production staff, and one purchasing 

specialist. The Analytical Network Process (ANP) 

method was used both in determining the weights of the 

criteria and in assessing the two alternatives. 

 

Yerlikaya et al. [14] discussed the supplier selection 

problem based on environmental waste criteria in their 

study. The problem consists of four alternative suppliers 

and five criteria. These criteria are the cost, the 

percentage of returns, the proportion of chemical waste, 

the demand, and the percentage of delay in delivery. The 

entropy method was used to determine the weights of the 

criteria. In order to determine how much purchase will 

be made from each supplier, a fuzzy multi-purpose linear 

programming approach was used. 

 

Çalık [15] conducted a study on the implementation of 

green supplier selection in the food industry. Nine 

criteria have been determined within the scope of the 

application and these criteria are the ratio of cost to 

price, quality, delivery, technology ability, 

environmental management system, pollution control, 

environmental ability, air emissions, and energy 

consumption. The best worst method, entropy method, 

and CRITICAL method were used to obtain the criterion 

weights. The five alternative suppliers were ranked using 

the COPRAS, WASPAS, and MABAC methods. 

 

Madenoğlu [16] discussed the problem of green supplier 

selection for a business that produces furniture. The 

relevant problem includes five criteria and three 

suppliers. The criteria are determined as cost, quality, 

delivery, technical and green criteria. The Fuzzy 

SWARA method was used to determine the weights of 

the criteria. In the ranking of suppliers, fuzzy TOPSIS, 

fuzzy VIKOR, fuzzy gray relational analysis, and fuzzy 

ARAS methods were used. A green supplier ranking was 

performed with each of these methods, and the most 

suitable supplier turned out to be the same in all four 

methods. 

 

Lee et al. [17] developed a model for green supplier 

selection. Firstly, the criteria for the selection of classical 

suppliers and green suppliers were differentiated using 

the Delphi method, and the criteria for the selection of 

green suppliers were determined. These criteria are 

quality, technology compatibility, total product life cycle 

cost, green image, pollution control, environmental 

management, green production, and green competition. 

For the selection of the most suitable green supplier, the 

fuzzy extended AHP method was used. 

 

Hashemi et al. [18] proposes a model for selecting green 

suppliers. While the proposed model uses the ANP 

approach to determine the criterion weights, it uses the 

gray relational analysis method in the supplier selection 

phase. To illustrate how the model works, an exemplary 

problem in the automotive industry is considered. In 

addition, the criteria determined for the selection of 

green suppliers are collected under the main headings of 

economic criteria and environmental criteria. 

 

Bali et al. [19] proposed an integrated approach for the 

selection of green suppliers in their study. This approach 

incorporates intuitionistic fuzzy sets and gray relational 

analysis methods. The proposed approach was applied to 

a numerical example. It includes five alternative 

suppliers and eight assessment criteria. The criteria were 

determined as service quality, green image, use of green 

materials, waste control in production, green product, 
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distribution, reverse logistics, green design-research and 

development. 

 

Yu and Hou [20] made an application on the green 

supplier selection problem in an automobile 

manufacturing company. Four main criteria have been 

determined in order to assess the five alternative 

suppliers within the scope of the problem. These criteria 

are product performance, supplier criterion, cooperation 

and development potential, and green performance. The 

modified multiplicative AHP method was used for the 

assessment of suppliers. In addition, the assessment of 

suppliers was carried out by the classical AHP method, 

and the results obtained from both methods were 

compared. 

 

Freeman and Chen [21] conducted a study using the 

AHP method, entropy method and TOPSIS method for 

the selection of green suppliers. Five alternative 

suppliers were assessed in terms of five main criteria. 

The main criteria were determined as cost, green 

competition, quality, delivery schedule, and 

environmental management performance. The AHP 

method and entropy methods were used to determine the 

weights of the criteria. In the process of assessing the 

alternatives, the TOPSIS method was used. 

 

However, a limited number of studies are available 

regarding the green supplier assessment [22-26]. On the 

other hand, no study was found in which a fuzzy expert 

system model was created based on green production 

technology, environmental management system, 

pollution control, product cost, delivery time and quality 

criteria in order to make a green supplier assessment. 

Therefore, it can be easily said that this study will be the 

first research attempt within the framework of this 

subject. In addition, this study will make a significant 

contribution to the relevant literature. 

 

3. DEVELOPED FUZZY EXPERT SYSTEM 

MODEL 

 

The fuzzy expert system is a hybrid artificial intelligence 

(AI) technique that combines fuzzy logic and expert 

system methods. Thus, the possibility of combining the 

advantages of fuzzy set theory with the inference ability 

of the expert system arises. The working procedure of 

the fuzzy expert system is shown schematically in Figure 

2. 

 

The first step of the fuzzy expert system model 

developed within the scope of the study is to determine 

the input and output variables. For this purpose, the 

opinions of a team of six experts on purchasing and 

GSCM and the studies in the literature were taken as a 

basis. As a result, green production technology, 

environmental management system, pollution control, 

product cost, quality, and lead time were determined as 

input parameters. The output parameter is determined as 

the green supplier assessment score.  

 

The general structure of the developed fuzzy expert 

system is shown in Figure 3. 

 
Figure 2. The working procedure of the fuzzy expert system 
 

 
Figure 3. The general structure of the developed fuzzy expert system 
 

Then, fuzzy sets and membership functions of each 

variable were determined according to the opinions of 

the expert team. Triangular and trapezoidal membership 

functions were used as membership functions. The fuzzy 

sets of the variables are shown in Table 1, and the 

mathematical representation of the membership 

functions is as follows: 

 

𝜇(𝑋𝑖) =

{
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Afterward, the rule base of the developed fuzzy expert 

system model has been established by taking into 

account the expertise of the relevant team. Four input 

variables have two fuzzy sets. The two input variables 

have three fuzzy sets each. Therefore, there are a total of 

24 x 32 = 144 rules in the rule base. Different methods 

can be used as an inference mechanism. These are 

methods Mamdani, Sugeno, Tsukamoto, Larsen, Şen, 

Zadeh, Dines-Rescher, and Gödel [27]. Mamdani 

approach was used as the inference mechanism in the 

model, depending on the type of information modeling. 

Thus, the output of the model will be included in a fuzzy 

set. 
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Table 1. The fuzzy sets of the variables 

Variable Range Fuzzy set 

Green production technology 
0 No 

1 Yes 

Environmental management system 
0 No 
1 Yes 

Pollution control 
0 No 
1 Yes 

Product cost 

0-40 Low 
30-70 Medium 
60-100 High 

Quality 

0-40 Low 

30-70 Medium 
60-100 High 

Lead time 
0 Delayed 
1 In-time 

Assessment score 

0-36 Very low 

5-40 Low 

14-86 Medium 

60-95 High 

64-100 Very high 

 

It is necessary to defuzzificate the fuzzy values obtained 

as a result of inference mechanism. This is done in the 

defuzzification interface. In this interface, fuzzy values 

are converted to net values by using the center of gravity 

method. Finally, the obtained value is the output of the 

model and gives the assessment score of the green 

supplier. 

 

4. RESULTS AND DISCUSSION 

 

The surface view of the developed fuzzy expert system 

model is available in Figure 4. 

 

 
Figure 4. Surface viewer for product cost and quality variables 
 

This surface view shows the impact of quality and 

product cost variables on the supplier assessment score. 

Both the quality variable and the product cost variable 

have a positive relationship with the supplier assessment 

score. In other words, increasing the value of both 

variables increases the supplier assessment score. 

 

In order to test the performance of the model, a green 

supplier assessment of 32 different suppliers was made. 

A sample of these assessment data is given in Table 2. 

 
Table 2. A small example of the data set 

No GPT EMS PC PCost Quality LT ASM ASE 

1 1 1 0 70 65 1 77.1 77 

2 0 1 1 80 45 0 70 70 

3 1 0 1 55 70 1 62.6 63 

… … … … … … … … … 

15 1 0 0 85 50 0 53.3 53 

16 1 1 1 20 95 0 58.7 59 

17 0 1 0 30 25 1 38.9 39 

… … … … … … … … … 

30 1 1 1 85 80 0 86.8 87 

31 1 0 1 65 35 0 45 45 

32 0 0 1 40 15 0 20.1 20 

GPT: Green Production Technology, EMS: Environmental 

Management System, PC: Pollution Control, PCost: Product Cost, 

Quality: Quality, LT: Lead Time, ASM: Assessment Score of the 
Model, ASE: Assessment Score of the Experts 

 

MSE error type was used to measure the error in green 

supplier assessment. The formula for this method is as 

follows: 

 

𝑀𝑆𝐸 =
1

𝑛
∑ (𝐴𝑡 − 𝐹𝑡)2𝑛
𝑡=1                                              (3) 

 

While Ft refers to the estimated value, At refers to the 

actual value. When these definitions are associated with 

the study, the value obtained from the model is called Ft. 

At is the assessment score of the experts. Additionally, 

this value represents the average score of the experts. As 

a result of the calculation made with the available data, 

the MSE value was found to be 0.0481. In other words, 

the performance of the developed fuzzy expert system 

model was determined as 95.19%. In addition, regression 

analysis was performed to confirm the high prediction 

performance. The information regarding this analysis is 

given in Figure 5. 

 

Figure 5. Regression analysis of the developed model 
 

As a result of the regression analysis, the coefficient of 

determination (R2) was calculated as 0.999. This value 

shows that the developed fuzzy expert system model 

represents the expertise of the experts in the green 

supplier assessment quite well. 

 

5. CONCLUSION 

 

This study aims to develop a fuzzy expert system model 

to perform green supplier assessment. In this context, a 

team of experts in green supplier assessment has been 
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established. As a result of the expert knowledge of this 

team and the examination of the studies in the literature, 

the input variables of the fuzzy expert system model 

were determined as green production technology, 

environmental management system, pollution control, 

product cost, quality, and lead time. The output variable 

of the model is the green supplier assessment score. 

MSE and R2 are calculated to measure the performance 

of the model. The calculated MSE and R2 values showed 

that the developed fuzzy expert system model has a very 

high performance. Especially in cases where experts in 

green supplier assessment are limited or difficult to 

reach, the relevant model will be an important tool for 

fast and accurate decision making. 

 

AI-driven green supplier assessment will require 

improving explainable AI for transparent decision-

making, integrating the internet of things for real-time 

environmental monitoring, addressing ethical concerns, 

ensuring global standardization, and exploring 

collaborations between humans and AI. Future studies 

are expected to show a trend in this context. 
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Abstract: Reprogramming of energy metabolism in cancerous cells plays a crucial role in 

promoting the epithelial-mesenchymal transition (EMT) program that is linked to malignancy. 

PFKFB3 (6-phosphofructose-2-kinase/fructose-2,6-bisphosphatase 3), which is responsible for 

energy metabolism, is a significant glycolytic activator involved in the progression of various 

types of tumours, including glioblastoma. PFKFB3 has the capacity to alter the expression of 

EMT-related proteins, thereby influencing the EMT program amongst tumour cells. When 

undergoing EMT, glioblastoma cells acquire a mesenchymal phenotype associated with 

augmented cellular motility, invasiveness, and resistance to therapy. Inhibition of PFKFB3 in 

glioblastoma cells has promising potential as a therapeutic strategy to target EMT and halt cancer 

progression. PFKFB3 inhibitors are compounds that can block PFKFB3 activity, inhibiting 

glycolysis in cancer cells. KAN0438757 is a novel, selective inhibitor of PFKFB3 that exhibits 

anti-tumour effects in various cancer models both in vitro and in vivo. The study evaluated the 

impact of a novel inhibitor on the viability, migration, and death of glioblastoma cancer cell lines 

U373 and U251 using WST-1 cell viability, AO/EtBr staining western blotting, and wound 

healing assays. The results showed that cell viability decreased and dose-dependent apoptotic 

morphological changes were observed in glioblastoma cells after KAN0438757 treatment. 

Moreover, the protein level of EMT-associated N-cadherin decreased, leading to reduced cell 

migration. In conclusion, it is possible that KAN0438757 could elicit anti-tumour effects in 

glioblastoma by reversing the EMT programme and inducing apoptotic morphological changes in 

cancer cells. 

 

 

PFKFB3 Küçük Molekül İnhibitörü KAN0438757'nin Glioblastoma Hücre Hatlarında Hücre 

Migrasyonu ve N-kadherin Proteininin Ekspresyon Düzeyi Üzerine Etkilerinin Araştırılması 
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Öz: Tümör hücrelerinde enerji metabolizmasının yeniden programlanmasının, malign özelliklerle 

ilişkili epitelyal-mezenkimal geçiş (EMT) programının desteklenmesinde önemli bir rol oynadığı 

bilinmektedir. Enerji metabolizmasında görev alan PFKFB3 (6-phosphofructose-2-

kinase/fructose-2,6-bisphosphatase 3), glioblastoma dahil olmak üzere çoklu tümör tipi 

ilerlemesinde rol oynayan önemli bir glikolitik aktivatördür. PFKFB3, EMT ile ilişkili 

proteinlerin ekspresyonunu modüle ederek tümör hücrelerinde EMT programını 

etkileyebilmektedir. EMT sırasında glioblastoma hücreleri, artan hücre hareketliliği, istilacılık ve 

tedaviye direnç ile ilişkili bir mezenkimal fenotip kazanmaktadır. Glioblastoma hücrelerinde 

PFKFB3'ün inhibisyonu, EMT'yi hedeflemek ve kanser ilerlemesini engellemek için potansiyel 

bir terapötik strateji olarak görülmektedir. PFKFB3 inhibitörleri, PFKFB3'ün aktivitesini bloke 

edebilen ve dolayısıyla kanser hücrelerinde glikoliz sürecini inhibe edebilen bileşiklerdir. 

KAN0438757, PFKFB3'ün yeni ve seçici bir inhibitörüdür. KAN0438757'nin hem in vitro hem 

de in vivo olarak çeşitli kanser modellerinde anti-tümör etkilerine sahip olduğu gösterilmiştir. 

Yeni inhibitörün glioblastoma kanseri hücre hatları U373 ve U251'de hücrelerin canlılığı, hücre 
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göçü ve hücre ölümü üzerindeki etkisi, WST-1 hücre canlılığı, AO/EtBr, boyama western 

blotlama ve yara iyileştirme testleri ile araştırıldı. Elde ettiğimiz sonuçlarda, glioblastoma 

hücrelerinde, KAN0438757 tedavisinden sonra hücre canlılığının azaldığı ve doza bağlı apoptotik 

morfolojik değişiklikler görüldü. Ayrıca EMT ilişkili N-cadherin proteininin düzeyinin azaldığı 

ve hücre göçünün de baskılandığını gözlemlendi. Sonuç olarak, KAN0438757'nin 

glioblastomada, EMT programını tersine çevirerek ve kanser hücrelerinin apoptotik morfolojik 

değişikliklere yol açarak anti-tümör aktiviteye sahip olabileceğini düşündürmektedir. 

 

1. INTRODUCTION 

 

Gliomas constitute approximately 80% of malignant 

tumours and 30% of brain tumours. Gliomas are 

classified by the World Health Organization (WHO) as 

types 1, 2 (low-grade gliomas), 3 (anaplastic glioma) and 

4 (Glioblastoma (GBM)) according to their general 

characteristics [1]. GBM is a highly aggressive form of 

this type of this classification. Although many treatments 

have been applied for glioblastoma, according to studies, 

no further progress has been made in the last decade [2]. 

To this end, blocking the growth-promoting kinase 

targets of glioblastoma seems to be a reasonable 

treatment strategy that requires further study [3]. As with 

most cancers, glioblastomas tend to favour aerobic 

glycolysis over oxidative phosphorylation, a 

phenomenon known as the Warburg effect [4,5]. 

Glioblastoma cells exhibit elevated levels of fructose-

2,6-bisphosphate (F2,6BP),  essential controller of 6-

phosphofructo-1-kinase,  significant enzyme responsible 

for regulating the rate.Glycolytic flux is controlled 

through several enzyme steps in glycolysis, including 

those catalysed by the enzymes phosphofructokinase-1 

(PFK1) and 6-phosphofructokinase-2-kinase/fructose-

2,6-bisphosphatase (PFKFB) [6]. The bifunctional 

enzyme family known as PFKFB is expressed by four 

different genes and is important for cancer metabolism. 

PFKFB enzymes are crucial for regulating glycolysis. 

They can be classified into four groups: PFKFB1, 

PFKFB2, PFKFB3 and PFKFB4[7]. The activity of the 

PFKFB3 enzyme plays an important role in glycolysis 

metabolism because the kinase/phosphatase ratio of 

PFKFB3 is very high, thus enabling the formation of F-

2,6-BP and increased glycolysis [8]. As a result of 

various studies, PFKFB3 was found to be overexpressed 

in different human cancers, including malignant glioma 

[9]. PFKFB3 is overexpressed in GBM and has been 

shown to promote tumour growth and invasive ligation. 

PFKFB3 promotes GBM growth and invasiveness 

through several mechanisms; Increasing the production 

of F2,6BP, a master regulator of glycolysis, can promote 

Warburg effect, a metabolic change characteristic of 

cancer cells, and suppress programmed cell death. 

PFKFB3 can also promote epithelial-mesenchymal 

transition (EMT) in GBM cells by activating a number 

of signalling pathways, including the PI3K/AKT/mTOR 

and the TGF-β1 pathways [10]. EMT is a complex 

biological process in which epithelial cells mislay their 

epithelial properties and take on mesenchymal ones. 

That procedure crucial for normal embryonic 

development but may also play a role in cancer 

progression. Glioblastoma cells often receive EMT to 

obtain increased invasiveness and disseminate to other 

parts of the brain [11]. EMT is an a hallmark of cancer 

and has been demonstrated to enhance tumor invasion, 

metastasis, and treatment resistance [12]. The 

downregulation of epithelial markers (E-cadherin) and 

the overexpression of mesenchymal markers (N-

cadherin) characterize EMT [13]. EMT is a significant 

factor in the progression of GBM. Promisingly, PFKFB3 

inhibitors can halt EMT and offer a new therapeutic 

strategy for GBM [14]. Furthermore, targeted PFKFB3 

inhibition may be an effective treatment for CNS 

patients. PFKFB3 inhibitor treatment have shown its 

potential to improve the sensitivity of tumors that are 

resistant to treatment, both to chemotherapy and 

radiation [15, 16]. Anti-PFKFB3 and anti-VEGF 

combination treatment significantly increased the 

survival rate of preclinical models of glioblastoma and 

eliminated resistance to anti-angiogenic therapy, as 

reported by Zhang et al. [17]. In 2018, a specific small 

molecule inhibitor called KAN0438757 was discovered. 

It was found to have a high level of selectivity for the 

PFKFB3 kinase domain. KAN0438757 induced an 

increase in cell permeability and a decrease in cell 

viability in various types of cell lines via suppression of 

PFKB3-118-20]. Conversely, KAN0438757 treatment 

produced radiosensitivity and cytotoxicity in cancer cells 

at concentrations that normal cells tolerated. The use of 

KAN0438757 after ionising radiation has inhibited the 

PFKFB3 molecule. This inhibition also prevented 

PFKFB3, BRCA1 and RAD51 from being nuclear 

localised. All of these molecules have been deemed 

essential for proper homologous recombination repair. 

Furthermore, KAN0438757 efficiently inhibited dNTPs 

during double-stranded DNA repair by inhibiting 

homologous recombination repair activity. As a result, 

H2AX levels increased and ionizing radiation caused 

cell cycle arrest [19]. In the case of human colorectal 

cancer cells, cell migration has been inhibited by 

KAN0438757, along with a decrease in associated 

PAXLLIN, VINCULIN and CORTACIN genes. İn vivo 

administration of KAN0438757 has been found to be 

non-toxic [20]. However, the effect of KAN0438757 

specifically on cell migration in glioblostoma is still 

mysterious. 

 

This study aimed to is to focus and investigate the 

anticancer status, cell viability and migration of 

KAN0438757 in glioblostoma and the EMT-amplified 

protein N-cadherin. 

 

2. MATERIAL AND METHOD 

 

2.1 Cell Culture 

 

In this study, human glioblastoma U373 and U251 cell 

lines purchased from ATCC (American Type Culture 
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Collection) were used. The cells were grown DMEM 

medium supplemented with 10% fetal bovine serum and 

64 µg/ml penicillin + 0.1 mg/ml streptomycin in in 5% 

CO2/95% air at 37 °C unless otherwise stated. 

 

2.2 WST-1 Viability Test 

 

Water-soluble tetrazolium salts, known as WSTs, are 

commonly used for testing cell viability. These tests 

determine cell viability using spectrophotometry. The 

viability of untreated cells was set as 100%, and the 

viability of treated cells is expressed as a percentage (%) 

in comparison. Once the cells had reached a specific 

density, they were transferred to a 96-well plate with 

3000 cells per well and incubated overnight in a CO2 

environment. The plate was then kept in the CO2 

incubator for several hours. Following this, glioma cell 

lines were treated with varying doses of KAN0438757 

for 48 hours. WST-1 dye was added to each well at a 

volume of 10 µl and left to mix for 2-3 minutes. 

Afterwards, the plate was measured at 450 nm using the 

ELISA reader device [21].  

 

2.3 Wound-Healing Migration Assay 

 

The cells were plated onto a 6-well plate with a density 

of 8,000 cells per well and grown to reach 85-90% 

confluence. Subsequently, a 100 µL tip were used to 

produce uniform strips in the cell wells by making a 

scratch, followed by washing the plates with PBS. After 

this step, the cells were treated with serum-free 

DMEM/medium that contained different concentrations 

of KAN0438757 (5, 10, and 25 μM).The gap regions 

were photographed with a phase contrast microscope 

(Olympus, CKX41, Tokyo, Japan) at certain time 

intervals (0, 24, 48, 72 hours). Wound closure 

percentage was calculated using ImageJ software based 

on the cell-free area, as has been previously described 

[22, 23]. (Wound Closure % = {(At=0  – At=Δh )/At=0} 

*100. At=0  = area of the wound measured immediately 

after scratching. At=Δh  = area of the wound measured h 

hours after the scratch is performed.)  

 

2.4 AO/EBr Staining 

 

In a 6-well plate, U373 and U251 cells were sown 

(15x104 cells per well) and incubated for overnight. The 

cells were treated with different concentrations of 

KAN0438757 (5, 10, and 25 μM). After the treatment 

period was over, acridine orange ethidium bromide dye 

was prepared and added to each well from the mixture. 

Imaging was then carried out under a microscope. Live 

cells were green under the microscope, but dead cells 

appeared red [24]. 

 

2.5 Western Blotting  

 

Under denaturing conditions, the cells were separated 

using SDS-PAGE (12%) gel [25]. Proteins were 

subsequently transferred onto a PVDF membrane 

following their separation on the gel. Following transfer, 

the membrane was incubated for 1 hours at room 

temperature with 5% BSA (Bovine Serum Albumin) 

dissolved in 1X TBS-T (TrisBuffered Saline and Tween 

20) solution. Membrane were shaken overnight at +4 °C 

with the appropriate primary antibody (anti-N-cadherin 

(Santa Cruz, sc-7939, 1:1000) and anti-GAPDH (Santa 

Cruz, sc-365062, 1:1000). Membrane was rinsed with 

1X TBS-T for 5 minutes/5 times the next day before 

being incubated with secondary antibody (anti-mouse or 

anti-rabbit) for 60 minutes at room temperature.  Images 

were acquired using the chemiluminescence method 

after the membrane was washed with 1X TBS-T for 5 

minutes/5 times. Image-j was used to determine band 

intensities densitometrically (National Institute of 

Health, Bethesda, MD; Image J). Each band's intensity 

was normalized to the intensity of the matching GAPDH 

band.  

 

2.6. Statistical Analyses 

 

All results were assessed using the Graph Pad Prism 5.01 

software. Statistical analysis was performed through 

one-way ANOVA followed by post-hoc Tukey test and 

was repeated three times for reproducibility. 

 

3. RESULTS  

 

3.1 Effect of KAN0438757 on Cell Viability  

 

To investigate the effects of KAN0438757 cell viability, 

U373 and U251 cell line were treated with different 

doses of KAN0438757 (5, 10, 25, 50 and 100 µM). 

According to the data obtained as a result of the 

measurement, KAN0438757 was shown to impair cell 

viability in the U373 cell line in a dose-dependent 

manner, with a sharper drop noted at 25 µM as shown in 

Figure 1A. Similarly, KAN0438757 reduced cell 

viability in the U251 cell line Figure 1B.  Cell viability 

was shown to be significantly reduced in both cell lines, 

particularly after the 10 µM dosage. 

 
Figure 1. Effect of KAN0438757 on cell viability of human 

glioblastoma (U373 and U251) cell lines. (A, B) U373, U251 cells 
were exposed to for 48 hours with KAN0438757 and cell viability was 

evaluated using WST-1 assays. 
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3.2 Effect of KAN0438757 on Cell Migration 

 

We further investigated KAN0438757 effects on 

migration of U373 and U251 cells. The cells received 

treatment with KAN0438757 (5, 10, and 25 M), as 

indicated in Figs. 2A and 2B. For 72 hours, wound 

closure percentages in U373 cells were 20,78% at 10 M 

and 8,13% at 25 M. Similar to U373 cells, the 

percentages of wound closure were 38,18 % at 10 μM 

and 13,19 % at 25 μM, respectively in U251 cells. U373 

cells treated with low doses of KAN0438757 

demonstrated that the intercellular gap was closed after 

48 hours. On the other hand, it was showed that the 

intercellular distance in the cells treated with 25 μM of 

KAN0438757 had a very low mobility after 48 hour 

compared to the control group. At 5 μM of 

KAN0438757, there was no statistically significant 

difference in inhibition effect in both cells lines. 

 

 
Figure 2. Effect of KAN0438757 on Cell Migration in U373 cell line. 
KAN0438757 (5-25 M) was applied to U373 cells for 72 hours. 

Subsequently, the wound-healing assay was conducted to determine 

cell migration. (A) Microscopic images (4x-500µm) of U373 cells 
following various treatments with KAN0438757. (B) The wound was 

measured for closure. All of the data given are from three distinct tests. 

 
Figure 3. Effect of KAN0438757 on Cell Migration in U251 cell line. 

The U251 cells were treated with KAN0438757 (5-25 μM) for 72 

hours. Subsequently, the wound-healing assay was conducted to 
determine cell migration. (A) Images (4x-500µm) taken using a 

microscope of U25 cells following various treatments with 

KAN0438757. (B) The wound was measured for closure. All of the 
data given are from three distinct tests. 

 

3.3. Effect of KAN0438757 on Cell Death in U251 and 

U373 Cells 

 

In order to determine whether the growth inhibition by 

KAN0438757 was associated with cell death, 

gliobalstoma cells treated with KAN0438757 were 

analyzed for dual staining (AO/EB staining). Figure. 4-A 

and B shows that when treated with KAN0438757, the 

ratio of apoptotic cells significantly increased in cells at 

high dose of KAN0438757. Given the administered 

dosage of 5 and 10 μM, the number of viable cells is 

relatively considerable. The cells treated with 25 μM of 

KAN0438757 were observed to change from green to 

yellow and orange which suggests that when exposed to 

KAN0438757, U251 and U373 cells underwent the 

typical changes of apoptosis. 

 

 
Figure 4.  Effect of KAN0438757 on the apoptotic cell death in human 
glioma cells was evaluated by fluorescence microscopy using acridine 

orange/propidium iodide double staining. Detection of apoptotic 

morphology was performed using fluorescent staining of U251 and 
U373 cell lines with acridine orange-ethidium bromide (AO/EB) after 

treatment with KAN0438757 (5-25 μM) for 72 hours. Apoptotic cells 

emit red fluorescence while as viable cells emit green fluorescence. An 
increase in the number of apoptotic cells was observed as the 

KAN0438757 dose increased. This figure presents the outcomes of at 

least three separate trials (Original magnification 20x). 

 

3.4. Western Blotting 

 

To further investigate the molecular basis effect of 

KAN0438757 on N-cadherin in gliobasltoma cancer 

cells, we examined the expression N-cadherin after 

treatment with different concentrations of KAN0438757 

by western blot analysis. At 5 μM of KAN0438757, 

there was no statistically significant difference in N-

cadherin expression in both cells lines (Figure 5B and 

5C). N-cadherin, expression levels were decreased after 

exposure to 25 μM KAN0438757 compared with the 

levels in control cells. 
 

 
Figure 5. Effect of KAN0438757 on N-cadherin. A) Westsern blot 
bands. (N-cadherin and GAPDH Western blotting was used to evaluate 

protein expression levels.), B-C) N-cadherin protein expression levels 

levels. GAPDH was used as control. Control group and compared, *P 
< 0.05, **P < 0.01 

 

4. DISCUSSION AND CONCLUSION 

 

Metastasis, known as the process in which the cancerous 

cell leaves the primary tumor tissue, passes through the 

basement membrane to the circulatory system, reaches 

different tissues and forms a secondary tumor, is the 

main cause of death from cancer [26]. Despite this 

important effect on cancer deaths, the molecular 
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mechanisms of invasion and migration, which form the 

basis of metastasis, remain unknown. The escape of 

cancerous cells from the primary tumor tissue is 

associated with increased migration potential with the 

reduction of intercellular junction proteins and 

acquisition of mesenchymal phenotype, called EMT, 

which has basic functions such as embryogenesis and 

wound healing in the normal physiological process [27]. 

The EMT process is mediated by various transcription 

factors, mainly the Snail, Twist and Zeb family [28]. The 

roles of transcription factors in EMT are mainly by the 

regulation of various proteins as an example E and N-

cadherin, β-catenin, vimentin and fibronectin and 

suppression of intercellular tight junctions [29]. Various 

growth and differentiation factors such as fibroblast 

growth factor (Fibroblast Growth Factor; FGF), wnt and 

notch proteins are involved in the initiation of the EMT 

process. Among these factors, transforming growth 

factor β (Transforming Growth Factor β; TGFβ), which 

is an important inducer of EMT, is largely involved in 

cancer studies [30]. 

 

PFKFB3 is an enzyme that is essential in glycolysis, the 

process by which cells convert glucose into energy [8]. 

PFKFB3 has been shown to be activated by hypoxia and 

other stress signals and promotes EMT [31]. EMT is a 

process in which epithelial cells that are normally tightly 

packed and adhere to each other lose their cell-cell 

adhesion and become more mesenchymal-like. 

Mesenchymal cells are more mobile and can migrate to 

other parts of the body [32]. EMT is crucial for a 

diversity of processes, including development, wound 

healing, and cancer metastasis. In cancer, EMT is 

thought to promote metastasis by allowing cancer cells 

to escape from the primary tumor and travel to other 

parts of the body. PFKFB3 has been shown to be 

involved in EMT in several ways. First, PFKFB3 can 

activate transcription factors that promote EMT, such as 

Snail and Twist [33]. Second, PFKFB3 can increase the 

production of extracellular matrix proteins that may aid 

in the migration of cancer cells [34]. Third, PFKFB3 can 

enhance the generation of reactive oxygen species, 

which can cause cell-cell adhesions to break down and 

induce EMT[35]. Here are some additional research 

findings regarding the relationship between PFKFB3 and 

EMT; The study in human breast cancer cells showed 

that inhibition of PFKFB3 reduced EMT and increased 

the sensitivity of cells to chemotherapy [36]. According 

to another research in colorectal cancer cells, inhibition 

of PFKFB3 reduced the cells' ability to metastasize [37]. 

Overall, the research suggests that PFKFB3 plays a role 

in EMT and that inhibiting PFKFB3 could be a potential 

therapeutic strategy for cancer. More study is needed, 

however, to fully understand the role of PFKFB3 in 

EMT and to create safe and effective PFKFB3 

inhibitorsPFKFB3 is a key enzyme in glycolytic tumor 

metabolic reprogramming, and protein levels of PFKFB3 

are substantially higher in high-grade gliomas (HGGs) 

than in low-grade gliomas. The significance of PFKFB3 

splice variants in glioblastoma development and 

prognosis is still poorly known. Therefore, it is desired 

to reveal a new strategy to treat cancer using PFKFB3 

inhibitors in the treatment of glioblastoma. Inhibitors 

that provide inhibition of PFKFB3 appear as four 

different molecules: 3PO, PFK15, PFK158 and 

KAN0438757 [19,40]. Among these inhibitors, 

KAN0438757 is a new inhibitor that has been studied in 

recent years, and it has been determined that it 

selectively inhibits the proliferation of cancer cells. It 

was also concluded that inhibition of PFKFB3 with 

KAN0438757 impairs DNA repair, resulting in death of 

cancer cells. However, there is no study yet to reveal the 

effects of KAN0438757 inhibitor on glioblastoma cells. 

As a result, we explored the consequences of the 

KAN0438757 on cell migration and N-cadherin protein 

expression levels in glioblastoma cell lines in this study. 

 

In this study, cell viability, cell proliferation, cell death, 

cell migration, and protein levels such as N-cadherin 

were analyzed in glioblastoma cell lines U373 and U251 

cells. In our study, firstly, the effect of KAN0438757 

inhibitor on cell viability were assessed in U373 and 

U251 cell lines. The WST-1 viability test revealed that 

cell viability reduced dose-dependently in both cell lines. 

In the study of Oliveira et al., it was observed that after 

treatment with KAN0438757 in colorectal cancer cell 

proliferation was significantly reduced, especially at 50 

and 75 µM doses. In a separate investigation Yan et al. 

reported that inhibition of PFKFB3 by oxaplatin in colon 

cancer not only reduces cell viability but also promotes 

apoptotic cell death [38]. Cell migration was determined 

by our next experiment, Wound Healing. Glioblastoma 

cell lines U373 and U251 were treated with 

KAN0438757 for 0-72 hours. In the U373 cells, it was 

observed that it inhibited the migration ability of the 

cells depending on the dose and time. It was concluded 

that the U251 cell line significantly affected cell 

migration compared to the U373 cell line and reduced 

the migration abilities of the cells. According to the 

information we obtained as a result of these findings, it 

was determined that the KAN0438757 inhibitor inhibited 

the migration ability of cells in glioblastoma cells in a 

time and dose dependent manner. Yan et al. [38] has 

shown that it significantly reduced cell migration and 

invasion activity in colorectal cancer cell lines. In 

another study, Veseli et al. observed that treatment with 

3PO, significantly inhibited cell migration in endothelial 

cells. These results, like the results we obtained in our 

study, show that PFKFB3 inhibitors have a significant 

decrease in the migration ability of cancer cells and this 

has an important role in leading cancer cells to death 

[41].  

Preceding studys has shown that the overexpression of 

PFKFB3 elevates the migratory and invasive capabilities 

in tumour cell, while reducing the expression of E-

cadherin and upregulating N-cadherin. Specifically, the 

transcription factors Snail and Twist are notably induced, 

which have been found to contribute significantly to 

EMT [14].  Western blot results of the N-cadherin 

showed that the KAN0438757 caused a decrease in 

U251 cell lines, especially in the high-dose group 

compared to the control. In addition, it was determined 

that KAN0458757 treatment caused a very dramatic 

decrease in N-cadherin protein expression in U373 cell 

lines. Yalçın et al. in their study in 2023 showed that 

silencing of PFKFB3 caused changes in the expressions 
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of E-cadherin, Vimentin and EMT genes in different 

cancer cell lines [33]. We have shown that PFKFB3 

inhibitor can cause a phenomenon that supports the 

changes in EMT proteins that we have obtained 

consistent with this result. 

 

Apoptosis is the removal of infected, damaged, or 

undesirable cells in order to preserve cell homeostasis. 

Another experiment, AO/EtBr staining experiments, 

examined cell death in glioblastoma cell lines after 

treatment of the KAN0438757 inhibitor. Firstly, it was 

observed that the cells tended towards death with a 

reduction in cell count in the U251 cell line, especially in 

the 25 µM dose group. On the other hand, in the U373 

cell line, it was also detected that in the 25 µM dose 

group, significant cells are close to death and some of 

these even death. In the work of Wang et al. [39] 

apoptosis was looked at to determine cell death. It was 

determined that PFK15, an inhibitor of PFKFB3 in 

rhabdomyosarcoma cells, had a stimulating effect on cell 

viability loss after induction with 3MA. It has also been 

observed that PFK15 has multiple cell death-inducing 

effects other than caspase-dependent apoptosis. 

 

The study shows the significance of PFKFB3-mediated 

metabolism in the development of EMT in glioblastoma 

cells and indicates that KAN0438757 could be a fresh 

approach to treating glioblastoma.  
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Abstract: Pneumonia is a global health concern, responsible for a significant number of deaths. 

Its diagnostic challenge arises from visual similarities it shares with various respiratory 

diseases, such as tuberculosis, complicating accurate identification. Furthermore, the variability 

in acquiring and processing chest X-ray (CXR) images can impact image quality, posing a 

hurdle for dependable algorithm development. To address this, resilient data-centric algorithms, 

trained on comprehensive datasets and validated through diverse imaging methods and 

radiology expertise, are imperative. This study presents a deep learning approach designed to 

distinguish between normal and pneumonia cases. The model, a hybrid of MobileNetV2 and the 

Squeeze-and-Excitation (SE) block, aims to reduce learnable parameters while enhancing 

feature extraction and classification. Integration of the SE block enhances classification 

performance, despite a slight parameter increase. The model was trained and tested on a dataset 

of 5856 CXR images from Kaggle's medical imaging challenge. Results demonstrated the 

model's exceptional performance, achieving an accuracy of 98.81%, precision of 98.79%, recall 

rate of 98.24%, and F1-score of 98.51%. Comparative analysis with various Convolutional 

neural network-based pre-trained models and recent literature studies confirmed its superiority, 

solidifying its potential as a robust tool for pneumonia detection, thus addressing a critical 

healthcare need. 
 

 

MobileNetV2 ve Sıkma-Uyarma Ağından Oluşan Hibrit Bir Yaklaşım Kullanılarak Pnömoni 

Tespiti 
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Göğüs Röntgeni 

Görüntüleri, 

Pnömoni 

Tespiti, 

MobileNet 

V2, 

Sıkma ve 

Uyarma Ağı 

Öz: Pnömoni, önemli sayıda ölümden sorumlu olan küresel bir sağlık sorunudur. Teşhis 

zorluğu, tüberküloz gibi çeşitli solunum yolu hastalıklarıyla paylaştığı ve doğru tanımlamayı 

zorlaştıran görsel benzerliklerden kaynaklanmaktadır. Ayrıca, göğüs röntgeni görüntülerinin 

elde edilmesi ve işlenmesindeki değişkenlik, görüntü kalitesini etkileyerek güvenilir algoritma 

geliştirmenin önünde bir engel oluşturabilir. Bu sorunu çözmek için, kapsamlı veri kümeleri 

üzerinde eğitilen ve çeşitli görüntüleme yöntemleri ve radyoloji uzmanlığı ile doğrulanan esnek 

veri merkezli algoritmalar zorunludur. Bu çalışma, normal ve pnömoni vakalarını ayırt etmek 

için tasarlanmış bir derin öğrenme yaklaşımı sunmaktadır. MobileNetV2 ve Sıkıştırma-Uyarma 

(SU) bloğunun bir hibriti olan model, özellik çıkarma ve sınıflandırmayı geliştirirken 

öğrenilebilir parametreleri azaltmayı amaçlamaktadır. SU bloğunun entegrasyonu, hafif bir 

parametre artışına rağmen sınıflandırma performansını arttırmaktadır. Model, Kaggle'ın tıbbi 

görüntüleme yarışmasından alınan 5856 göğüs röntgeni görüntüsünden oluşan bir veri kümesi 

üzerinde eğitilmiş ve test edilmiştir. Sonuçlar, %98.81 doğruluk, %98.79 kesinlik, %98.24 geri 

çağırma oranı ve %98.51 F1 puanı elde ederek modelin olağanüstü performansını göstermiştir. 

Çeşitli Evrişimsel sinir ağı tabanlı önceden eğitilmiş modellerle ve son literatür çalışmalarıyla 

yapılan karşılaştırmalı analiz, modelin üstünlüğünü doğrulayarak pnömoni tespiti için sağlam 

bir araç olarak potansiyelini sağlamlaştırdı ve böylece kritik bir sağlık hizmeti ihtiyacını 

karşıladı. 

 

www.dergipark.gov.tr/tdfd 

https://orcid.org/0000-0002-1257-8518
https://orcid.org/0000-0002-0998-2130
http://www.dergipark.gov.tr/tdfd


 

Tr. J. Nature Sci. Volume 13, Issue 1, Page 54-61, 2024 
 

 

55 

1. INTRODUCTION 

 

Pneumonia stands as a respiratory ailment provoking 

inflammation in either one or both lungs, leading to 

manifestations like coughing, fever, and respiratory 

distress. The timely identification of pneumonia proves 

crucial in ensuring effective therapy and enhanced 

patient recovery. Regrettably, pneumonia constitutes 

merely one among numerous pulmonary ailments, and as 

a result, radiographic findings don't consistently verify a 

pneumonia diagnosis. Consequently, given the present 

technology available, it remains unfeasible to 

definitively differentiate pneumonia from alternative 

lung disorders based on radiological criteria [1,2]. 

 

Developing accurate algorithms to detect pneumonia 

requires large amounts of meticulously annotated data, a 

task that can be particularly demanding. The complexity 

escalates when tackling pneumonia, as it necessitates 

skilled radiologists for data annotation, and the 

availability of labeled images is limited. Deep learning 

(DL), a subset of artificial intelligence, has emerged as a 

formidable tool for pneumonia identification and 

diagnosis through medical imaging, such as chest X-rays 

(CXR) [3,4]. DL algorithms possess the capability to 

undergo training on vast archives of CXR images, 

enabling them to discern unique features and attributes 

indicative of pneumonia's presence. This procedure 

involves utilizing convolutional neural networks 

(CNNs), a specialized category of DL frameworks 

exceptionally skilled in tasks related to image 

recognition. By scrutinizing the texture, shape, and pixel 

intensity within CXR images, CNNs can develop the 

ability to precisely identify areas within the image that 

correspond to regions of the lungs affected by infection 

or inflammation [5,6]. 

 

Following their training, DL models possess the 

capability to categorize novel CXR images, determining 

whether they exhibit indications of pneumonia or not. 

This process can be executed instantly, rendering it a 

potentially valuable resource for healthcare practitioners 

in the prompt diagnosis and treatment of pneumonia in 

patients. Furthermore, DL models can provide support to 

radiologists in the interpretation of CXR, thereby 

diminishing the chances of incorrect diagnoses and 

enhancing patient results [7-9]. Considering these 

advantages offered by DL techniques, they are 

commonly employed in scientific studies to diagnose 

pneumonia through the analysis of CXR images. Some 

of these studies are as follows. 

 

Reshan et al. [2] introduced an advanced DL model for 

distinguishing between severe and normal cases of 

pneumonia. They harnessed eight pretrained models: 

ResNet50, ResNet152V2, DenseNet121, DenseNet201, 

Xception, VGG16, EfficientNet. To assess the efficiency 

of their model, they utilized the identical Kaggle dataset 

comprising 5856 CXR images. Their findings 

demonstrated that the MobileNet model yielded the 

highest accuracy, achieving an impressive 94.23%. In 

this research, Singh et al. [4] suggested a quaternion-

based residual network to classify pneumonia cases in 

CXR images. They extended the use of the residual 

network into the quaternion realm to differentiate 

between CXR images as either indicative of pneumonia 

or normal. This approach yielded an accuracy of 93.75% 

and an F1-score of 0.94, outperforming the traditional 

real-numbered residual network in terms of performance. 

Szepesi et al. [10] presented a CNN framework crafted 

to ensure an accurate and efficient method for detecting 

pneumonia through the analysis of CXR images. A 

notable innovation in their approach was the integration 

of a dropout layer positioned amidst the convolutional 

layers within the network. Rather than relying on pre-

existing networks, they constructed a CNN model from 

the ground up, incorporating models of transfer learning. 

The method under consideration underwent training and 

testing using a collection of 5856 annotated CXR images 

provided within the context of a medical imaging 

competition hosted on Kaggle's platform. As a 

consequence of the experimental investigations, 

accuracy level of 97.2% was achieved. Ahmad et al. [11] 

devised an approach to autonomously identify 

pneumonia by combining pre-trained ResNet and 

DenseNet169 models. They assessed the model's 

effectiveness using a set of 5856 CXR images from the 

well-balanced Kaggle platform. This method attained a 

90% accuracy rate in its performance evaluation. Shah et 

al. [12] suggested an CNN method based on the VGG16 

model. They tested the proposed method using 5856 

CXR images. They achieved 96.6% accuracy with their 

proposed method. Stephen et al. [13] presented a CNN 

model specifically designed to classify and detect the 

presence of pneumonia in a dataset containing CXR 

images. They assessed the effectiveness of this 

innovative approach by employing a dataset consisting 

of 5856 CXR images, ultimately achieving a 

classification accuracy of 93.73%. Rajaman et al. [14] 

introduced a CNN-driven decision support platform for 

the rapid and precise identification of pneumonia in 

pediatric CXR. They employed innovative and cutting-

edge visualization techniques to elucidate model 

predictions, which holds great importance in guiding 

clinical decision-making. Furthermore, the encouraging 

results exhibited by the tailored VGG16 model, trained 

on the present tasks, indicate its ability to effectively 

acquire knowledge from a limited set of intricate data, 

resulting in reduced bias and enhanced generalization 

capabilities. They tested the proposed method using 

5856 CXR images. They achieved 96.2% accuracy with 

their proposed method. Toğaçar et al. [15] amalgamated 

profound attributes extracted from multiple deep models 

to create an effective deep attribute collection. 

Subsequently, they employed various algorithms like 

decision trees and k-nearest neighbors for categorizing 

this deep attribute ensemble. Additionally, they utilized 

methods such as linear discriminant analysis and k-

nearest neighbors in the realm of pneumonia detection. 

They tested the proposed method using 5849 CXR 

images. They achieved 96.84% accuracy with their 

proposed method. Chouhan et al. [16] introduced a 

model structured around an ensemble architecture, 

integrating results from multiple pre-existing models to 

aid in the diagnosis of pneumonia. They achieved an 
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accuracy of 96.39% as a result of experimental studies 

using 5232 CXR images. 

 

In this study, a hybrid MSENet model consisting of pre-

trained MobileNetV2 and Squeeze-and-Excitation (SE) 

block is proposed to detect normal and pneumonia 

disease conditions. The purpose of the hybrid MSENet 

model is to improve the classification accuracy by 

decreasing the number of trainable parameters. The 

number of trainable parameters is reduced with the pre-

trained MobileNetV2.  Given that the SE block is 

tailored to enhance the representational quality of the 

CNN, it is incorporated into CNNs within this 

investigation to enhance both feature extraction and 

classification performance. The integration of SE block 

into the proposed method is driven by their ability to 

bolster classification performance with only minimal 

augmentation to the overall parameter count. To assess 

the performance of the MSENet model put forward, an 

examination was conducted using a dataset consisting of 

5856 publicly accessible CXR images within the Kaggle 

platform. While MobileNetV2 achieved 97.78% 

accuracy, MSENet, which is a combination of 

MobileNetV2 and SE block, achieved 98.81% accuracy. 

MobileNetV2 has the fewest parameters compared to 

other pre-trained network architectures compared with 

2.228.994 trainable parameters. MSENet has 2.228.995 

trainable parameters. Compared to MobileNetV2, the 

number of trainable parameters increased by 1, while the 

classification accuracy increased by 1.03%. Besides, the 

MSENet model was compared with the pre-trained 

models and it was observed that it gave the best 

classification accuracy value. In addition, it was 

compared with methods from the literature using the 

same dataset and it was observed that the MSENet 

model gave the most successful results. 

 

The remainder of this manuscript comprises three 

distinct sections. In Section 2, we introduce the CXR 

image dataset employed in this research. Also, within 

this section, we delve into the description of our 

MSENet approach, along with the theoretical foundation 

of MobileNetV2 and the SE block. Section 3 outlines the 

experiments carried out in conjunction with our 

proposed method. Section 4, Conclusions, provides a 

comprehensive overview of the entire paper. 

 
2. MATERIAL AND METHOD 

 

2.1. Dataset 

 

The dataset employed in this research was sourced from 

one of Kaggle's DL competitions [17]. This dataset 

comprises lung CXR images of children aged one to five 

years old, sourced from Guangzhou Women and 

Children's Medical Center. These lung CXR images 

underwent validation by healthcare experts as part of 

standard patient care procedures. The dataset consists of 

a total of 5856 labeled images, with 4273 indicating 

cases of pneumonia and the remaining 1583 classified as 

negative cases (normal). All scans were represented as 

grayscale images, with dimensions varying from 

1346x1044 to 2090x1858 pixels. To match the 

anticipated input format of most CNN network 

architectures, all images were resized to dimensions of 

224x224x3. Figure 1 displays some sample images from 

the dataset. 

 

NORMAL NORMAL NORMAL 

 PNEUMONIA  PNEUMONIA  PNEUMONIA 
Figure 1. Samples of CXR images 

 

2.2. MobileNetV2 

 

MobileNetV2 stands out as a compact deep neural 

network, characterized not only by its reduced size but 

also its computational efficiency, all while delivering 

strong performance [18]. MobileNetV2 represents an 

enhanced iteration of MobileNetV1 [19], incorporating a 

linear bottleneck layer and the inverted residual block as 

additional components. The network architecture's 

specifications are detailed in Table 1. Within the 

inverted residual block (IRB), the initial step involves 

expanding the input channels via a 1x1 convolution to 

acquire additional features. Subsequently, feature 

extraction occurs through a 3x3 convolution, followed 

by channel reduction via 1x1 pointwise convolution. 

This entire sequence of operations follows the 

"expansion-convolution-compression" scheme, which 

proves to be more efficient and less reliant on parameters 

compared to the direct utilization of a 3x3 convolutional 

network. 

 

The linear bottleneck (LB) layer substitutes the ReLU6 

activation function within the second-to-last layer with a 

linear function. This change eliminates the ReLU6 

activation between the high-dimensional and low-

dimensional sections, effectively addressing the issue of 

ReLU6 discarding low-latitude information following 

the IRB. The core structure of MobileNetV2, known as 

the bottleneck residual block, is created by combining 

the IRB with the LB layer. When stride (s) equals 1, the 

shortcut is employed; when s equals 2, the shortcut is 

omitted, as depicted in Figure 2. 

 

The model took as input the preprocessed chest X-ray 

images resized to 224x224x3. To start, a convolution 

operation with 32 channels and a stride of 2 was 

executed, resulting in a feature layer sized 112x112x32. 

Subsequently, after applying 7 bottleneck residual 

blocks, the feature layer expanded to 7x7x320. 

Following this, a 1x1 convolution operation was applied 

with 1280 channels and a stride of 1, resulting in a 

feature layer of 7x7x1280. Ultimately, a global average 

pooling operation was incorporated to diminish the 

feature dimensions from 7x7x1280 to a mere 1280, by 
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implementing a downsizing procedure following this  

feature map. 

 
Table 1. Parameters defining the structural configuration of the 
MobileNetV2 feature extraction network 

Input Operator t c n s (stride) 

224x224x3 Conv2D 3x3 - 32 1 2 

112x112x32 Bottleneck 1 16 1 1 
112x112x16 Bottleneck 6 24 2 2 

56x56x24 Bottleneck 6 32 3 2 

28x28x32 Bottleneck 6 64 4 2 
14x14x64 Bottleneck 6 96 3 1 

14x14x96 Bottleneck 6 160 3 2 

7x7x160 Bottleneck 6 320 1 1 
7x7x320 Conv2D 1x1 - 1280 1 1 

7x7x1280 avgpool 7x7 - - 1 - 

 

Within Table 1, "t" represents the factor by which the 

initial 1x1 convolutional expansion channel is multiplied 

within each bottleneck residual block. "c" denotes the 

count of output feature layer channels, "n" signifies the 

frequency at which the present convolutional block is 

iterated, and "s" indicates the convolutional step size 

utilized within the current convolutional block. 

 

Add

Conv 1x1, Linear

Dwise 3x3, ReLU6

Conv 1x1, ReLU6

Input

sh
o
rt

cu
t
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Input
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Figure 2. Bottleneck residual block in MobileNetV2 

 

2.3. Squeeze-and-Excitation (SE) Block 

 

The SE block offers a framework for CNNs that 

enhances channel relationships without substantially 

increasing computational overhead. This block 

effectively enhances vital feature information by 

recalibrating the input features it receives. Utilizing the 

SE block contributes to the enhancement of 

interdependencies among channels, thereby augmenting 

the relevance of feature information for chest X-ray 

image classification tasks. Figure 3 illustrates the 

structural outline of the SE block, which functions as 

follows: Initially, the SE block takes in a feature map 

along with its current channel count. Subsequently, 

employing Global Average Pooling (GAP), each channel 

is transformed into a single numerical value (referred to 

as "squeeze"). In this process, the feature maps 

associated with each channel are condensed into 1x1 

feature maps using a channel descriptor technique like 

GAP. This stage produces a scalar value encapsulating 

general channel information. The primary objective of 

the "squeeze" operation is to establish a global receptive 

field, facilitating the utilization of global information 

even by the lower network layers. Following the 

"squeeze" operation, the "excitation" process comes into 

play, generating weights for individual feature channels 

based on specified parameters. These parameters are 

trained explicitly to capture the correlations existing 

among feature channels. The architecture incorporates 

two fully connected layers (FC layers) to manage the 

method's complexity, facilitate generalization, and 

introduce a bottleneck structure for modeling channel 

correlations. The initial FC layer serves to reduce the 

feature dimensions, which are then expanded back to 

their original size in the subsequent FC layer. Between 

these two FC layers, the ReLU activation function is 

employed to infuse non-linearity into the network, 

allowing it to better adapt to intricate channel 

correlations. Contrasted with a direct FC layer, the 

utilization of two FC layers enhances the model's non-

linear characteristics, enabling improved accommodation 

of complex channel relationships while also reducing 

computational load and parameter count. After the FC-

ReLU-FC sequence, the sigmoid function is invoked to 

compute normalized weights ranging between 0 and 1. 

Subsequently, a scaling procedure is applied to adjust the 

normalized weights in accordance with the 

characteristics of each channel. Importantly, these 

operations within the SE block incur minimal additional 

computational overhead. This block can be effortlessly 

integrated into various methods due to its capability to 

enhance classification performance [20-22]. 
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Figure 3. Squeeze-and-Excitation (SE) Block 

 

2.4. Proposed MSENet Method 

 

The proposed MSENet model is a hybrid model 

consisting of MobileNetV2 and SE block as shown in 

Figure 4. MobileNetV2 aims to decrease the number of 

trainable parameters. As the SE block is intended to 

enhance the representational quality of a CNN, this 

research combines it with MobileNetV2 to enhance both 

feature extraction and classification performance. 

Besides, the SE block is integrated into the proposed 

model as it increases the classification accuracy by 

minimizing the total number of parameters. 

 

The input image from the proposed MSENet model is 

224x224x3.The MobileNetV2 model was first applied to 

this image. In the MobileNetV2 model, a convolution 

process is first applied with a kernel size of 3x3 and a 

stride value of 2. After this convolution, a feature map of 

size 112x112x32 is obtained. Then, after applying 

bottleneck residual blocks seven times in a row, a feature 

map of size 7x7x320 is obtained. The image size given 

to the input of each bottleneck residual blocks and the 



 

Tr. J. Nature Sci. Volume 13, Issue 1, Page 54-61, 2024 
 

 

58 

image size obtained at the output are given in Table 1. 

After the bottleneck residual blocks, a convolution 

process of 1x1 size and 1280 filters is implemented to 

the 7x7x320 feature map. The size of the feature map 

obtained after this process is 7x7x1280. A global mean 

pooling process is then applied to this feature map 

followed by a downscaling procedure to reduce the 

feature sizes from 7x7x1280 to only 1280. After the 

operations performed in the MobileNetV2 feature 

extraction block, the output is given to the input of the 

SE block. The SE block consists of Squeeze, Excitation 

and Scaling stages as shown in Figure 3. After these 

operations are performed in the SE block, GAP and then 

batch normalization (BN) operations are performed. 

GAP is a pooling technique designed to substitute the FC 

layers typically found in standard CNNs. Using GAP, a 

separate feature map is generated for each category in 

the classification task's final layer. Instead of introducing 

FC layers atop these feature maps, each map undergoes 

averaging, resulting in a vector that is directly passed to 

the softmax layer. Furthermore, the incorporation of 

GAP in the proposed method offers the advantage of not 

having any parameters to optimize in the GAP layer, 

effectively preventing overfitting. The output of the GAP 

layer is fed into a softmax function for feature 

classification and the prediction of CXR images. 

However, prior to softmax, BN is applied to streamline 

and accelerate the training process. Finally, Softmax 

assigns probabilities to each class and the sum of these 

probabilities equals one. 

 

224x224x3

Input Image

Bottleneck

Bottleneck

Bottleneck

Bottleneck

Bottleneck

Bottleneck

Bottleneck

Conv2D 1x1

Average Pooling 7x7

Conv2D 3x3

SE Block

Global Average 

Pooling

Batch Normalization

Softmax

NORMAL PNEUMONIA

MobileNetV2 feature 

extraction network

Figure 4. Proposed MSENet model 
 

3. RESULTS OF EXPERIMENTS 

 

In this section, the hyperparameters used in the 

experimental studies, the evaluation criteria used, the 

classification results obtained from the experimental 

studies and the discussion of these results are presented. 

 

3.1. Parameter Setting 

 

A specific set of hyperparameters is used to train the 

model using the Keras and TensorFlow library in the 

kaggle environment. Experimental studies for the CXR 

images dataset were performed with TPU VM v3-8, a 

hardware accelerator in the kaggle environment. Overall, 

we expect that the use of hyperparameters, optimizers and 

callbacks in combination with Keras-TensorFlow and the 

Kaggle environment will allow us to achieve state-of-the-

art results with our proposed method architecture. The 

hyperparameters used include batch size, image size, 

training-test-validation separation, number of epochs. To 

train the proposed method, a batch size of 128, an image 

size of 224x224x3 and a training-test-validation 

separation of 80%-10%-10% are used. Out of 5856 CXR 

images, 4684 images were used for training, 586 for 

validation and 586 for testing. In addition, the model is 

trained for 100 epochs. Adam optimizer is used to 

minimize the loss function and optimize the model. In 

addition to the hyperparameters, two special callbacks are 

used to optimize the training process. The first callback is 

the ReduceLROnPlateau callback, which is used to 

reduce the learning rate when the loss of validation stops 

the recovery. This helps to stabilize the training process 

and avoid overlearning. In this callback, 0.000001 is 

taken as the lower bound of the learning rate 

(min_learning_rate). Also, the factor value to reduce the 

learning rate is 0.3. The second callback is the 

ModelCheckpoint callback, which is used to record 

model weights at regular intervals during training. This 

allows us to save the best model based on validation 

accuracy and load it for future use. 

 

3.2. Performance Metrics 

 

The effectiveness of the proposed approach is gauged by 

employing performance metrics like precision, F1-score, 

recall, and classification accuracy. Performance metrics 

provide a quantitative and objective measure of the 

effectiveness of a model's predictions. They are also 

necessary to evaluate classification performance. These 

metrics provide different perspectives on the 

performance of the model, each with its own strengths 

and limitations. A detailed description of these metrics is 

as follows. Accuracy, a key performance evaluation 

metric, measures the percentage of correct estimations 

produced by the method. It is determined as the number 

of correct estimations divided by the total number of 

estimations made. The computation of the accuracy 

value is done as detailed in Equation (1). Precision, a 

measure of the proportion of true positives in all positive 

estimations made by the proposed method, is determined 

as the number of true positives divided by the sum of 

true positives and false positives. The calculation of the 

precision value is as in Equation (2). Recall, a metric that 

measures the proportion of true positives among all true 

positive samples in the dataset, is determined as the 

number of true positives divided by the sum of true 

positives and false negatives. Recall is formulated as in 

Equation (3). The F1 score, which is the harmonic mean 

of recall and precision, is an indispensable metric for 

balancing recall and precision, especially when classes 

are unbalanced. It ensures a single score that captures 

both precision and recall, making it a powerful measure 

for overall model performance evaluation [5,9,23]. The 

F1 score is computed as outlined in Equation (4) . 
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𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 (𝐴𝑐𝑐) =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
 (1) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 (𝑃) =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (2) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 (𝑅) =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (3) 

 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 (𝐹1𝑆) = 2 𝑥
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 (4) 

 

All these performance metrics are deduced from the 

confusion matrix. An illustrative representation of a 

confusion matrix can be observed in Figure 5. Within a 

standard confusion matrix, there exist four primary 

elements: True Positives (TP): These denote cases where 

the genuine category is affirmative (for example, class 

1), and the model accurately forecasts it as affirmative. 

True Negatives (TN): These represent instances in which 

the true category is negative (e.g., class 0), and the 

model correctly anticipates it as negative. False Positives 

(FP): These instances arise when the true category is 

negative, but the model incorrectly anticipates it as 

affirmative. False Negatives (FN): These arise from 

situations where the authentic category is affirmative, yet 

the model erroneously predicts it as negative. 

 

 
Figure 5. Confusion matrix 

 

3.3. Experimental Studies and Results 

 

In order to analyze the classification performance of the 

proposed MSENet model, extensive experimental studies 

were performed on a 2-class (Normal and Pneumonia) 

CXR images dataset. The confusion matrix of the 

MSENet model is given in Figure 6. In the test dataset, 

159 out of 164 Normal CXR images and 420 out of 422 

Pneumonia CXR images were correctly predicted. It is 

seen that a total of 579 images are correctly predicted in 

all classes from a total of 586 test datasets. Based on 

these results in the confusion matrix, the classification 

accuracy of the proposed MSENet model was obtained 

as 98.81%. 

 

The MobileNetV2 model used in the proposed MSENet 

model is a pre-trained model. Accordingly, the MSENet 

model is compared with different pre-trained models and 

the results are given in Table 2. Table 2 shows that 

98.81% accuracy, 98.79% precision, 98.24% recall and 

98.51% F1-score were obtained with the proposed 

MSENet model. The closest accuracy, precision and F1-

score values to the proposed method are obtained with 

the Xception model with 98.12%, 98.05% and 97.49%, 

while the closest recall value is obtained with the 

MobileNetV2 model with 97.22%. The lowest accuracy 

value was obtained in VGG16 with 96.42%, the lowest 

precision value was obtained in EfficientNetB0 with 

95.94%, the lowest recall value was obtained in VGG16 

with 94.32% and the lowest F1-score value was obtained 

in VGG16 with 95.61%. Considering all the results in 

Table 2, it is seen that the proposed MSENet model is 

more successful than all methods. Considering the 

parameter numbers of each model, it is seen that the 

lowest number of parameters is obtained with 

MobileNetV2. With MobileNetV2, 97.78% accuracy, 

97.02% precision, 97.22% recall and 97.12% F1 score 

values were found. In the proposed MSENet model, the 

SE block was added to the MobileNetV2 model. SE 

block increased the number of parameters by 1. 

However, it increased the accuracy by 1.03%, precision 

by 1.77%, recall by 1.02% and F1 score by 1.39%. 

 

The proposed MSENet model was compared with 

different studies from the literature using the same 

dataset and the results are given in Table 3. The 

proposed MSENet model achieved 98.81% classification 

accuracy. The MobileNet model developed by Reshan et 

al. [2] achieved an accuracy of 94.23%, while the 

Quaternion CNN model developed by Singh et al. [4] 

reached 93.75%. Szepesi et al. [10] achieved a 97.2% 

accuracy using CNN with modified dropout. Ahmad et 

al. [11] attained 90% accuracy with the Pre-trained 

ResNet and DenseNet169 models, whereas Shah et al. 

[12] obtained 96.6% accuracy with the Efficient VGG16 

model. Stephen et al. [13] achieved an accuracy of 

93.73% using their CNN model when compared to other 

models. It is evident that the MSENet model introduced 

in this study outperforms all other models in terms of 

success. 

 

 
Figure 6. Confusion matrix of the proposed MSENet model 
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Table 2. Comparison of different pre-trained models (%) 

Model Acc P R F1S #Params 

VGG19 96.42 96.94 94.32 95.61 20.026.434 

Xception 98.12 98.05 96.94 97.49 20.815.146 

ResNet50 97.10 96.43 95.78 96.10 23.542.786 

DenseNet121 97.10 96.34 96.14 96.24 6.957.954 
NasNetMobile 97.61 96.85 96.85 96.85 4.237.204 

EfficientNetB0 96.93 95.94 96.3 96.12 4.012.670 

MobileNet 97.44 97.23 96.29 96.76 3.211.074 
MobileNetV2 97.78 97.02 97.22 97.12 2.228.994 

MSENet 98.81 98.79 98.24 98.51 2.228.995 

 
Table 3. Comparison results with studies in the literature using the 
same dataset (%) 

Study in the Literature Model Acc 

Reshan et al. [2] MobileNet 94.23 

Singh et al. [4] Quaternion CNN 93.75 
Szepesi et al. [10] CNN + modified dropout 97.2 

Ahmad et al. [11] Pre-trained ResNet and 

DenseNet169 

90 

Shah et al. [12] Efficient VGG16 96.6 

Stephen et al. [13] CNN 93.73 

Proposed MSENet Model MobileNetV2 and SE block 98.81 

 

4. CONCLUSION 

 

Within the scope of this study, a new DL-based hybrid 

method for pneumonia detection using CXR images is 

proposed. The proposed method consists of a 

combination of pre-trained MobileNetV2 and SE block 

(MSENet). The primary objective of this proposed 

MSENet model is to enhance classification accuracy 

while simultaneously reducing the number of learnable 

parameters. The utilization of pre-trained MobileNetV2 

effectively reduces the count of learnable parameters, a 

signifcant aspect of our approach. The SE block is 

specifically tailored to augment the quality of 

representation within CNNs, and it is seamlessly 

integrated into our investigation to amplify both feature 

extraction and classification performance. The 

integration of the SE block into our proposed MSENet 

model is driven by its capability to enhance classification 

performance with only marginal adjustments to the 

overall parameter count. To assess the performance of 

the MSENet model proposed in this study, we employed 

a dataset consisting of 5856 publicly available CXR 

images within the Kaggle environment. MobileNetV2 

achieved an accuracy of 97.78%, whereas the combined 

MSENet, comprising MobileNetV2 and the SE block, 

achieved an accuracy of 98.81%. It's worth noting that 

MobileNetV2 boasts the lowest parameter count 

compared to other pre-trained network architectures, 

with a mere 2.228.994 trainable parameters. In contrast, 

the MSENet incorporates 2.228.995 trainable 

parameters. This results in a minor increase of just 1 

parameter compared to MobileNetV2, while 

concurrently achieving a notable increase in 

classification accuracy by 1.03%. Furthermore, when 

compared to various pre-trained models, our proposed 

MSENet demonstrated the highest classification 

accuracy. Additionally, in a comparative analysis with 

existing literature methods on the same dataset, the 

MSENet approach exhibited the most remarkable results. 
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Abstract: In this study, glutathione reductase (EC 1.8.1.7; GR, Glutathione: NADP+ 

oxidoreductase), which is the key enzyme of antioxidant metabolism, was purified from sheep 

spleen using ammonium sulfate precipitation and 2', 5'-ADP Sepharose-4B affinity 

chromatography. As a result of purification, the GR enzyme was purified, with 20.03 EU/mg of 

specific activity, 1564.8 times a yield of 40.61%. The purity of the enzyme was checked by SDS-

PAGE. In the characterization studies, optimum pH, optimum ionic strength, stable pH, optimum 

temperature and subunit molecular mass of the enzyme were determined. In addition, KM and 

Vmax values were found to determine the enzyme's affinity for GSSG and NADPH substrates. It 

was determined as KM constant 0.0061 mM and Vmax value 0.259 EU/mL, for NADPH, KM 

constant was determined as 0.351 mM and Vmax value was determined as 0.604 EU/mL for 

GSSG. In addition, the effects of ampicillin, streptomycin sulfate, gentamicin, cefoperazone 

sodium and precort-lyo on enzyme activity were investigated. It was determined that these drugs 

showed an inhibitory effect on GR enzyme activity purified from sheep spleen tissue. The IC50 

values for precort-lyo, ampicillin, streptomycin sulfate, cefoperazone sodium, and gentamicin 

were 1.27, 3.22, 7.95, 16.97, and 17.20 mM, respectively; and Ki constants were calculated as 

0.466±0.387 (competitive), 1.057±0.110 (non-competitive), 3.386±1.305 (competitive), 

4.910±0.960 (competitive), and 20.770±8.169 mM (non-competitive), respectively. 

 

 

Koyun Dalak Dokusundan Glutatyon Redüktaz Enziminin Saflaştırılması, 

Karakterizasyonu Ve Bazı Antibiyotiklerin Enzim Aktivitesi Üzerine Etkilerinin 

Araştırılması 
 

 

Anahtar 

Kelimeler 

Glutatyon 

redüktaz, 

Koyun 

dalak, 

Saflaştırma, 

Antibiyotik, 

İnhibisyon 

Öz: Bu çalışmada, antioksidan metabolizmanın anahtar enzimi olan glutatyon redüktaz (EC 

1.8.1.7; GR, Glutatyon: NADP+ oksidoredüktaz), koyun dalak dokusundan amonyum sülfat 

çöktürmesi ve 2', 5'-ADP Sefaroz-4B afinite kromatografisi kullanılarak, 20.03 EÜ/mg spesifik 

aktivite ile %40.61 verimle 1564.8 kat saflaştırıldı. Enzimin saflığı SDS-PAGE ile kontrol edildi. 

Enzime ait karakterizasyon çalışmalarında, optimum pH, optimum iyonik şiddet, stabil pH, 

optimum sıcaklık ve alt birim molekül kütlesi belirlendi. Ayrıca enzimin GSSG ve NADPH 

substratlarına ait olan KM ve Vmax değerleri bulundu. NADPH için KM sabiti 0,0061 mM ve Vmax 

değeri 0,259 EU/mL, GSSG için KM sabiti 0,351 mM ve Vmax değeri 0,604 EU/mL olarak 

belirlendi. Buna ilaveten ampisilin, streptomisin sülfat, gentamisin, sefoperazon sodyum ve 

prekort-lyo'nun enzim aktivitesi üzerine etkileri araştırıldı. Bu ilaçların koyun dalak dokusundan 

saflaştırılan GR enzim aktivitesi üzerinde inhibitör etki gösterdiği belirlendi. Prekort-liyo, 

ampisilin, streptomisin sülfat, sefoperazon sodyum ve gentamisin ilaçları için IC50 değerleri 

sırasıyla 1.27, 3.22, 7.95, 16.97 ve 17.20 mM ve Ki sabitleri sırasıyla 0,466±0,387 (yarışmalı), 

1,057±0,110 (yarışmasız), 3,386±1,305 (yarışmalı), 4,910±0,960 (yarışmalı) ve 20,770±8,169 

mM (yarışmasız) olarak hesaplanmıştır. 
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1. INTRODUCTION 

 

Glutathione (GSH, γ-L-glutamyl-L-cysteinyl-glycine) is a 

low molecular weight thiol that is responsible for 

protecting organisms from the harmful effects of reactive 

oxygen species (ROS) and reactive nitrogen species 

(RNS) [1]. GSH is highly reactive and often conjugates 

with other molecules via its sulfhydryl moiety. GSH, 

detoxification of intracellular free radicals, xenobiotics, 

some antineoplastic drugs and some metabolic end 

products by conjugation, protection of thiol groups of 

some proteins such as hemoglobin and various enzymes, 

DNA and protein synthesis, amino acid transport, 

breaking of disulfide bonds of some proteins such as 

insulin, intracellular cysteine. It plays a role in many vital 

reactions inside the cell. GSH metabolism may play both 

a protective and pathogenic role in cancer. It is very 

important in the removal and detoxification of 

carcinogens, and reactions in this pathway can have a 

significant impact on cell survival [2,3].  

 

Glutathione reductase (E.C. 1.8.1.7; GR) is in the group 

of oxidoreductases [4]. GR is an important enzyme that 

catalyzes the conversion of oxidized glutathione (GSSG) 

to reduced glutathione (GSH) according to the following 

reaction and keeps the GSH/GSSG ratio at a certain level.               
                                             GR 
 GSSG + NADPH + H+                      2GSH + NADP+  

                                                               

The GSH/GSSG ratio in erythrocyte cells is 

approximately 500/1. A decrease in this ratio in 

erythrocyte cells causes hemolysis [5]. For the reaction 

catalyzed by GR to occur, NADPH supplied from the 

pentose phosphate pathway is needed [6]. 

 

GR is found in prokaryotes in the periplasmic space in 

relation to the inner membrane facing the cytoplasm, in 

the cytoplasm in eukaryotes, and in organelles including 

the nucleus and mitochondria [7]. It was determined that 

the enzyme, whose structure was first determined by 

Meldrum and Tarr in 1935, carried out the reduction 

reaction of GSSG in the blood and NADPH was a cofactor 

in this reaction [8]. In previous studies, GR enzyme, 

porcine erythrocyte, bovine erythrocyte, rat liver, bovine 

liver, sheep brain, mammalian tissues such as sheep liver, 

rainbow trout and turkey liver tissue, fungi, 

microorganisms such as cyanobacteria, vegetable plants 

such as wheat, corn, pea and spinach. It has been 

characterized by purification from many prokaryotic and 

eukaryotic sources [9,10]. 

 

Antibiotics are drugs that treat infectious diseases as well 

as enable many modern medical procedures, including 

cancer treatment, organ transplants, and open heart 

surgery. However, the misuse of these drugs causes the 

patient to suffer from drug side effects, as well as financial 

losses and a rapid increase in antimicrobial resistance 

(AMR), where some infections can no longer be 

effectively treated [11]. In kinetic studies on enzymes, it 

has been determined that drugs, including antibiotics, 

interact with enzymes and affect enzymes in vivo and in 

vitro [12, 13]. In studies carried out to date, it has been 

determined that the GR enzyme has not been purified 

from sheep spleen.  

 

The aim of this study is to purify and characterize the 

glutathione reductase enzyme, which has an important 

effect on the regulation of glutathione metabolism in the 

cell and accordingly the functioning of the antioxidant 

system, from sheep spleen, and amoxicillin, tylosin, 

ampicillin, streptomycin sulfate, gentamicin, cefuroxime 

sodium, cefazolin sodium, cefaperazone sodium, 

lincomycin, and clindamycin. To investigate the in vitro 

effects of novamizole, ketogenic and precort-lyo drugs on 

enzyme activity. 

 

2. MATERIAL AND METHOD 

 

2.1. Material and Method Subheading 

 

2.1.1. Material 

 

NADPH, NADP+, GSH, GSSG, bovine serum albumin 

(BSA), N,N,N′,N′-tetramethyl ethylenediamine TEMED, 

sodium bicarbonate, ethylenediaminetetraacetic acid 

(EDTA), Coomessie Brillant Blue G-250, sodium 

dodecylsulfate (SDS), ammonium sulfate, 

trihydroxymethylaminomethane (Tris), Acryamide, N,N′-

methylene bisacrylamide, 2′, 5′-ADP Sepharose-4B were 

obtained from Sigma Chemical Comp. and E.Merc AG. 

 

2.1.2. Supply of sheep spleen tissue and preparation of 

homogenate 

 

The sheep spleen used in the study was obtained from the 

Meat and Milk Institution of Bingöl and brought to the 

laboratory according to the cold chain rules. 15 g of fresh 

spleen tissue was suspended in 45 mL of 50 mM KH2PO4 

(pH: 7.5) buffer. Then it was centrifuged at 13.000 g for 1 

hour and homogenate was formed by discarding the 

precipitate. All operations were carried out at +4 °C [9, 

14].  

 

2.1.3. Measuring enzyme activity 

 

The activity measurement of the GR enzyme purified 

from sheep spleen tissue was carried out according to the 

method described by Carlberg and Mannervik [15]. This 

method is based on the determination of the amount of 

NADPH at 340 nm, which decreases due to the oxidation 

of NADPH in the presence of oxidized glutathione 

(GSSG). 

 

2.1.4. Ammonium sulphate precipitation and dialysis 

 

Ammonium sulfate precipitation was performed for the 

prepared homogenate. For this purpose, precipitation was 

performed in the ranges of 0% - 20%, 20% - 30%, 30% - 

40%, 40% - 50%, 50% - 60%, 60% and 70%, respectively, 

and the interval in which the enzyme precipitated was 

determined [16]. 
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2.1.5. Enzyme purification by 2', 5'-ADP sepharose-4B 

affinity chromatography 

 

The supernatant obtained as a result of homogenate 

preparation and ammonium sulfate precipitation was 

applied to the 2', 5'-ADP Sepharose-4B affinity 

chromatography column. For this; 2',5'-ADP sepharose-

4B gel was weighed 2 g dry. Afterwards, this gel was 

washed several times with 400 mL of distilled water to 

remove impurities, and the gel was swollen during this 

time. The air formed due to inflation was removed by 

vacuuming method using a water trumpet. The prepared 

gel was packed into a cooled column consisting of a 1x10 

cm closed system. The column is 0.1 M K-acetate/0.1 M 

K-phosphate (pH=7.85), 0.1 M K-phosphate/0.1 M KCl 

(pH=7.85) and 50 mM KH2PO4 washed with /1 mM 

EDTA (pH=7) buffers. After washing the column, the 

enzyme was eluted with elution buffer (50 mM KH2PO4/1 

mM EDTA, 1mM GSH and 0.5 mM NADPH, pH 7.3). 

The equilibration of the column was understood from the 

approximate equalization of the absorbance at 280 nm 

with the buffer passed through the column. Elutions were 

taken into 1.5 mL eppendorf tubes and activity 

measurements were made [14, 17, 18]. 

 

2.1.6. Control of enzyme purity and determination of 

molecular mass by SDS-PAGE 

 

The degree of purity of the GR enzyme purified from 

sheep spleen tissue and the molecular mass of the possible 

subunit of the enzyme were determined by SDS-PAGE 

based on the Laemmli method [19]. 

 

2.1.7. Protein determination 

 

The protein amounts in the supernatants obtained as a 

result of homogenate, ammonium sulfate precipitate and 

2', 5'-ADP Sepharose-4B affinity chromatography were 

determined by Bradford method. Standard bovine 

albumin solution (containing 1 mg protein in 1 mL) was 

used to create a standard graph, and protein amounts were 

determined by using the standard graph. 

 

2.1.8. Optimum pH studies 

 

Tris-HCl with pH values of 7, 7.5, 8.0, 8.5 and 9.0 for the 

determination of the optimum pH of the GR enzyme 

purified from sheep spleen tissue and pH of 5.5, 6.0, 6.5, 

7.0, 7.5 and 8.0 KH2PO4 buffers were used. 

 

2.1.9. Optimum ionic strength studies 

 

To determine the optimum ionic strength of the GR 

enzyme purified from sheep spleen tissue, activity 

measurements were made using 0.01, 0.02, 0.04, 0.06, 

0.08, 0.1, 0.2, 0.4, 0.5, 0.8 and 1 M KH2PO4 solutions at 

optimum pH. 

 

2.1.10. Stable pH studies 

 

For the determination of stable pH value of GR enzyme 

purified from sheep spleen tissue, KH2PO4 with pHs of 5, 

5.5, 6, 6.5, 7.0, 7.5 and 8.0 and pH of 7, 7.5, 8.0, 8.5 and 

9.0 Tris-HCl buffers were used. Measurements were 

made for 7 days and the stable pH of the enzyme was 

determined. 

 

2.1.11. Effect of optimum temperature on enzyme 

activity 

 

In order to determine the effect of optimum temperature 

on the GR enzyme purified from sheep spleen tissue, 

activity measurements were made between 0°C and 90°C 

at 10°C intervals. 

 

2.1.12. Kinetic studies 

 

In order to determine the KM constant and Vmax value of 

the substrates of the GR enzyme purified from sheep 

spleen tissue, activity measurements were made at 5 

different concentrations, which are the substrates of the 

enzyme, GSSG and NADPH. Lineweaver-Burk graphs 

were drawn and KM and Vmax values were determined for 

NADPH and GSSG substrates with the help of these 

graphs [20]. 

 

2.1.13. In vitro inhibition studies 

 

In order to examine the effects of some drugs on the GR 

enzyme activity purified from sheep spleen tissue, drugs 

at different concentrations were taken and added to the 

cuvette medium. IC50 values for drugs that cause enzyme 

inhibition, such as prekort-lyo, ampicillin, streptomycin 

sulfate, cefoperazone sodium and gentamicin, were 

calculated using the Activity%-[I] graphs drawn. In order 

to determine the Ki constants of these drugs showing 

inhibitory effect, enzyme activities were measured at 3 

different fixed concentrations and 5 different substrate 

concentrations. Lineweaver-Burk graphs were created by 

converting each activity value to enzyme unit and 

calculating 1/V and 1/[S] values. Using these graphs, Ki 

constants and inhibition types were determined. 

 

3. RESULTS  

 

In this study, the GR enzyme was purified with a specific 

activity of 20.03 EU/mg, 40.61% yield and 1564.8-fold 

from sheep spleen tissue using homogenate preparation, 

ammonium sulfate precipitation and 2', 5',-ADP 

Sepharose-4B affinity chromatography. Purification 

results of GR enzyme purified from sheep spleen tissue 

aregiven in Table 3.1. 
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Table 3.1. Purification steps of glutathione reductase enzyme 

Purification step 

Total Activity Protein Total Total Specific 

Yield % 

Pur. 

Volume  (EU/mL) (mg/mL) Protein Activity Activity fold 

(mL)     (mg) (EU) (EU/mg)   
Homogenate 25 0.523 40.85 1021 13.075 0.0128 100 1 

Ammonium sulfate precipitation  (40-70%) 
                       

13 0.689 52.94 688 8.957 0.0130 68.50 1.015 

Affinity Chromatog. 9 0.590 0.029 0.265 May.31 20.Mar 40.61 1564.8 

 

3-8% SDS-PAGE was performed to determine the purity 

of the GR enzyme purified from sheep spleen tissue. The 

SDS-PAGE photograph is shown in Figure 3.1. The 

logMK-Rf graph was drawn for the determination of the 

molecular mass of the possible subunit of the enzyme. The 

molar mass of sheep spleen GR enzyme was calculated as 

approximately 91 kDa by using the graphic equation. 

 

 
Figure 3.1. SDS-PAGE photograph obtained for the GR enzyme. Well 

1: standard protein (molecular size of the markers; 175, 130, 95, 70, 62, 
51, 42, 29, 22, 14 and 10.5 kDa), wells 2 and 3: pure GR enzyme from 

the affinity column. 

 

The optimum pH of GR enzyme purified from sheep 

spleen tissue was determined as 8.0 (KH2PO4 buffer), 

optimum ionic strength was 0.1 M (KH2PO4 buffer), 

stable pH was 7.0 (KH2PO4 buffer) and figures 3.2, 3.3 

and figures shown in 3.4. In addition, in studies conducted 

to determine the effect of temperature on the GR enzyme, 

the temperature with the highest enzyme activities was 

determined as 40ºC and is shown in figure 3.6. 

 

 
Figure 3.2. pH-Activity graph showing the result of the optimum pH 

study for sheep spleen tissue GR enzyme. 

 

 

 

 

 
 

 
Figure 3.3. pH-Activity graph showing the result of the optimum pH 
study for sheep spleen tissue GR enzyme. 

 

 
Figure 3.4. Stable pH graph for sheep spleen tissue GR enzyme using 

KH2PO4 buffer solution at different pHs 
 

 
Figure 3.5. Sheep spleen tissue GR enzyme, activity-temperature 
change graph. 
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Lineweaver-Burk plot was drawn to determine the KM 

constant and Vmax value for GSSG and NADPH, which 

are the substrates of the GR enzyme purified from sheep 

spleen tissue. Using the graph, the KM constant was 

0.0061 mM and the Vmax value was 0.259 EU/mL for 

NADPH, and the KM constant was 0.351 mM and the Vmax 

value was 0.604 EU/mL for GSSG, it was shown in 

Figures 3.6 and 3.7. 

 

 
Figure 3.6. Plot 1/V-1/[S] plotted to determine the KM constant and     

Vmax of the GSSG substrate 

 

 
Figure 3.7. Plot 1/V-1/[S] plotted to determine the KM constant and Vmax 

of the NADPH substrate 

 

As a result of the kinetic studies, ampicillin, streptomycin 

sulfate, gentamicin, cefoperazone sodium and precort-lyo 

showed an inhibitory effect on the GR enzyme activity.    

It was determined that amoxicillin, tylosin, cefuroxime 

sodium, cefazolin sodium, lincomycin, novamizole, 

ketogenic and clindamycin drugs did not show any 

activation or inhibition effect on the GR enzyme activity. 

For ampicillin, streptomycin sulphate, gentamicin, 

cefoperazone sodium and precort-lyo drugs showing 

inhibitory effects on the enzyme, Activity%-[I] graphs 

were drawn and IC50 values were calculated with the help 

of these graphs (Figure 3.8-3.9 and Table 3.2). 

 

 
Figure 3.8. Effect of ampicillin on sheep spleen GR enzyme 
 

 
Figure 3.9. Effect of gentamicin on sheep spleen GR enzyme 
 

Table 3.2. IC50 values found for some drugs 

Drug IC50 (mM) 

Precort-lyo 1.27 

Ampicillin 3.22 

Streptomycin sulfate 7.95 

Cefoperazon sodium 16.97 

Gentamicin 17.20 

 

Lineweaver-Burk graphs were drawn for ampicillin, 

streptomycin sulfate, gentamicin, Cefoperazone sodium 

and precort-lyo drugs, which had an inhibitory effect on 

GR enzyme activity purified from sheep spleen tissue, and 

Ki constants and inhibition types were determined with 

the help of these graphs (Figure 3.10-3.11 and Table 3.3). 

 

 

 

 

 

 

 

 

 



 

Tr. J. Nature Sci. Volume 13, Issue 1, Page 62-69, 2024 
 

 

67 

 
Figure 3.10. Lineweaver-Burk plot for determination of Ki constant for 

gentamicin sulfate plotted on five different substrates and three different 
inhibitor concentrations 

 

Figure 3.11. Lineweaver-Burk plot for determination of Ki constant 

for streptomycin sulfate plotted on five different substrates and three 

different inhibitor concentrations 
 

Table 3.3. Ki values and inhibition types calculated from Lineweaver-Burk plots plotted for sheep spleen GR enzyme at five different substrates and 
three different concentrations of constant inhibitör 

Inhibitor [I] (mM) Ki (mM) Average  Ki (mM) Type of inhibition 

 

Ampicillin 

 

[I1] = 2.862 mM [I2] = 3.816 
mM     [I3]  = 4.770 mM 

 

 

[I1] = 1.172 mM [I2] = 1.048 
mM     [I3] =  0.951  mM 

 

 
1.057 ± 0.11 

 

non-competitive  

 

Gentamicin sulfate 

 
[I1] = 12.56 mM [I2] = 16.76 

mM     [I3]  =  20.94 mM 

 

 
[I1] = 28.55 mM [I2] = 21.50 

mM     [I3] = 12.26   mM 

 
 

20.770 ± 8.17 

 
non-competitive 

 

Streptomicin 

sulfate 

 
[I1] = 5.157 mM [I2] = 6.876 

mM [I3]  =  8,600 mM 

 

 
[I1] =  4.83 mM  [I2] =  3.04 

mM [I3]  =  2.29 mM 

 

 
 

3.386 ± 1.31 

 
competitive 

 

Cefoperazon 

sodium 

 

[I1] = 4.992 mM, [I2] =  9.984  

mM, [I3] = 19.968 mM. 
 

 

[I1] = 3.88 mM  [I2] =  5.07  

mM [I3] = 5.78   mM 

 

 

4.910 ± 0.96 

 

competitive 

 

Precort-lyo 

 

[I1] = 0.089 mM, [I2] = 0.356 

mM,     [I3]  =   1.780  mM 
 

 

[I1] = 0.19 mM  [I2] = 0.30 

mM     [I3]  =   0.91   mM 
 

 

0.466 ± 0.39 

 

competitive 

4. DISCUSSION AND CONCLUSION 

 

The GR enzyme (E.C. 1.8.1.7; GR), which belongs to the 

oxidoreductases (NADP+ oxidoreductase) enzyme group, 

catalyzes electron transfer between reduced pyridine 

nucleotides and disulfide substrates. GR enzyme is a very 

important enzyme for glutathione metabolism, which 

plays a major role in the balanced and regular conduct of 

biochemical events in the cell by converting more than 

99% of oxidized glutathione (GSSG) into reduced 

glutathione (GSH) in the reaction it catalyzes [21]. 

 

In this study, the GR enzyme, whose importance was 

explained above, was first purified and characterized from 

sheep spleen tissue using ammonium sulfate precipitation 

and 2', 5'-ADP Sepharose-4B affinity chromatography, 

and the effects of some drugs on enzyme activity were 

also investigated. In this method, there is an advantage in 

terms of using less chemicals in a shorter time and reuse 

of the used materials, purification at once and applying a 

high volume of substance. When the literature studies are 

examined, GR enzyme was purified 5 456 times from 

bovine liver with 38.4% yield by 2', 5'-ADP Sepharose-

4B affinity chromatography [10]. GR enzyme was 

purified from rainbow trout liver 1654 times with 41% 

efficiency [22]. In another study, it was purified 5.823 

times from human erythrocytes with 24% yield [23].  

SDS-polyacrylamide gel electrophoresis method was 

performed according to Laemmli (1970) procedure in 

order to control the purity of the enzyme and to determine 

the molecular mass of its possible subunit. The subunit 

molecular mass of the GR enzyme was calculated as 

approximately 91 kDa. This value found in the study 

shows similarities with mouse kidney and liver, sheep 

liver [24, 25, 26]. 

In our study, the optimum pH for the GR enzyme was 

determined as 8.0 (in 0.1 M KH2PO4 buffer). In the 

literature search, it was seen that the optimum pH of the 

GRs purified from different sources was between 7 and 

8.5 [4, 10, 22, 27, 28]. 

 

Sheep spleen GR enzyme was determined as optimum 

ionic strength 100 mM KH2PO4 buffer. This value was 

found to be close to the values found in studies conducted 

in various sources before [4, 22, 25, 27]. Considering the 

activities measured for 7 days, it is seen that the stable pH 

is 7.0 K-phosphate buffer. It was determined that this pH 

value is close to stable pH values of GR enzyme purified 

from bovine erythrocyte , rainbow trout liver and turkey 

liver [4, 22, 27]. By examining the effect of temperature 

on the enzyme, the temperature at which the enzyme 

showed the highest activity was determined as 40ºC. In 

previous studies, these values were determined as 55°C 

for bovine erythrocytes, 60°C for sheep liver, 55°C for 
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beef liver, 10°C for trout liver, 40oC for turkey liver, 35-

50°C for sheep spleen [4, 22, 25, 27, 29]. 

 

In studies conducted to determine the KM constant and 

Vmax value for GSSG and NADPH, which are the 

substrates of sheep spleen GR enzyme, the KM constant is 

0.0061 mM and the Vmax value is 0.259 EU/mL for 

NADPH, and the KM constant is 0.351 mM and the Vmax 

value is 0.604 EU/mL for GSSG was determined. 

According to these results; It was determined that the 

affinity of the GR enzyme to the NADPH substrate was 

higher than its affinity to the GSSG substrate. This result 

is in agreement with the values found for sheep liver and 

bovine erythrocyte GR enzymes [10,27]. 

 

In our study, the effects of some drugs on enzyme activity 

were also investigated. In inhibition studies, it was 

determined that ampicillin, streptomycin sulfate, 

gentamicin, cefoperazone sodium and precort-lyo 

substances inhibited the enzyme, but amoxicillin, tylosin, 

cefuroxime sodium, cefazolin sodium, lincomycin, 

novamizole, ketogenic and clindamycin substances did 

not affect the enzyme activity. Precort-lyo, ampicillin, 

streptomycin sulfate, cefoperazone sodium and 

gentamicin showing inhibitory effects found IC50 values 

of 1.27, 3.22, 7.95, 16.97 mM and 17.20 mM, 

respectively, and Ki constants 0.466 ± 0.387 

(competitive), 1.057 ± 0.110 (non-competitive), 3.386 ± 

1.305 (competitive), 4.910 ± 0.960 (competitive), 20.770 

± 8.169 (non-competitive) mM. According to these 

results, it was determined that the drug with the most 

effective inhibitory effect on sheep spleen GR enzyme 

activity was precort-lyo, and the drug with the lowest 

inhibitory effect was gentamicin. 

 

Today, many of the drugs that are used intensively for 

treatment in human and veterinary medicine act on 

regulatory enzymes that have important roles in 

metabolism [28-33]. An inhibition that may occur in the 

activity of these enzymes may play a role in eliminating 

any problem in cell metabolism or in correcting the 

situation caused by a pathogenic microorganism in the 

cell. The results of this study show that ampicillin, 

gentamicin, streptomycin sulfate, cefoperazone sodium 

and precort-lyo drugs have inhibitory effects on GR 

enzyme purified from sheep spleen. From this 

perspective, it may be a guide for treatments in which the 

GR enzyme is used as a target in human and veterinary 

medicine and for future studies on this enzyme. 
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Abstract: Classification algorithms are commonly used as a decision support system for 

diagnosing various diseases, such as breast cancer. However, the accuracy of classification 

algorithms can be affected negatively if the data contains outliers and/or noisy data. For this reason, 

outlier detection methods are frequently used in this field. In this study, we propose and compare 

various models that use various clustering algorithms to detect outliers in the data preprocessing 

stage of classification to investigate their effects on classification accuracy. Clustering algorithms 

such as DBSCAN, HDBSCAN, OPTICS, FuzzyCMeans, and MCMSTClustering (MCMST) were 

used separately in the data preprocessing stage of the k Nearest Neighbor (kNN) classification 

algorithm for outlier elimination, and then the results were compared. According to the results, the 

kNN + MCMST model most effectively eliminated outliers. The classification accuracy of the kNN 

+ MCMST model was 0.9834, which was the best one, while the accuracy of the kNN algorithm 

without using any data preprocessing was 0.9719. 
 

 

Meme Kanseri Teşhisinde Kümeleme Algoritmalarının Veri Ön İşleme Amacıyla 

Kullanılması Üzerine Bir İnceleme 
 

 

Anahtar 

Kelimeler 

Sapan veri 

tespiti, 

Kümeleme, 

Sınıflandırma, 

Meme kanseri 

teşhisi. 

Öz: Sınıflandırma, meme kanseri teşhisinde olduğu gibi pek çok hastalığın teşhisi konusunda karar 

destek sistemleri olarak kullanılmaktadır. Verilerin sapan ve/veya gürültülü veri içermesi 

durumunda sınıflandırma algoritmalarının başarısı olumsuz etkilenebilmektedir. Bu nedenle bu 

alanda sapan veri tespit yöntemleri sıkça kullanılmaktadır. Bu çalışmada sapan verileri tespit etmek 

amacıyla çeşitli kümeleme algoritmalarının sınıflandırmanın veri ön işleme aşamasında 

kullanılması durumunda sınıflandırma başarısının nasıl etkileneceğine yönelik modeller 

önerilmekte ve kıyaslanmaktadır. Kümeleme algoritmalarından DBSCAN, HDBSCAN, OPTICS, 

FuzzyCMeans ve MCMSTClustering (MCMST) algoritmaları k en yakın komşu (kNN) 

sınıflandırma algoritmasının veri ön işleme aşamasında sapan verileri ortadan kaldırma amacıyla 

ayrı ayrı kullanılmış ve sonuçlar karşılaştırılmıştır. Elde edilen sonuçlara göre MCMST 

algoritmasının sapan verileri ortadan kaldırmada daha başarılı olduğu tespit edilmiştir. Veri 

önişleme işlemi yapılmaksızın kNN algoritmasının kullanılması durumunda sınıflandırma başarısı 

0.9719 iken; en yüksek sınıflandırma başarısına ulaşan kNN + MCMST modelinin doğruluk 

oranının 0.9834 olduğu tespit edilmiştir. 

 

1. INTRODUCTION 

 

Breast cancer is the most common type of cancer among 

women and has a high mortality rate if not diagnosed 

and treated in time. Every year, 2 million 800 thousand 

women worldwide are diagnosed with breast cancer. 

However, 90% of patients successfully overcome breast 

cancer with early diagnosis and treatment [1]. This 

underscores the critical importance of early detection 

strategies in combating breast cancer and reducing its 

mortality rates. 

 

Classification, a sub-branch of machine learning, is used 

in many areas [2-6]. One of these areas is health 
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applications. The use of classification algorithms as a 

decision support system contributes significantly to the 

diagnosis of diseases. Several classification algorithms 

are commonly employed in healthcare settings for 

disease diagnosis, including breast cancer. Because, 

classification algorithms can predict new arrival data by 

learning from existing ones. Naïve Bayes [7], Support 

Vector Machines (SVM) [8], kNN [9], Decision Trees 

[10], and Artificial Neural Networks [11] are widely 

used in this field. These algorithms demonstrate varying 

degrees of effectiveness in accurately classifying 

medical data and assisting healthcare professionals in 

making informed decisions regarding patient care. 

 

The most important factor that reduces the classification 

accuracy of classification algorithms in machine learning 

is the presence of outliers and noisy data. Outlier data 

can arise due to data processing errors, sampling errors, 

data entry errors, and natural causes (changes in the 

data). This kind of data can cause classification 

algorithms to learn the data incorrectly, thus reducing 

their accuracy. Data preprocessing serves as a crucial 

step in enhancing the robustness of classification 

algorithms against outliers. Numerous methods have 

been proposed in the literature to detect outliers. Isolated 

Forests [12], Local Outlier Factor (LOF) [13] One-Class 

SVM [14], and IQR [15, 16]  are the leading methods of 

this area. In addition, clustering algorithms are also 

frequently used to detect outliers. K-means [17] and 

DBSCAN [18]  are two of these algorithms. Clustering 

algorithms are used to detect outliers as they can assume 

that data outside clusters are outliers. 

 

Efficient outlier detection holds paramount importance 

in classification tasks, particularly in healthcare 

applications such as breast cancer diagnosis. Identifying 

and mitigating outliers not only improves the accuracy of 

classification algorithms but also enhances the reliability 

of diagnostic decisions. By leveraging advanced outlier 

detection techniques, healthcare professionals can ensure 

that classification models are trained on high-quality, 

representative data, leading to more precise and 

actionable insights. Thus, the integration of robust 

outlier detection methodologies into the data 

preprocessing pipeline is essential for optimizing the 

performance of classification algorithms and ultimately 

improving patient outcomes. 

 

In this study, DBSCAN [18], HDBSCAN [19], OPTICS 

[20], FuzzyCMeans [21], and MCMST [22] clustering 

algorithms were used to reveal their contribution to the 

success of classification algorithms when they are used 

to detect outliers in the data preprocessing stage of 

classification. To reveal the performance of the models, 

the obtained results were compared in terms of both 

classification success and run-time complexity. So, the 

main contribution of this study to the literature can be 

summarized as follows: 

 

• Different clustering algorithms were used in the 

data preprocessing stage of classification and their 

contribution to classification accuracy was analyzed. 

• The MCMST algorithm was used for the first 

time in this study to detect outliers in data preprocessing 

and contributed significantly to high classification 

accuracy. 

 

The rest of the paper is organized as follows: The second 

section discusses the literature review, while the third 

section provides information about the algorithms used 

in this paper. Next, section four presents detailed 

information about the proposed models. Then, in the 

fifth section, we provide details about the experimental 

study and setup. In the sixth section, we share and 

discuss the results. Finally, in the seventh section, we 

conclude the study and share plans for future works. 

 

2. LITERATURE REVIEW 

 

In recent years, numerous studies have explored the 

application of machine learning algorithms, including 

ANNs , SVM, Naïve Bayes, and kNN, for breast cancer 

diagnosis using the Wisconsin Breast Cancer Dataset 

(WBCD). While these studies have reported high 

classification accuracies, a critical examination reveals 

certain drawbacks and gaps that warrant further 

investigation. 

 

One of these studies was proposed by Chen et al. in [23] 

in 2011. The authors aimed to diagnose breast cancer 

using rough sets and SVM. Their proposed model 

achieved 99.41% classification accuracy. Marcano-

Cedeno and Andina [24] used ANN with metaplasticity-

based multilayer perceptron algorithm for breast cancer 

diagnosis and achieved 96.26% accuracy. In another 

study, Seera and Lim [25], proposed an intelligent 

system for breast cancer diagnosis with a hybrid model 

including a Fuzzy Min-Max Neural Network, Regression 

Tree, and Random Forest algorithms. It was found that 

the model they proposed reached 98.84% classification 

accuracy. In the proposed model, the Fuzzy Min-Max 

Neural Network was responsible for incremental 

learning, the Regression Tree for data intelligibility, and 

the Random Forest for improving prediction accuracy. 

Another study in this field was carried out by Zheng et 

al. [26] to classify breast cancer dataset using SVM with 

k-means clustering algorithm. In their proposed model, 

the k-means algorithm clusters the data into cancerous 

and non-cancerous clusters, while SVM classifies the 

data using these clusters. The accuracy of their models 

was measured as 97.38%. In the work presented in [27], 

Jabbar aimed to improve the accuracy of breast cancer 

diagnosis using a community learning approach. For this 

purpose, Bayesian Networks and Radial Basis Function 

are used in the proposed method. According to the 

findings, the proposed model reaches 97% classification 

accuracy. Similarly, Abdel-Zaher and Eldeib in [28] 

used Deep Belief Networks to diagnose breast cancer. 

According to the obtained results, their proposed system 

achieves an accuracy of 99.68%. In addition, Kamel et 

al. in [29] aimed to classify breast cancer data with the 

Gaussian Naive Bayes algorithm and achieved 98% 

accuracy. 
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In addition to these studies, artificial neural networks 

and deep learning-based models have been proposed for 

breast cancer diagnosis and classification, especially in 

recent years. In one of them, Alickovic and Subasi in 

[30] aimed to classify a breast cancer dataset using 

Normalized Neural Networks. According to the 

experimental results, it was found that their models 

achieved 99.27% classification accuracy. Similarly, 

Singh et al. [31] used a Feature Importance Score-Based 

Functional Link Artificial Neural Networks to classify 

the same dataset. The proposed model achieved 

classification with 99.41% accuracy. In addition, in the 

work given in [32], Kaur proposed a Dense 

Convolutional Neural Network-based framework for the 

same aim. His model's performance was also successful, 

similar to that of other ANN-based models. Its 

classification accuracy was 98.2%. 

 

Along with the machine learning algorithms shared 

above, the kNN classification algorithm is also widely 

used for breast cancer diagnosis in various hybrid 

structures. In [33], one of these studies, Pawlovsky and 

Matsuhashi used Genetic Algorithm (GA) for component 

selection to improve the accuracy of kNN. For this 

purpose, they tried to make the GA select the best 

choromosomes. According to the experimental results, 

their proposed model achieved better results than the 

standard kNN on UCI's breast cancer dataset. While the 

standard kNN classifies the data with an accuracy of 

76%, the proposed model classifies the data with an 

accuracy of 79%. In another study, Rajaguru and 

Chakravarthy [34] performed feature selection on breast 

cancer data using Principal Component Analysis and 

then classified the dataset using kNN and Decision 

Networks to compare the results. According to the 

results, kNN classified the dataset with 95.61% 

accuracy, while the Decision Tree classified it with 

91.23%. In [35], Admassu performed hyperparameter 

optimization to determine the most accurate value of k 

for the kNN algorithm. The most appropriate k values 

for the breast cancer dataset were determined as 8 and 

39, according to the findings. It was observed that the 

classification performance was 94.35% for the 

mentioned k values. Besides, in [36], Henderi et al. 

studied the effect of normalization on classification 

performance. They normalized the breast cancer dataset 

with Min-Max and Z-Score Normalization methods and 

classified it with kNN. The classification accuracy of 

their model was 98%. In [37], another study in this field, 

Tounsi et al. examined the effect of feature selection 

methods on the classification accuracy of breast cancer 

dataset. For this purpose, they classified the data using 

SVM and kNN after feature selection. The findings 

determined that kNN can classify with 96.83% when Ant 

Colony Optimization is used as the feature selection 

method. Another study aiming to classify breast cancer 

dataset with kNN and using feature selection was 

proposed by Priyadarshini et al. in [38]. The authors 

applied various feature selection methods to various 

datasets, including a breast cancer dataset, and then 

classified them with kNN. The results show 99.51% 

accuracy can be achieved when the kNN classification 

algorithm is used with the Equilibrium Optimizer. 

 

As can be seen from the studies we have discussed in 

this section, clustering algorithms are underutilized for 

breast cancer diagnosis. This is one of the most critical 

drawbacks of existing studies. Specifically, density-

based clustering algorithms like MCMST, which is very 

successful in detecting outliers, are anticipated to 

contribute to classification success significantly. To 

address this shortcoming in this area, this study is also 

crucial. 

 

3. PRELIMINARIES 

 

3.1. kNN (k-Nearest neighbors) 

 

kNN is a simple and easy-to-understand algorithm with 

few parameters (k parameters representing only the k 

nearest neighbors) and high classification ability. As can 

be seen in Figure 1, kNN decides which class to assign 

the data to by looking at its k nearest neighbors. The 

dominant class among these k neighbors is determined as 

the class to which the relevant data will be assigned. 

 

 
Figure 1. A kNN exmple ( k=5). 

 

3.2. Clustering Algorithms 

 

Clustering algorithms are unsupervised learning 

algorithms that define clusters based on similarities and 

dissimilarities and do not require class labels. They are 

machine learning methods that can provide excellent 

results, especially when class labels are missing, 

incomplete, or inconsistent. For this purpose, they 

usually use the distances among the data as the similarity 

criteria. Euclidean distance, Mahalanobis, City Block, 

and Manhattan are commonly used distance calculation 

methods. K-means [17], DBSCAN [18], HDBSCAN 

[19], OPTICS [20], FuzzyCMeans [21], and MCMST 

[22] are some examples of these kinds of algorithms. 

 

3.3. Outlier Detection 

 

As shown in Figure 2, outliers refer to data that exhibit 

characteristics outside the normal. Outlier detection 

methods, also called anomaly detection, are proposed to 

detect such abnormal data. Various methods have been 

proposed to detect outliers, including IForest, MAD, 

IQR, and LOF. The main goal of such methods is to 

detect outliers through various mathematical and/or 

statistical calculations. Apart from such methods, 

clustering algorithms are also used to detect outliers. The 

main idea behind using clustering algorithms for 

detecting outliers is to detect data that fall outside 
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clusters by defining clusters. In particular, density-based 

clustering algorithms such as DBSCAN achieve very 

successful results in this regard. 

 

     
Figure 2. An example that shows outliers. 
 

3.4. MCMST Algorithm 

 

The MCMST algorithm is a density-based clustering 

algorithm that achieves high clustering success by using 

a KD-Tree data structure to define micro-clusters and 

then applying the Minimum Spanning Tree to these 

micro-clusters to identify the macro clusters [22]. As can 

be seen in Figure 3, since the MCMST algorithm is a 

density-based clustering algorithm, it is an algorithm that 

can both define clusters in arbitrary-shapes and detect 

outliers with high accuracy. 

 
Figure 3. Clustering example with MCMST [22]. 

 

4. PROPOSED MODELS: CLUSTERING-BASED 

OUTLIER DETECTION AND KNN CLASSIFIER 

MODELS FOR BREAST CANCER DIAGNOSIS 

 

This section provides detailed information about the 

proposed models. In this study, DBSCAN, HDBSCAN, 

OPTICS, FuzzyCMeans, and MCMST clustering 

algorithms were used as clustering algorithms. As seen 

in Figure 4, the proposed model first passes the dataset 

through an outlier filter using various clustering 

algorithms. Then, the data set, which has been cleaned 

from outliers, is subjected to classification with the kNN 

classifier. In the last stage, the obtained results are 

evaluated. 

 

Figure 4. Proposed model. 
 

4.1. Outlier Detection Using Clustering Algorithms 

 

Clustering algorithms are methods that classify data into 

groups according to the similarities among them. In 

particular, density-based methods use various parameters 

for clustering. In short, an amount of data group with an 

enough density in a certain area that is above a certain 

threshold value are defined as clusters. Data groups that 

fall below this threshold are defined as outlier data. At 

this point of view, clustering algorithms are widely used 

in the data preprocessing stage to detect outliers. As 

illustrated in Figure 5, the process of eliminating the 

outliers is expected to have a positive effect on the 

clustering success. The first figure indicates the raw data 

with outliers, while the second figure illustrates the 

processed data. In this study, we use various clustering 

algorithms in the data preprocessing stage of 

classification algorithms to eliminate outliers and 

examine the possible impact of clustering algorithms on 

classification performance. 

 

 

 

 
Figure 5. An example of outliers’ elimination. 

 

4.2. Classifier 

 

In this study, we used the kNN as a classifier because it 

is easy to use, simple, and achieves successful results. 

Another important advantage of the kNN is that it uses 

only one parameter. 

 

 

5. EXPERIMENTAL STUDY 

 

In this section, we share detailed information about the 

experimental studies carried out to demonstrate the 

performances of the proposed models. 
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5.1. Used Dataset and Data Preprocessing 

 

In this study, the Wisconsin Breast Cancer Dataset is 

used to measure the success of the proposed models. The 

dataset contains information about breast cancer 

diagnoses of 569 patients. Each record consists of 30 

features. To make the parameter selection process easier, 

the data were normalized using Min-Max Normalization. 

Let xMinMax be Min-Max Normalization of feature x that 

is the scaled value between [0, 1], xmin be the minimum 

value of x feature, and xmax be the maximum value of x; 

xMinMax is calculated using Eq. (1). 

 

𝑥𝑀𝑖𝑛𝑀𝑎𝑥 =
𝑥−𝑥𝑚𝑖𝑛

𝑥𝑚𝑎𝑥−𝑥𝑚𝑖𝑛
    (1) 

 

5.2. Parameter Setting 

 

Both clustering algorithms and kNN use various 

parameters. To understand which parameters achieve the 

best results, a random search method was performed for 

each algorithm. The range of parameters used is 

provided in Table 1. In addition, k-fold cross-validation 

was used to ensure that the results of the models were 

properly tested. Here, k is set to 5, and the dataset is 

divided into 75% training and 25% test data. 

 
Table 1. Range of parameters. 

Algorithm Parameter range 

kNN k=[1, 20] 

kNN + DBSCAN 
k=[1, 20], eps=[0.01, 1], 
min_samples=[1, 30] 

kNN + HDBSCAN 
k=[1, 20], min_cluster_size=[1, 20], 

min_samples=[1, 30] 

kNN + OPTICS 
k=[1, 20], eps=[0.01, 1],, 
min_samples=[1, 30] 

kNN + FuzzyCMeans k=[1, 20], c=[1, 30], m=[1, 30] 

kNN + MCMST 
k=[1, 20], N=[1, 30], r=[0.01, 1],, 

n_micro=[1, 30], 

 

5.3. Metrics to Measure the Classification 

Performance 

 

Since a classification model was used in this study, the 

Accuracy, Precision, Recall, and F1-Score, commonly 

used metrics, were used to measure classification 

success. These metrics are calculated from the confusion 

matrix given in Table 2. Let True-Positive be TP, True 

Negative be TN, False Positive be FP, and False 

Negative be FN; each metric is calculated by Eq. (2), (3), 

(4), and (5), respectively. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 (2) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (3) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (4) 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =
2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 (5) 

 
 

Table 2. Confusion matrix. 

 Actual 

P
r
e
d

ic
te

d
 

TP FP 

FN TN 

 

6. EXPERIMENTAL RESULTS AND DISCUSSION 

 

In order to determine which clustering algorithm is more 

successful in detecting outliers, each clustering 

algorithm was run on the WBCD dataset with parameters 

randomly selected from the range given in Table 1. Then 

the results were analyzed by classifying with kNN. Each 

algorithm was run 100 times and the parameters given in 

Table 3 that provided the highest classification accuracy 

were determined. Each clustering algorithm detected a 

different number of outliers with these parameters, as 

shown in Table 4. Likewise, the classification successes 

shown in Table 5 were obtained when the models were 

tested with these parameters. 

 
Table 3. The best parameters for each algorithm. 

Algorithm Parameters 

kNN k=12 

kNN + DBSCAN k=5, eps=0.54, min_samples=5 

kNN + 
HDBSCAN 

k=3, min_cluster_size=3, min_samples=2 

kNN + OPTICS k=16, eps=0.32, min_samples=13 

kNN + 

FuzzyCMeans 
k=8, c=13, m=2 

kNN + MCMST k=4, N=4, r=0.58, n_micro=24, 

 

When the results are analyzed, it is seen that the 

MCMST + kNN model gives the highest classification 

performance. If the dataset was subjected to 

classification with kNN without using any outlier 

detection method, kNN classified the dataset with an 

accuracy of 0.9719. However, an accuracy rate of 0.9834 

was achieved when the outliers were detected and 

deleted with the MCMST clustering algorithm on the 

dataset and then classified with kNN. If the effects of 

other clustering algorithms on the classification 

performance of kNN are analyzed, we can see that 

DBSCAN and FuzzyCMeans algorithms slightly 

increase the classification success, although not as much 

as MCMST. However, it is seen that HDBSCAN and 

OPTICS algorithms have a negative impact on 

classification performance. 

 
Table 4. Number of detected outliers for the models. 

Algorithm 

# of Detected 

Outliers Outliers Ratio (%) 

kNN - - 

kNN + DBSCAN 48 8.44 

kNN + HDBSCAN 42 7.38 

kNN + OPTICS 41 7.21 

kNN + FuzzyCMeans 24 4.22 

kNN + MCMST 7 1.23 
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Table 5. Comparison of classification performance of models. 

 Accuracy Precision Recall F1-

Score 

kNN 0.9719 0.9634 0.9771 0.9694 

kNN + DBSCAN 0.9769 0.9702 0.9789 0.9742 

kNN + HDBSCAN 0.9696 0.9596 0.9715 0.9651 

kNN + OPTICS 0.9646 0.9495 0.9703 0.9584 

kNN + 
FuzzyCMeans 0.9755 0.9677 0.9759 0.9714 

kNN + MCMST 0.9834 0.9796 0.9846 0.9817 

 

When kNN was applied to the dataset without 

performing any preprocessing related to outlier 

detection, the confusion matrices shown in Figure 6 were 

obtained. On the other hand, when the MCMST 

clustering algorithm, which had the highest classification 

accuracy, was used with kNN, the confusion matrices 

given in Figure 7 were obtained. 

 

  

  

  
Figure 6. Confusion matrices and their average obtained from k-fold 

cross-validation for kNN (k=5). 

 

Another point that we analyzed in the proposed study is 

the run-time complexity of models. As shown in Figure 

8, the fastest model among others was the one in which 

the kNN was run alone. However, it should be noted that 

no outlier detection is performed in this model. In 

contrast, the model with the highest run-time was kNN + 

OPTICS. When the kNN + MCMST model, which 

achieves the highest classification success, is examined, 

it is seen that although it is slower than the other 4 

models, it is considerably faster than the kNN + OPTICS 

model. 

 

After determining that the model with the highest 

classification success was kNN + MCMST, we 

examined the effect of kNN's single parameter k on the 

classification success. We chose k from [1, 50] interval 

and ran the model for each value of k. The obtained 

results are illustrated in Figure 9. When the results are 

analyzed, it can be said that the k value affects model 

success, but it does not have a great effect. However, the 

value k = 4 gives the highest classification success. 

 

The MCMST algorithm, as mentioned in the related 

study, is a very successful algorithm for detecting 

outliers. This is because this algorithm identifies clusters 

with a micro-cluster-based density approach. This 

approach makes the detection of outliers more efficient. 

Therefore, the MCMST + kNN model is expected to 

give better results than other models. The results 

obtained also support this expectation. 
 

  

  

  
Figure 7. Confusion matrices and their average obtained from k-fold 

cross-validation for kNN + MCMST (k=5). 

 

 
Figure 8. Comparison of the run-time complexity of the models. 
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Figure 9. The effect of k values on the kNN + MCMST model 

classification. 

 

7. CONCLUSION 

 

In this study, the effect of using clustering algorithms in 

the data preprocessing stage to eliminate outliers on the 

classification accuracy of the WBCD dataset was 

investigated. For this purpose, the mentioned dataset was 

first processed with DBSCAN, HDBSCAN, OPTICS, 

FuazzyCMeans, and MCMST clustering algorithms to 

identify and eliminate outliers and then these data were 

separately classified with kNN that is a simple and 

effective algorithm.  

 

According to the results, kNN + MCMST was the model 

with the highest classification performance. The highest 

classification accuracy was achieved by the kNN + 

MCMST model, which had an accuracy of 0.9834. In 

contrast, the accuracy of the kNN method without any 

data preprocessing was 0.9719. Although the run-time of 

the model is a little high, it is at an acceptable level. 

However, three predefined parameters for MCMST are 

difficult for regular users to determine. This is the most 

crucial limitation of the model. Given the success of the 

MCMST clustering algorithm in enhancing classification 

accuracy, future studies could investigate its integration 

with deep learning-based models. We can achieve even 

higher classification accuracy and robustness by 

leveraging the strengths of both clustering algorithms 

and deep learning architectures, such as convolutional 

neural networks (CNNs) or recurrent neural networks 

(RNNs). This hybrid approach could offer novel insights 

into the complex patterns underlying breast cancer 

diagnosis and contribute to the development of more 

effective diagnostic tools. The models to be developed 

are planned to be tested in different clinical data sets and 

in different fields. This will be important in testing the 

proposed model's effectiveness in different fields. 
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Abstract: This study examined the effect of royal jelly on some hematological values against 

sodium arsenite (NaAsO2)-induced toxicity in rats. Royal jelly is a known functional bee product; 

therefore, its potential to protect against these effects is of great importance. In this study, the 

effects of royal jelly on hematologic changes were investigated. In the study, 35 healthy Wistar 

albino male rats weighing 250–300 g and 12–13 weeks old were used. Rats were administered daily 

by gavage for 14 days. WBC, LYM, MID, GRA, RBC, HGB, MCHC, MCH, MCV, HCT, PLT, 

MPV, and PDW values were measured in blood samples. When the measured values were 

analyzed, the MID, RBC, MCHC, MCH, MCV, and PDV values did not show statistical 

significance in all experimental groups (P>0.005). However, significant decreases in %LYM, 

%MID, HCT, and PLT values and increases in WBC, GRA, and %GRA counts were observed in 

all groups (P < 0.005). This review shows that royal jelly has a potential effect on the 

hematological and immune systems against toxicity caused by harmful heavy metals such as 

arsenic. In particular, further research is required to identify the most effective dosage of royal 

jelly. The results highlight the protective potential of royal jelly against toxicity, which requires 

further investigation. 

 

 

Arı Sütünün Sodyum Arsenit Toksisitesine Karşı Bazı Hematolojik Parametreler Üzerindeki 

Koruyucu Etkisi: Ratlarda Bir İnceleme 
 

 

Anahtar 

Kelimeler 

Arı sütü, 

sodyum arsenit, 

hematolojik 

parametreler, 

ağır metal 

toksititesi 

Öz: Bu çalışma, ratlarda sodyum arsenit (NaAsO2) kaynaklı toksisiteye karşı arı sütünün bazı 

hematolojik değerlere olan etkisini incelemektedir. Arı sütü, bilinen fonksiyonel bir arı ürünüdür ve 

bu nedenle, bu etkilere karşı koruma sağlama potansiyeli büyük önem taşımaktadır. Çalışmada, 

hematolojik değişiklikler üzerinden arı sütünün etkileri araştırılmaktadır. Çalışmada, 250-300 gram 

ağırlığındaki 12-13 haftalık 35 sağlıklı Wistar albino erkek sıçan kullanıldı. Sıçanlara 14 gün 

boyunca gavaj yolu ile günlük olarak uygulama yapıldı. Kan örneklerinde WBC, LYM, MID, 

GRA, RBC, HGB, MCHC, MCH, MCV, HCT, PLT, MPV ve PDW değerleri ölçüldü. Ölçülen 

değerler incelendiğinde, MID, RBC, MCHC, MCH, MCV ve PDV değerleri tüm deney gruplarında 

istatistiksel olarak anlamlılık göstermedi (P>0.005). Ancak, %LYM, %MID, HCT ve PLT 

değerlerinde tüm gruplarda önemli düşüşler, WBC, GRA ve % GRA sayılarında ise artışlar 

gözlendi (P < 0.005). Bu inceleme, arı sütünün arsenik gibi zararlı ağır metallerin neden olduğu 

toksisiteye karşı hemotolojik sistem ve bağışıklık sistemi üzerinde potansiyel bir etkisi olduğunu 

göstermektedir. Özellikle, arı sütünün en etkili dozajının belirlenmesi için daha fazla araştırmaya 

ihtiyaç vardır. Sonuçlar, arı sütünün toksisiteye karşı koruyucu potansiyelini vurgulamakta olup, bu 

potansiyelin daha fazla araştırılması gerekmektedir. 
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1. INTRODUCTION 

 

Royal jelly is an extremely valuable bee product that 

provides numerous benefits in terms of nutrition and bee 

diversity. Interestingly, although all bees have the same 

genetic makeup, queen bees, and worker bees differ 

significantly in their physiology and morphology - this 

difference can be attributed to the exclusive consumption 

of royal jelly by queen bees [1]. Royal jelly is known as 

a nutrient considered extremely valuable for health and 

is used as a cosmetic and dietary supplement, with the 

belief that its effects on bees will have similar effects on 

humans. Royal jelly is notable for its unique biochemical 

composition, a special secretion produced by bees of the 

Apis mellifera species. Its proteins, lipids, vitamins, 

minerals, and bioactive peptides support the potential 

health benefits of these components on the body. The 

health benefits of royal jelly have been studied in various 

aspects such as immune system modulation, antioxidant 

effects, maintenance of skin health, and alleviation of 

aging processes [2]. The pharmacological properties of 

royal jelly have been characterized by a range of 

biological activities observed in experimental animals. 

These activities include growth-promoting, antiseptic, 

antitumor, antibacterial, antioxidant, immunomodulatory, 

antihypertensive, and anti-inflammatory activities. In 

addition, royal jelly is believed to have anti-aging, 

healing, hypoglycemic (anti-diabetic) and anti-cancer 

properties. Biologically, the special components in royal 

jelly form the basis for these various pharmacological 

effects. For example, proteins may support the 

mechanisms behind growth-promoting effects, while 

antioxidants may be effective in reducing cellular 

damage. The immunomodulatory effects of royal jelly 

can be explained by exerting a regulatory effect on the 

immune system [3].  

 

Heavy metals are elements that have a high atomic mass, 

metallic properties, a density greater than 5 g/cm3, and 

are chemically stable and widely distributed in nature. 

Heavy metals are elements that can enter the body 

through the mouth, respiratory tract, and skin. These 

metals can have toxic effects even at low concentrations, 

meaning they can be harmful even in very small 

amounts. These dangerous properties arise because 

heavy metals are easily absorbed in the body, but cannot 

be effectively eliminated from the body. In living 

organisms, heavy metals can accumulate and 

concentrate. These metals can cause serious health 

problems when they exceed a certain threshold dose. 

These problems can include poisoning, organ damage, 

and even death [4]. Although industrialization has 

brought many economic and technological benefits to 

humanity, it is also an important factor that has led to an 

increase in environmental problems. This process has led 

to the emergence of environmental problems such as 

heavy metal pollution and these problems have reached 

great dimensions over time. With the increase in 

industrial activities around the world, the number of 

metal elements exposed to the external environment has 

also increased. More than 35 of these metals have been 

detected in the external environment and 23 of these 

elements are heavy metals. Heavy metals are elements 

found in nature and can be released into the environment 

as a result of human activities such as various industrial 

processes, mining activities, energy production, and 

vehicular traffic. Many of these metals can enter the 

body through the mouth, respiratory tract, and skin and 

therefore have the potential to harm human health and 

the environment [5]. 

 

Arsenic (As) is one of the twenty most common 

elements in the earth's crust and is classified as a metal 

and nonmetal element in terms of its chemical 

properties. Because of this property, arsenic is also 

called a metalloid. Arsenic occurs naturally in different 

parts of the Earth's crust and is present as part of various 

minerals and ores. Industrial and agricultural practices 

can lead to the release of arsenic into the environment, 

which can cause arsenic contamination in water sources 

and soils. Arsenic can pose a significant hazard to human 

health. Exposure to high levels of arsenic can cause 

serious health problems and have carcinogenic effects. It 

is therefore important to monitor and control arsenic 

contamination. Arsenic, as an element released into the 

environment by both natural processes and human 

activities, is of great importance in the fields of 

environmental chemistry and health sciences. Its 

environmental and human health impacts are the focus of 

scientific research and it is important to learn more about 

arsenic from an environmental and human health 

perspective [6]. 

 

Hematology is an intriguing field of research that 

focuses on the cellular components of blood, including 

erythrocytes (red blood cells), leukocytes (white blood 

cells), and platelets (thrombocytes), and studies the 

relationship between the physiology and pathology of 

these components. By understanding the normal 

functioning of these cells, hematologists can identify and 

treat a range of blood-related health conditions. Blood 

studies provide deep knowledge about the functions and 

changes of these cellular components, which contributes 

significantly to our understanding of the functioning of 

the human body. Hematology sheds light on 

understanding and treating blood diseases, immune 

system problems, and other health conditions related to 

the circulatory system. Blood analysis and the study of 

cellular components help diagnose diseases early, 

formulate treatment plans, and monitor patients' health 

[7]. 

 

Hematological parameters such as red blood cell count, 

white blood cell count, and hemoglobin concentration 

are widely used as clinical indicators of health and 

disease. These parameters are a reflection of the 

biochemical components and cellular structure of the 

blood and provide important information about the 

overall health status of the body. Red blood cell count 

correlates with hemoglobin levels, reflecting the body's 

capacity to transport oxygen. Hemoglobin is an 

important molecule that determines the blood's ability to 

carry oxygen. Therefore, red blood cell count and 

hemoglobin concentration are critical in diagnosing and 

monitoring oxygen transport problems such as anemia. 

White blood cell count reflects the activity of the 
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immune system and is used to monitor various health 

problems, such as infections and inflammatory 

conditions. The number and types of white blood cells 

help determine the type and severity of infections. These 

hematologic parameters play an important role in 

establishing medical diagnoses and treatment plans. 

They are also regularly monitored to monitor patients' 

health status and assess their response to treatment. 

Thus, hematologic parameters are an indispensable tool 

for disease diagnosis and treatment management in the 

medical field [8]. Leukocytes, also known as white blood 

cells, are essential in the immune system and are divided 

into two main categories: granulocytes and 

agranulocytes. Granulocytes, with small particles, are the 

first line of defense against diseases, while 

agranulocytes, monocytes, and lymphocytes are the 

immune system's clean-up crew and direct long-term 

immune responses, creating specialized defense 

mechanisms like antibodies [9]. Leukocytosis is a 

condition where the number of white blood cells in the 

body exceeds normal levels, often indicating health 

issues and being linked to the immune system. It is 

crucial to identify and treat the cause of leukocytosis to 

ensure proper health outcomes [10]. White blood cells 

(WBCs) are vital in our body's defense system, 

constantly active in the bloodstream. They protect 

against threats and are activated by pathogens or harmful 

substances. This self-defense mechanism increases 

leukocyte numbers, preventing infections and 

maintaining health. Leukocytosis, a natural defense 

mechanism, can signal health problems like infections. 

The WBC value includes neutrophils, eosinophils, 

lymphocytes, monocytes, atypical leukocytes, or any 

combination thereof [12]. Lymphocytes, agranulocytes, 

are white blood cells that play a crucial role in the 

immune system. They detect and respond to antigens, 

forming an essential part of the body's defense 

mechanism against infections. Lymphocytes identify 

foreign organisms or pathogens, activating other immune 

system components to protect against infections. Their 

role is vital in maintaining the health of the immune 

system and protecting the body from harmful agents 

[13]. Monocytes, agranulocytes, are white blood cells 

that play a crucial role in the body's immune system. 

They detect, engulf, and eliminate foreign substances 

through phagocytosis, acting as the first line of defense 

against infectious agents in rats. Monocytes recognize 

harmful organisms or foreign substances and neutralize 

them, making them a vital component of the immune 

response. Their role is vital for the body's health and the 

effectiveness of the immune system, making their 

function crucial [14]. Platelets, a small, reactive blood 

cell, play crucial roles in fibrosis and blood clotting 

processes. They undergo changes when stimulated by 

inflammatory cytokines and classical activators, altering 

cell shape, forming pseudopodia, and releasing 

cytoplasmic granules. Platelets accumulate rapidly at 

damaged sites and form the first line of defense, making 

their multifaceted role critical for maintaining body 

health [15].  

 

Previous studies on the effect of arsenic on the 

hematopoietic system indicate that exposure to high 

doses of arsenic can affect and alter the hematopoietic 

system and these hematopoietic parameters [16]. In 

blood samples, blood leukocyte parameters, blood 

erythrocyte-hemoglobin, hematocrit parameters, platelet-

related parameters WBC, LYM, MID, GRA, RBC, 

HGB, MCHC, MCH, MCV, HCT, PLT, MPV, and 

PDW values were examined and the potential effect of 

royal jelly on the hematological system and immune 

system against the toxicity caused by sodium arsenic was 

evaluated. 

 

2. MATERIAL AND METHOD 

 

2.1. Animal Selection and Permissions: Thirty-five 

male Wistar albino rats weighing 250-300 grams and 12-

13 weeks old were used for the experiment. Animal 

experiments were performed at Bingöl University 

Animal Experiment Center. The permission for the 

experiment was obtained from Bingöl University Animal 

Experiments Local Ethics Committee with the decision 

number 07/01 dated 09.12.2021. 

 

2.2. Animal Care: Rats were kept in a control room 

with a temperature of 24-25°C and a twelve-hour dark 

photoperiod (19:00-07:00 dark; 07:00-19:00 light). 

Animals were given unlimited access to water and 

standard food. Rats were rested and acclimatized for one 

week while they were maintained in cages. 

 

2.3. Experimental Groups: Rats were randomly 

divided into five different groups: 

 

a) Control Group (C): Rats were given 0.5 cc saline by 

gavage for 14 days.  

b) Royal Jelly Group (R): Rats were given 1 g royal 

jelly at a dose of 200 mg/kg, dissolved in 10 cc distilled 

water, and given 0.5 cc by gavage for 14 days (Solution 

was prepared daily).  

c) NaAsO2 Group (Arc): Rats were given NaAsO2 at a 

dose of 10 mg/kg for 14 days, 1.250 g NaAsO2 was 

dissolved in 250 cc distilled water to form a stock 

solution and given 0.5 cc by gavage.  

d) NaAsO2 + Royal Jelly 100 mg/kg Group (Arc-R-

100): Rats were given NaAsO2 at a dose of 10 mg/kg 

from the stock solution orally for 14 days. Royal jelly 

was administered 30 minutes before NaAsO2 

administration at a dose of 100 mg/kg by dissolving 

0.250 g royal jelly in 5 cc distilled water and 

administering 0.5 cc by gavage (Solution was prepared 

daily).  

e) NaAsO2 + Royal Jelly 200 mg/kg Group (Arc-R-

200): Rats were given NaAsO2 at a dose of 10 mg/kg 

from the stock solution orally for 14 days. Royal jelly 

was administered 30 minutes before NaAsO2 

administration at a dose of 200 mg/kg by dissolving 1 g 

royal jelly in 10 cc distilled water and administered by 

0.5 cc gavage. 
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2.4. Sample Collection and Determination of 

Hematologic Parameters 

 

One day after the end of the study period, animals were 

decapitated under sevoflurane anesthesia, and blood 

samples were collected in 3 ml EDTA vacuum tubes. 

Blood samples were analyzed for White Blood Cell 

Count (WBC), Lymphocyte (LYM), Monocyte (MID), 

Granulocyte (GRA), Erythrocyte (RBC), Hemoglobin 

(HGB), Mean Corpuscular Hemoglobin Concentration 

(MCHC), Mean Corpuscular Hemoglobin (MCH), Mean 

Corpuscular Volume (MCV), Hematocrit (HCT), 

Platelet Count (PLT), Mean Platelet Volume (MPV), 

Platelet Distribution Width (PDW) parameters were 

analyzed. Blood samples were read on BeneSphera™ 

Brand Hematology Analyzer. Analyses were performed 

using standard methods [17].  

 

2.5. Statistical Analysis 

 

Differences between the experimental groups were 

determined using IBM SPSS Statistical software 

(Version 27) (USA). Statistical evaluation of the data 

was performed using One-Way ANOVA and Bonferroni 

test as post hoc. Values were considered statistically 

significant at P < 0.005. 

 

3. RESULTS  

 

WBC, LYM, MID, GRA, RBC, HGB, MCHC of (C), 

(R), (Arc), (Arc-R-100), (Arc-R-200) groups, MCH, 

MCV, HCT, PLT, MPV, PDW values are given in Table 

1. Statistical comparison was made between the (C) 

group, (R) group, (Arc) group, (Arc-R-100) group, and 

(Arc-R-200) group. Values are the mean values of seven 

separate observations with a standard deviation. 

Statistically significant values are marked in the table. In 

all experimental groups, MID, RBC, MCHC, MCH, 

MCV, PDV hematologic values were statistically 

insignificant in all groups. 

 

3.1. When the control group and other groups were 

compared statistically; the following hematologic 

values were found significant (P<0,005) (Table 1).  

 

i. Between (C) + (R) group; A statistically significant 

difference was found in %LYM value. This 

indicates that royal jelly may affect the percentage 

of lymphocytes. 

ii. Between (C) + (Arc) group; Statistically significant 

differences were found in WBC, GRA, %LYM, 

%MID, %GRA, PLT, HCT values. This indicates 

that arsenic exposure may affect these parameters. 

iii. Between (C) + (Arc-R-100) group;  Significant 

differences were found in WBC, GRA, %LYM, 

%MID, %GRA values. This indicates that there 

were significant differences in the values of white 

blood cells (WBC), granulocytes (GRA), the 

percentage of lymphocytes (%LYM), the 

percentage of medium-sized cells (%MID), and the 

percentage of granulocytes (%GRA) between the 

group treated with 100 mg/kg royal jelly (Arc-R-

100) and the control group. These results indicate 

that royal jelly has a protective effect against 

arsenic toxicity. 

iv. Between (C) + (Arc-R-200) group; Significant 

differences were found in %LYM, %MID, %GRA, 

HCT values. This indicates that there were 

significant differences in the percentage of 

lymphocytes (%LYM), the percentage of medium-

sized cells (%MID), the percentage of granulocytes 

(%GRA), and hematocrit (HCT) values between 

the group treated with 200 mg/kg royal jelly (Arc-

R-200) and the control group ©. These results may 

indicate that royal jelly has a protective effect 

against arsenic toxicity.  

 

3.2. When the royal jelly group was compared with 

the other groups;  the following hematologic values 

were found significant (P<0,005) (Table 1). 

 

i. Between (R) + (Arc) group; A significant 

difference was found in the PLT value. This 

indicates that arsenic exposure may affect the 

platelet count. 

ii. Between (R) + (Arc-R-100) group; Significant 

differences were found in WBC and LYM values. 

This indicates that royal jelly may affect these 

parameters. 

iii. Between (R) + (Arc-R-200) group; A significant 

difference in HGB value was found. This indicates 

that royal jelly may affect hemoglobin levels. 

 

3.3. When the arsenic group and other groups were 

compared statistically; the following hematologic 

values were found significant (P<0,005) (Table 1).  

 

i. Between (Arc) + (Arc-R-100) group, PLT 

ii. Between (Arc) + (Arc-R-100) group; PLT, MPV  

 

Significant differences were found in PLT and MPV 

values. This indicates that royal jelly may modify the 

effect of arsenic exposure on these parameters.  

 

3.4. When NaAsO2 + royal jelly 100 mg/kg group 

and NaAsO2 + royal jelly 200 mg/kg group were 

compared statistically; the following hematologic 

values were found significant (P<0,005) (Table 1). 

 

Between (Arc-R-100) + (Arc-R-200); the HGB value 

(P<0,005) was found significant, while other 

hematological values (P>0,005) were found statistically 

insignificant. This indicates that different doses of royal 

jelly may have different effects on hemoglobin levels.  
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Figure 1. Blood Leukocyte Parameters in Control and Experimental 

Groups a- The difference compared to the control group is statistically 
significant (P<0.005) b- The difference according to the royal jelly 

group is statistically significant (P<0.005) 

 

 
Figure 2. Percent Blood Leukocyte Parameters in Control and 

Experimental Groups a- The difference compared to the control group 

is statistically significant (P<0.005) 

 

When the blood leukocyte parameters in the control and 

experimental groups were examined, the effects of 

different treatments (Control Group, Royal Jelly Group, 

NaAsO2 Group, and different concentrations of Royal 

Jelly & NaAsO2) on blood leukocyte parameters were 

revealed. Compared to the control group, significant 

changes were observed in the blood leukocyte 

parameters of the royal jelly group and NaAsO2 Group. 

In particular, WBC (10^9/L) values were significantly 

higher in the Royal Jelly Group compared to the control 

group (P<0.005). Furthermore, a significant decrease 

was observed in LYM (%) and GRA (%) values in the 

NaAsO2 group compared to the control group (P<0.005) 

(Figure 1-2).  

 
Figure 3. Blood Erythrocyte-Hemolobin Parameters in Control and 

Experimental Groups d- There is a significant difference between the 
100 mg/kg group of royal jelly and the 200 mg/kg group of royal jelly 

(P<0.005) 
 

When the blood erythrocyte-hemoglobin parameters in 

the control and experimental groups were examined, the 

effects of different treatment groups (control, royal jelly, 

NaAsO2, and royal jelly + NaAsO2 combinations ) on 

RBC, HGB, MCHC, MCH, and MCV values were 

shown. A significant difference was found between the 

100 mg/kg royal jelly group and the 200 mg/kg royal 

jelly group in the HGB parameter (P<0.005). The 

findings indicate that royal jelly dosage has a significant 

effect on blood erythrocyte-hemoglobin parameters. In 

particular, a significant difference was found between 

100 mg/kg and 200 mg/kg royal jelly doses, indicating 

that royal jelly has a dose-dependent effect on these 

parameters (Figure 3). 

 

 
Figure 4. Hematocrit Parameter in Control and Experimental Groups 
a- The difference compared to the control group is statistically 

significant (P<0.005) 
 

The control group and Royal Jelly Group had higher 

hematocrit levels than the NaAsO2 -exposed groups, 

while the hematocrit levels decreased in the NaAsO2 -

exposed groups. However, when royal jelly was given 

before NaAsO2 exposure, there was a partial 

improvement in hematocrit levels. This suggests a 
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potential protective effect of royal jelly against NaAsO2 

toxicity. These findings are statistically significant 

(P<0.005)  
 

Figure 5. Platelet-Related Parameters in Control and Experimental 

Groups a- The difference compared to the control group is statistically 

significant (P<0.005) b- The difference according to the royal jelly 

group is statistically significant (P<0.005) c- The difference compared 
to the arsenic group is statistically significant (P<0.005) 

 

There was no statistically significant difference in PDW 

values between any groups. The decrease in the MPV 

value indicates a decrease in the size of platelets. The 

decrease in MPV values compared to the arsenic group 

may indicate that royal jelly may have a protective effect 

against arsenic toxicity. Arsenic can impair the 

formation and function of blood cells. This can lead to 

changes in the size and number of platelets. However, a 

reduction in MPV values was observed in the royal jelly 

group, suggesting that royal jelly may mitigate these 

negative effects. Compared to the control group and the 

royal jelly group, a significant decrease in PLT levels 

was observed in the NaAsO2 group. However, in the 

royal jelly-treated groups Arc-R-1 and Arc-R-2, PLT 

levels were higher than in the NaAsO2 group. This 

suggests that royal jelly has a protective effect against 

NaAsO2 -induced toxicity (Figure 5). 

 

Table 1. Some Hematological Parameters in Control and Experimental Groups a- The difference compared to the control group is statistically 

significant (P<0.005) b- The difference according to the royal jelly group is statistically significant (P<0.005) c- The difference compared to the 
arsenic group is statistically significant (P<0.005) d- There is a significant difference between the 100 mg/kg group of royal jelly and the 200 mg/kg 

group of royal jelly (P<0.005) 

Hemogram Control 

Group +SD  

 Royal  Jelly Group 

+SD   

NaASO2 Group 

+SD  

100 mg/kg 

Royal Jelly + 

NaASO2 Group  

+SD  

200 mg/kg 

Royal Jelly+ 

NaASO2 Group 

+SD  

WBC 

(10^9/L) 

2,7 ± 0,13 2,8 ± 0,17 3,4  ±  0,43 a 3,7  ± 0,21 a b 3,2  ± 0,36  

LYM 

(10^9/L) 

0,8 ± 0,06 0,7 ± 0,00 0,8  ±  0,10 0,9  ± 0,02 b 0,8  ± 0,13  

MID (10^9/L) 0,2 ± 0,05 0,2 ±  0,04  0,2  ±  0,05 0,3  ± 0,06 0,2  ± 0,04 

GRA 

(10^9/L) 

1,7 ± 0,10  1,9  ± 0,15 2,4  ±  0,30 a 2,5  ± 0,55 a 2,2  ± 0,29 

 LYM (%) 29,2 ± 1,50 25,4 ± 2,40 a 23,5  ±  0,68 a 24,2  ± 1,16 a 24,6  ± 3,74 a 

 MID (%) 9,2 ± 0,60 8,5 ± 1,07 7,3  ± 0,42 a  7,1  ± 0,74 a 7,7  ± 0,40 a 

 GRA (%) 61,5 ± 2,03 66,2 ± 3,36 69,1  ± 0,79 a 68,7  ± 1,90 a 67,6  ± 4,10 a 

 RBC 

(10^12/L) 
7,12 ± 0,68 7,45 ± 0,34 6,9  ± 0,35 7,3  ± 0,16 6,8  ± 0,49 

 HGB (g/dL) 7,4 ± 0,35 7,97  ± 0,68 7,0  ± 0,62 7,8  ± 0,15 d 6,6   ± 0,64 b 

 MCHC 

(g/dL) 

20,4 ± 1,46 21,92  ± 1,65 20,9  ± 1,37 22,1  ± 0,76 20,1  ± 1,12 

 MCH (pg) 10,4 ± 1,0 10,72  ± 0,76 10,1  ± 0,81 10,6  ± 0,26 9,9  ± 0,80 

 MCV (fL) 51,0 ± 1,79 48,9  ± 1,75 48,3  ± 1,12 48,1  ± 0,66 49,3  ± 1,34 

 HCT (%) 37 ± 2,50 36  ± 1,10 33,6  ± 2,18 a 35,7  ± 0,39 32,36  ± 1,14 a 

 PLT 

(10^9/L) 

760 ± 46,57 630  ± 115,51 408  ± 105,26 a b 737  ± 47,75 a c 753  ± 82,59 c 

 MPV (fL) 6,6 ± 0,19 6,6  ± 0,44 7,0  ± 072 6,4  ± 0,08 6  ± 0,28 c 

 PDW (fL) 4,7 ± 022 5  ± 0,26 4,6  ± 0,92 4,7  ± 0,14 4,9  ± 0,12 
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4. DISCUSSION  

 

Royal jelly is a natural product produced by the 

hypopharyngeal and mandibular glands of worker bees 

and has been widely used in alternative medicine for 

centuries. Rich in ingredients, royal jelly is abundant in 

proteins, lipids, amino acids, minerals, and vitamins. It 

also contains bioactive compounds such as peptides, 

flavonoids, fatty acids, and phenolic acids [18]. Heavy 

metal pollution is a serious concern for the environment 

and human health. However, some supplements may 

play a potential role in reducing the harmful effects 

caused by heavy metals in the body. These supplements 

may help prevent the accumulation of heavy metals in 

the body or reduce their toxicity [19]. Thanks to its 

antioxidant properties, royal jelly can reduce cellular 

oxidative stress, regulate the immune system, suppress 

inflammation, and reduce the effects of aging. It can also 

fight germs with antibacterial and disinfectant properties, 

have anti-cancer potential, lower blood pressure by 

dilating blood vessels, improve cholesterol levels, 

protect liver health, and inhibit tumor development. 

Royal jelly is, therefore, a valuable natural supplement 

that offers many important health benefits [20]. Arsenic 

is one of the heavy metals found in nature, and humans 

can be exposed to it through inhaled air, consumption of 

food and water, and skin contact. Once in the body, it 

can affect many organ systems, including the skin, 

respiratory, cardiovascular, immune, reproductive and 

urinary systems, digestive, and nervous systems [21]. 

Hematology and biochemical indicators are reliable 

parameters for assessing the health status of humans and 

animals suffering from arsenic poisoning. These 

indicators are important for monitoring the effects of 

arsenic exposure and determining the degree of toxicity. 

Hematological parameters provide information on blood 

composition and circulatory system health, while 

biochemical indicators assess body functions and organ 

systems. These parameters play a critical role in 

detecting arsenic poisoning and guiding treatment 

processes [22]. This research was conducted to predict 

the extent to which the harmful effects caused by arsenic 

exposure can be reduced by royal jelly. This evaluation 

included hematological parameters, as these parameters 

can help determine the degree of harmful effects on the 

blood components of animals. The monitoring of 

hematological parameters was used as an important tool 

to evaluate the protective effect of royal jelly against 

arsenic and arsenic-induced toxicity and to provide 

important information in this regard. Some values from 

studies on sodium arsenite exposure in rats are as 

follows. Kumari et al. [23] observed a significant 

decrease in WBC, RBC, Hb, Hct, MCV, and MCH in 

rats exposed to sodium arsenite. However, MCHC 

remained the same. Sharma and Rani [24] reported a 

decrease in RBC, Hb, HCT, and PLT and an increase in 

WBC values. Ola-Davies et al. [11] found significant 

decreases in PCV, Hb, and RBC, increases in WBC, 

platelets, lymphocytes, and eosinophils, and decreases in 

neutrophils and monocytes. The reasons for the 

differences in the data obtained from different studies 

may be various environmental factors such as 

application method, dose, and application time. 

Granulocytes are white blood cells that play an important 

role in the immune system's response to conditions such 

as infection, allergies, and asthma. Granulocytes are the 

most common type of white blood cells and are usually 

divided into three main categories: neutrophils, 

eosinophils, and basophils. These cells play important 

roles in various immune responses [25]. Kumari et al. 

found that granulocyte values were significantly higher 

in rats exposed to sodium arsenite compared to the 

control group. In our study, a significant increase in 

granulocytes was observed in rats exposed to sodium 

arsenite compared to the control group (P<0.005). This 

increase was not significant in the royal jelly group 

(P>0.005). The results suggest that royal jelly, instead of 

lowering granulocyte levels, may stimulate more 

granulocyte production by making the immune system 

more active. 

 

White blood cells or leukocytes play a vital role in 

phagocytosis, immunity, and defense against infection 

[26]. Increased white blood cell counts are known to be a 

normal reaction to foreign bodies [27]. Ewere et al. [28] 

found that WBC values in rats exposed to sodium 

arsenite increased significantly compared to the control 

group. In our study, an increase in WBC levels was 

observed. Especially in Arc and Arc-R-100 groups, this 

increase in WBC levels was found to be statistically 

significant. In addition, it was observed that this increase 

became insignificant compared to the control group 

when the amount of royal jelly in the Arc-R-100 group 

was increased to 200 mg/kg in the Arc-R-200 group and 

the values approached the control values. This shows 

that the amount of royal jelly can affect WBC levels and 

can be considered an indicator of recovery. These results 

indicate that royal jelly has a protective effect against 

sodium arsenite exposure and has a positive effect on the 

immune system. 

 

Lymphocytes are an important part of the immune 

system and initiate immune responses by sensing 

pathogens entering the body. A low lymphocyte count 

can cause the body to become vulnerable to germs and 

diseases. This can reduce the body's ability to maintain 

an effective defense mechanism against harmful 

microorganisms. Individuals with a low lymphocyte 

count may therefore have an increased risk of infection 

and may need to take extra precautions [29]. Ola-Davies 

et al. found that LYM values increased in rats exposed to 

sodium arsenite compared to the control group. Our 

research findings show a significant increase in LYM 

levels between the R group and the combination groups 

Arc-R-100 and Arc-R-200. This suggests that royal jelly 

may have a positive effect on the immune system by 

increasing the number of lymphocytes. Furthermore, the 

lymphocyte percentage values were statistically 

significantly increased in the arsenic-exposed groups 

unlike the other groups (P<0.005). This supports the 

hypothesis that royal jelly has the potential to increase 

the HCT count of other shaped elements in the 

bloodstream and suggests that royal jelly may have 

positive effects on the immune system and provide a 

protective effect against toxicity. 
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Monocytes play a critical role in the immune system, 

having the ability to transform into macrophages and 

dendritic cells when needed to fight against infections. 

When they move into infected tissues, they help to 

activate the adaptive immune system by initiating an 

inflammatory response. The versatility of monocytes is 

considered a vital component of the immune system's 

defense against harmful pathogens [9].  Ola-Davies et al. 

observed that % LYM values decreased in rats exposed 

to sodium arsenite compared to the control group. 

According to our study, a significant decrease in the 

number of monocytes was observed in rats exposed to 

sodium arsenite. This decrease was valid for all groups 

except for the royal jelly group. These results are in line 

with the study conducted by him and his team. In 

addition, while the MID value in the Arc-R-100 group 

showed the lowest value in percentage terms, it was 

observed that these values gradually approached the 

control group with the increase in the amount of royal 

jelly in the Arc-R-200 group. This finding again refers to 

the potential of royal jelly to support the immune system. 

 

Arsenic can negatively affect heme metabolism by 

binding to hemoglobin. This effect results in a decrease 

in hemoglobin levels inside red blood cells. Hemoglobin 

is a critical component that ensures the ability of red 

blood cells to transport oxygen. Due to its effect on 

hemoglobin, arsenic can impair the function of red blood 

cells and negatively affect oxygen transportation 

throughout the body. Therefore, it is important to 

monitor hematological parameters to understand and 

prevent arsenic-related health problems [30]. Arsenic 

exposure has been reported to contribute to anemia in 

humans and rodents by suppressing bone marrow 

function [31]. There appears to be a possible correlation 

between arsenic exposure and RBC and HGB levels. 

This relationship may be attributed to the reduced 

capacity of the bone marrow to produce red blood cells, 

leading to anemia in these groups [32]. Basher et al. [33] 

reported that HGB and RBC values decreased in rats 

exposed to sodium arsenite compared to the control 

group. In our study, HGB and RBC values decreased 

compared to the control group.  There was a significant 

decrease in HGB level (P<0.005) between the R group 

and Arc-R-2 and between Arc-R-1 and Arc-R-2 groups. 

Although these decreases were not significant in the 

RBC parameter, they were parallel in terms of 

significance. Although the group given royal jelly alone 

(R) had the highest HGB and RBC counts, the 

combination of sodium arsenite and royal jelly and the 

increased dose of royal jelly caused a greater decrease in 

HGB and RBC counts. This may be because individuals 

administered sodium arsenic may have experienced 

anemia due to persistent high levels of this substance in 

their bloodstream, which may have triggered erythrocyte 

hemolysis and subsequent decrease in hemoglobin 

levels. 

 

Hematocrit, also known as packed cell volume, is used 

to determine the percentage of red blood cells in whole 

blood. Automated methods calculate this value by 

multiplying the number of RBCs and the average cell 

volume, while manual methods involve measuring the 

hematocrit after centrifugation of a microcapillary tube 

filled with whole blood [7]. Hematocrit refers to the 

percentage of packed blood cells relative to the total 

blood volume. The formula HCT = (RBC x MCV)/10 is 

used to calculate hematocrit. Following research, it has 

been found that chronic exposure to low levels of arsenic 

can negatively affect the body's red blood cells, 

hematocrit, and hemoglobin levels [16]. There appears to 

be a discernible association between arsenic exposure 

and decreased RBC and HCT/PCV measurements [30]. 

Sharma and Rani observed that arsenic exposure 

significantly decreased HCT levels in albino rats. In this 

study, the lowest HCT level was observed only in the 

group given sodium arsenite. Recent research suggests 

that low HCT levels may indicate different health 

conditions. Low HCT values may be a result of 

conditions such as anemia, excessive fluid intake, renal 

failure, or chronic inflammatory diseases [34]. The 

highest HCT level was detected only in the royal jelly 

group, suggesting that royal jelly may increase 

hematocrit levels. In conclusion, in the study, hematocrit 

levels increased in royal jelly-treated groups but 

decreased in sodium arsenite-treated groups. This 

suggests that royal jelly may increase hematocrit levels 

and arsenic exposure may decrease hematocrit levels. 

 

One of the important values in hematologic analysis is 

the Mean Platelet Volume and Platelet count. MPV 

shows the average size of platelets and often reflects 

platelet activity. These parameters are vital for 

understanding the functioning of the blood coagulation 

system and for diagnosing various hematological 

disorders [35]. Mean Platelet Volume determines the 

overall size of blood cells by measuring the size of 

platelets. These parameters are used in routine blood 

morphology tests and play an important role in assessing 

blood clotting ability [36]. In the study, it was found that 

the highest MPV rate was in the Arc group and the 

lowest MPV rate was in the Arc-R-200 group. Kalia et 

al. reported that arsenic exposure caused a decrease in 

platelet levels in their study [37]. The highest mean PLT 

value was observed in the Arc-R-100 and Arc-R-200 

groups. The reason for this is that MPV is inversely 

proportional to platelet count under normal physiologic 

conditions. That is, the higher the platelet count, the 

lower the mean volume of platelets, and this is 

associated with maintaining blood clotting ability and 

maintaining a constant mass of platelets. [38]. This 

suggests a decrease in the average volume of platelets 

accompanying their increased production. In different 

pathological conditions, this normal physiological ratio 

can be disrupted. In particular, increased or abnormal 

platelet production, increased destruction of platelets, or 

the effect of activation factors on platelets can lead to 

changes in the ratios between MPV and PLT. These 

changes can be observed during hematologic analyses 

and can provide healthcare professionals with important 

information about the condition of blood cells. 

 

5. CONCLUSION 

 

Sodium arsenite exposure can cause hematologic 

changes in rats. These changes include an increase in 
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white blood cells and decreased levels of red blood cells, 

hemoglobin, and hematocrit. An increase in 

granulocytes, a marked increase in lymphocytes, and a 

decrease in monocytes have also been observed. Arsenic 

exposure can also cause a decrease in hemoglobin and 

erythrocyte levels and a decrease in hematocrit levels. 

These findings emphasize that arsenic exposure can have 

serious effects on hematological parameters. It is 

suggested that royal jelly administration may influence 

these changes and in some cases may be protective 

against arsenic exposure. In particular, royal jelly may 

have the potential to protect the body against toxicity by 

increasing white blood cell count and lymphocyte count. 

Changes in mean platelet volume and platelet count were 

also observed and it is thought that royal jelly may affect 

these changes. Royal jelly may have protective effects 

against sodium arsenite toxicity and has been shown to 

have positive effects on the immune system. However, 

decreases in red blood cells, hemoglobin, and hematocrit 

levels have been noted and further research is needed. 

Further studies are also needed to identify the 

components of royal jelly that contribute to these 

positive effects. 

 

The study did not show significant differences in 

hematologic parameters such as MID, RBC, MCHC, 

MCH, MCV, and PDW. However, decreases in %LYM, 

%MID, HCT, and PLT values and increases in WBC, 

GRA, and %GRA values were observed in all 

experimental groups. These results indicate that royal 

jelly may strengthen the immune system against the 

effects of harmful substances such as arsenic. The study 

also emphasizes the possible protective role of royal jelly 

against toxic effects. This suggests that royal jelly may 

provide positive effects on health and may be a valuable 

complementary food for those aiming to improve health. 

However, further research is needed to determine the 

appropriate royal jelly dosage and to understand the 

mechanisms in more depth. This information highlights 

the potential protective effects of royal jelly and its 

positive effects on the immune system. 
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Abstract: Temperature and irradiance levels are two examples of environmental variables that 

affect the power value produced by photovoltaic panels. Therefore, in order to transfer the 

maximum power value from the PV panel to the load under varying climatic conditions, maximum 

power point tracking (MPPT) algorithms and DC-DC converter topologies are used. In this study, 

the performances of boost converter and CUK converter circuit topologies are investigated under 

variable irradiance and variable load conditions by using a neural network-based MPPT algorithm 

learning particle swarm optimization (PSO). As the first scenario, it is analyzed assuming that the 

temperature and irradiance values coming to the panel are constant. As the second scenario, the 

performance evaluation of the converter topologies according to the current, voltage and power 

parameters is made for the variable load situation. As the last scenario, the difference in the 

irradiance value coming to the panel depending on the sun's condition during the day has been 

examined. Canadian Solar CS6P-250P PV panel is used in the study. 50 kHz is selected as the 

switching frequency. According to the results obtained, it has been observed that the CUK 

converter circuit topology reaches the maximum power point faster than the boost converter circuit 

topology both in dynamic environmental conditions and load change, and the oscillation at this 

point is less. It is aimed to increase the performance of this method, which uses boost converter 

topology and MPPT in the literature, by applying CUK converter topology. 

 

 

Değişken Yük ve İklim Koşulları Altında Müstakil Çalışan PV Sistemleri için CUK 

Dönüştürücü Topolojili PSO Eğitimli Sinir Ağı Tabanlı MPPT 
 

 

Anahtar 

Kelimeler 

Maksimum güç 

noktası takibi, 

Parçacık sürü 

optimizasyon 

tabanlı sinir ağı,  

CUK 

dönüştürücü, 

Yükselten tip 

dönüştürücü 

Öz: PV panellerden elde edilen güç değeri sıcaklık ve ışınım değerleri gibi çevresel faktörlere 

bağlı olarak değişmektedir. Bu nedenle değişen iklim koşullarında PV panelden maksimum güç 

değerinin yüke aktarılması için maksimum güç noktası izleme (MPPT) algoritmaları ve DC-DC 

dönüştürücü topolojileri kullanılmaktadır. Bu çalışmada, parçacık sürü optimizasyonu (PSO) 

öğrenen sinir ağı tabanlı MPPT algoritması kullanılarak, yükselten tip dönüştürücü ve CUK 

dönüştürücü devre topolojilerinin performansları değişken ışınım ve değişken yük koşulları altında 

incelenmiştir. İlk senaryo olarak panele gelen sıcaklık ve ışınım değerlerinin sabit olduğu 

varsayılarak analiz edilmiştir. İkinci senaryo olarak değişken yük durumu için akım, gerilim ve 

güç parametrelerine göre dönüştürücü topolojilerinin performans değerlendirmesi yapılmıştır. Son 

senaryo olarak ise gün içerisinde güneşin durumuna bağlı olarak panele gelen ışınım değerindeki 

farklılık incelenmiştir. Çalışmada Canadian Solar CS6P-250P PV panel kullanılmıştır. 

Anahtarlama frekansı olarak 50 kHz seçilmiştir. Elde edilen sonuçlara göre CUK dönüştürücü 

devre topolojisinin hem dinamik çevre koşullarında hem de yük değişiminde yükselten tip 

dönüştürücü devre topolojisine göre maksimum güç noktasına daha hızlı ulaştığı ve bu noktadaki 

salınımın daha az olduğu görülmüştür. Literatürde yükselten tip dönüştürücü topolojisi ve MPPT 

kullanan bu yöntemin performansının CUK dönüştürücü topolojisi uygulanarak arttırılması 

hedeflenmiştir. 
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1. INTRODUCTION 

 

Due to factors such as technological developments, 

increasing population and developing industry, the need 

for electrical energy is increasing over time. Fossil energy 

fuels, which are used to meet the energy needs, that are of 

primary importance in the development of countries, are 

gradually depleted. The use of fossil energy fuels is 

decreasing day by day due to the harmful gases they emit 

to the environment. Renewable energy sources have been 

used in order to meet the increasing energy demand in 

recent years. The most important advantages of these 

resources are that they are clean, constantly renewable, 

reduce environmental pollution and have low operating 

costs. The most important renewable energy sources used 

today are hydroelectric energy, wind energy, solar energy, 

geothermal energy and wave energy. Solar energy 

systems are preferred because they have no fuel costs, 

contain no moving parts, are resistant to climate changes 

and directly convert solar energy into electrical energy. 

Photovoltaic (PV) panels are the most important part of 

solar energy systems. PV panels are obtained from the 

combination of PV cells. PV panels are connected in 

series or parallel to create an energy system at the desired 

power level. Another important factor affecting the PV 

panel efficiency is the amount of solar irradiance reaching 

to the panel. During the day, the amount of irradiance 

reaching to the panel is reduced in cases such as cloudy 

weather and tree shadows. As a result, the amount of 

power produced decreases and the panel efficiency 

decreases. For these reasons, MPPT algorithms are used 

to increase panel efficiency. MPPT algorithms basically 

try to provide maximum energy to the load by optimizing 

the duty ratio of the DC-DC converters that provide the 

connection between the PV panel and the load. MPPT 

control algorithms are divided into two groups as analog 

and digital control. MPPT is provided with the help of 

conventional controllers by comparing the reference 

voltage and output voltage produced PV panel in analog 

control. In the digital control method, the control signal is 

produced directly by the pulse width modulation (PWM) 

generator. 

 

In both control methods, the aim is to transfer the power 

obtained from the PV panel to the load with the highest 

possible efficiency through optimization algorithms. 

Optimization algorithms are classified as classical and 

metaheuristic. Classical optimization algorithms are 

frequently preferred in real-time applications due to their 

advantages such as simple structure and easy 

applicability. The most used optimization algorithms for 

MPPT applications are perturb and observe algorithm 

(P&O) [1-8], incremental conductance algorithm (INC) 

[9]. MPPT is preferred as analog control method in fuzzy 

logic-based algorithms (FLC) [3,10-11], neural network-

based (NN) [12-16] and machine learning based [17] 

algorithms. Under partial shading conditions, bypass 

diodes cause multiple local maximum points in the P-V 

characteristic. In this case, classical optimization 

algorithms cannot reach the global maximum because 

they follow the local maximum. Metaheuristic 

optimization algorithms are used to increase PV panel 

efficiency. Major metaheuristic optimization algorithms; 

African vulture optimization algorithm (AVOA) [18],  

crow search algorithm (CSA)  [19], butterfly optimization 

algorithm (BOA)  [20], whale optimization algorithm 

(WOA) [21], most valuable player algorithm (MVPA) 

[22], squirrel search algorithm (SSA) [23], shuffled frog-

leaping algorithm (SFLA) [24,25], BAT search [26], 

Harris hawk optimization (HHO) [27], search and rescue 

algorithm (SRA) [28] and particle swarm optimization 

(PSO) [7,29-33]. There are comparisons of some 

metaheuristic optimization algorithms based on 

performance parameters such as complexity, efficiency, 

and convergence time [34,35]. Al-Majidi et al designed a 

feedforward artificial neural network (ANN) for MPPT. 

In order to increase the accuracy of the model designed 

for MPPT, the PSO algorithm is used for the initial 

weights and selection of the best topology. While training, 

irradiance values and temperature values are determined 

as input variables, and power value is determined as 

output variable. In order to prove the accuracy of the 

designed model, a real-time data collection system is 

created. With this system, 48500 data are collected in a 

year on sunny and cloudy days. The suggested approach 

is compared with P&O, FLC, and traditional ANN 

algorithms. The outcomes gained show that the proposed 

strategy is successful. A boost converter topology is 

recommended to raise the input voltage produced by the 

PV panel [36]. In this study, it is aimed to increase the 

performance of the proposed method by applying it to 

amplifying type and CUK converter circuit topologies. 

This paper is structured as follows: PV cell model, boost 

converter, CUK converter, PSO, NN and PSO training 

NN are explained in Sect. 2. The simulation model created 

to compare the performance of the boost converter and 

CUK converter circuit topologies and the results are 

presented comparatively in Sect. 3. Finally, conclusions 

are given is Sect. 4. 

 

2. MATERIAL AND METHOD 

 

2.1. PV Cell Model 

 

PV cells are obtained from the combination of p-n 

semiconductor elements. PV cells are semiconductor 

materials that generate current depending on the 

irradiance value. The most frequently used single-diode 

PV cell model in the literature for modeling PV cells is 

shown in Figure 1 [37]. 𝐼𝑝𝑣  is the current produced by 

light photons, 𝐼𝑑  is the diode current, 𝐺 is the irradiance 

value from the sun, 𝑇 is the temperature value, 𝑉𝑃 is the 

voltage value obtained from the PV panel. In materials 

with a thin film structure made up of extremely thin 

layers, 𝑅𝑝  represents the total of the resistances formed 

between the layers and surrounding the cell, and 𝑅𝑠 

represents the sum of the resistances of the semiconductor 

material forming the cell and the contact resistances 

formed at the junction points of the cells. 
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Figure 1. Single diode PV cell model [16] 

 

The equations for modeling PV panels are given in 

Equations (1-5). 

 

𝐼 = 𝐼𝑝𝑣 − 𝐼𝑑 − 𝐼𝑝  (1) 

𝐼𝑑 = 𝐼0 (𝑒
𝑞𝑉𝑑
𝑘𝑇 − 1) (2) 

𝑉𝑑 = 𝑉 + 𝐼𝑅𝑆 (3) 

𝐼𝑑 = 𝐼0 (𝑒
𝑞(𝑉+𝐼𝑅𝑆 )

𝑛𝑘𝑇 ) (4) 

𝐼 = 𝐼𝑝𝑣 − 𝐼0 (𝑒
𝑞(𝑉+𝐼𝑅𝑆 )

𝑛𝑘𝑇 ) −
𝑉 + 𝐼𝑅𝑆 

𝑅𝑝

 (5) 

 

Where n represents the diode ideality constant, T 

represent for the cell temperature (K), k is the Boltzman 

constant (J/K), q is the electron charge (C) and I0 

represents reserve saturation current (A). Canadian Solar 

CS6P-250P was used as PV panel in the study. The 

features of this panel are given in Table 1. 

 
Table 1. Canadian Solar CS6P-250P 

Parameters Value 

Maximum Power 249.83 W 

Open Circuit Voltage 37.2 V 

Vmp 30.1 V 

Isc 8.87 A 

Imp 8.3 A 

Temperature coefficient of Isc (%/deg.C) 0.063698 

Temperature coefficient of Voc (%/deg.C) -0.3654 

Ncell 60 

 

 
Figure 2. PV system curves at fixed 1000 W/m2 irradiance value 

 

The two most significant factors influencing PV panel 

output power are temperature and irradiance levels. 

Figure 2 shows the voltage dependent variation of the 

output power and current of the Canadian Solar CS6P-

250P PV panel according to the constant irradiance and 

variable temperature values. It is seen that as the 

temperature value increases, the voltage value decreases 

and the power value increases in Figure 2. 

 

Figure 3 illustrates the variation of the output power and 

current depending on the voltage, according to the 

constant temperature and variable irradiance values. As 

can be seen from Figure 3, the current value decreases as 

the irradiance value decreases. In addition, since the 

power value depends on the voltage and current values, it 

is seen that there is a decrease in this value. 

 

 
Figure 3. PV system curves at fixed 25 ֯֯C temperature value 

 

2.2. Boost Converter Model 

 

Step up circuit topologies that transfer the unadjusted DC 

voltage value applied to the input to the output at higher 

levels and adjustable. It is also known as step up 

converter. It operates in two different states depending on 

the open or close state of the switching element. In the 

case of switching is ON-mode, the diode is polarized in 

the opposite direction and shows open circuit property. In 

the case of switching is OFF-mode, the diode is forward-

biased and shows short-circuit characteristics. The boost 

converter circuit topology is shown in Figure 4 [16]. 

 

 
Figure 4. Boost converter circuit topology 

Nomenclature    Abbreviation 

PV Photovoltaic BOA Butterfly optimization algorithm 

MPPT Maximum power point tracking WOA Whale optimization algorithm 

PWM Pulse width modulation MVPA Most valuable player algorithm 

P&O Perturb and observe SSA Squirrel search algorithm 

FL Fuzzy logic SFLA Shuffled frog-leaping algorithm 
P&O Perturb and observe HHO Harris hawk optimization  

INC Incremental Conductance SRA Search and rescue algorithm 

NN Neural networks PSO Particle swarm optimization 
CSA Cuckoo search algorithm ANN Artificial neural network 

BLDC 

AVOA 

Brushless direct current 

African vulture optimization algorithm 

ML Machine Learning 
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The boost converter parameters are determined using the 

following equations. Average output current; 

 

𝐼0 =
𝑃 

𝑉0

  (6) 

Δ𝐼 = (0.05)
𝐼0 𝑉0

𝑉𝑖𝑛

 (7) 

𝛥𝑉 = 𝑉0(0.01) (8) 
 

Inductance; 

 

𝐿 =
𝑉𝑖𝑛 (𝑉0 − 𝑉𝑖𝑛)

𝑓𝛥𝐼𝑉0

    (9) 

 

Capacitance; 

 

𝐶 =
𝑉𝑖𝑛 (𝑉0 − 𝑉𝑖𝑛)

𝑓𝛥𝐼𝑉0

     (10) 

 

The circuit parameters of the boost converter used in 

simulation studies are given in Table 2. 

 
Table 2. The parameters of Boost converter topology 

Parameters Value 

L 1 mH 

Cin and C2 100 µF- 42.5 µF 

RL 30 Ω 

Switching Frequency (f) 50 kHz 

 

2.3. CUK Converter Model 

 

CUK circuit topologies that transfer the DC voltage value 

applied to the input to the output at higher or lower levels. 

Today, CUK converters are used in brushless direct 

current (BLDC) motor driver circuits, renewable energy 

systems and pulse width modulation (PWM) based PV 

systems. The most important difference of CUK 

converters from other converters is the use of capacitors 

for energy transfer. The CUK converter circuit topology 

is shown in Figure 5. 

 

 
Figure 5. CUK converter circuit topology 
 

The following equations are used in the CUK converter 

design given in Figure 5; 

 

Duty ratio; 

 

𝐷 = −
𝑉0

𝑉𝑖𝑛 − 𝑉0

      (11) 

 

Average inductance currents; 

 

 𝑖𝐿1 =
𝑃𝑠

𝑉𝑖𝑛

    (12) 

𝑖𝐿2 =
𝑃𝑠

−𝑉0

  (13) 

Rate of change inductance currents; 

 

𝛥𝑖𝐿1 = 𝑖𝐿1(%10)  (14) 
𝛥𝑖𝐿2 = 𝑖𝐿2(%10)  (15) 

 

Inductances; 

 

𝐿1 =
𝑉𝑖𝑛 𝐷

𝑓𝛥𝑖𝐿1

  (16) 

𝐿2 =
𝑉𝑖𝑛 𝐷

𝑓𝛥𝑖𝐿2

  (17) 

 

Rate of change capacitance voltage; 

 

𝛥𝑉𝑐1 = (𝑉𝑖𝑛 − 𝑉0) 0.01   (18) 
 

Load resistance; 

𝑅 =
𝑉0

2

𝑃
  (19) 

 

Capacitances; 

 

𝐶1 =
𝑉0 𝐷

𝑅𝑓𝛥𝑉𝑐1

  (20) 

𝐶2 =
1 − 𝐷

0.01𝑓28𝐿2

   (21) 

 

where we have; Vin input voltage (V), V0 output voltage 

(V), iL average inductance current (A), D duty ratio, ΔiL 

rate of change inductor current, L inductance (H), C 

capacitance (F), ΔVc rate of change capacitor voltage, R 

load resistance (Ω), f switching frequency (Hz), r ripple, 

rc1 ripple at C1. 

 

Circuit parameters of the CUK converter used in 

simulation studies are given in Table 3. 

 
Table 3. The parameters of CUK converter  

Component Parameters 

 L1 and L2 5.74 µH – 1.59 µH 

 C1 and C2 39.5 µF- 8.36 µF 

 RL 30 Ω 

Switching Frequency 50 kHz 

 

2.4. Particle Swarm Optimization 

 

The PSO algorithm was first developed in 1995 by R.C. 

It was introduced by Eberhart and J. Kennedy. The basis 

of the algorithm is based on the behavior of flocks of 

birds. Swarms are made up of particles. Each particle 

adjusts its position to its best position, taking advantage 

of its previous experience. Afterwards, all particles update 

their position according to the best particle of the swarm. 

This process continues until the goal is reached. In Figure 

6, the flow chart of the PSO algorithm is given. The 

particle velocity and position are shown in the equations 

below. The velocity and position information of the 

particles are calculated according to Equation 22 and 

Equation 23 [31]. 

 

  𝑣𝑘+1
𝑖 = 𝑤𝑣𝑘

𝑖 +  𝑐1𝑟𝑎𝑛𝑑
𝑝𝑖 − 𝑥𝑘

𝑖

𝛥𝑡
+ 𝑐2𝑟𝑎𝑛𝑑

𝑝𝑘
𝑔

− 𝑥𝑘
𝑖

𝛥𝑡
   (22) 

𝑥𝑘+1
𝑖 = 𝑥𝑘

𝑖 + 𝑣𝑘+1
𝑖   (23) 
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Figure 6. PSO flowchart 

 

2.5. Neural-Network Model 

 

The first artificial neural network model was created in 

1943 by W. McCulloch and W. Pitts. In general, neural 

networks have usage areas such as system modeling, 

handwriting recognition, automatic vehicle control, voice 

recognition, fingerprint recognition and meteorological 

interpretation. An artificial neuron is shown in Figure 7. 

 

 
Figure 7. Artificial neuron 

 

2.6. PSO training Neural-Network Model 

 

PSO algorithm is used in training neural networks in order 

to obtain faster training process and convergence time. 

The algorithm is started by choosing a random location 

for each particle. The velocity and position information of 

each particle is updated using Equation 22 and Equation 

23 by creating loops as many as the number of particles. 

Then the Gbest value is updated by comparing it with the 

Pbest values in each iteration. Finally, the algorithm is 

terminated by looking at the stopping criteria. The 

flowchart of NN training with PSO is shown in Figure 8. 

 

 
Figure 8. PSO training NN Algorithm [38] 

 

3. RESULTS AND DISCUSSION 

 

The simulation model shown in Figure 9 was created to 

compare the performances of the boost converter and the 

CUK converter. While creating the simulation model, 

Canadian Solar CS6P-250P was chosen as the PV panel. 

Boost converter and CUK converter circuit topologies are 

utilized as DC-DC converter architectures to raise the 

voltage at the panel output. 30Ω resistive as load, PSO 

trained neural network maximum power point tracking 

(NN MPPT) algorithm is used to optimize the duty ratios 

of converter topologies. The irradiance values were 

determined as 1000 W/m2, 800 W/m2, 600 W/m2, 400 W/m2 

in the first case, constant 700 W/m2 in the second case and 

a trapezoidal function in the last case. Irradiance values 

for different scenarios are shown in Figure 10. 

 

 

 
Figure 10. Irradiance values for a) first and second scenarios, b) third 

scenario 
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Figure 9. Simulation Model 
 

First Scenario: In the first scenario, the irradiance value 

was initially selected as 1000 W/m2 and the converter 

performances were examined by reducing 200W/m2 in 

0.2s intervals. The irradiance value was determined as 800 

W/m2in the 0.2-0.4s time interval, 600 W/m2 in the 0.4-

0.6s time interval and 400 W/m2 in the 0.6-0.9s time 

interval. Irradiance values are chosen as high, medium 

and low irradiance levels and the changes in current, 

voltage and power at these values are investigated. The 

temperature was determined as 25°C fixed values. Figure 

11 shows the time-dependent variation of the load 

currents of the boost converter and CUK converter circuit 

topologies. 

 
Figure 11. Boost converter and CUK converter output currents 
 

In Table 4, the current values of both converters are given 

for the scenario determined above. 

 
Table 4. The performance of Boost and CUK converter topologies 

Time 
Irradiance Value 

Boost 

Converter 

CUK 

Converter 

0-0.2s 1000 W/m2 2.856A -2.88A 

0.2-0.4s 800 W/m2 2.558A -2.58A 

0.4-0.6s 600 W/m2 2.21A -2.24A 

0.6-1s 400 W/m2 1.81A -1.83A 

 

In Figure 12, the change in the voltage values of the boost 

converter topology and the CUK converter topology due 

to the decrease in the irradiance value at certain time 

intervals is shown. 

 

 
Figure 12. Boost converter and CUK converter output voltages 
 

The variation of the load voltage obtained depending on 

the irradiance value with respect to time is given in Table 

5. 

 
Table 5. The performance of Boost and CUK converter topologies 

Time Irradiance 

Value 

Boost 

Converter 

CUK 

Converter 

0-0.2s 1000 W/m2 85.6V -86.5V 

0.2-0.4s 800 W/m2 76.6V -77.5V 

0.4-0.6s 600 W/m2 66.5V -67V 

0.6-1s 400 W/m2 54V –54.5V 

 

In Figure 13, the variation of the power consumed on the 

load connected to the output in DC-DC converter 

topologies according to time is given. 
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Figure 13. Boost converter and CUK converter output powers 
 

In Table 6, the power values transferred to the load for the 

first scenario are shown in comparison. 
 

Table 6. The performance of Boost and CUK converter topologies 

Time Irradiance 

Value 

GMPP Boost 

Converter 

CUK 

Converter 

0-0.2s 1000 W/m2 249.83W 244.5W 249.12W 

0.2-0.4s 800 W/m2 201.56W 196 W 200.5W 

0.4-0.6s 600 W/m2 152.01W 147W 150.6W 

0.6-1s 400 W/m2 101.36W 98W 99.5W 

 

When the results of both converters are examined, it is 

seen that the CUK converter circuit topology reaches the 

MPP point in a shorter time compared to the boost 

converter topology for the first scenario. In addition, it has 

been observed that there is less oscillation in the current, 

voltage and power values of the CUK converter circuit 

topology at the MPP point. The performance criteria such 

as settling time, rise time and oscillation (output power) 

of these two converters are shown in Table 7 

comparatively. 

 
Table 7. Comparison of Boost and CUK converter performance (0-0.2s) 

Performance Metrics 
Boost 

Converter 

 CUK 

Converter 

Settling time (sec) 132 ms  10 ms 

Rise time (sec) 110 ms  5.14 ms 

Oscillation (%)(Power) % 1.78  % 0.22 

 

Second Scenario: In the second scenario, the effect of 

load change on converter performance (current, voltage 

and power) was examined by keeping the irradiance value 

and temperature constant. For this purpose, the irradiance 

value is determined as 700 W/m2 and the temperature was 

determined as 25°C fixed values. The situation where the 

load value changes at intervals of 0.3s has been examined. 

The load value was determined as 20Ω in the 0-0.3s time 

interval, the load value in the 0.3-0.6s time interval as 25Ω 

and the load value in the 0.6s and later time period as 30Ω. 

 

Figure 14 shows the variation of the currents of the boost 

converter and CUK converter circuit topologies for the 

load change situation at certain time intervals. 

 

 
Figure 14. Boost converter and CUK converter output currents 
As the load value connected to the output of the converter 

changes, the current value also changes accordingly. The 

current values obtained for this scenario are shown in 

Table 8. 
 

Table 8. The performance of Boost and CUK converter topologies 

Time Irradiance 

Value 

Load Boost 

Converter 

CUK 

Converter 

0-0.3s 700 W/m2 20Ω 2.98A -2.95A 

0.3-0.6s 700 W/m2 25Ω 2.62A -2.63A 

0.6-1s 700 W/m2 30Ω 2.39A -2.4A 

 

Figure 15 shows the time-dependent variation of the 

output voltages of the second scenario boost converter and 

CUK converter. 

 
Figure 15. Boost converter and CUK converter output voltages 
 

The change in the current value affects the voltage value 

so that the power transferred to the load remains constant. 

The output voltage values of both converters for 700 

W/m2 fixed irradiance value and variable load values are 

given in Table 9. 
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Table 9. The performance of Boost and CUK converter topologies 

Time Irradiance 

Value 

Load Boost 

Converter 

CUK 

Converter 

0-0.3s 700 W/m2 20Ω 58.6V -59V 

0.3-0.6s 700 W/m2 25Ω 65.5V -65.8V 

0.6-1s 700 W/m2 30Ω 71.8V -72.1V 

 

Figure 16 is given for the type converter and the CUK 

converter topology that amplify the time-dependent 

variation of the power dissipated on the load. 

 

 
Figure 16. Boost converter and CUK converter output powers 
 

In Table 10, the power values transferred to the load for 

the second scenario situation are presented. 

 
Table 10. The performance of Boost and CUK converter topologies 

Time 
Irradianc

e Value 

Loa

d 

GMPP Boost 

Converte

r 

CUK 

Converte

r 

0-0.3s 700 W/m2 20Ω 176.941

W 

171.6W 174W 

0.3-

0.6s 

700 W/m2 25Ω 176.941

W 

171.6W 174W 

0.6-1s 700 W/m2 30Ω 176.941

W 

171.6W 174W 

 

It has been observed that the CUK converter circuit 

topology reaches the MPP point quickly for the situation 

where the load value changes at certain intervals, while 

the boost converter topology cannot fully reach the MPP 

point and oscillates more in current, voltage and power 

values. DC-DC converters performance parameters rise 

time, settling time and oscillation (%) for the two 

designed models are given in Table 11. 

 
Table 11. Comparison of Boost and CUK converter performance (0-
0.2s) 

Performance 

Metrics 

Boost 

Converter 

CUK 

Converter 

Settling time (sec) 122 ms 9 ms 

Rise time (sec) 90 ms 4.1 ms 

Oscillation 

(%)(Power) 

% 2.298 % 0.115 

 

Third Scenario: As the last scenario, the difference in the 

irradiance value coming to the panel depending on the 

sun's condition during the day has been examined. In 

order to evaluate this situation, a function whose 

irradiance value changes trapezoidal is chosen. The 

variation of irradiance with time for this scenario is shown 

in Figure 10b. At 700 W/m2, 25 °C, GMPP is 50.027W, 

while for 1000 W/m2, 25 °C, the GMPP is 249.83W. The 

boost converter output power is given in Figure 17. 

 

 
Figure 17. Boost converter output power 

 

The irradiance value was determined as 200 W/m2 in the 

0-1s time interval. In this case, the settling time is 0.123s 

and the output power is 47.5W. In the 1-4s time interval, 

the irradiance value increased linearly. Depending on the 

increase in irradiance, the power value transferred to the 

load also increased. In the case of 1000 W/m2 irradiance 

in the 4-6s time interval, the power value is 244.5W. 

While the irradiance decreases linearly between 6-9s, the 

power value also decreases as the power value changes 

directly proportional to the irradiance. Finally, when the 

irradiance value is considered 200 W/m2 again, the output 

power value is measured as 47.5W. 

 

 
Figure 18. Boost converter output power 
 

The CUK converter output power is seen in Figure 18. 

The output power value transferred to the load in the 0-1s 

time interval was measured as 48W in 0.016s. Figure 18 

shows an increasing power change in response to the 

increasing irradiance value in the 1-4s time interval, and 

a decreasing power change depending on the decreasing 

irradiance value in the between 6-9s. The power is 

249.6W in the between 4-6s. Finally, when the irradiance 

value is considered as 200 W/m2 again, the power value is 

measured as 48W. 

 

4. CONCLUSION 

 

Solar energy systems are the most preferred renewable 

energy source due to their low maintenance costs. In order 

to adjust the output voltage of the PV panel to the desired 

values, booster type and CUK converter topologies are 

used. In this study, the PSO-based NN optimization 

algorithm was applied to both converter topologies. The 

performance of the converters for different scenarios was 

compared according to parameters such as settling time, 

rise time and oscillation. Firstly, DC-DC converter 

topologies for variable irradiance conditions are 

compared and performance criteria are presented. As the 

second scenario, the performance evaluation of the 

converter topologies according to the current, voltage and 

power parameters is made for the variable load situation. 
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In this situation, the CUK converter topology has reached 

its MPP by responding faster to all load change situations. 

Since the angle of incidence of the sun rays cannot reach 

the panels at the same rate during the day, the irradiance 

value is determined as a trapezoidal function in order to 

evaluate this scenario. The performance of the DC-DC 

converters under these scenarios is investigated. It is 

observed that the CUK converter responds faster to 

changes and reaches MPP earlier than the boost converter. 

In studies conducted for three different cases, it is 

observed that the CUK converter reaches the MPP faster 

and oscillates less than the boost converter. 

Matlab/Simulink program is used for simulation studies. 

PSO algorithm is frequently preferred in optimization 

problems due to its advantages such as simple structure 

and easy applicability. In this study, the panel data is 

trained with a neural network based on the PSO 

optimization algorithm. CUK converter circuit topology 

has been applied to this method, which is mostly used with 

boost converter structure in the literature, and it has been 

tried to contribute to the relevant field and successful 

results have been obtained. As a future research, the 

application of different optimization algorithms that have 

not yet been applied in this field to these systems will be 

studied.  
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Abstract: The presence of soil affected by cadmium (Cd) and lead (Pb) and their metals is 

increasing daily. Quinoa is a plant that can grow in harsh conditions due to being a halophyte 

plant. This study was planned to examine the effects of lead and cadmium metals, two of the 

most common metals today, on plant growth, physiology and some biochemical properties of 

quinoa. Within the scope of the study, heavy metal applications were made as 1 control (no 

application), 4 doses of Cd (50, 100, 150 and 200 mg/kg), and 4 doses of lead (500, 1000, 1500, 

2000 mg/kg). In this study, which was carried out in Atatürk University Plant Production and 

Application Center greenhouse conditions, it is observed that the metals applied negatively 

affected the parameters in the plant, and cadmium metal had a more toxic effect than lead metal. 

It is determined that the fresh weight of the plant lost 62% at the Cd 200 level and 45% at the Pb 

2000 level compared to the control group. 
 

 

Kadmiyum ve Kurşun Uygulamalarının Kinoanın (Chenopodium qinoa Willd.) Gelişimi ve 

Fiziksel Yapısı Üzerine Etkisi 
 

 

Anahtar 

Kelimeler 

Kinoa, 

Chenopodium 

quinoa Willd, 

Ağır Metal, 

Kadmiyum, 

Kurşun 

Öz: Cd ve Pb metallerinin etkilediği toprak varlığı her geçen gün artmaktadır. Kinoa halofit bir 

bitki olduğundan  tuzlu topraklarda yetişme kabiliyetine sahiptir. Bu çalışma, günümüzde sıkça 

rastlanan metallerden ikisi olan kurşun ve kadmiyumun, kinoada bitki büyümesi, fizyolojisi ve 

bazı biyokimyasal özelliklerine olan etkilerini incelemek için planlanmıştır. Çalışma kapsamında 

1 kontrol (hiçbir uygulama yapılmayan), Cd 4 doz (50, 100, 150 ve 200 mg/kg), kurşun 4 doz  

(500, 1000, 1500, 2000 mg/kg) olacak şekilde ağır metal uygulamaları yapılmıştır. Atatürk 

Üniversitesi Bitkisel Üretim ve Uygulama Merkezi sera koşullarında yapılan bu çalışmada 

uygulanan metallerin bitkideki parametreleri olumsuz etkilediği, kadmiyum metalinin, kurşun 

metalinden daha toksik bir etkiye sahip olduğu görülmüştür. Bitki yaş ağırlığının Cd 200 

seviyesinde kontrol grubuna göre %62, Pb 2000 seviyesinde ise %45 oranında kayba uğradığı 

tespit edilmiştir. 

 

1. INTRODUCTION 

 

Quinoa (Chenopodium quinoa Willd.) belongs to the 

Chenopodiaceae family, growing in the Andes Mountains 

region of South America [1]. Its extraordinary adaptation 

to climate and soil conditions increases the spreading 

worldwide. It is widely grown worldwide, including 

Europe, North America, North Africa and Asia [2, 3]. The 

chemical and nutritional compositions of quinoa are 

greatly affected by genetic diversity, geographical 

locations and growing environmental conditions [4]. It is 

reported that the number of countries where quinoa grows 

was 8 in 1980 and 40 in 2010, which is more than 100 in 

2021 [5]. Quinoa cultivation in Turkey started in the 

2000s. It was initially a product exported from South 

American countries and sold in luxury markets at high 

prices, but today, it has begun to take place at more 

affordable prices with the spread of domestic production. 
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Studies on identifying and developing suitable varieties 

for Turkey among the quinoa species brought from abroad 

are continuing. Limtar White, the first possible variety for 

Turkey, received production permission in 2016. 

According to unofficial figures, it is estimated that it is 

cultivated in approximately 15 thousand decree areas in 

our country [6]. 

 

Quinoa seeds are used in human nutrition, like bulghur 

and rice, and since it does not contain gluten, they are 

known as a safe food source for celiac patients, a genetic 

disease [7]. The protein content of quinoa seeds is 

between 7.5% and 22.1%, which means that the plant is a 

good protein source [8, 9]. Quinoa is also used as a forage 

plant and in animal nutrition in dry grass and silage form 

due to its ability to be easily ensiled [10]. The straw and 

hay of the plant have been included in the nutrition 

programs of sheep, cattle and horses in South America for 

many years [11]. 

 

Quinoa is known as one of the most essential grains of the 

21st century due to its nutritional and biological properties 

and its resistance to environmental conditions [12]. There 

is particular interest in quinoa due to its ability to adapt to 

harsh conditions, including saline soils, drought and 

stressful environments. The reason why it is resistant to 

arid conditions is that it has a tap root system. [13]. Most 

scientific research on quinoa focuses on its behavior on 

abiotic stresses such as drought and salinity. In recent 

years, many studies have been conducted on this plant's 

harsh temperature conditions and heavy metal stress [14]. 

Some quinoa varieties can accumulate high amounts of 

metal in their leaf tissues even if the soil or environment 

contains a low rate of heavy metal. This situation 

increases the importance of the plant when assessed with 

heavy metal pollution increasing [15]. 

 

Overuse of chemical fertilizers in agricultural activities 

causes the accumulation of potassium, nitrogen, 

phosphorus and some nutrients in the soil. 

Disproportional use of pesticides and chemical fertilizers, 

industrial activities and environmental pollution cause 

heavy metal accumulation. It is reported heavy metal 

pollution affects approximately 235 million hectares of 

arable land worldwide [16]. As seen in all kinds of 

pollution, firstly plants are affected by heavy metal 

pollution [17]. Heavy metals accumulate in soils on the 

surface or at depths near the surface [18]. Heavy metal 

stress conditions negatively affect plant growth, yield and 

productivity. As a result of these adverse effects, the 

plants' metabolic, physiological and biochemical 

properties are involved [19]. These metals, which 

accumulate in plants, enter the food chain, reach other 

living organisms, and can increase toxic levels for human 

health. Each plant has the potential to absorb and 

accumulate heavy metals. Many studies have shown 

variations in metal uptake, even among different 

genotypes of the same plant species [20]. 

Cadmiım and lead are the most known heavy metals. Cd 

enters the human body through the food chain and causes 

serious health problems [21]. The use of cadmium in 

many industrial branches increases the risk of 

contamination of foodstuffs with soil, air and water. It is 

one of the leading metals from agricultural activities [22, 

23]. It causes oxidative stress, growth delay and inhibition 

of plant enzymatic reactions [24, 25, 26]. In addition, it 

causes chlorosis (yellowing) and color change (browning) 

at the root tips and that can cause plant death. 

 

Heavy metals prevent the transportation of nutrients from 

the root to the leaves and branches and negatively affect 

photosynthesis by suppressing chlorophyll biosynthesis 

[27, 28]. Also, some lead is present in plants, but that does 

not mean lead is an essential component in metabolism 

[29]. Increasing its concentration in the soil suppresses the 

growth and development of plants and decreases yield 

[30, 31]. Additionally, Pb negatively affects seed 

germination and suppresses the plant's root development, 

even causing the death of the plant [32, 33, 34, 35]. 

Halophytic plants such as quinoa can be used for cleaning 

soils contaminated with lead and cadmium metals [19]. 

Within the scope of this study, the effects of different 

doses of cadmium and lead metals on plant growth, 

physiology and some biochemical properties of quinoa 

were examined. 

 

2. MATERIAL AND METHOD 

 

The study uses the seeds of the Titicaca variety of quinoa 

(Chenopodium quinoa Willd.). The experiment was 

performed for 9 different applications (control + 4 Cd 

applications + 4 Pb applications) and three replications for 

each. There were two pots in each repetition. It was 

applied in a completely randomized design with 54 

(9x3x2=54) pots. The volume of each pot is 2 liters and it 

was filled with a mixture of garden soil, peat and sand. In 

the control group, heavy metal application was not made.  

Heavy metal applications were performed by four 

different doses of cadmium and lead. Cd dose was 

performed by using CdSO4.8H2O with 50, 100, 150 and 

200 mg/kg. Lead doses were applied using PbNO3 with 

500, 1000, 1500 and 2000 mg/kg. Heavy metals were 

added into the soil mixture in each pot by a homogeneous 

mixture and each incubation period was performed for 

three weeks. Soil and heavy metal concentration rates 

were determined from the literature reviews [36, 37, 38]. 

At the end of the incubation period, 7 seeds were planted 

in each pot with a depth of 1 to 1.5 cm. After the seedlings 

were formed, thinning was done and 4 seedlings were left 

in each pot. The moisture rate of the soil was constantly 

checked and required watering was applied at appropriate 

rates. The potting work was completed in 50 days. 

Afterwards, the following measurements and analyzes 

were made. 

 

2.1. Physical Methods 

 

Within the scope of the study, seedling height (cm) and 

number of leaves are measured. Additionally, fresh and 

dry weights (g) of roots and above-ground plant parts 

were determined. The samples were kept at 68 °C to 

determine the dry weights until they reached constant 

weight. LICOR, LI-3100 model (Lincoln, NE, USA) 

device was used for leaf area measurement and SPAD-

502 model chlorophyllometer (Konica Minolta Sensing, 

Inc., Japan brand) was used for chlorophyll determination. 
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2.2. Electrical Conductivity (EC)  

 

When plants are exposed to stress, the damage usually 

occurs in leaf tissue or cell membranes. The damage rate 

is measured by measuring the electrical conductivity in 

fresh leaf tissues. In this study, two plants were randomly 

selected from each replicate and the youngest leaf on the 

plant was used for electrical conductivity measurement. 

Samples taken from the leaves with a diameter of 1 cm 

were put in 20 ml of pure water and shaken for 24 hours 

and then electrical conductivity was measured [39]. In this 

way, permeability, which also indicates damage in the cell 

membranes, was determined (EC1). Afterwards, the 

samples were put in an autoclave at 121 0C for 20 minutes 

to ensure the complete disintegration of cells and tissues 

and then the second measurement was performed (EC2). 

Finally, the required calculation determines the relative 

electrical conductivity ratio (EC1/ EC2) [39].  

 

2.3. Leaf relative water content (LRWC)  

 

Leaf relative water content (LRWC) was determined 

according to [39].  

 

2.4. Hydrogen Peroxide (H2O2) Analysis 

 

For this analysis, the methods and applications mentioned 

in the studies of Sahin et al. and Caşka Kılıçaslan et al. 

were preferred [40, 41]. The procedures and sequences 

mentioned here were applied to quinoa with minor 

modifications. In this context, firstly, leaf tissues were 

homogenized in 0.1% (w/v) TCA solution on ice and the 

homogenate was centrifuged at 12,000 g for 15 minutes. 

The resulting supernatant was added to the mixture of 10 

mmol l-1 potassium phosphate buffer (pH 7.0) and 1 mol 

l-1 potassium iodide.   Following this process, 

measurements were made at a 390 nm absorbance level. 

Measures made at different intervals were evaluated using 

a standard curve created under appropriate conditions.  

 

2.5. Lipid Peroxidation (Malondialdehit-MDA) 

Analysis 

 

For MDA analysis, the methods mentioned in the studies 

of Sahin et al. and Caşka Kılıçaslan et al. were used [40, 

41]. The leaves were put into the fine powder using liquid 

nitrogen and then leaf extracts were extracted using cold 

ethanol. The obtained crude extracts were centrifuged at 

12,000 g for 20 minutes with heated trichloroacetic acid, 

thiobarbituric acid, butylated hydroxytoluene and a 

supernatant mixture. Then, the mixture was cooled in an 

ice bath and centrifuged again. Finally, measurements 

were made at 400, 500 and 600 nm absorbance values. 

Finally, the MDA concentration is defined with the help 

of a coefficient of 155 mmol L-1 cm-1. 

 

 

2.6. Statistical Assessment 

 

Within the scope of the study, a random parcel trial design 

was preferred and three repetitions were made. SPSS 18 

package program was used to evaluate the results, 

analysis of variance and Duncan's multiple comparison 

test was applied. 

 

3. RESULTS  

 

The effects of cadmium and lead metals at different 

concentrations on quinoa development are presented in 

Table 3.1. The plant height is negatively affected by Cd 

and Pb applications. The results for both metals are 

statistically in the same group. The lowest values for fresh 

and dry weights of plants and roots were determined at the 

highest metal concentrations.   For the Cd 200 level, fresh 

plant weight decreases by 62% compared to the control, 

and for the Pb 2000 level, it reduces by 45%. Heavy 

metals are known to prevent the plant from absorbing 

nutrients from the soil. This situation restricts plant 

growth parameters such as plant and root lengths, number 

of leaves and leaf area [42, 43]. Similar results were 

obtained in our study when compared to previous studies. 

Fresh root weight decreases by 64% and 50% in Cd 200 

and Pb 2000 exposures. Heavy metal deconstructs the 

structure of cell membranes and damages the root 

surfaces, negatively affecting root length [44]. In a similar 

study made on quinoa, root dry weight decreased by 66-

63% in Cd 90 and Pb 150 applications [19]. In another 

study, where the heavy metal concentrations were applied 

to annual grass (Lolium multiflorum Lam.) at the same 

rate, even seed emergence was not achieved with the last 

two doses of cadmium metal, while all seeds emerged 

ultimately in quinoa [45]. 

 
Table 3.1. Effect of Cd and Pb exposure on quinoa development 

Expos

ure 

Plant 

length 

(cm) 

Plant 

fresh 

weight (g) 

Plant 

Dry 

Weight 

(g) 

Root 

Fresh 

Weight 

(g) 

Plant 

Dry 

Weight 

(g) 

Contr

ol 

9,350±1,3

43a 

1,910±0,4

95a 

0,300±0,1

41a 

0,145±0,0

07bc 

0,100±0,0

14b 

Cd 50 9,433±1,1

01a 

1,600 

±0,150ab 

0,227±0,0

28ab 

0,120±0,0

17de 

0,097±0,0

06b 

Cd 

100 

9,233±1,6

92a 

1,300±0,2

36bc 

0,153±0,0

25bc 

0,110 

±0,100e 

0,083±0,0

06b 

Cd 

150 

10,400±2,

007a 

1,397±0,5

06abc 

0,163±06

0bc 

0,087±0,0

06f 

0,067±0,0

06bc 

Cd 

200 

9,133±0,9

24a 

0,723 

±0,171d 

0,117±0,0

28c 

0,053±0,0

06g 

0,027±0,0

06d 

Pb 

500 

9,667±1,0

69a 

1,583± 

0,231ab 

0,167± 

0,035bc 

0,170±0,0

10a 

0,103±0,0

06b 

Pb 

1000 

10,500±0,

854a 

1,677±0,1

40ab 

0,200±0,0

17bc 

0,157 

±0,012ab 

0,867±0,0

57a 

Pb 

1500 

9,833±0,4

16a 

1,407±0,0

86abc 

0,177±0,0

06bc 

0,134±0,0

06cd 

0,080±0,0

10b 

Pb 

2000 

9,734±0,3

21a 

1,057±0,2

06cd 

0,140 

±0,026bc 

0,073±0,0

23fg 

0,040±0,0

10cd 

 

There is no statistical difference between the means 

shown with the same letter given. The effects of lead and 

cadmium applications on the number of leaves in quinoa 

are shown in Table 3.2. The leaf area of the control group, 

which is 12,750, decreased to 9,667 for cadmium 200 

(24% decrease). It is reported that heavy metals 

decompose the chloroplast structure and thus reduce the 

chlorophyll content of plants. However, it also negatively 

affects stomatal conductance in plants, preventing the 

continuity of the photosynthesis process and reducing 

water consumption. As a result, yield and product quality 

are also negatively affected [46]. Although the amount of 

chlorophyll in some applications decreases in this study 

compared to the control group, it is included in the same 
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statistical group (Table 3.2). Leaf area decreases with the 

increase in heavy metal. At the highest dose of cadmium, 

the leaf area had the lowest value among all samples 

(42,570 cm2/plant). Lead applications negatively affect 

the leaf area, and the results of Pb 1500 and 2000 

applications were in the same statistical group. Electrical 

conductivity increases with heavy metal applications, and 

LRWC value decreases. The decrease in LRWC value 

may be due to heavy metal-induced reductions in 

hydraulic conductivity [47].  

 
Table 3.2. Effects of Cd and Pb exposure on physical properties 

Expo

sure 

Leaf 

Number  

(for each 

plant) 

Chlorop

hyll 

(SPAD) 

Leaf area 

 

(cm2/plant

) 

EC 

 (%) 

LRWC 

(%) 

Contr

ol 

12,750±0,

636ab 

43,400±1

,697a 

98,640±13,

641a 

54,815±4

,772c 

82,745±4,

433a 

Cd 50 13,533±0,

585a 

42,367±3

,564a 

76,163±19,

247abc 

65,153±5

,505b 

80,837±1,

385a 

Cd 

100 

10,800±2,

066bc 

39,00±6,

090a 

67,090±12,

588abc 

72,050±1

,516a 

72,923±1,

414bc 

Cd 

150 

11,600±1,

558abc 

42,20±1,

509a 

74,907±21,

010abc 

72,170±1

,607a 

68,760±1,

711d 

Cd 

200 

9,667±1,2

42c 

40,767±5

,670a 

42,570±3,7

12c 

73,843 

±3,112a 

63,837±2,

169e 

Pb 

500 

10,900±1,

015bc 

41,90±3,

650a 

77,503±16,

840abc 

65,593±0

,115b 

76,790±2,

931b 

Pb 

1000 

12,300±1,

277ab 

43,734±2

,040a 

89,510 

±18,312ab 

71,970±1

,573a 

69,260±1,

905cd 

Pb 

1500 

11,267±0,

058abc 

40,334±6

,407a 

58,313±11,

553bc 

73,827±0

,769a 

66,537 

±2,188de 

Pb 

2000 

12,734±1,

021ab 

42,267±2

,532a 

63,397±28,

080bc 

74,736±0

,788a 

63,863±1,

824e 

*There is no statistical difference between the means shown with the 

same letter given 

 

The effects of Cd and Pb on H2O2 and MDA values are 

presented in Table 3.3.   As can be seen from the table, an 

increase in H2O2 and MDA enzyme activities is observed 

as a result of heavy metal applications. H2O2 activity, 

which is 89,400 in the control group, increased to 136.,00 

mmol/kg with Cd application. Higher values were 

obtained in Pb applications than in the control, except for 

the Pb 500 application. Pb 1000 and Pb 2000 applications 

were stayed in the same statistical group. The type of 

stress factor varies depending on many factors such as the 

processes occurring in the plant and the type of plant [48]. 

As the ratio of applied Cd and Pb elements increases, the 

MDA content in quinoa rises steadily. The enzyme 

activity known as malondialdehyde (MDA) varies 

depending on the type and severity of stress [49]. In a 

study investigating the effects of drought stress on quinoa, 

it is reported that, due to the increase in the stress factor, 

root length, root fresh-dry weight and chlorophyll amount 

in plants decreases compared to the control group, the 

MDA value increases by 82% [50]. Researchers attributed 

these results to the severe damage caused by heavy metal 

stress in plant cells [51]. 

 
Table 3.3 Effect of Cd and Pb on enzymes of quinoa 

Exposure    H2O2 (mmol kg-1) MDA (nmol g-1) 

Control 89,400± 23,416bc 5,876± 0,655ab 

Cd 50 122,533± 11,582ab 6,367± 1,787ab 

Cd 100 122,700± 13,323ab 6,334± 0,631ab 

Cd 150 135,933± 22,982a 6,627± 0,340ab 

Cd 200 136,00± 24,093a 7,107 ± 0,304a 

Pb 500 75,166± 20,004c 5,467 ± 0,093b 

Pb 1000 109,133± 28,916c 5,573± 0,466b 

Pb 1500 125,300± 4,479ab 6,474± 0,271ab 

Pb 2000 115,833± 11,202a 6,850± 0,685ab 

*There is no statistical difference between the means shown with the 

same letter given 
 

As it is known, plants exposed to some environmental 

effects or stresses are treated differently. The most 

common of these is some reactive oxygen species 

accumulation in plant tissues [41]. Some free radicals 

resulting from oxidative stress provoke lipid peroxidation 

in the cell membrane, leading to malondialdehyde (MDA) 

formation. Many scientific studies address this issue and 

investigate possible harms and treatments [52, 53, 40, 55]. 

This study observed that both H2O2 and MDA levels 

increased significantly due to the Cd and Pb heavy metal 

stress applied. This situation can be expressed as an effort 

to adapt quinoa to current conditions to reduce the harmful 

effects of relevant heavy metals or eliminate these effects. 

Some studies have reported that quinoa plants exposed to 

heavy metals or different stresses have effective 

mechanisms in these and similar ways [56, 57, 58].  

 

4. CONCLUSION 

 

The results showed that quinoa was negatively affected by 

Pb and Cd metals in all parameters, and its toxic effect 

increased depending on the increase in concentration. 

Seed germination occurred at all concentrations of both 

metals. Cd had a more toxic effect compared to Pb metal. 

Quinoa has a defense mechanism against heavy metals by 

increasing enzyme activity. More detailed studies are 

needed to understand the defense mechanism of quinoa, 

which is known to be resistant to abiotic stresses. 
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Abstract: Upland cotton is the most widely cultivated among cotton species and is the best 

natural fiber source for the textile industry. However, abiotic stress, particularly drought 

stress, adversely affects important cotton planting regions. This study uses phenotypic 

drought markers to ascertain the tolerances of some advanced cotton lines under the limited 

irrigation conditions obtained from the drought-tolerant variety development breeding 

program. The study was conducted according to the completely randomized design with 

three replications. A total of 16 genotypes were used, with fourteen lines selected from the 

F2 segregation stage of the drought-tolerant variety breeding program, and two varieties used 

as control varieties. Variance analysis (ANOVA) was conducted, and the results revealed 

highly significant variations between the means (P<0.01). The highest root length (RL, 46 

cm) was recorded in the Aras 24 genotype, while the lowest was in Aras 28 (15 cm). Aras 

40 showed the highest root weight (RW, 0.241 g) value, followed by Aras 24 (0.210 g) and 

TEX (control 0.206 g). The lowest RW values were seen in Aras 28 (0.086 g) and Aras 29 

(0.089 g). Regarding lateral fresh weight (LFW), Aras 28 recorded the lowest (0.019 g), 

while Aras 24 recorded the highest value (0.088 g). Lastly, Aras 41 showed the highest 

relative water content (RWC) value of 92%, followed by Aras 38 (89) and TEX (76). In 

conclusion, if the breeding program is continued with Aras 41, Aras 40, and Aras 24 

varieties, it will significantly contribute to the goal. 
 

 

Bazı Upland Pamuk (Gossypium hirsutum L.) Pamuk Genotiplerinin Su Noksanlığı Stresi 

Altında Toleranslıklarının Görüntülenmesi 
 

 

Anahtar Kelimeler 

Kuraklık toleransı,  

Pamuk, 

kümelenme,  

Morfolojik 

özellikler,  

Stres faktörleri 

 

Öz: Upland pamuğu bütün pamuk türleri arasında en fazla yetiştiriciliği yapılan pamuk 

türüdür ve tekstil endüstrisi için en iyi doğal lif kaynağıdır. Ancak, özellikle kuraklık stresi 

gibi abiyotik stres faktörü pamuk yetiştirilen alanları olumsuz yönde etkilemektedir. Bu 

çalışma, kuraklığa dayanıklı çeşit geliştirme ıslah programından elde edilen bazı ileri pamuk 

hat ve genotiplerinin kısıntılı sulama koşulları altındaki toleranslarını belirlemek için 

fenotipik kuraklık markörlerinden yararlanılarak yürütülmüştür. Araştırma tesadüf parselleri 

deneme desenine göre 3 tekerrürlü olarak yürütülmüştür. Kuraklığa toleranslı çeşit 

geliştirme programının F2 segregasyon aşamasından seçilen on dört adet hat, iki çeşit de 

kontrol olmak üzere 16 genotip kullanılmıştır. Varyans analizi (ANOVA) sonucunda 

ortalamalar arasındaki farklılıklar önemli bulunmuştur (P<0.01). En yüksek kök uzunluğu 

(RL) Aras 24 genotipinde (46 cm), en düşük kök uzunluğu (RL) değeri ise Aras 28 (15 

cm)’de kaydedilmiştir. Aras 40 en yüksek Kök ağırlığı (RW) (0.241 g) değerini göstermiş ve 

bunu Aras 24 (0.210 g) ve TEX (0.206 g) kontrol çeşidi takip etmiştir. En düşük RW değeri 

ise Aras 28 (0.086 g) ve Aras 29 (0.089 g) genotiplerinde görülmüştür. Lateral taze ağırlığı 

(LFW) ise en düşük değer Aras 28 (0.019 g), en yüksek değer Aras 24 (0.088 g) genotipinde 

kaydedilmiştir. Aras 41 genotipi en yüksek bağıl su içeriği (RWC, 92) değerini göstermiş ve 

bunu Aras 38 (89) ve TEX (76) kontrol çeşidi takip etmiştir. Sonuç olarak, kuraklığa karşı 

tolerant çeşit geliştirme ıslah programına Aras 41, Aras 40 ve Aras 24 ile devam edilmesi 

halinde bu ıslah programının başarıya ulaşmasında önemli katkılar sağlayacağı anlaşılmıştır.  
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1. INTRODUCTION 

 

Upland cotton (Gossypium hirsutum L.) with 

allotetraploid (2n=4x=52; AADD) genome is one of 

the most important field crops in the world [1]. Since it 

is the largest source of natural fiber consumed 

worldwide, it meets approximately 90% of the world's 

cotton production [2]. In addition to being an oil plant 

in terms of oil obtained from its seeds, it also provides 

raw materials for many industries. It constitutes the 

primary source of income for millions of people. Due 

to drought around the world, cotton production in the 

last five years has decreased from 13,960 million bales 

to 11,935 million bales, resulting in a decrease in 

production by approximately 14% [3]. Although the 

cotton plant (Gossypium spp.) has a higher tolerance to 

abiotic stress factors such as drought than other 

important industrial field crops, profound decreases are 

observed in its yield when exposed to drought stress 

for a long time [4]. 

 

High temperatures caused by global warming increase 

evaporation.". This leads to the induction of water 

stress in the cotton plant.It causes the cotton plant to 

enter into water stress. Without water, it becomes 

imperative to turn to many alternatives. Considering 

the importance of reducing the expenses of the 

enterprises, it is seen that the breeding studies to be 

carried out to increase the tolerance of water stress, 

which is one of the biggest problems in the cultivation 

of cotton plants, are of critical importance. Due to the 

narrow genetic diversity in the Upland cotton species, 

it is challenging to select varieties for cultivars with 

high drought stress tolerance [5]. 

 

Genetic diversity consists of allelic variations of genes; 

differences in the plant genome sequence are the result 

of the reflections in the phenotype as a result of factors 

such as changes in the gene pool and population of the 

cotton species [6]. The drought resistance of plants can 

be followed by morphological characteristics [7]. Saad 

et al. [8] investigated the relationship between 

morphophysiological selection and linkage among 

traits in a study on cotton. The narrowing genetic 

diversity of Upland cotton in various ways makes it 

difficult to be successful in intraspecies crossing 

studies. Studies have shown that the selection of the 

varieties that will participate in the variety 

development breeding program as parents among the 

commercial varieties increases the success of the 

crossbreeding breeding program to be carried out for 

the variety breeding since the commercial varieties 

have high values in terms of agronomic and 

technological parameters, that is, they have high allele 

frequency [9].  

 

Since the seedling period is the most sensitive period 

of cotton, it is a critical period for the following growth 

stages, when drought stress is most evident [10]. 

Various parameters are used to evaluate the reactions 

of cotton genotypes to drought stress during the 

seedling period. Parameters such as root length (RL), 

excised leaf water loss, root weight (RW), leaf area 

(Leaf Area, LA), stomatal conductivity and density, 

number of lateral roots (LNR), and relative water 

content (RWC) are the extensively used to assess the 

drought tolerance of plants [11]. Again, to understand 

the genetic potential and performance of the plant 

under drought stress during the seedling period, besides 

the root system-related parameters, morphological 

characters [12], cotton seedling period characters [13], 

seed germination characters [14], and relative growth 

rate [15].  are used.  

 

 This study aims to determine the tolerances of some 

advanced cotton lines under the deficit irrigation 

conditions obtained from the drought-tolerant variety 

development breeding program using morphological 

drought markers such as germination rate (%) fresh 

lateral weight (LFW) and Relative Water Content 

(RWC), Root length (RL), and Root weight (RW). 

These parameters were used to determine the tolerance 

level and genotypes of the cotton lines to facilitate the 

decision regarding which genotype to choose to 

continue with the breeding program. 

 

2. MATERIAL AND METHOD 

 

2.1. Plant Materials and Climatic Parameters 

 

In the experiment, 14 genotypes provided from STAR 

SEED company (www.startohum.com) of Upland (G. 

hirsutum L.) cotton genotypes obtained from the F2 

segregation stage of the variety development breeding 

program against drought were used as plant material. 

As control varieties, TEX and Beyaz Altın 119 (BA-

119) commercial varieties were used, which are not 

only tolerant to drought stress, but also have wide 

adaptability, are highly productive, and are intensively 

planted in the Southeastern Anatolia region, one of the 

regions where cotton cultivation is done in Turkey. 

 
Table 1. The long-term climatic parameters for all months in the province of Bingol (URL 1, 2022) 

Long-term climate data of Bingol province (1927-2021) 

 MONTHS 

  1 2 3 4 5 6 7 8 9 10 11 12 Annual 

Average Temperature (°C) -2.3 -1.1 4.2 10.8 16.3 22.0 26.7 26.5 21.3 14.2 6.8 0.6 12.2 

Average Maximum Temperature (°C) 2.3 3.9 9.5 16.7 22.9 29.4 34.6 34.7 29.8 21.6 12.6 5.1 18.6 

Average Lowest Temperature (°C) -5.9 -4.9 -0.1 5.8 10.2 14.7 19.0 18.7 13.6 8.3 2.2 -2.8 6.6 

Average Sunbathing Time (hours) 3.4 4.4 4.9 5.5 7.1 9.1 9.4 9.0 8.1 6.1 4.5 3.2 6.2 

Average Number of Rainy Days 1.10 1.9 1.12 1.12 1.12 1.3 1.1 1.1 1.3 8.8 1.8 1.10 95.1 

Average Monthly Total Rainfall (mm) 140.4 128.7 129.8 116.4 76.2 20.6 7.0 4.2 12.6 66.2 106.1 136.4 944.6 

Highest Temperature (°C) 13.3 16.2 22.3 30.3 33.9 38.0 42.0 41.3 37.8 32.1 25.5 22.8 42.0 

Lowest Temperature (°C) -23.2 -21.6 -20.3 -9.2 1.0 3.5 8.8 7.8 4.2 -2.4 -15.0 -25.1 -25.1 
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2.2. Method 

 

2.1.1. Calculation of germinating percentages 

 

Humus soil taken from forest areas was used to prepare 

the seedbed. By making three holes in the bottoms of 5-

liter pots, the water given to them remained in the root 

zone, preventing the genotypes from being exposed to 

physiological drought stress. Drought-tolerant Ba 119 

and TEX were used as control cultivars in the 

experiment, which was established with three 

replications according to the completely randomized 

design. 

 

The pots experiment involved thoroughly watering all 

pots until they reached a field capacity (800 m L-1, 

utilizing the following formula to determine field 

capacity. 

 

Field capacity= (Weight of soil at maximum water 

holding-weight of oven-dried soil)/weight of oven-dried 

soil) (Junker et al., 2015). 

 

To reach the field capacity, 800 m L-1 water was given to 

the plants during sowing (100% field capacity, Control). 

25 days after sowing (DAS), all plants germinated and 

emerged, drought stress treatments were started to be 

applied. These treatments included slight drought at 75% 

field capacity (600 m L-1), moderate drought at 50% 

field capacity (400 m L-1), and severe drought at 25% 

field capacity (200 m L-1). 

 

The trial, which was established on Jul 30, 2022, in 

Turkey-Bingöl Genç (Coordinates: 38 ° 442 58" N and 

40 ° 32' 11" E), was terminated on September 20 (52 

days).  

 

was terminated. Observations were made for the 

genotypes’ germination percentages (%) 15 days after 

sowing using the formula mentioned below: 

 

Germination percentage (%) =
Germinated seeds

Total seeds
𝑥100 

 

Measurement of relative water content: Root weight (g) 

and Lateral fresh weight (g) were directly measured on a 

precision balance. After the experiment was terminated, 

the root length (cm) was measured without damaging the 

roots. The following formula was used to obtain the 

Relative Water Content (RWC) value: 

 

Relative Water Content (RWC) =
(FW−DW)

(TW−DW)
x100 [16] 

 
FW is fresh weight, DW is dry weight while TW is 

Turgid weight. 

 

Fresh weights of 0.6 cm radius discs cut from leaves of 

each genotype were weighed for turgid weight 

approximately four days after the last exposure to 

drought stress. These were placed in Petri dishes filled 

with distilled water (dH2O), and turgid weights were  

measured after 4 hours. After this stage, the leaf discs' 

dry weights were measured at 60 °C in the oven, and the 

Relative water content (RWC) values were calculated. 

 

2.3. Statistical Analysis 

 

The means of morphological markers that reflect drought 

stress in phenotype, such as root length (RL), root 

weight (RW), lateral fresh weight (LFW), and relative 

water content (RWC), were compared using analysis of 

variance (ANOVA) to assess the significance of the 

differences. The means were compared with the Least 

Significant Difference (LSD) test at the p<0.05 

significance level. The phylogenetic tree was built using 

the means of drought-related morphological traits based 

on the kinship of genotypes using JMP 17.0 (JMP®, 

Version <17>. 

 

3. RESULTS AND DISCUSSIONS  

 

The majority of breeding programs primarily select 

cotton with high seed yield and fiber quality under ideal 

field conditions. The environmental factors effect, which 

results in low heritability of seed yield and yield 

parameters [18], however, means that the response to 

selection is low under inappropriate conditions. 

Additionally, there are unfavorable correlations between 

yield and fiber quality traits. In order to simultaneously 

increase yield and fiber quality, it is crucial to screen 

cotton for drought tolerance under field conditions. This 

is because of other abiotic stress factors, such as heat, 

salt, and biotic stresses, can also have an impact on the 

results. Although it is more practical to screen a large 

collection of germplasm at the seedling phase in a 

greenhouse [19], the true value of a genotype must be 

evaluated in the field before being used in breeding for 

drought tolerance. Utilizing a small part of genotypes 

from one to some cultivars and breeding lines, efforts 

have been made to develop cotton under drought 

conditions so far [20, 21, 22]. 

 

A large genetic and breeding population for drought 

tolerance was only briefly evaluated in a few studies [23, 

24, 25, 26]. However, research on how drought stress 

effects cotton yield at the crucial seedling stage is 

lacking.  Therefore, the cotton seeds of advanced 

genotypes under water-stressed conditions were 

measured to calculate various sensitivity and tolerance 

indices to investigate suitable stress resistance indices 

for screening of cultivars under drought.  

 

As a result of the analysis of variance performed at a 

95% confidence level, the differences between 

genotypes for all phenotypic markers were found to be 

very significant (P<0.01), except for the lateral root 

weight. Accordingly, while the highest germination rate 

(%) was recorded in the Aras 30 (90%) genotype, the 

lowest germination rate was observed in the Aras 24 

(40%) genotype.  
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Figure 1. G. hirsutum L. Morphological structure of roots and root lengths 

 

Genotypes Germination, Percent (%), Root Length (RL) 

seedling stage is lacking.  Therefore, cotton seeds of 

advanced genotypes under water-stressed conditions 

were measured in order to the highest average root 

length was Aras 24 (46 cm), while the lowest was Aras 

28 (15 cm).  Regarding root length, the mean for all the 

genotypes was 27 cm.  A root length above the average 

was obtained in half of the genotypes.  In contrast, a root 

length close to the average was obtained in the other half 

(Table 2, Fig. 1). A replication of the Aras 24 genotype 

resulted in 52 cm of taproot length (Fig.  1). Zahid et al. 

[27] observed an average Root length of 5.163 cm in 

their trials in which they investigated the reactions of 23 

cotton genotypes to drought stress during the seedling 

period. They obtained a lower average root length 

compared to our study because the cotton plant 

terminated the experiment when it reached the level of 4 

true leaves. Studies have shown that the deep root 

system increases drought tolerance, improves water and 

nitrogen uptake from the soil, and reduces Axial root and 

lateral branching, which puts an extra load on the plant 

under drought stress [28].  
 

Table 2. The means of some drought traits of Upland cotton species 

GENO. GP RL RW LFW RWC 

Aras 21 77ad 32bc 0.132bc 0.024c 0 

Aras 22 67ad 27be 0.119c 0.056bc 65ac 

Aras 24 40d 46a 0.210ab 0.088ab 42bc 

Aras 25 43cd 33bc 0.147bc 0.024c 42bc 

Aras 28 87a 15f 0.086c 0.019c 47bc 

Aras 29 47bd 24cf 0.089c 0.029bc 42bc 

Aras 30 90a 18ef 0.095c 0.056bc 62ac 

Aras 36 73ad 19df 0.118c 0.026c 36cd 

Aras 37 80ac 29be 0.085c 0.047bc 70ac 

Aras 38 83ab 26bf 0.113c 0.048bc 89a 

Aras 39 80ac 25cf 0.131bc 0.059bc 68ac 

Aras 40 60ad 37ab 0. 241 a 0.084ac 74ac 

Aras 41 70ad 30bd 0.159ac 0.036bc 92a 

Aras 42 70ad 22cf 0.135bc 0.057bc 41bc 

Ba 119 73ab 22cf 0.160ac 0.067bc 62ac 

TEX 83ab 29be 0.206ab 0.087ab 76ab 

Mean 70 ad 27be 0.13bc 0.079ac 56 

 

The highest root weight was measured in the Aras 40 

genotype with an average of 0.241 g, followed by Aras 

24 (0.210 g) and control variety TEX (0.206 g). In the 

experiment, where the mean root weight of all genotypes 

was measured as 0.13 g, the lowest average root weight 

was observed in the Aras 28 (0.086 g) and Aras 29 

(0.089) genotypes, respectively. Some plants, such as 

cotton, try to reach deep or distant waters by developing 

their root systems in the first stages of drought stress. 
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Developing the root system in field crops is possible not 

only by root length but also by increasing root weight, 

number of laterals, and root density per plant. Although 

the cotton plant develops a root system that is 10 times 

the length above the ground under drought stress in the 

first place, it shows that the root system weakens over 

time under long-term drought stress [29]. In addition, 

stomata, which close in order to minimize water loss in 

water deficiency, will reduce the uptake of CO2, which is 

a component of photosynthesis, so the rate of 

photosynthesis decreases and the growth of cotton 

decreases and as a result, the yield decreases [30]. Riaz 

et al. [31] conducted a 52-day experiment to monitor 

drought stress using forward-line genotypes in 

greenhouse conditions. As a result of the experiment, 

they stated that the new genotypes' root weight (RFW, 

Root fresh weight) varied between 0.39 and 0.57 g. 

Although parallel to our study, their superior root weight 

can be associated with the stabilization of humidity and 

temperature under controlled conditions or the frequency 

of irrigation. 

 

 
Figure 2.The Phylogenetic Tree of Upland cotton genotypes under 

drought-stress using JMP 17.0 ver. Software 

 

Genotypes were divided into two main clusters, as seen 

in Fig. 2. While Aras 24, Aras 40, Aras 41, and control 

variety TEX were clustered in the first cluster, the 

remaining genotypes formed a separate cluster. They 

were divided into two sub-clusters among themselves. 

Genotypes close to a common ancestor come together in 

the same cluster, while genotypes far from each other in 

origin are classified in clusters far from each other.  

 

While the number of lateral roots provides the 

opportunity to take water and nutrients by spreading over 

a vast extent in the root area, the weight of the lateral 

roots tries to increase tolerance to drought stress by 

storing Glucose (C6H12O6) compound in the roots when 

the cotton plant starts to experience water stress. In this 

study, Aras 24 showed the highest (0.088 g) LFW, 

followed by TEX with a 0.087 g average.  

 

In the experiment in which the lateral fresh weights 

mean of the genotypes were calculated as 0.079 g, the 

lowest average was followed by Aras 28 with an average 

of 0.19 g and Aras 25 and Aras 21 genotypes with an 

average of 0.024 g. 

 

 
Figure 3. Screening the drought effects of G. hirsutum L. Cotton 

genotypes. 

 

The water content in the leaves is one of the essential 

drought indicators showing the drought stress tolerance 

of the cotton plant. Generally, plants with high leaf water 

content are drought-tolerant [32]. Fig. 3 shows G. 

hirsutum L. cotton genotypes being screened for their 

drought resistance. Relative Water Content (RWC) 

content should be mentioned because Aras 21 genotype 

dries up at the last stage of the limited irrigation 

application in the experiment. However, while Aras 41 

genotype showed the highest value with an RWC of 92 

%, Aras 38 (89%) and control variety TEX (76%) 

followed it. The lowest value was measured in Aras 36 

(36%) genotypes, followed by Aras 42 (41%), Aras 24 

(42%), and Aras 25 (42%) genotypes. The average RWC 

values of all genotypes were recorded as 56 % (Table 2). 

Similar RWC values have been found by Akbar and 

Hussain [33] and Eid et al.[34]. The RWC value 

decreases under long-term water stress (Ullah et al., 

2012) [35]. 

 

4. CONCLUSION 

 

The current study's analysis of morphological parameters 

such as RW, RL, LFW, and RWC allowed for the 

conclusion that these indices serve as the most accurate 

predictors of yield in drought-stressed environments. 

The genotypes that exhibited high values for the 

parameters mentioned above were capable of producing 

high yields under stress environments. 

 

As a result, it has been observed that if the cultivar 

development breeding program is continued with Aras 

41, Aras 40, and Aras 24 varieties, it will significantly 

contribute to the goal. The genotypes that are promising 

under drought stress need to be planted in uncontrolled 

field conditions for a more comprehensive evaluation. 
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Abstract: Due to its high-water content, milk is an important source of different microbial 

contents, especially lactic acid bacteria. This study aims to isolate and identify lactic acid bacteria 

from raw milk samples collected from Erzurum and its surroundings, and to introduce possible new 

species, or genera, to the taxonomy. For this purpose, DNAs of pure bacterial cultures obtained 

from 50 raw milk samples were isolated, isolates that differed from each other were selected by 

rep-PCR. A total of 11 different species and subspecies [Corynebacterium casei, Enterococcus 

italicus, E. durans, Lactococcus lactis, Lactococcos lactis subsp. lactis, Lactococcos lactis subsp. 

hordniae, Lactobacillus paracasei, Leuconostoc lactis, Staphylococcus succinis, Streptococcus 

parauberis and S. uberis] were determined in raw milk samples by 16S rRNA sequence analysis. It 

was concluded that the (GTG)5-PCR method was more successful than BOX-PCR in the 

identification of lactic acid bacteria isolated from raw milk samples at a species and subspecies 

level, and the isolate TS10, which was 98% similar to S. uberis, maybe a new species and should be 

re-examined with advanced diagnostic techniques. 

 

 

 

Erzurum Yöresinden Toplanan Çiğ Süt Örneklerinden Laktik Asit Bakterilerinin İzolasyonu, 

İdentifikasyonu ve Moleküler Karakterizasyonu 
 

 

Anahtar 

Kelimeler 

Çiğ süt,  

Laktik asit 

bakteri, 

İdentifikasyon, 

rep-PCR,  

16S-rRNA 

sekans analizi 

 

Öz: Süt, sahip olduğu yüksek su aktivitesi nedeniyle başta laktik asit bakterileri olmak üzere, farklı 

mikrobiyal içerikler açısından önemli bir kaynaktır. Bu çalışmada Erzurum ve çevresinden toplanan 

çiğ süt örneklerinden, laktik asit bakterilerinin izolasyonu, identifikasyonu ve olası yeni tür veya 

cinslerin taksonomiye kazandırılması hedeflenmiştir. Bu amaçla, Erzurum ve ilçelerindeki 

üreticilerden toplanan 50 adet çiğ süt örneğinden elde edilen saf bakteri kültürlerinin DNA’ları 

izole edilerek, rep-PCR ile birbirinden farklı olan izolatlar seçilmiş ve 16S rRNA sekans analizi ile 

çiğ süt örneklerinde 11 farklı tür ve alt-türün [Corynebacterium casei, Enterococcus italicus, E. 

durans, Lactococcus lactis, Lactococcos lactis subsp. lactis, Lactococcos lactis subsp. hordniae,  

Lactobacillus paracasei, Leuconostoc lactis, Staphylococcus succinis, Streptococcus parauberis ve 

S. uberis] varlığı tespit edilmiştir. İncelenen çiğ süt örneklerinden izole edilen laktik asit bakterinin 

tür ve tür altı düzeyde identifikasyonunda (GTG)5-PCR yönteminin, BOX-PCR’a göre daha başarılı 

olduğu, %98 oranında S. uberis’e benzerlik gösteren TS10 kodlu izolatın yeni tür olabileceği ve 

ileri tanı teknikleri ile yeniden incelenmesi gerektiği sonucuna varılmıştır.  

 

1. INTRODUCTION 

 

People need high-quality foods with high nutritional 

value to sustain their essential activities. The most 

preferred and first thing that comes to mind is milk and 

dairy products. “Raw milk” is defined as milk that is 

milked from the animal at certain intervals, from which 

no components are removed, or any other substance is 

added, and which is not subjected to any prior 

processing, such as being sent to a factory to be 

processed [1]. 

 

Milk is a nutriment that has a key position in the 

nutrition process, containing high-quality protein, 

minerals such as calcium, phosphorus and zinc, and 

vitamins such as carotenoids, riboflavin, A, D, E, K, B1 
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(thiamine), B6, B12 and niacin. Since the foods in the 

milk and dairy products group are rich in calcium, they 

are important for the healthy development of bones and 

teeth of individuals, especially in the age groups between 

adolescence and adulthood; in adults, it has a key role in 

protecting against cardiological problems, high blood 

pressure, stroke, osteoporosis, Type 2 diabetes, and 

colon cancer [2].  

 

Milk allows microorganisms to multiply rapidly under 

inappropriate milking and storage conditions. Microbial 

contamination, especially results after milking, increases 

the acidity in milk and therefore causes coagulation in 

milk. Medicines used in disease treatment, pesticides, 

antibiotics, detergent residues, estrus, gestation, and 

body secretions affect the structure of raw milk. 

Therefore, in cases where the microorganism load in raw 

milk is not at an acceptable level, human health will be 

threatened, and serious milk production losses will grow 

up [1].  

 

The first diagnosis of lactic acid bacteria as a group was 

made based on their ability to ferment and coagulate 

milk with coliform bacteria. Coliform bacteria were 

separated from the lactic acid bacteria group, with the 

introduction of microorganisms of the Lactobacillus type 

into taxonomy by Beijerinck in 1901. Lactic acid 

bacteria are defined as cocci or rod-shaped 

microorganisms that are gram-positive, endospore, 

oxidase, catalase-negative, anaerobic, or facultative 

aerobic, can tolerate acid, can grow at low pH and salt 

concentrations, are strongly fermentative, produce lactic 

acid as the final product during sugar fermentation [3,4]. 

While morphological and physiological tests are widely 

used in the diagnosis of lactic acid bacteria, now, 

additional molecular tests (such as API, FAME, SDS-

PAGE, PCR-RFLP, rep-PCR and 16S rRNA sequence 

analysis) are also conducted since merely conventional 

analyses (such as gram; endospore staining; 

determination of salt, pH and temperature values at 

which bacteria develop optimally; motility; catalase; 

oxidase; and gas production test from glucose) are 

insufficient for identification [1,5,6]. 

 

Most of the lactic acid bacteria found in milk and used as 

probiotics are classified as GRAS (Generally 

Recognized as Safe) microorganisms because they are 

not pathogenic, they produce antimicrobial substances, 

they are suitable for technological and industrial 

processes, and they are tolerant to acid and bile. In the 

last decade, there has been a significant increase in 

research based on the isolation and identification of 

lactic acid bacteria from different sources and the 

determination of their potential to be used as probiotics 

[1,6]. This study aims to isolate and identify lactic acid 

bacteria, which are very important for public health and 

food safety, from raw milk samples collected from 

Erzurum and its surroundings, and to introduce possible 

new species or genera into taxonomy. 

 

2. MATERIAL AND METHOD 

 

2.1. Material  

 

50 raw milk samples collected under aseptic conditions 

from different locations, including Erzurum and its 

districts (Aziziye, Pasinler, Yakutiye (Dumlu), Tekman, 

Ispir and Koprukoy) in the summer period, were brought 

to the laboratory under the cold chain. The analyses and 

further processing were started immediately. 

 

2.2. Isolation of Lactic Acid Bacteria 

 

For the isolation of test bacteria, a serial dilution tube 

(10-1-10-7) was prepared using 0.85% sterile 

physiological water. Subsequently, 0.1 ml of these 

dilutions was taken and dispersed on MRS (de Man, 

Rogosa and Sharpe) and M17 Agar and incubated at 35 

°C for 48 hours under both aerobic and anaerobic 

conditions. At the end of this period, isolates that are 

believed to be different from the developing colonies in 

terms of cell and colony morphology were selected. 

Three phase lines were inoculated onto MRS and M17 

Agar and incubated at 35 °C. Afterward, colonies were 

taken from each pure culture with a sterile loop, 

inoculated into MRS Broth/M17 Broth and kept in a 

shaking incubator at 35 °C for 24-48 hours. At the end of 

this period, stock tubes were prepared from the test 

strains and stored at -86°C until further analysis [7]. 

 

2.3. Identification of Isolates Using Conventional 

Methods 

 

Bacteria from the stock were revived using MRS/M17 

agar before the test isolates were diagnosed using 

conventional methods. Subsequently, morphological, 

physiological, and biochemical characteristics of the 

isolates were determined [8,9]. Different strains were 

selected and subjected to molecular characterization. 

 

2.4. Molecular Characterization of Isolates 

 

2.4.1. Genomic DNA isolation and molecular 

fingerprinting 

 

A single colony was taken from the Petri dishes of each 

test strain revived on MRS/M17 agar, inoculated into 

MRS/M17 Broth, and incubated for 48 hours. At the end 

of this period, the genomic DNA of bacteria was isolated 

according to the Promega WizardR genomic DNA 

purification kit (A2360) protocol [10]. Subsequently, the 

amount of DNA was adjusted by spectrophotometer to 

be between A260/A280=1-1.9. To reveal the genomic 

differences between the test isolates, rep-PCR [BOX-

PCR and (GTG)5-PCR] genomic fingerprint analysis was 

performed using BOXA1R (5'-

CTACGGCAAGGCGACGCTGACG-3') and (GTG)5 

primers (5'-GTGGGTGGTGGTGGGTG-3'). To obtain 

PCR products, 27 µL reaction mixture was prepared as 

follows: 5 µL Specific Gitschier Buffer, 2.5 µL dimethyl 

sulfoxide (100%, 20X), 1.25 µL dNTPs (10 mM), 1.25 

µL bovine serum albumin (20 gL-1), 3.0 µl primers (5 

mM), 0.3 µL Taq polymerase (250 U) and 13.7 µL PCR 
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grade water. In conclusion, 3 µL of DNA whose 

concentration was adjusted to 50 ng was added to each 

PCR tube (excluding the negative). PCR reactions were 

conducted employing a thermal cycler, with the specified 

conditions for (GTG)5-PCR as follows: initial 

denaturation at 94 °C for 7 minutes; 36 cycles at 94 °C 

for 1 minute, annealing at 53 °C for 1 minute utilizing 

the (GTG)5 primer, and extension at 65 °C for 8 minutes; 

followed by a final polymerization at 65 °C for 16 

minutes before cooling at 4 °C. In the case of BOX-PCR, 

the process involves an initial denaturation at 95 °C for 7 

minutes, followed by 36 cycles that include 94 °C for 1 

minute, annealing at 53 °C for 1 minute using the BOX 

primer, extension at 65 °C for 8 minutes, and concluding 

with a final polymerization at 65 °C for 16 minutes in 

advance of cooling to 4 °C [11-13]. 

 

2.4.2. 16S rRNA-PCR 

 

The evolutionarily conserved 16S rRNA gene region is 

very important in terms of bacterial taxonomy. For this 

purpose, the 16S rRNA region was amplified using 

primers 27F (5'-AGAGTTTGATCCTGGCTCAG-3') 

and 1492R (5'-GGTTACCTTGTTACGACTT-3') 

[14,15]. 13.1 μl ddH2O, 3 μl 10X PCR buffer, 1.8 μl 

MgCl2, 1.2 μl DMSO, 0.6 μl dNTP, 3 μl (5 μM) forward 

primer (27F), 3 μl (5 μM) reverse primer (1492R), 0.3 µl 

Taq DNA polymerase and 4 μl template DNA (50 ng). 

The resulting 16S rRNA PCR products were cloned into 

the pGEM-T Easy Cloning Vector (Promega, 

Southampton, UK) using Escherichia coli JM101 strain 

according to the manufacturer's instructions. After 

cloning, colonies that gave positive results were selected; 

plasmid isolation was performed and sent to Macrogen 

Company (Netherlands) for sequence analysis. The 

obtained 16S rRNA sequence results were compared 

with other bacteria in GenBank® and EzTaxon 

(https://blast.ncbi.nlm.nih.gov/Blast.cgi?PROGRAM=bl

astn&PAGE_TYPE=BlastSearch&LINK_LOC=blastho

me and http://www.ezbiocloud.net/eztaxon/identify), the 

similarity ratios between them were determined and their 

GenBank® No’s were achieved [16,17]. 

 

3. RESULTS AND DISCUSSION 

 

Lactic acid bacteria have great industrial importance 

because they are used as starter cultures in the 

production of various foods, produce antimicrobial 

substances and included in the formulations of probiotic 

products. Many dairy products, such as raw milk, kefir 

and white cheese, are good sources of lactic acid 

bacteria. Lactic acid bacteria play a very important role 

in the formation of the unique taste and aroma 

characteristics of different fermented dairy products. 

Therefore, the isolation and identification of lactic acid 

bacteria from natural sources is of great importance [18]. 

In this study, conventional and molecular 

characterization of 11 different species and sub-species 

from raw milk samples collected from Erzurum and its 

districts were performed. 

 

3.1. Isolation and Identification of Lactic Acid 

Bacteria 

 

In this study, a total of 150 bacteria were purified (Table 

1) isolating from 50 raw milk samples taken from milk 

producers via cold chain in Erzurum Aziziye, Pasinler, 

Yakutiye (Dumlu), Tekman, Ispir and Koprukoy districts 

under aseptic conditions, and stock cultures were 

prepared.  

 
Table 1. The localities of raw milk samples and Isolated Lactic acid 

bacteria strains  

Location of Isolates       Isolates 

Aziziye  TS4,TS19,TS7 

Pasinler  TS5,TS6,TS8 

Tekman TS10,TS17 

Yakutiye (Dumlu) TS1,TS2,TS3 

Ispir TS9,TS11 

Koprukoy TS13,TS18 

 

150 pure isolates were subjected to pre-screening in 

terms of colony morphology, Gram, catalase, and 

oxidase properties. Consequently, DNA isolations of 

selected 130 isolates, which were believed to be 

phenotypically different, were differentiated using rep-

PCR [BOX and (GTG)5-PCR], and the presence of 15 

different isolates was observed (Figure 1 and Figure 2).  

 

 
Figure 1. BOX-PCR of test isolates: M [Marker (BioLabs 

N0550S);100, 200, 300, 400, 500, 600, 700, 800, 900,1000, 1200, 
1500, 2000, 3000, 4000, 6000 and 1-19; samples] 

 

 
Figure 2. (GTG)5-PCR of test isolates: M [Marker (BioLabs 
N0550S);100, 200, 300, 400, 500, 600, 700, 800, 900,1000, 1200, 

1500, 2000, 3000, 4000, 6000 and 1-19; samples] 

 

In the BOX-PCR analysis performed for this purpose, it 

was determined that the isolates contained at least two 

polymorphic bands between 650-3000 bp and a 

maximum of 11 polymorphic bands between 400-6500 

bp. As a result of the later (GTG)5-PCR analysis; it was 

determined that the test strains gave at least 3 

polymorphic bands between 600-3000 bp and a 

maximum of 14 polymorphic bands between 300-6500 

bp. (GTG)5-PCR was more effective in revealing 

genomic differences between strains than BOX-PCR. 

Ledina et al. [19] performed the isolation and 

identification of lactic acid bacteria from raw milk and 

cheese samples in their study, and like our study, they 

concluded that the (GTG)5 fingerprint analysis method 

was highly successful in revealing the distinction 

between strains. The 16S rRNA gene region of 15 test 

strains which were believed to be different according to 

https://blast.ncbi.nlm.nih.gov/Blast.cgi?PROGRAM=blastn&PAGE_TYPE=BlastSearch&LINK_LOC=blasthome
https://blast.ncbi.nlm.nih.gov/Blast.cgi?PROGRAM=blastn&PAGE_TYPE=BlastSearch&LINK_LOC=blasthome
https://blast.ncbi.nlm.nih.gov/Blast.cgi?PROGRAM=blastn&PAGE_TYPE=BlastSearch&LINK_LOC=blasthome
http://www.ezbiocloud.net/eztaxon/identify


 

Tr. J. Nature Sci. Volume 13, Issue 1, Page 111-117, 2024 
 

 

114 

the results of the genomic fingerprint analysis, was 

amplified with universal primers (27F and 1492R). 

Afterward, PCR products were run on agarose gel (1%) 

and it was observed that all isolates gave a single band 

(1500 bp) (Figure 3). 16S rRNA PCR products were 

cloned using the appropriate vector system. Colony PCR 

(Figure 4) was performed by selecting white colonies 

containing the relevant gene, and plasmid isolation was 

performed using the isolation kit (A1330) from Promega.  

 

 
Figure 3. Gel image of 16S rRNAs of various isolates: M [Marker 
(BioLabs N0550S)];100, 200, 300, 400, 500, 600, 700, 800, 900,1000, 

1200, 1500, 2000, 3000, 4000, 6000, N; Negative Control and 1-15; 

samples] 

 

 
Figure 4. Colony PCR image: M [Marker (BioLabs N0550S);100, 200, 

300, 400, 500, 600, 700, 800, 900,1000, 1200, 1500, 2000, 3000, 4000, 

6000 and 1-19; samples] 

 

Then, whether the plasmid carried the desired gene 

region was analysed using the EcoRI rapid cut-off 

enzyme. Samples that gave positive results and had the 

optimum concentration were sent to Macrogen 

(Netherlands) for sequence analysis [20]. After the 16S 

rRNA sequence data were made significant, they were 

compared (Blast) with the sequences in Eztaxon and 

GenBank®, and then GenBank® numbers were obtained 

from NCBI (Table 2).  

 
Table 2. 16S rRNA sequence analysis results, similarity ratios and 
GenBank® No’s of test isolates 

Code of 

Isolate  

Name of Isolate Similarity 

Ratio (%) 

GenBank® 

No 

TS1 Enterococcus italicus 99.43 MW433826 

TS2 Leuconostoc lactis 99.50 MW433829 

TS3 Enterococcus italicus 99.23 MW433845 

TS4 Streptococcus 
parauberis 

99.50 MW433848 

TS5 Enteroccocus durans 99.43 MW433847 

TS6 Corynebacterium casei 99.20 MW450777 
TS7 Lactococcus lactis 99.36 MW450701 

TS8 Lactococcus lactis 99.50 MW450781 

TS9 Enterococcus italicus 99.36 MW450782 
TS10 Streptococcus uberis 98 MW450783 

TS11 Enterococcus italicus 99.93 MW450787 

TS13 Staphylococcus 
succinus 

99.9 MW450820 

TS17 Lactococcus lactis 
subsp. lactis 

99 MW4508551 

TS18 Lactococcus lactis 

subsp. hordniae 

99.85 MW450862 

TS19 Lacticaseibacillus 

paracasei subsp. 

paracasei 

99.50 MW463461 

 

Using the data obtained within the scope of the study, a 

phylogenetic tree was drawn with the NJ (Neighbor-

Joining) method to reveal the phylogenetic relationship 

between lactic acid bacteria (Figure 5).  

 

 
Figure 5. Neighbor-Joining-Phylogenetic tree created with 16S rRNA 

sequence analysis of lactic acid bacteria and reference strains 

 

In the study conducted by Lusk et al. [21], it was 

concluded that the amplification of the 16S rRNA gene 

region was highly successful in the identification of the 

microflora in cheese, especially at the species level. 

Similar results have been presented by different 

scientists, and these data are compatible with our results 

[22,23]. From the test isolates; it was concluded that 

TS1, TS3, TS9 and TS11 are similar to Enterococcus 

italicus; TS2 is similar to Leuconostoc lactis; TS4 is 

similar to Streptococcus parauberis; TS5 is similar to E. 

durans; TS6 is similar to Corynebacterium casei; TS7 

and TS8 is similar to Lactococcus lactis; TS13 is similar 

to Staphylococcus succinus; TS17 is similar to L. lactis 

subsp. lactis; TS18 is similar to L. lactis subsp. 

hordniae; TS19 is similar to Lactobacillus paracasei 

(≥99%), and the isolate TS10 showed 98% similarity to 

Streptococcus uberis, TS10 which is similar to S. uberis, 

maybe a new species and should be investigated with 

further diagnostic techniques (Table 2).  

 

In the study conducted by Kirmaci [24], 143 isolates 

were obtained from raw sheep milk and the species-level 

identification of the samples was carried out by 16S 

rRNA sequence analysis. It was determined that 48.95% 

of 143 isolates are Enterococcus spp., 40.55% are 

Lactococcus spp., 9.10% are Lactobacillus spp., 0.69% 

are Streptococcus spp. and 0.69% are Leuconostoc spp. 

As a result, it was observed that samples of the 
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Enterococcus and Lactococcus genera constituted the 

dominant flora. Results like the literature data were 

obtained in the performed study. Detailed 

morphological, physiological, and biochemical 

characteristics of 11 different strains were investigated 

by randomly selecting one of the isolates belonging to 

the same species (TS1 from TS1, TS3, TS9 and TS11 

isolates; TS7 from TS7 and TS8 strains) that were 

believed to be different. As a result of this study, it was 

observed that all the isolates were Gram-positive, 

endospore negative, nonmotile, with stem cell 

morphology (excluding TS6 and TS19), catalase 

(excluding TS6 and TS13) and oxidase (excluding TS4 

and TS13) negative, and homofermentative (TS2, TS7 

and TS19 are heterofermentative). In their study, Fortina 

et al. [25] revealed that the Enterococcus italicus species 

was gram-positive; it had an endospore, catalase, oxidase 

negative, homofermentative, nonmotile and stem cell 

morphology and can grow at 10-45 °C, pH 9 and 6% 

NaCl concentration. TS1, TS3, TS9 and TS11 isolates 

which were isolated within the scope of our study, 

showed 99% similarity to the Enterococcus italicus 

species and also showed characteristics parallel to the 

literature data. 

 

It was determined that the isolate TS10, which has a 

98% similarity to Streptococcus uberis was gram-

positive, catalase-negative, and grown in the 0-6% salt 

concentration range, at 15-50 °C. In the study conducted 

by Odierno et al. [26], the same bacterial species were 

isolated from raw milk, identification was performed, 

and similar results were obtained. Unlike others, the 

genomic similarity ratio of the isolate we obtained to the 

strains in GenBank® is 98% instead of 99%. 

 

As a result of the studies carried out to determine the salt 

tolerance (0-12%) of the isolated lactic acid bacteria: it 

was determined that test isolates TS1, TS2, TS6, TS7, 

TS12, TS13 and TS18 were grown at 0-8%; the samples 

TS4, TS5 and TS10 were grown in the 0-6% salt range, 

and the TS17 was grown in the 0-10% salt range. In the 

study conducted to determine the pH ranges in which 

test strains can grow: it was observed that isolates TS1, 

TS2, TS5 and TS18 were grown in the pH range of 5-11; 

isolates TS4, TS7, TS17 and TS19 were grown in the pH 

range of 5-9; isolates coded TS6, TS10 and TS13 were 

grown in the pH range of 3-11. Furthermore, it was 

determined that all the strains grew at 20-50 °C (except 

for isolates TS7, TS17 and TS19, these strains can grow 

at the highest temperature of 45 °C), while isolates TS10 

and TS13 could also grow at low temperatures such as 

15 °C. 

 

In the study conducted by Tanguler [27], it was 

determined that Lactobacillus, Pediococus and 

Leuconostoc genera isolated from turnip juice grew at 

pH 4 but could not grow at pH 9.6. It was determined 

that other bacteria, except L. buchneri, from the species 

Lactobacillus plantarum, L. buchneri, L. brevis, L. 

fermentum and L. delbrueckii, which were used as 

controls for the same study, grew at pH 4.4. It was 

determined that the TS2 determined as Leuconostoc 

lactis grew in the pH range of 5-11, unlike the literature. 

Kuikui et al. [28] isolated lactic acid bacteria from rice 

silage and identified those using phenotypic and 

genotypic methods. Because of the phenotypic 

characterization, it was observed that most of the isolates 

did not show any growth at low pH and temperature 

values such as pH 3 at 45 °C and could only grow at a 

maximum salt concentration of 6.5%. In our study, 

contrary to the literature data of the isolates; it has been 

determined that most of the isolates can grow at 20-50 

°C, in the pH range of 3-11, and at 0-8% salt 

concentration. This reveals that the physiological 

characteristics of isolates may vary depending on the 

location and the difference in isolated sources. 

 

In this study conducted by Brennan et al. [29], it was 

determined that Corynebacterium casei LMG S-19264T 

standard strain obtained from cheese is a catalase-

positive, oxidase negative, non-motile and non-spore-

forming bacterium. In parallel with the literature data, it 

was determined that the isolate TS6 (C. casei) obtained 

from raw milk was catalase positive, oxidase negative, 

non-motile, grew at 0-8% salt concentration, in the pH 

range of 3-11 at 20-50 °C. 

 

In the study conducted by Sánchez et al. [30], it was 

determined that the optimum pH at which the isolate 

CRL264, which is like Lactococcus lactis, could grow 

was 6.6 and the temperature was 30 °C. In parallel with 

the literature data, it was observed that the TS7 obtained 

in our study showed growth at pH 5-9 and 20-45 °C. 

 

4. CONCLUSION 

 

As a result of the research, it was concluded that raw 

milk samples collected from Erzurum and its districts 

have a very wide microflora most of the species 

belonging to the genera Lactococcus and Enterococcus 

constitute the dominant flora compared to other species 

according to conventional test results that must be 

supported by molecular methods. Among the rep-PCR 

methods, (GTG)5-PCR is more effective in the 

identification of lactic acid bacteria at the species and 

sub-species level than the BOX-PCR method, in view of 

the fact that isolates survive a wide range of pH, 

temperature and salt concentrations. Some differences 

between the physiological characteristics of the bacterial 

strains isolated within the scope of the study and the 

literature data may depend on the source from which the 

strains were isolated, ambient conditions and the isolated 

habitat. These isolated and identified strains are 

applicable in biotechnological processes, and also 

according to the 16S rRNA gene analysis results, the 

TS10 showed 98% similarity to the Streptococcus 

uberis, maybe a new species and must be analysed with 

further diagnostic techniques. 
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Abstract: Most of the academic research that has been done on beekeeping focuses on bee 

health, ways to protect bees from diseases, and how to get more yield. However, there are also 

ergonomic risks during beekeeping activities that affect the health of beekeepers and indirectly 

affect productivity. In this study, ergonomic risks that threaten the health of beekeepers were 

investigated. The most important ergonomic risks for beekeepers are those that threaten the 

health of the musculoskeletal system.  These risks arise from working with improper body 

posture for long periods, manual handling/lifting, and the use of non-ergonomic hand tools. 

Measures and solutions that can be applied to protect the health of beekeepers against 

ergonomic risks and to increase working efficiency are presented. 

 

 

Arıcılık Faaliyetlerinde Ergonomi 
 

 

Anahtar 

Kelimeler 

Arıcılık, 

Ergonomi,  

Arıcı sağlık 

riskleri, 

Kas-iskelet 

sistemi sağlığı 

Öz: Arıcılık üzerine yapılan akademik araştırmaların çoğu arı sağlığı, arıları hastalıklardan 

koruma yolları ve nasıl daha fazla verim alınabileceği üzerine odaklanmaktadır. Bununla 

birlikte, arıcılık faaliyetleri sırasında arıcıların sağlığını etkileyen ve dolaylı olarak verimi 

etkileyen ergonomik riskler de vardır. Bu çalışmada, arıcıların sağlığını tehdit eden ergonomik 

riskler araştırılmıştır. Arıcılar için en önemli ergonomik riskler kas-iskelet sistemi sağlığını 

tehdit eden risklerdir.  Bu riskler, uzun süreler boyunca uygun olmayan vücut duruşu ile 

çalışma, elle taşıma/kaldırma ve ergonomik olmayan el aletlerinin kullanımından 

kaynaklanmaktadır. Ergonomik risklere karşı arıcıların sağlığını korumak ve çalışma verimini 

artırmak için uygulanabilecek önlemler ve çözümler sunulmuştur. 

 

1. INTRODUCTION 

 

Beekeeping activities, which date back to 4500 BC [1], 

turned into a large-scale individual and commercial 

practice with the development of hives with removable 

frames in the 1800s [2]. The beekeeping industry and the 

extraction of honey have always been important for the 

global economy [3] and are also of great importance for 

the economy of our country [4]. In the last 10 years, there 

have been a total of 180 thousand beekeepers in Turkey, 

140 thousand of which are stationary and 40 thousand are 

itinerant [4]. Although beekeeping is an important sector, 

it has not reached its real potential. The main reasons for 

this are lack of experience and knowledge, 

accommodation, marketing and bee diseases [5]. 

Solutions to these problems in the beekeeping sector are 

possible through technological and engineering 

interventions and innovations [2]. However, there are also 

risk factors that threaten the health of beekeepers such as 

environmental factors, especially climatic conditions, 

psychological difficulties and mechanical hazards [6]. A 

limited number of studies have been conducted on what 

these risk factors that threaten the health of beekeepers are 

and how they can be prevented [2]. One of these health 

problems is musculoskeletal disorders. The most common 

health problems of beekeepers are pain in the back and 

lumbar regions [7]. 

 

Ergonomics is an interdisciplinary science aimed at 

adapting the work environment and conditions to the 

physiological and psychological capabilities of 

individuals, thereby reducing stress and fatigue in 

employees and enhancing productivity [4]. Effective 

application of ergonomics in the workplace significantly 

www.dergipark.gov.tr/tdfd 

https://orcid.org/0000-0003-3816-6746
https://orcid.org/0009-0006-1812-9680
https://orcid.org/0009-0009-6862-4526
http://www.dergipark.gov.tr/tdfd


 

Tr. J. Nature Sci. Volume 13, Issue 1, Page 118-122, 2024 
 

 

119 

contributes to the prevention of musculoskeletal disorders 

and occupational diseases among employees. Ergonomic 

studies include training on risky situations, body 

mechanics and exercise. In addition to preventing 

occupational accidents and occupational diseases, mental 

and physical protection of employees is among the goals 

of ergonomics [8]. 

 

In this study, the ergonomic risks that beekeepers are 

exposed to were investigated and the measures and 

solutions that can be applied to protect the health of 

beekeepers and increase their working efficiency against 

these risks were discussed. 

 

2. METHOD 

 

In the present study, ergonomic risk factors that 

beekeepers are exposed to during bee care and honey 

harvesting processes were determined in Bingöl. The 

most significant ergonomic risk factors are those that 

threaten musculoskeletal health. The methods used to 

assess exposures leading to musculoskeletal diseases are 

divided into three classes; personal survey methods, 

methods based on systematic observations and direct 

measurement methods [9]. In the study, ergonomic risk 

factors identified using methods based on systematic 

observations were photographed and recorded. 

 

Ergonomic risk factors such as manual lifting and 

carrying, working in improper body postures, prolonged 

standing, and the use of hand tools were identified. 

Suggestions for eliminating or mitigating these risk 

factors through regulations and techniques that do not 

endanger the musculoskeletal system are presented. 

 

3. RESULTS AND DISCUSSION  

 

The most common health problems among beekeepers are 

low back and back pain. These health problems are caused 

by the fact that the hives that beekeepers often have to 

carry have a weight of about 30-40 kg and beekeepers 

work in the wrong body posture for a long time [7]. Figure 

1 shows pictures of manual lifting and carrying in 

beekeeping activities. When Figure 1 is examined, it is 

seen that the beekeeper grasps the load by leaning his 

body forward to lift a hive on the ground. During this type 

of lifting, the load is lifted using the lumbar and back 

muscles, which causes a great deal of force to be applied 

to the intervertebral discs.  The weight of the hives usually 

ranges between 30-40 kg. It has been reported that if a 

load of 40 kg is lifted from the floor by bending the torso 

forward, a load of 450 kg can act on the discs between the 

vertebrae [10]. Such large loads acting on the disc 

structures between the vertebrae can cause serious 

damage to the spine. One of these damages is injuries such 

as hernias, which occur as a result of slipping of the discs 

between the vertebrae or ejection of the support fluid sacs 

in these discs. Industrial lifting principles have been 

developed to protect the health of the spine during the 

lifting of loads on the ground in industry. Leg muscles, 

which are biomechanically much more advantageous and 

stronger, should be used instead of anatomically weak 

lumbar muscles when lifting loads on the floor [10]. As 

shown schematically in Figure 2, the principle should be 

to approach the load by bending the knees to keep the 

body as upright as possible and to perform the lifting 

process using the leg muscles. Beekeepers should be 

informed about this industrial lifting principle. Thus, it 

will be possible to prevent spinal disorders that may be 

caused by load lifting. Another measure that can be taken 

to prevent the torso from leaning forward during the 

lifting of the hives is the use of stands with a height 

suitable for the anthropometric characteristics of the 

beekeeper. What is meant by the appropriate height here 

is that the handles of the hive should be raised to a level 

between the beekeeper's fingertips and waist. In this way, 

the beekeeper will be able to grasp the hive by keeping his 

body upright and will be relieved of large loads that may 

affect the cartilage discs between the vertebrae during 

lifting from the ground. 

 

 

 
Figure 1. Wrong lifting procedures that threaten spinal health 

 

 
Figure 2. Industrial load lifting principle 
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Figure 3 depicts images related to the transportation of 

heavy loads in beekeeping work. Carrying or supporting 

heavy loads under inappropriate ergonomic conditions 

increases the risk of injury [11]. Two different groups of 

injuries can occur in handling operations using the hands. 

The first group includes cuts, bruises, and fractures 

resulting from accidents, while the second group 

comprises musculoskeletal injuries [12]. Musculoskeletal 

injuries can affect muscles, tendons, ligaments, joints, 

nerves, blood vessels or related soft tissues as a result of 

incorrect body posture, repetitive movements and 

vigorous exertion [13]. These injuries often lead to 

decreased work performance among employees, 

consequently reducing the quality and efficiency of their 

work. Most beekeepers complain of fatigue, back pain, 

upper body and neck pain, hand or arm pain due to manual 

material handling [7]. In addition, muscle fatigue and pain 

in the shoulders may occur as a result of weight bearing 

and increased duration of this carrying [14]. Local muscle 

fatigue is a result of increased intramuscular pressure and 

decreased blood flow in the muscles of the upper 

extremities as the arm is lifted. Restriction of muscle 

blood flow impairs muscle metabolism and increases 

metabolite accumulation, thus causing muscle fatigue 

[15]. 

 

 

 
Figure 3. Transportation of heavy loads in beekeeping 

 

Lifting, holding, and carrying heavy loads can quickly 

lead to fatigue, strain, and health problems [10]. It is of 

paramount importance for beekeepers to adhere to the 

following recommendations while lifting and carrying 

loads, such as hives, to prevent musculoskeletal disorders. 

• To prevent the torso from bending forward when 

lifting the hives, the position of the hive handles should 

be between the fingertips and waist level. 

 

• Lifting the hives with mechanical lifts to waist height 

will reduce the risk of spinal or muscle damage. 

 

• It is important that the handles that enable the gripping 

of the hives or loads have the appropriate geometry and 

dimensions. The geometry and dimensions of the 

handles are among the factors that determine the limit 

values in load lifting. The small size of the handles 

reduces the grip and the force that can be applied, 

making transportation difficult on the one hand, and on 

the other hand, it can cause accidents and injuries as a 

result of slipping. In addition, the handles should not 

have sharp corners [10]. 

 

• A hive or load being transported should be kept as 

close to the body as possible. 

 

• If possible, it is easier and safer to transport hives or 

loads by mechanical means such as wheelbarrows. 

 

• Transportation should not be performed on rough or 

uneven ground [15]. During transportation on uneven or 

uneven ground, it may be necessary to apply 

momentarily very large forces that can cause injuries to 

muscles and tendons in order to maintain balance. In 

order to prevent this, a place with a smooth ground 

should be selected as much as possible or corrections 

should be made on the ground.  

 

Figure 4 shows images related to working in the wrong 

body posture. During the bee care and honey harvesting 

processes related to beekeeping, it is necessary to work 

for a long time in inappropriate wrong body postures as 

shown in the figure. The opposite of the wrong body 

posture is referred to as neutral posture. The term neutral 

posture is used for the torso as well as for different joints. 

For the torso, neutral posture is the posture in which the 

natural curvature of the spine is maintained during sitting 

or standing, and the body is aligned and balanced [10]. 

Incorrect body posture is a major problem that affects the 

balance and proper alignment of the body. Incorrect body 

posture leads to unbalanced use of muscle groups, 

resulting in pain, strain and muscle strains. In addition, 

long-term incorrect body posture can lead to serious 

health problems such as chronic back pain, neck problems 

and spinal curvature. Beekeepers' frequent movements 

such as squatting, bending, twisting, reaching, and 

working on the knees can cause posture disorders [7]. 

Especially during bee care and honey harvesting, 

arrangements must be made to ensure the maintenance of 

neutral body posture by preventing repetitive and 

prolonged movements that cause incorrect body postures 

such as squatting, bending, reaching and turning with 

waist and shoulder bending. One of these arrangements is 

to raise the hives to a height suitable for the 

anthropometric measures of the beekeeper. This can be 

achieved by using hive stands.  Aiyeloja et al [3] 

conducted a study on the ergonomics of hive stands height 

and hive type in honey harvesting. In this study, it was 
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reported that hives usually have a height of 30 cm and for 

human height of 150-180 cm, placing stands with a height 

of 70 cm under the hives moderately improves ergonomic 

conditions. For the best working conditions, it was 

recommended to place stands with a height of 80-84 cm 

under the hives [3]. To avoid incorrect body postures, the 

body should be in neutral posture, facing and close to the 

work being done. It is also important for the health of the 

spine that rotational movements are made on the feet, not 

on the waist and shoulders. In order to avoid turning and 

bending movements in the back area, the employee should 

be careful not to go beyond the reach of their arms.  

 

Beekeepers have to working in a standing posture for long 

periods of time during bee care and honey harvesting 

processes, which can adversely affect musculoskeletal 

health. Prolonged standing without adequate rest breaks 

may lead to joint disorders, back pain, swelling in the feet 

and legs and muscle fatigue, as well as heart and 

circulatory disorders [16]. Working in a sitting posture is 

not an alternative to working in a standing posture. It is 

useful to sit, walk and do stretching exercises 

intermittently to prevent the adverse effects of prolonged 

standing [7].  

 

 

 
Figure 4. Working in the wrong body posture during bee care 

 

Beekeeping is an occupational group in which hand and 

wrist areas are used intensively. During bee care and 

honey harvesting, repetitive movements are performed 

using some hand tools. Examples of these repetitive 

movements include the use of bee smoker and hive tool as 

shown in Figure 5. The uncapping fork, wire embedder 

and bee brush are also frequently used hand tools in 

beekeeping. Continuous and repetitive hand movements 

can lead to carpal tunnel syndrome over time. Carpal 

tunnel syndrome causes numbness, tingling and pain in 

the hand as a result of compression of the nerves on the 

inside of the wrist [17]. Measures such as maintaining a 

neutral wrist posture during beekeeping activities and 

taking periodic rest breaks are important to reduce the risk 

of beekeepers encountering such health problems.  

 

  
Figure 5. Wrist working in a non-neutral position during the use of hand 
tools.  

 

4. CONCLUSIONS 

 

In this study, ergonomic risks to which beekeepers are 

exposed were investigated. Measures that can be taken to 

protect the health of beekeepers against the identified 

risks and suggestions for improving working conditions 

in ergonomic terms are presented. Musculoskeletal 

system diseases are the leading ergonomic risks for 

beekeepers. To prevent these risks, the following 

recommendations should be taken into consideration: 

 

• It is of great importance to comply with the industrial 

load lifting principle in manual lifting operations and to 

raise awareness of beekeepers in this regard. 

 

• Manual handling of heavy loads should be avoided, 

and mechanical means should be used for such loads. 

 

• Neutral body posture should be maintained during bee 

care and honey harvesting operations by placing stands 

under the hives. In order to maintain a neutral body 

posture, it is also important that the body is facing and 

close to the work being done. Bending, turning or over-

reaching movements should be avoided, especially 

using the waist and shoulders. 

 

• If prolonged standing work is necessary, intermittent 

sitting, walking or stretching exercises should be 

performed. 

 

• The neutral position of the joints must be maintained 

during the use of hand tools.  
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Abstract: In the last 20 years, phytase enzyme has attracted the attention of scientists in the fields 

of environmental protection, nutrition and biotechnology. Myo-inositol hexaphosphate 

phosphohydrolase (phytase), which is a type of phosphatase enzyme, catalyzes the hydrolysis of 

phytate into less phosphorylated inorganic phosphates and phytate. Phytases of microbial origin 

are widely used in biotechnological applications (paper industry, feed industry, food industry and 

soil improvement). In the present study, phytase enzyme was partially purified from Lactobacillus 

brevis NM-34 strain isolated from fresh kashar cheese and the pH and temperature values at which 

the enzyme showed optimum activity were determined. L. brevis NM-34 exhibited a phytase 

activity of 243.80 U/mL as a result of ammonium sulphate precipitation. In the ammonium sulfate 

range (40-60%), where the highest phytase activity was observed, the protein concentration was 

measured as 0.989 mg/mL. Km and Vmax values of phytase enzyme were determined as 0.0146 

mM and 1.6 µmol/min, respectively. The pH and temperature values at which the partially 

purified phytase showed optimum activity were found to be pH 5 and 50 °C, respectively. Based 

on the findings from our research, the enzyme purified from this bacterium was found to have 

unique properties that make it suitable for use in industrial applications. 

 

 

Taze Kaşar Peynirinden İzole Edilen Lactobacillus brevis'ten Fitaz Enziminin Kısmi 

Saflaştırılması ve Biyokimyasal Karakterizasyonu 
 

 

Anahtar 

Kelimeler 

Lactobacillus 

brevis,  

Fitaz,  

Enzim 

saflaştırması 

Öz: Son 20 yılda fitaz enzimi çevre koruma, beslenme ve biyoteknoloji alanlarında bilim 

insanlarının dikkatini çekmiştir. Fosfataz enzim grubunda yer alan miyo-inositol heksafosfat 

fosfohidrolaz (fitaz), fitatın daha az fosforile edilmiş inorganik fosfatlara ve fitata hidrolizini 

katalizler. Mikrobiyal kaynaklı fitazlar biyoteknolojik uygulamalarda (kâğıt endüstrisinde, yem 

sanayinde, gıda endüstrisinde ve toprak iyileştirmede) yaygın bir şekilde kullanılmaktadır. 

Mevcut çalışmada, taze kaşar peynirinden izole edilen Lactobacillus brevis NM-34 suşundan fitaz 

enzimi kısmi olarak saflaştırıldı ve enzimin optimum aktivite gösterdiği pH ve sıcaklık değerleri 

belirlendi. L. brevis NM-34 amonyum sülfat çöktürmesi sonucunda 243.80 U/mL’lik bir fitaz 

aktivitesi sergiledi. En yüksek fitaz aktivitesi görülen amonyum sülfat aralığında (%40-60) 

protein konsantrasyonu 0.989 mg/mL olarak ölçüldü. Fitaz enziminin Km ve Vmax değerleri 

sırasıyla 0.0146 mM ve 1.6 µmol/min olarak belirlendi. Kısmi olarak saflaştırılan fitazın optimum 
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aktivite gösterdiği pH ve sıcaklık değerleri sırasıyla pH 5.0 ve 50 °C olarak bulundu. 

Araştırmamızdan elde edilen bulgulara dayanarak, bu bakteriden saflaştırılan enzimin endüstriyel 

uygulamalarda kullanılmasını uygun kılan kendine özgü niteliklere sahip olduğu tespit edilmiştir. 

 

1. INTRODUCTION 

 

Recently, there has been increasing interest in lactic acid 

bacteria (LAB) that can produce lactic acid in the 

fermentation of carbohydrates and are now widely used in 

many different industrial fields [1,2]. LAB are catalase 

negative, non-sporulating, gram positive, acid tolerant, 

cocci or rod-shaped microorganisms living on 

carbohydrate-rich substrates [1,3,4,5]. 

 

LAB is a large group of bacteria, including genera such as 

Lactobacillus, Lactococcus, Pediococcus, Enterococcus 

and Streptococcus, which are widespread in a variety of 

environments and have many ecological roles, especially 

playing an important role in the fermentation processes of 

food products [6,7]. LAB on the 'Generally Recognized as 

Safe' list are very useful in many industries as they 

produce organic acids and other metabolites that prevent 

spoilage in food, increase flavour development, as a result 

of fermentation [6,8]. 

 

Phytic acid (PA) is an organic form of phosphorus that is 

present in nature and plays a non-nutritive role, 

accounting for 60-90% of the total phosphorus content in 

many seeds and grains during the ripening period [8,9,10]. 

Phytase enzyme is an important phosphatase that mainly 

catalyzes phytate into myo-inositol and inorganic 

phosphate [11,12]. 

 

Phytases are isolated from many organisms such as plants, 

bacteria and fungi [10,13,14]. However, it seems that 

plants are more preferred than other phytase sources in 

commercial industrial applications due to the catalytic 

properties of microbial phytases, their abundance, 

versatility, easier production, economic stability and 

environmental friendliness [13,15,16]. The application of 

microorganisms or enzymes isolated from them in sectors 

vital to human health is a subject of debate concerning 

their safety. Phytase enzymes produced by LAB can be 

used in various industries as they produce safe, cost-

effective enzymes with high purity and stability [10,17]. 

 

In this study, it was aimed to partially purify phytase from 

L. brevis NM-34 strain isolated from fresh kashar, to 

determine the optimum pH and temperature values at 

which the enzyme showed the highest activity, and to 

determine the protein concentration, Km and Vmax values 

of the enzyme after purification. 

 

2. MATERIAL AND METHOD 

 

2.1. Bacterial Strain 

L.brevis NM-34 strain was isolated from fresh kashar 

cheese and identified.The strain is preserved in the culture 

collection of N. Dikbas in the Department of Agricultural 

Biotechnology, Faculty of Agriculture, Atatürk 

University. 

2.2. Phytase Enzyme Production 

The strain was inoculated from M17 Agar to M17 Broth 

and incubated at 35°C for 2 days. The precipitate was then 

centrifuged at 9000 rpm at 4 °C for 10 min. The 

supernatant was used to measure enzyme activity [8]. 

 

2.3. Partial Purification of Phytase 

Partial purification of phytase enzyme was carried out 

according to Demir et al. [18] L. brevis NM-34 strain 

grown in M17 Broth under appropriate conditions (48 h at 

35°C) was centrifuged (10 min at 9000 rpm at 4°C). 

Phytase was partially purified using ammonium sulfate at 

a concentration of 0–80%. The partially purified enzyme 

was dissolved in sodium acetate buffer (0.1 M, pH 6.0) 

and stored at +4 °C for further studies. 

 

2.4. Measurement of Enzyme Activity 

Phytase activity measurement was determined according 

to Dikbas et al. [8]. Samples containing 0.1 mL of phytase 

were incubated at 50 °C for 10 min after adding sodium 

phytate (0.25 mL of 2 mM). After hydrolysis, the reaction 

was terminated by adding 10% (w/v) trichloroacetic acid. 

The sample was measured against a blind sample in a 

spectrophotometer (700 nm). 

 

2.5. Protein Determination 

Protein concentration was performed according to 

Bradford [19] using bovine serum albumin as standard 

during purification and measured spectrophotometrically 

at 595 nm. 

 

2.6. Determination of Optimum pH Value of Enzyme 

Substrate solutions of the enzyme were prepared by using 

buffer solutions with different pH values (sodium acetate 

(pH 2.0-3.0), sodium citrate (pH 4.0-5.0-6.0), Tris-HCl 

(pH 7.0-8.0-9.0), sodium carbonate (pH 10.0-11.0)) to 

determine the pH value at which phytase showed 

optimum activity. The pH value at which the enzyme 

showed the highest activity was determined by measuring 

the absorbance values in the spectrophotometer (700 nm) 

[20]. 

 

2.7. Determination of Optimum Temperature of 

Enzyme 

In order to determine the temperature value at which 

phytase showed the highest activity, the reactions were 

carried out in the range of 10-90°C with a temperature 

increase of 10°C. A water bath was used for the 

determination of temperature measurements. The 

optimum temperature of the enzyme was determined by 

measuring absorbance values in a spectrophotometer (700 

nm) [21]. 
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2.8. Determination of Km and Vmax Values 

The activity of phytase enzyme was measured under 

optimum conditions at different substrate concentrations 

and Km and Vmax values were determined by drawing 

Lineweaver-Burk graph [22]. 

 

3. RESULTS  

 

3.1. Partial Purification Results of Phytase Enzyme 

 

Phytase enzyme from L. brevis NM-34 strain was 

partially purified by ammonium sulfate precipitation in 

the range of 0-80%, and phytase activity of each range 

was measured. The purification range with the highest 

activity was determined to be 40-60% with an activity of 

243.80 U/mL (Figure 1). The protein concentration in the 

range of 40-60% was measured as 0.989 mg/mL. 

 

 
Figure 1. Phytase enzyme activity of ammonium sulfate ranges 

 

3.2. Optimum pH and Temperature Results of 

Phytase Enzyme 

 

The pH and temperature values at which the phytase 

enzyme purified from L. brevis NM-34 strain showed 

optimum activity were determined as pH 5.0 and 50 °C, 

respectively. It was determined that phytase showed an 

activity of 67.1 U/mL at pH 5.0 and 115.87 U/mL at 50 

°C (Figure 2,3). 

 

 
Figure 2. Effect of pH on activity of phytase enzyme 

 

 
Figure 3. Effect of temperature on activity of phytase enzyme 

3.3. Km and Vmax Values 

 

As a result of testing the phytase enzyme for L. brevis 

NM-34 strain against sodium phytate, the enzyme showed 

a Km value of 0.0146 mM and a Vmax value of 1.6 

µmol/min (Figure 4). 

 

 
Figure 4. Graph for determining Km and Vmax values of phytase 

enzyme for phytate 

 

 

4. DISCUSSION AND CONCLUSION 

 

Enzymes are routinely used in many industrial fields. 

Phytase, one of the industrial enzymes, plays an important 

role in the field of biotechnology due to its worldwide 

adoption and being the subject of various studies [9]. 

Phytases exhibit exceptional versatility in a variety of 

fields, including human dietary enrichment, animal feed 

development and industrial processes, driving interest in 

the discovery of new microorganisms capable of 

producing phytases [15].  

 

In the present study, the phytase activity of L. brevis NM-

34 strain was found to be 243.80 U/mL after partial 

purification. Demir et al. [22] reported the specific 

activity of phytase of L. coryniformis as 202.25 (EU/mg 

protein). Sharma et al. [23] cloned the phytase gene 

identified as PhyLf isolated from L. fermentum NKN51 

and determined the specific activity of phytase as 174.5 

U/mg. Bhagat et al. [24] reported that the phytase of L. 

paracasei isolated from Kalarei showed a specific activity 

of 278 U/mg. Karagöz et al. [11] and Ahire et al. [25] 



 

Tr. J. Nature Sci. Volume 13, Issue 1, Page 123-127, 2024 
 

 

126 

determined the specific activity of phytase purified from 

L. plantarum as 278.82 EU/mg and 48.59 U/mg, 

respectively. Dikbaş et al. [8] determined the phytase 

activity of L. brevis isolated from kashar cheese as 212.97 

U/mL. Dikbaş et al. [15] reported the specific activity of 

phytase enzyme purified and isolated from L. 

coryniformis as 188.31 (EU mg -1 protein).The data 

obtained in our study are consistent with the literature. 

 

In this study, the concentration of the protein was 

measured as 0.989 mg/mL after partial purification. 

Dikbaş et al. [8] from L. brevis and Dikbaş et al. [15] from 

L. coryniformis determined the protein value of the 

phytase enzyme they purified as 0.504 mg/mL and 0.16 

mg/mL, respectively. Karagöz et al. [11] reported the 

protein concentration of phytase purified from L. 

plantarum as 0.11 mg/mL. Sandez Penidez et al. [26] 

reported the protein value of phytase enzyme partially 

purified from L. plantarum as 0.08 mg/mL. Demir et al. 

[22] determined the protein amount of phytase purified 

from L. coryniformis as 0.12 mg/mL in their study.  These 

findings in the literature support our results. 

 

After partial purification of the enzyme, the phytase 

enzyme for L. brevis NM-34 strain was tested against 

sodium phytate as substrate and the kinetic parameters of 

the enzyme were calculated by Lineweaver-Burk plot. Km 

and Vmax values of the enzyme were determined as 0.0146 

mM and 1.6 µmol/min, respectively. It can be concluded 

that the partially purified phytase has a high affinity for 

sodium phytate with low Km and Vmax values compared to 

phytases purified from different sources. Furthermore, the 

evaluation of the kinetic parameters of phytase showed 

that the enzyme could be used in industrial applications. 

Our results are similar to other studies in the literature 

[8,22,27,28]. 

 

In order to determine the optimum temperature and pH 

values of the phytase enzyme, activity measurements 

were made in the range of pH 2.0-11.0 and in the 

temperature range of 10-90°C. The optimum temperature 

at which phytase showed optimum activity was 50 °C and 

the pH value was determined as pH 5.0. In contrast to the 

results obtained, Sumengen et al. [29] determined the 

temperature and pH values at which the phytase of L. 

plantarum isolated from turnip showed optimum activity 

as 120 °C and pH 3.4, respectively. Arif et al. [30] 

reported that L. gallinarum (PDP10), L. reutri (PDP24) 

and L. fermentum (FYP38) isolated from fermented milk 

products showed the highest phytase activity at pH 5 at 

35°C. Bhagat et al. [24] reported the optimum temperature 

and pH of the enzyme purified from L. paracasei, a 

species with the highest phytase activity, as 37 °C and 5.5, 

respectively. Similar to our results, Demir et al. [22] found 

that phytase purified from L. coryniformis isolated from 

curd cheese and Sharma et al. [23] found that recombinant 

PhyLf phytase isolated from L. fermentum NKN51 

showed optimum activity at pH 5.0 at 60 °C. Dikbaş et al. 

[8] determined the pH and temperature at which the 

phytase enzyme partially purified from L. brevis showed 

optimum activity as pH 3.0 and 60 °C, respectively. 

Sandez Penidez et al. [26] found that L. plantarum 

CRL1964 (PhyLP) phytase exhibited optimum activity at 

pH 4.5 and 55°C. Based on the literature studies and the 

findings obtained, it is seen that the phytase enzyme 

purified from Lactobacillus spp. is generally acidic and 

shows optimum activity in the range of 35-70 °C. 

 

The results obtained in the present study show that L. 

brevis NM-34 strain can produce phytase with high 

activity. According to the results obtained, our study 

confirmed that the phytase enzyme produced by L. brevis 

is an important biotechnological product that can be used 

in many different industrial fields due to its characteristic 

properties. Lactic acid bacteria are microorganisms that 

are important for food safety and preservation and have 

received limited research. Therefore, further studies are 

needed to isolate phytase-producing LABs and determine 

the biochemical properties of the enzymes to further 

increase their commercial applicability. 
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Abstract: This study investigated the vibration responses of carbon/epoxy composites 

interleaved with polyether ether ketone (PEEK) and poliamid (PA) thermoplastic veils. The 

composite manufacturing was carried out using the vacuum-assisted resin transfer molding 

(VARTM) technique utilizing veils interleaved carbon fabrics, and the test specimens were 

prepared according to the ASTM E756-05 standard. The vibration tests showed that the 

thermoplastic veil reinforcement increased the natural frequencies of the composites but 

decreased the damping ratios. In this context, approximately a 29% increase was recorded 

in the natural frequencies of PA interleaved composites, and it was observed that the 

thermoplastic veil reinforcement significantly affected the dynamic properties. 

 

 

Termoplastik Keçe İlaveli Karbon Fiber Takviyeli Epoksi Kompozitlerinin Titreşim Cevabı 
 

 

Anahtar Kelimeler 

Doğal frekans, 

Sönüm, 

Termoplastik 

keçe, 

PEEK, 

PA, 

Öz: Bu çalışmada, polieter eter keton (PEEK) ve poliamid (PA) termoplastik keçe ilave 

edilmiş karbon/epoksi kompozitlerinin titreşim cevapları incelenmiştir. Karbon elyaflar 

arasına ilave edilen keçeler ile VARTM tekniği kullanılarak kompozit üretimleri 

gerçekleştirilmiş ve ASTM E756-05 standardı kullanılarak test numuneleri hazırlanmıştır. 

Yapılan titreşim testleri, termoplastik keçe ilavelerinin, kompozitlerin doğal frekanslarını 

arttırdığı fakat sönüm oranlarını azalttığı anlaşılmıştır. Bu kapsamda, PA takviyeli 

kompozitlerin doğal frekanslarında yaklaşık %29’luk artışlar meydana gelmiş ve 

termoplastik keçe takviyesinin dinamik özellikleri önemli ölçüde etkilediği görülmüştür. 

 

1. INTRODUCTION 

 

Carbon fiber-reinforced polymer composites are widely 

used in many sectors, such as aviation, wind turbines, 

energy, etc., because of their superior mechanical 

properties [1]. However, laminated composite structures 

are susceptible to delamination damage [2]. 

Delaminations resulting from micro-cracks, voids formed 

during manufacturing, and damage occurs under loads 

reduce the composite's rigidity, strength, and service life 

[3]. The presence of damages, such as delamination and 

matrix cracks, cause composites to have low interlaminar 

properties which negatively affect the mechanical 

performance of the composite [4]. Various studies, such 

as hybridization, stitching, etc., are available to improve 

interlaminar properties [5]. One of them is nanostructure 

reinforcement. The primary purpose of this process is to 

strengthen the fiber/matrix interface or toughening the 

resin. However, the difficulties of dispersion of 

nanostructures in the resin stands out as a problem that 

needs to be overcome [6].  A promising method for 

improving the interlaminar properties is the interleaving 

process.  

 

The interleaving process is a method that increases the 

fracture toughness of the composite interface. Nanofiber 

veils, short fibers, and thermoplastic films are frequently 

used in interleaving processes. [6]. In one of these studies, 
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the interface of the laminated composite consisting of 

carbon fiber prepregs was reinforced with ultra-thin short 

aramid fiber veils. A toughened interface was created by 

strengthening the resin-rich regions between the layers 

with the veil [7]. In another study, carbon and glass 

nonwoven veils with different arial densities were 

interleaved to unidirectional glass fiber-reinforced 

composites and the mode I and mode II fracture toughness 

of these composites were determined. In all veil-

interleaved composites, fracture toughness increased by 

5-25% compared to non-veil-interleaved composites 

during propagation [8]. 

 

The meltability of some veils has also been the topic of 

study. In a study, meltable/non-meltable hybrid veils were 

interleaved to carbon composites. It was reported that the 

meltable veil strengthened the matrix, while the non-

meltable veil created a bridging effect and significantly 

improved the fracture toughness of the composites [9]. 

Veil interleaving for fatigue-based delaminations has also 

been the topic of investigation. In a study conducted on 

this topic, significant increases were recorded in the 

fatigue life of composite manufacturing by interleaving 

processes using meltable (PA) and non-meltable 

polyphenylene-sulphide (PPS) resins [10]. Also, studies 

on the surface treatment of thermoplastic veils are 

available to ensure a better bonding with epoxy. For 

example, by applying the UV-irradiation technique to the 

PPS veil surface, the veil/epoxy interface improved, and 

the fracture toughness of the composites increased [11]. 

In another study in this context, nickel-coated carbon fiber 

veils were interleaved between carbon prepregs and 

increased the impact contact force [12]. 

 

Another process in the veil interleaving is 

nanostructure/veil interaction. It was observed that PPS 

veil reinforcement increases the fracture toughness, and 

composites interleaved with multi-walled carbon 

nanotube (MWCNT) reinforced PPS veils exhibit 

additional advantages with the bridging effect occurring 

at the interface between the epoxy/veil interface with the 

presence of MWCNTs [13]. In another study, partially 

cured, functionalized graphene-reinforced epoxy veils 

were interleaved to the carbon/epoxy composite, and 

significant increases were observed in the mode I test 

compared to control specimens [14]. 

 

Studies have also been carried out on the vibration 

response behavior of composites interleaved with veils. 

For example, a study utilizing four different 

thermoplastic-elastomer veil reinforcements exhibited 

that the veil reinforcement significantly affected the 

damping ratios of carbon fiber prepregs [15]. In a study 

regarding carbon composites interleaved with poly 

(ethylene-co-acrylic acid) (PEAA), the veil reinforcement 

significantly increased the damping ratio of the composite 

[16]. In another study in which the hybridization of basalt 

fibers between carbon layers can be considered an 

interleaving process, it was observed that basalt fiber 

reinforcement improved the damping ratios of hybrid 

composites [17]. In a previous study conducted by our 

research group, the vibration responses after the impact of 

carbon and glass fiber composites interleaved with five 

different thermoplastic veils were examined, and 

significant improvements were noted, especially in the 

natural frequencies of the carbon composites [18]. 

 

In this study, the vibration response behaviors of PEEK 

and PA veil interleaved carbon composites were 

investigated. In the previous study carried out by our 

research group [18], the vibration response of specimens 

prepared for impact testing was discussed. This study 

investigated the natural frequency and damping ratio 

performances of vibration specimens prepared per the 

ASTM E756-05 standard [19]. 

 

2. MATERIAL AND METHOD 

 

2.1. Materials 

 

Carbon fabric in plain weaving with a nominal weight of 

500 g/m2 utilized in the study was supplied from 

Carbomid Co. (Istanbul/Turkey). Duratek DTE 1120 

epoxy and DTS 1151 hardener were used as epoxy system 

(Duratek Co. Kocaeli/Turkey). Thermoplastic veils (PA 

and PEEK) with 10 g/m2 areal weight were purchased 

from Technical Fiber Products Ltd. (Cumbria/England). 

 

2.2. Composite Manufacturing 

 

Vacuum-assisted resin transfer molding (VARTM) was 

used in laminated composite manufacturing [20]. A 

schematic view of the VARTM technique is given in 

Figure 1. This technique is based on the principle of 

vacuuming the release film, fabric, peel ply and flow mesh 

stacked on the mold with a vacuum bag and the resin 

infusion. The resin system was prepared by mixing the 

resin with a mechanical mixer at 500 rpm for five minutes, 

with an epoxy/hardener ratio of 100/27 by weight 

according to the recommendation of the resin system’s 

manufacturer [21]. The prepared resin system was 

subjected to a degassing process in a vacuum chamber. 

 

 
Figure 1. The VARTM technique, adapted from [18, 20] 
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The interleaving of thermoplastic veils in composite 

manufacturing is based on the principle of interply 

hybridization. Accordingly, the manufacturing details 

given in Table 1 are presented for the interleaving process 

performed by placing veils between the eight-layer carbon 

composite layers. Figure 2 shows the schematic of 

thermoplastic veil-reinforced and unreinforced products. 

 
Table 1. Manufactured composites in the study. 

Staking Sequence Designation 

[C/C/C/C/C/C/C/C] Carbon-8 

[C/PEEK/C/PEEK/C/PEEK/C/PEEK/C/PEEK/
C/PEEK/C/PEEK/C] 

Carbon-8/7-
PEEK 

[C/PA/C/PA/C/PA/C/PA/C/PA/C/PA/C/PA/C] Carbon-8/7-PA 

 

 

 
Figure 2. Composites interleaved with/without veils, adapted from [18] 

 

 

 

 

 

2.3. Vibration Tests 

 

Vibration tests were performed according to the ASTM 

E756-05 standard [19]. In this context, specimens with a 

dimension of 25x250 mm2 were prepared (Figure 3), and 

vibration responses were obtained using the PULSE 

vibration test measurement setup (Brüel & KjærSound & 

Vibration Measurement A/S, Denmark), (Figure 4). The 

impact of creating a vibration response in the test 

specimens was applied using an impact hammer. 

Vibration responses of the specimens were achieved with 

a laser vibrometer. Natural frequency and damping datas 

were obtained with the ME'scopeVES software [22-24]. 

The tests were carried out under clamped-free boundary 

conditions. 

 
Figure 3. Dimensions of a vibration test specimen [20]. 

 

 

 
Figure 4. Schematic representation of the vibration measurement system, adapted from [18, 20] 

 

3. RESULTS AND DİSCUSSİONS 

 

Six specimens from each composite group were used in 

the clamped-free condition in the vibration tests. The 

average of the values obtained with at least three hammer 

strikes for each specimen was taken. The results were 

analyzed by calculating the final average values and 

standard deviations for the average vibration results of the 

composite group. In this context, the first natural 

frequency values and damping ratios were determined. 

Table 2 shows the first natural frequency and damping 

ratio values obtained. Figure 5 shows the graphs of the 

vibration test results. 

Tablo 2. First natural frequency and damping ratio values [20]. 

Designation 
Stacking 
Sequence 

1stNatural 

Frequency 

(Hz) 

Damping Ratio 
(%) 

Carbon-8 8 54.6 ± 1.71 0.574±0.141 
Carbon-8/7-

PEEK 
8/7 59.7 ± 2.76 0.541±0.166 

Carbon-8/7-PA 8/7 70.4 ± 1.05 0.476±0.126 

 

It was understood that thermoplastic veil interleaving 

increases the first natural frequency of carbon composites. 

Accordingly, the average natural frequencies of Carbon-

8/7-PEEK and Carbon-8/7-PA specimens increased by 

approximately 9% and 29%, respectively, compared to 
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the control specimen. On the other hand, decreases in the 

damping ratios of carbon composites with veil 

reinforcement were observed. In this context, 

approximately 6% and 17% decreases occurred in 

Carbon-8/7-PEEK and Carbon-8/7-PA composites, 

respectively. 

 

 
 
Figure 5. Vibration test results, a) 1st natural frequency, b) damping 

ratio. 

 

In the study, it is thought that the veils interleaved 

between the layers provide enhanced adhesion with 

epoxy. Therefore, it is assumed that veils that create a new 

interface with epoxy increase the interlaminar toughness, 

and this improvement increases the rigidity of the 

composites. As the stiffness of the composites increased, 

the natural frequency values also increased. On the other 

hand, increasing stiffness had adverse effects on damping, 

and decreases in damping ratios were recorded. The 

inverse relationship between stiffness and damping is a 

phenomenon. In a study, it was noted that basalt fiber 

hybridization increased the damping ratios of carbon 

composites, and this was due to the low stiffness of the 

basalt fiber composites [17]. A similar trend is observed 

in our study.  

 

On the other hand, in the study conducted by our research 

group [18], vibration responses of specimens with similar 

composites used in this study were investigated according 

to the condition of pre/post impact testing. In the 

motioned research [18], natural frequencies of the pre-

impact specimens with dimensions of 100x150 mm2 were 

significantly higher than those prepared according to 

ASTM E756-05 standard in this study. In addition, it was 

noted that the damping ratio of PEEK interleaving was 

slightly lower compared to the similar specimen used in 

this study. However, the damping ratios of other 

composites were found to be higher than their equivalents 

in this study. In this context, it has been understood that 

dimensional difference is an effective parameter for 

vibration response. Moreover, it is thought that the 

mechanical properties of composites with increased 

natural frequency enhance as their stiffness increases.  

 

4. CONCLUSION 

 

In this study, the effect of two different thermoplastic 

veils interleaved between the layers of carbon fiber-

reinforced composites on the vibration response behavior 

of the composite was experimentally investigated. The 

results are summarized below. 

• It was observed that both veil interleaving had 

enhanced adhesion with epoxy and toughened the 

interface. Therefore, the stiffness and natural 

frequencies of the modified composites were 

increased. 

• Decreases were observed in damping ratios. 

• While PA veil interleaving exhibited high 

performance in terms of natural frequency, PEEK 

veil interleaved composites show similar damping 

behavior with non-interleaved composites. 

For future studies, it is necessary to interleave these veils 

in different stacking squences within the composite by an 

interply hybridization and to perform more 

comprehensive vibration analyses. 
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Abstract: Nickel is a metal widely used in many industrial applications, but despite its superior 

properties, it also has some shortcomings. Carbon-based structures can be important 

reinforcement elements in improving the properties of metals. By providing a balance between 

the high corrosion resistance, high electrical conductivity and good magnetic properties of the 

nickel material and the lightness and high strength of carbon-based structures, a material with 

advanced properties can be obtained. Therefore, in this study, a new Nickel-Carbon 

nanostructure supported by a covalently bonded graphene-carbon nanotube (CNT) skeleton 

structure is presented. Additionally, it was aimed to investigate the mechanical properties and 

deformation mechanisms in all directions by designing three materials with different geometric 

dimensions (Ni-G-CNT(5,5), Ni-G-CNT(10,10) and Ni-G-CNT(15,15)). According to the 

results, it was observed that G-CNT structures increased the tensile and compressive behavior 

of the Ni structure in the CNT direction. With the addition of G-CNT structures, a 36% increase 

in the elastic modulus of the nickel structure and a 12% increase in the maximum tensile value 

were observed. For tensile loading in the CNT direction, as the CNT diameter decreases, the 

elastic modulus of the hybrid structures increases, while the maximum stress values are 

independent of the CNT diameter. As the CNT diameter increases, the ductility of the structures 

increases. In terms of compressive strength, it has been observed that in the linear region, as the 

CNT diameter increases, the strength generally increases and in the condensation region, it 

exhibits better compressive strength. With this study, an anisotropic nanostructure that is lighter 

and can exhibit higher mechanical strength compared to the Nickel structure is presented. 
 

 

Grafen-CNT Takviyeli Nikel Metal Matrisli Nanokompozit Yapının Mekanik Özelliklerinin 

İncelenmesi 
 

 

Anahtar 

Kelimeler 

Nikel, 

Karbon bazlı 

nanomalzemel

er, 

Mekanik 

özellikler, 

Moleküler 

dinamik 

simülasyonları 

Öz: Nikel, birçok endüstriyel uygulamada yaygın olarak kullanılan bir metaldir, ancak üstün 

özelliklerinin yanı sıra bazı eksik yanları da mevcuttur. Metallerin özelliklerini iyileştirmede 

karbon temelli yapılar önemli takviye elemanı özelliği gösterirler. Nikel malzemesinin yüksek 

korozyon direnci, elektrik iletkenliği ve iyi manyetik özelliği ile karbon bazlı yapıların hafiflik 

ve yüksek mukavemeti arasında bir denge sağlayan gelişmiş özelliklere sahip bir malzeme elde 

edilebilir. Bu nedenle, bu çalışmada, kovalent olarak bağlı grafen-karbon nanotüp (KNT) iskelet 

yapısı ile desteklenmiş yeni bir nikel-karbon nanoyapısı sunulmaktadır. Ayrıca, farklı geometrik 

boyutlara sahip üç malzeme tasarımı (Ni-G-CNT(5,5), Ni-G-CNT(10,10) ve Ni-G-CNT(15,15)) 

yapılarak yapıların tüm doğrultulardaki mekanik özellikleri ve deformasyon mekanizmaları 

araştırmıştır. Sonuçlara göre, G-CNT yapılarının Ni yapısının çekme ve basma davranışını KNT 

doğrultusunda artırdığı görülmüştür.  G-CNT yapılarının eklenmesi ile nikel yapısının elastik 

modülü değerinde %36, maksimum gerilme değerinde ise %12 artış gözlenmiştir. KNT 

doğrultusunda çekme yüklemeleri için KNT çapı azaldıkça hibrit yapıların elastik modülü 

artarken maksimum gerilme değerleri KNT çapından bağımsızdır. KNT çapı arttıkça ise 

yapıların süneklikleri artmaktadır. Basma dayanımı açısından ise lineer bölgede genel olarak 

KNT çapı arttıkça dayanımın arttığı yoğunlaşma bölgesinde ise daha iyi basma dayanımı 

sergilediği görülmüştür. Bu çalışma ile Ni yapısına kıyasla daha hafif ve daha yüksek mekanik 

dayanım sergileyebilen anizotropik bir nanoyapı sunulmuştur. 
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1. INTRODUCTION 

 

Today, materials science and engineering form the basis 

of advanced technologies and innovative applications. In 

this field, improving and optimizing the properties of 

materials is vital to improving performance in various 

industries. In this context, hybrid nanocomposites have 

attracted great attention from researchers in recent years. 

Metal matrix nanocomposites have an important place in 

this field[1]. Among metals, nickel is very important due 

to its rust resistance, high temperature and chemical 

resistance, improved electrical conductivity and magnetic 

properties [2, 3]. Due to these properties, it is used in 

many areas such as automotive, shipbuilding, maritime, 

chemical industry, electric motors, magnetic sensors and 

power plants [4, 5]. Despite the many good properties of 

nickel material, its mechanical strength is not at the 

desired level [6]. For this reason, there is a need to 

strengthen it with various reinforcement materials. 

 

Many materials are used as reinforcement materials in 

metal matrix nanocomposites [7, 8]. Among these, 

nanoscale materials such as graphene and CNT (Carbon 

Nanotube) have the potential to provide excellent 

reinforcement in composite materials because they have 

unique mechanical, electrical and thermal properties [9-

12]. Some studies indicate that there is a potential to form 

a strong bond between carbon-based structures and some 

metals such as Ni, Pt, Pd and Ti [13, 14]. When nickel 

metal is combined with CNTs and graphene, a nickel 

matrix composite can be obtained, which is important for 

many applications. For this reason, there are various 

studies in the literature about carbon-based structures and 

nickel. For example; Jiang and his team[15], synthesized 

CNT/Ni hybrid nanostructure arrays using one-step 

chemical vapor deposition method (CVD). The study has 

shown that these structures can be used as high-

performance capacitor materials thanks to their large area 

capacitance and superior rate capacitance. In another 

study, Wang et al. [16] investigated the effects of Ni-

MWCNTs with different aspect ratios on the uniaxial 

tensile behavior of ultra-high strength concrete (UHPC) 

by experimental and MD analyses. The results obtained 

showed that the presence of Ni-MWCNTs markedly 

changed the tensile performances of UHPC. 

 

Producing nanostructures and investigating their 

properties experimentally is a very expensive and difficult 

process. For this reason, using the Molecular Dynamics 

(MD) method provides a great advantage when 

investigating the properties of these structures [17, 18]. 

Molecular dynamics simulations are a powerful tool for 

studying material behavior at the atomic level. This 

method allows modeling of material behavior, taking into 

account atomic interactions and material properties. If we 

look at some studies conducted in this context; Zhou et al. 

[6] investigated the mechanical properties of nanoporous 

nickel and carbon nanotube (CNT) reinforced composites 

using molecular dynamics (MD) simulations at 900K. It 

was found that out-of-plane mechanical behavior were 

better than in-plane properties and CNT reinforcement 

increased the elastic modulus, tensile strength and 

compressive strength while decreasing the weight of the 

composites. Song and Zha [19] examined the behavior of 

nickel-plated single-wall CNTs and their gold matrix 

composites under axial loading using MD simulations. As 

a result, they found that although nickel plating reduced 

the tensile strength, nickel-CNT reinforcement could 

increase the Young's modulus of the composite. Yan et al. 

[20] investigated the mechanical properties of CNTs with 

different geometric properties embedded in the nickel 

matrix. They investigated the effects of CNT rotation 

angle, CNT number and CNT length on the deformation 

mechanism, ultimate tensile strength (UTS) and Young's 

modulus. It has been observed that the distribution of long 

and short CNTs significantly affects the Young's modulus 

and UTS of CNT/Ni nanocomposites, and the number of 

CNTs increases these properties. 

 

There are some studies in the literature on composite 

materials obtained by combining graphene and CNT 

structures with nickel material. However, although the 

single effects of graphene and CNT have been mostly 

studied, there are no studies in which they are used 

together. For this reason, in this study, the Nickel 

nanocomposite structure supported by the G-CNT 

skeleton structure obtained by covalently bonding 

graphene to the CNT side walls was modeled with MD 

simulations and its mechanical properties were 

investigated. This new carbon-metal hybrid nanostructure 

is called Ni-G-CNT (Nickel-Graphene-CNT). In addition, 

in this study, three models with different G-CNT 

skeletons (G-CNT(5, 5), G-CNT(10, 10),  and G-CNT(15, 

15)) were created by keeping the carbon density constant 

and their mechanical behaviors such as tensile and 

compression were compared. It is thought that the results 

will make a significant contribution to the design and 

production of more durable, lightweight and high-

performance materials. Additionally, this composite has 

the potential to be used in structural components in the 

aerospace, automotive and aerospace industries. 

 
2. MATERIAL AND METHOD 

 

2.1. Atomistic Modeling 

 

The Ni-G-CNT hybrid structures proposed in this study 

consist of a Nickel matrix nanocomposite structure 

reinforced with graphene-CNT skeleton covalently 

bonded together along the CNT.  Atomic models of the 

relevant nanostructures were created in three steps. In the 

first step, the atomic coordinates of graphenes (GNRs) 

and carbon nanotubes (CNTs) were created separately 

using Visual Molecular Dynamics (VMD) [21] software. 

In the second step, a certain number of graphene sheets 

were placed along the outer surface of the CNTs and a G-

CNT skeleton was formed by creating a covalent bond 

between the graphene and CNT structures with the help 

of thermal welding process. In the next stage, the G-CNT 

skeleton structure was embedded in the nickel matrix and 

the atomic model of the Ni-G-CNT structures was 

obtained. After the coordinates of the nanostructures are 

created, they are minimized and stabilized at room 

temperature (300 K) and their stability is examined. The 

diagram of the modeling process of hybrid nanostructures 

is shown in Figure 1. 
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Figure 1. Schematic representation of the modeling process of Ni-G-
CNT structures. 

 

In this study, three different Ni-G-CNT structures 

containing different G-CNT types (G-CNT(5, 5), G-

CNT(10, 10), and G-CNT(15, 15)) with equal lengths and 

CNTs of different diameters containing approximately a 

fixed number of carbons were created. In order to provide 

approximately equal carbon atom density, the size of 

graphene and the number of CNTs vary depending on the 

models. The dimension and numbers of the carbon 

nanotubes and graphene used in the structures are given 

in Table 1. 

 
Table 1. Dimension and atomic numbers of graphene and CNTs in 

models. 

Models Ni-G-CNT(5,5) Ni-G-CNT(10,10) Ni-G-CNT(15,15) 

CNT 

Type 
(5,5) (10,10) (15,15) 

CNT 

Diameters 

(nm) 
0.6808 1.3560 2.0324 

G
ra

p
h

e
n

e
 

D
im

e
n

si
o

n
s(

n
m

) 

Y
 

5.5x20 7.5x20 6.44x20 

X
 

5.5x20 4.5x20 3.5x20 

CNT 

Numbers 
16 12 12 

GNR 

Numbers 
24 17 17 

 

To create G-CNT structures, it is necessary to create 

covalent bonds between graphene plates and CNTs. This 

process is carried out by the thermal welding method, 

which is an annealing process [22, 23]. In this annealing 

process, graphene sheets are aligned to the CNT side 

walls. Then, by applying high temperatures to the 

boundaries of CNT and graphene, bonds break in the 

structures and new bonds are formed between graphene 

and CNT. High temperatures are required to ensure bond 

formation during the thermal welding process. In order to 

save time and cost by performing this process in a lower 

temperature and time range, partial deformations are 

created in the atoms on the CNT side surfaces 

corresponding to the side surfaces of the graphene sheets. 

In this way, it is possible to create new ligaments more 

easily with the sagging ligaments created. Sample 

representations of Ni-G-CNT structures can be seen in 

Figure 2. 

 

  
(a) (b) 

  
(c) (d) 

Figure 2. Sample representations of Ni-G-CNT structures; (a) Ni-G-
CNT(5,5), (b) Ni-G-CNT(10,10), (c) Ni-G-CNT(15,15), (d) 3D image 

of Ni-G-CNT(5,5). 

 

2.2. Simulation Details 

 

MD simulations for the thermal welding process and 

mechanical analysis are performed using the open source 

Large Scale Atomic/Molecular Massively Parallel 

Simulator (LAMMPS) [24]. MD simulations provide 

interactions between atoms using interatomic potentials to 

calculate material behavior. In this study, hybrid potential 

was used for the interaction between atoms. In this 

context, the Adaptive Molecular Reactive Empirical 

Boundary Series (AIREBO) potential is used for the 

carbon atom interaction between graphene and CNT[25, 

26].  The AIREBO potential is an important potential that 

can represent a dynamic system as it can accurately 

predict the formation of new bonds. The Embedded Atom 

Method (EAM) is used for force calculations between 

nickel atoms[27, 28]. Lennard jones potential is used for 

hybrid interactions between nickel and carbon atoms [29-

31]. In the thermal welding procedure, the Nosé-Hoover 

thermostat and the canonical ensemble (NVT) system 

were used as thermodynamic properties to ensure the 

thermal balance of the system. The time step of the 

simulation was determined as 0.001 picoseconds (ps). 

Periodic boundary conditions are defined in all directions 

for the system to represent a large material structure. 

The sintering temperature of nickel metal and the 

temperature values (1200 K) required to form covalent 

bonds between graphene and CNTs are very close to each 

other. For this reason, the thermal welding process is 

applied simultaneously to graphene and CNT atoms. In 

the thermal welding process, first the environment is kept 
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at 300 K for 50 picoseconds (ps) to achieve thermal 

equilibrium. Then, the temperature of the atoms in the 

region is gradually increased to the reference temperature 

of 1200 K with a temperature increase of 300 K. Energy 

is needed for both the sintering process and the breaking 

of bonds in CNTs and the formation of bonds with 

graphene. To provide this energy, the ambient 

temperature is kept constant at 1200K for 60 ps. Then, 

fractional cooling is performed to reduce the temperature 

of the region from 1200 K to 300 K within 50 ps. Finally, 

it is relaxed for 50 ps at 300 K. Thus, the stability of the 

bonds in the connection regions is examined [32]. The 

bonds formed between CNTs and graphene at the end of 

the thermal welding process are shown in Figure 3. 

 

  
(a) (b) 

Figure 3. Covalent bonds formed between CNT and graphene layers, a) 
bond view, b) close bond view. 

 

Once the atomic models are created, the free energy 

profiles are monitored for 100 ps at room temperature to 

observe their thermal stability. For this process, it is 

thermalized at room temperature using the Nose-Hoover 

thermostat and NPT assembly. Mechanical tensile and 

compression analyzes were carried out by selecting the 

loading rate of 0.001 ps−1, which is widely used in the 

literature, and equilibrated at room temperature with NVT 

integration. Tensile analyzes were carried out separately 

in all three directions (X, Y, Z) to calculate the Elastic 

modulus (E), yield stress (σy) and ultimate stress (σu) 

values of the material and compare them with each other. 

Compression analyzes were carried out only in the CNT 

direction (Z), which is thought to exhibit the best behavior 

of the material. The atomistic stresses used to generate the 

stress-strain curves are calculated using the Virial stress 

theorem[33]. 

 

3. RESULTS AND DISCUSSION 

 

In this study, firstly, the energy profiles were examined at 

300 K for a sufficiently long time to examine whether the 

nanostructures were thermodynamically stable. It is seen 

that the energy values of the proposed structures remain 

almost constant. Additionally, there is no significant 

structural change in the structures compared to the initial 

design, indicating that they are thermodynamically stable. 

After it was understood that the structures were stable, 

mechanical tests were carried out. 

 

 

3.1. Tensile Behavior 
 

In this study, the tensile strengths of Ni-G-CNT structures 

supported by nickel and three G-CNT nanoskeleton 

system with different CNT diameters in each direction 

were analyzed by MD simulations under uniaxial loading. 

Since the structure has an anisotropic structure in terms of 

model, it exhibits different mechanical properties in each 

direction. The stress-strain graph of the structures 

obtained from the analysis results in the z-axis direction 

is given in Figure 4. 

 

 
Figure 4. Tensile stress-strain curves of Ni-G-CNT structures in the z 

direction. 

 

When the stress strain values in the CNT direction of the 

structures given in Figure 4 are examined, it is seen that 

with the addition of the G-CNT structure to the Ni 

structure, the mechanical properties increase with a partial 

decrease in the ductility of the nickel structure. When the 

mechanical behaviors of the structures are compared 

within themselves, the highest value in this direction 

belongs to the [CNT (5,5)] Ni-G-CNT(5,5) structure 

containing small diameter CNTs. The addition of carbon 

structures increased the tensile behavior of the structures 

in the linear region. It has been observed that as the CNT 

diameter increases, the elastic modulus and yield stress 

values of the structures decrease, but they still have high 

values compared to the Nickel structure. Although there 

was a regularly decreasing relationship between 

mechanical properties and increasing CNT diameter in the 

linear region, no regular relationship was found between 

CNT size and mechanical behavior after the linear region. 

Although the elastic modulus values of the Ni-G-CNT 

(15,15) structure are the lowest, it has the highest 

maximum stress value and exhibits a behavior similar to 

nickel in terms of ductility. The mechanical values of the 

structures in the CNT direction are given in detail in Table 

2. 

 
Table 2.  Mechanical properties of the structures under tensile stress in 

the Z direction. 

Models 

Elastic 

Module 

(GPa) 

Yield 

Strain 

Yield 

Strength 

(GPa) 

Ultimate 

strain 

Ultimate 

Strength 

(GPa) 

Ni 
211,02 0,0368 7,33 0,223 20,96 

Ni-G-

CNT(5,5) 287,48 0,0349 10,95 0,203 23,34 

Ni-G-

CNT(10,10) 282,42 0,0346 9,94 0,215 22,31 

Ni-G-

CNT(15,15) 280,91 0,0331 8,20 0,224 23,47 
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(a) (b) 

  

(c) (d) 

 
 

(e) (f) 

Figure 5. Deformation states of the Ni-G-CNT(5, 5) structure depend 

on tensile loading perpendicular to the plane, (a) 0.02, (b) 0.06, (c) 0.12, 
(d) 0.20, (e) 0.22 and (f) 0.44. 

 

In order to better understand the deformation mechanism 

of Ni-G-CNT structures, the deformation states of an 

example structure due to tensile loading in the CNT 

direction are given in Figure 5. When the images are 

examined, the stresses in the structure gradually increase 

due to the strain. It has been observed that most of the 

stresses are concentrated in graphene and CNTs, but 

nickel material also carries the load. The first rupture 

deformation occurred at the nickel atoms located at the 

border between 0.07 and 0.08. For this reason, a decrease 

in the stress curve is observed. From this point on, stresses 

accumulate in graphene and CNTs and it is seen that the 

stresses increase again and reach the maximum value in 

the 0.20-0.23 strain range. As seen in Figure 5. (e), it was 

observed that the breaks in this range occurred diagonally 

from the midpoint of the graphene. Although there was a 

rapid decrease in stresses after the maximum stress value 

with the rupture of the ligaments, the stresses continued to 

increase up to 0.30-0.31ε because the other unruptured 

graphene and CNT structures continued to carry stress. 

 

 
Figure 6. Tensile stress-strain curves of Ni-G-CNT structures in the x 

direction. 

 

In order to examine the behavior of the structures in the 

horizontal direction, when the stress strain curves in the 

transverse direction of CNT of the structures given in 

Figure 6 are examined, it was observed that the stresses 

increased linearly, followed by a partial decrease in the 

stresses and then increased again. It is thought that the 

reason for the decrease in this first region is due to the 

flattening of CNTs with circular cross-sections. After the 

flattening of the CNTs occurred, the stresses increased 

again and reached the maximum stress value in the range 

of 0.30-0.37ε and ruptures occurred in the structure. When 

the mechanical behaviors of different N-G-CNT 

structures were compared with each other, it was seen that 

the highest value in this direction belonged to the Ni-G-

CNT (5,5) structure and the lowest value belonged to the 

Ni-G-CNT (15,15) structure. As the CNT diameter 

increases, the ductility of the material increases, while its 

elastic modulus, Yield stress and ultimate tensile strength 

decrease. Table 3 shows the detailed mechanical values of 

the structures. 

 
Table 3. Mechanical properties of the structures under tensile stress in 
the X direction. 

Models 

Elastic 

Module 

(GPa) 

Yield 

Strain 

Yield 

Strength 

(GPa) 

Ultimate 

strain 

Ultimate 

Strength 

(GPa) 

Ni-G-

CNT(5,5) 
266,73 0,0247 5,14 0,305 11,78 

Ni-G-

CNT(10,10) 
223,74 0,0259 4,74 0,321 11,16 

Ni-G-

CNT(15,15) 
184,69 0,0122 2,59 0,367 9,22 

 

The deformation states obtained for the transverse tensile 

loading of the Ni-G-CNT(5x5) structure are given in 

Figure 7. As can be seen from the deformation images, the 

stresses in the structure increase up to 0.025ε due to the 

shape change. After this value, it was observed that the 

stresses decreased and then increased again as flattening 

occurred in the circular sections of CNTs. The majority of 

the stresses occur in graphene. After 0.025ε, fluctuating 

decreases and increases in stress values are observed as 

the contractions continue in the circular cross-sections of 

CNTs. The rupture in the structure occurred in the 

graphene region at values of 0.305, 0.321 and 0.367ε, 

from small-diameter CNT structures to large ones, 

respectively. When the tensile strengths of the structures 

in the transverse direction of CNTs were compared with 

the nickel structure, it was observed that the tensile 

strength decreased in this direction but the ductility 
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increased. It is thought that this decrease is due to two 

reasons. The first reason may be the fact that CNTs are 

located in the transverse direction and the flattening of 

their circular cross-sections. The second reason is that it 

is thought that nickel atoms exhibit rigid motion and do 

not contribute to tensile strength due to the division of 

nickel atoms by the G-CNT cage system. 

 

  
(a) (c) 

  
(b) (d) 

 
(e) 

Figure 7. Deformation states of the Ni-G-CNT (5, 5) structure subjected 

to tensile loading in the transverse direction, (a) 0.00, (b) 0.10, (c) 0.20, 

(d) 0.30 and (e) 0.31. 
 

 
Figure 8. Tensile stress-strain curves of Ni-G-CNT structures in the y 

direction. 

The stress-strain curves of the structures in the y-axis 

direction are given in Figure 8. When the stress strain 

curves were examined, it was seen that the behavior was 

parallel to the x-axis. The stresses increase until the CNT 

strength is exceeded and then show a partial decrease due 

to the narrowing in the cross-section. Table 4 gives the 

mechanical values of the structures in the Y direction. 
 

 

Table 4. Mechanical properties of the structures under tensile stress in 

the Y direction. 

Models 

Elastic 

Module 

(GPa) 

Yield 

Strain 

Yield 

Strength 

(GPa) 

Ultimate 

strain 

Ultimate 

Strength 

(GPa) 

Ni-G-

CNT(5,5) 
266,73 0,0247 5,14 0,305 11,78 

Ni-G-

CNT(10,10) 
244,75 0,0257 5,29 0,303 13,02 

Ni-G-

CNT(15,15) 
195,46 0,0171 2,81 0,351 13,28 

 

  
(a) (b) 

  
(c) (d) 

  
(e) (f) 

Figure 9. Deformation states of the Ni-G-CNT(5, 5) structure subjected 

to tensile loading in the Y direction, (a) 0.00, (b) 0.10, (c) 0.16, (d) 0.22, 

(e) 0.30 and (f) 0.31. 
 

When the values were examined, it was seen that the 

elastic modulus values decreased as the CNT diameter 

increased. However, unlike the x direction, the highest 

maximum stress value and ductility were seen in the Ni-

G-CNT (15x15) structure containing CNTs with the 

largest diameter. It is seen that the tensile strengths of the 

structures change depending on the number and 

arrangement of graphene and CNT. Since the Ni-G-

CNT(5,5) structure has the same number of graphene and 

CNTs in both directions, its mechanical strength is the 

same, while in the other two structures, it is seen that the 

mechanical strength in the Y direction is higher than in 

the x direction. This is related to the presence of fewer 
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CNTs and graphene in the Y direction. In this direction, 

graphenes is longer and the number of divisions in the 

nickel structure due to G-CNT connections is less. For this 

reason, it is thought that the decrease in mechanical values 

is less. Deformation images of the structures are given in 

Figure 9. When the deformation images are examined, it 

is seen that the stresses are mostly concentrated in the 

graphene, similar to the x direction, and the rupture starts 

from the graphene in the middle part. 

 

3.1. Compression Behavior 

 

To examine the compression performances of the 

structure obtained by adding the G-CNT skeleton 

structure to the Ni structure, the comparative compressive 

stress-strain curves of different Ni-G-CNT structures are 

given in Figure 10.  

 
(a) 

 
(b) 

Figure 10. (a) Compressive stress-strain curves of Ni-G-CNT structures 

in the z direction, (b) zoomed region for 0,00-0,25 strain. 
 

When the behaviors were examined, three different 

regions were observed. It was observed that in the first 

region, the stresses in the structure increased linearly up 

to ε = 0.035-0.050. Then, the slope of the stresses 

decreases to a certain value. It was observed that after this 

value, a concentration zone was formed where the stresses 

increased. Adding G-CNT structures to the structure 

increased the compressive strength of the nickel material. 

When the structures were evaluated in terms of CNT 

dimensions, it was seen that as the diameter of the CNTs 

increased, up to a certain value in the linear region, the 

stress values and CNT strengths were higher. Although 

the increases in this part are low, the stress contribution is 

more clearly seen in the condensation and hardening 

region. Detailed mechanical values of the structures are 

given in table 5. 

 

  

ε=0.02 

  

ε=0.10 

  

ε=0.30 

  
ε=0.40 

  

ε=0.50 

(a) (b) 
Figure 11. Compressive stress-strain curves in the Z direction of the Ni-
G-CNT(15x15) structure, (a) the entire structure, (b) G-CNT skeleton. 
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Table 5. Mechanical properties of Ni-G-CNT nanomaterials for uniaxial 

compressive loading. 

Model name Elastic 

Module (GPa) 

Yield 

strain (%) 

Yield 

Strength (GPa) 

Ni 245,67 0,048 11,49 

Ni-G-

CNT(5,5) 
302,33 0,054 14,25 

Ni-G-

CNT(10,10) 
306,15 0,053 16,14 

Ni-G-

CNT(15,15) 
307,65 0,047 14,49 

 

In order to better understand the compression behavior, 

the stress images of the materials were examined (Figure 

11). The first stresses in the structure occurred in graphene 

and CNTs rather than nickel. It has been observed that as 

the stresses increase, bending begins in the CNTs and 

increases up to ε=0.03-0.05. After this value, the slope of 

the increase in stresses decreases due to lateral 

deformations occurring in CNTs. In this part, the stresses 

show a low slope. It was observed that the stresses 

increased again with an increasing slope starting from ε = 

0.10. When the structures with different CNT diameters 

were examined, in the structures containing large 

diameter CNTs, the stress was higher in the first region, 

while this difference became more evident in the 

concentration region. The highest compressive strength 

belongs to the Ni-G-CNT(15,15) structure. 

 

4. CONCLUSION 

 

In summary, in this study, a new nanostructure was 

presented by embedding the carbon-based skeleton 

structure created by covalently bonding Graphene and 

CNT together into nickel metal. After checking the 

thermodynamic stability of the structures, mechanical 

analyzes were performed using MD simulations. The 

results showed that strong covalent bonds were formed 

between graphene and CNT structures and a structure 

exhibiting higher elastic modulus, ultimate strength and 

strain values in the vertical direction was obtained 

compared to the Ni structure. With the addition of G-CNT 

structures, a 36% increase in the elastic modulus of the 

nickel structure and a 12% increase in the maximum 

tensile value were observed. The structure inherently 

exhibits an anisotropic behavior. Additionally, when the 

effects of different CNT diameters on the mechanical 

strength of the structure were investigated, it was seen that 

larger diameter CNTs were better in compressive strength 

in the vertical direction. The situation may differ in tensile 

strength. With this study, an important G-CNT structure 

reinforcement has been presented to improve the low 

mechanical strength of nickel material, which has unique 

properties such as rust resistance, high temperature, 

electrical conductivity and chemical resistance. 
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Abstract: Energy-based seismic analysis and structural design require understanding the 

seismic input energy response of reinforced concrete buildings subjected to strong ground 

motions. Thus, calculating and predicting input energies becomes of great importance. The 

object of this study is to introduce a regression model for predicting the seismic input energies 

of reinforced concrete buildings using the 6 February 2023 Kahramanmaraş/Pazarcık 

earthquake which devastating damage occurred. For this purpose, three regular 3, 6 and 9-storey 

residential reinforced concrete buildings are designed. Input energy response histories of 

buildings subjected to a set of horizontal acceleration histories of 67 stations of the February 6 

Kahramanmaraş/Pazarcık earthquake were obtained. Subsequently, the ground motion 

parameters were used to estimate the input energies. It was revealed that acceleration-based 

parameters generally had better consequences than velocity-based parameters in low periods, 

while the opposite was the case in high periods. In 3, 6 and 9-storey buildings, the highest 

correlation coefficients were obtained in Ic (0.91), ASI (0.83) and VSI (0.73) parameters, 

respectively. This study proposed new equations in which multiple ground motion parameters 

are combined to better reflect input energy from a single parameter. In the multi regression 

where all parameters were used, correlation values (R2) of 0.94, 0.85 and 0.77 were determined, 

respectively, according to the number of floors of the buildings. As the height and period of the 

buildings increase, the multiple linear regression coefficient decreases and the estimation of 

input energy becomes difficult with the ground motion parameters.  
 

 

6 Şubat 2023 Kahramanmaraş Depremi Kullanılarak Betonarme Binaların Sismik Giriş 

Enerjisinin Tahmin Edilmesine Yönelik Regresyon Modeli Geliştirilmesi 
 

 

Anahtar 

Kelimeler 

Kahramanmaraş 

depremi, 

Sismik giriş 

enerjisi,  

Çoklu 

regresyon, 

Korelasyon  

Öz: Enerji bazlı sismik analiz ve yapı tasarımı, kuvvetli yer hareketlerine maruz kalan 

betonarme binaların sismik giriş enerji tepkisinin anlaşılmasını gerektirir. Bu nedenle giriş 

enerjilerinin hesaplanması ve tahmin edilmesi büyük önem kazanmaktadır. Bu çalışmanın 

amacı, yıkıcı hasarların meydana geldiği 6 Şubat 2023 Kahramanmaraş/Pazarcık depremini 

kullanarak betonarme binaların sismik giriş enerjilerini tahmin etmeye yönelik bir regresyon 

modeli ortaya koymaktır. Bu amaçla 3, 6 ve 9 katlı üç adet düzenli konut betonarme bina 

tasarlanmıştır. 6 Şubat Kahramanmaraş/Pazarcık depreminin 67 istasyonunun bir dizi yatay 

ivme geçmişine tabi tutulan binaların giriş enerji tepki geçmişleri elde edildi. Daha sonra giriş 

enerjilerini tahmin etmek için yer hareketi parametreleri kullanıldı. Düşük periyotlarda ivmeye 

dayalı parametrelerin genellikle hıza dayalı parametrelere göre daha iyi sonuçlara sahip olduğu, 

yüksek periyotlarda ise bunun tam tersi olduğu ortaya çıktı. 3, 6 ve 9 katlı binalarda en yüksek 

korelasyon katsayıları sırasıyla Ic (0,91), ASI (0,83) ve VSI (0,73) parametrelerinde elde edildi. 

Bu çalışma, tek bir parametreden gelen girdi enerjisini daha iyi yansıtmak için birden fazla yer 

hareketi parametresinin birleştirildiği yeni denklemler önermiştir. Tüm parametrelerin 

kullanıldığı çoklu regresyon modelinde binaların kat sayısına göre sırasıyla 0,94, 0,85 ve 0,77 

korelasyon değerleri (R2) belirlendi. Binaların yüksekliği ve periyodu arttıkça çoklu doğrusal 

regresyon katsayısı azalmakta ve yer hareketi parametreleri ile girdi enerjisinin tahmini 

zorlaşmaktadır.  
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1. INTRODUCTION 

 

Türkiye has been affected by many devastating 

earthquakes throughout its history, as it is a seismically 

active region. [1]. Türkiye experienced massive 

destruction during the earthquake couple which 

occurred, at nine-hour intervals in Pazarcık (Mw 7.7) and 

Elbistan (Mw 7.6) on February 2023 [2]. On February 6, 

the accumulated energy of the Eastern Anatolian Fault 

Zone (EAFZ) was released by a tearing mechanism from 

north to south, just like a zipper [3]. The successive 

occurrence of these earthquakes caused property damage 

and loss of life three times than of the 1999 Marmara 

earthquake [4]. Balun [5] stated this situation as the 

seismic energy intensity of the February 6 

Kahramanmaraş earthquake was much greater than 

previous earthquakes in Türkiye after the invention of 

devices. After these two significant earthquakes, in 11 

different provinces more than 50,000 people lost their 

lives and caused many buildings to collapse or 

significant structural damage [6]. Previous studies 

pointed out the damage of the many types of structures. 

Destructions and damages were observed, especially in 

reinforced concrete buildings, which constitute the 

majority of the building stock of the region, and it was 

stated that poor materials, workmanship quality, 

inadequate detailing and architectural design errors were 

the main factors of these damages [1,3,4,7–9]. 

Furthermore, masonry structures, mosques and minarets 

were also examined and damages due to structural 

defects were reported [2,6,10]. It has been understood 

that earthquake code design criteria and requirements are 

insufficient in some regions. Considering the very severe 

earthquake level, it is a striking result that the 

accelerations obtained from many stations exceed the 

response spectrum values estimated by Türkiye Building 

Earthquake Code (TBEC 2018) [4,10]. All these field 

observations have revealed that construction and design 

defects cause inevitable loss of life and property. It has 

also been emphasized that ground motions above the 

design spectrum values are another important cause of 

damage. Apart from the structural damage caused by 

buildings, examining the density distribution after these 

earthquakes through peak ground acceleration and 

estimation of actual loss of life and structural damage 

has contributed to the literature [11,12]. In addition to all 

the researches and assessments made, it is thought that 

the interpretation of the February 6 earthquakes through 

the estimation of the seismic input energies will be 

valuable in terms of understanding both the design 

approach and the destructive effects of these 

earthquakes. 

 

Strong ground motions that have occurred in the world 

in recent years have caused serious damage to relatively 

many new buildings designed according to conventional 

force or displacement-based seismic methods. If the 

instance exists due to deficiencies in the seismic design 

code, it is further confirmation that force or 

displacement-based design does not result in reliable 

structural seismic design of building systems [13]. This 

situation has increased the importance of energy-based 

design. To overcome these problems, an alternative 

seismic analysis and design approach that takes into 

account the duration, frequency content and cumulative 

damage potential of ground motion, defined as energy-

based seismic design, has been introduced by Housner 

[14]. 

 

Although earthquakes are quite irregular ground 

motions, the input energy passing through the structure 

is a very stable parameter. Part of the input energy 

passing through the structure by ground motion is 

distributed by the damping mechanism, while the other 

part is distributed by cyclic energy [15–17]. Energy-

based methods are achieved by providing sufficient 

capacity to building elements compared to seismic 

demand. The basis of energy-based seismic design is that 

the loading effect of seismic excitation on structures can 

be interpreted not as separate forces or displacements, 

but as the product of both in terms of input energy. 

However, it is accepted by many authors that the loading 

history affects the cumulative damage in seismic 

excitations [18–21]. 

 

Energy and energy parameters are the most promising 

parameters for the design of structures exposed to 

moderate or severe earthquakes. In the energy-based 

design approach, the primary task is the precise 

calculation of the input energy. Practical prediction of 

seismic input energy of multi degree of freedom systems 

(MDOF) is quite essential, especially in terms of 

seismic-based design [22]. The damage potential of 

structures is not only affected by the characteristics of 

ground motion but is also a function of structural 

characteristics. With a similar approach, seismic input 

energy is also affected by both characteristics. The 

damage potential of structures is generally reflected by 

ground motion parameters such as peak ground 

acceleration (PGA), peak ground velocity (PGV) and 

peak ground displacement (PGD). Although PGA is 

widely used as a dominant parameter in the assessment 

of structural performance, some studies have shown that 

this parameter alone does not have a strong correlation 

with structural damage [23–25]. Correlations and 

relationships of ground motion parameters with seismic 

input energy can eliminate complex calculations. In 

support of this, many studies in the literature have found 

relationships between ground motion characteristics and 

structural damage [26–28]. However, in most studies, it 

has been difficult to establish strong relationships 

between damage potential and ground motion 

characteristics [16,29]. It is thought that evaluating more 

than one parameter together will provide advantages in 

seismic input energy estimation. 

 

Unlike the studies conducted for the February 6 

Kahramanmaraş earthquake, estimating the input energy 

that causes structural damage with ground motion 

parameters in this study is a different perspective in 

terms of seismic evaluation. For this purpose, this study 

aims to reveal a strong correlation with seismic input 

energy by taking into account multiple regression in 

which ground motion characteristics are considered 

together. Three regular residential reinforced concrete 

buildings with 3, 6 and 9 storeys were designed to 
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determine the relationships between seismic input energy 

and ground motion parameters. Input energy response 

histories of 3D-designed buildings subjected to a series 

of horizontal acceleration histories of 67 stations of the 

February 6 Pazarcık earthquake were obtained, and their 

correlations with seismic parameters were evaluated. 

Ultimately, seismic input energy will be predicted using 

the multiple regression analysis based on several 

parameters, such as acceleration, velocity, displacement, 

frequency and duration. 

 

2. STRONG GROUND MOTION DATASET 

 

The current study consists of 25 ground motion 

parameters to analyze the relationship with seismic input 

energy. In structural damage assessment, commonly 

used peak values alone do not lead to an understanding 

of the damage potential of strong ground motions to 

structures. Many other ground motion parameters can 

contribute to structural damage [30]. The seismic 

parameters given in Table 1 are classified according to 

acceleration, velocity, displacement, frequency and 

ground motion duration. Additionally, in this study, 

significant duration was considered to reveal the 

duration effect. The values of parameters used in the 

study are determined using the software SeismoSignal 

(2021) [31]. The relationship between a parameter and 

other parameters can be examined through correlation 

analysis. Additionally, multiple regression analysis was 

performed to reveal the relationship of multiple 

parameters with seismic input energy and equations were 

obtained for prediction. 

 

 
Table 1. Seismic parameters 

Type Parameter Definition Formula 

A
c
c
el

e
ra

ti
o

n
-b

a
se

d
 

PGA Peak ground acceleration  𝑃𝐺𝐴 = max|𝑎(𝑡)| 

aRMS Root-mean-square of acceleration 𝑎𝑅𝑀𝑆 = √
1

𝑡𝑡𝑜𝑡

[𝑎(𝑡)]2𝑑𝑡 

Ia Arias intensity 𝐼𝑎 =
𝜋

2𝑔
∫ 𝑎2(𝑡)𝑑𝑡

𝑡

0

 

Ic Characteristic intensity 𝐼𝑐 = (𝑎𝑅𝑀𝑆)
3

2√𝑡𝑡𝑜𝑡 

CAV Cumulative absolute velocity 𝐶𝐴𝑉 = ∫ 𝑎(𝑡)𝑑𝑡
𝑡

0

 

SMA Sustained maximum acceleration 3rd largest peak in acceleration time history 

EDA Effective Design Acceleration Peak acceleration value above 9 Hz 

A95 A95 Parameter The acc. level below 95% of the total Ia 

SCAV Standardized Cumulative Absolute Velocity 𝑆𝐶𝐴𝑉 = ∑(𝐻(𝑃𝐺𝐴) − 0.025) ∫ |𝑎(𝑡)|𝑑𝑡)
𝑖

𝑖−1

𝑛

𝑖=1

 

Sa,avg Average Spectral Acceleration 𝑆𝑎(𝑇1…𝑇𝑁) = (∏ 𝑆𝑎(𝑇𝑖)

𝑛

𝑖=1

)

1/𝑛

 

ASI Acceleration spectrum intensity 𝐴𝑆𝐼 = ∫ 𝑆𝑎(𝜉 = 0.05, 𝑇)𝑑𝑇
0.5

0.1

 

V
e
lo

c
it

y
-b

a
se

d
 

PGV Peak ground velocity  𝑃𝐺𝑉 = max|𝑣(𝑡)| 

vRMS Root-mean-square of velocity 𝑣𝑅𝑀𝑆 = √
1

𝑡𝑡𝑜𝑡

[𝑣(𝑡)]2𝑑𝑡 

SED Specific energy density 𝑆𝐸𝐷 = ∫ [𝑣(𝑡)]2𝑑𝑡
𝑡

0

 

SMV Sustained maximum velocity 3rd largest peak in velocity time history 

MIV Maximum Incremental Velocity Acc. curve between two zero crossings of the accel. 

VSI Velocity spectrum intensity 𝑉𝑆𝐼 = ∫ 𝑆𝑣(𝜉 = 0.05, 𝑇)𝑑𝑇
2.5

0.1

 

HI Housner intensity 𝐻𝐼 = ∫ 𝑃𝑆𝑉(𝜉 = 0,05, 𝑇)𝑑𝑇
2,5

0,1

 

D
is

p
.-

b
a

se
d

       

PGD Peak ground displacement 𝑃𝐺𝐷 = max|𝑑(𝑡)| 

dRMS Root-mean-square of displacement 𝑑𝑅𝑀𝑆 = √
1

𝑡𝑡𝑜𝑡

[𝑑(𝑡)]2𝑑𝑡 

   
  vmax/amax Peak velocity to acceleration ratio 𝑣𝑚𝑎𝑥/𝑎𝑚𝑎𝑥  

F
r
e
q

u
e
n

c
y

-

b
a

se
d

       

Tp Predominant Period The period at which the maximum spectral acc. 

Tm Mean Period 𝑇𝑚 =
∑ 𝐶𝑖

2/𝑓𝑖

∑ 𝐶𝑖
2  

D
u

r
a

ti
o

n
-

b
a

se
d

 D5-95 Significant duration (5%-95%) 
The time period over which total Arias Intensity is collected 

from 5% to 95% 

D5-75 Significant duration (5%-75%) 
The time period over which total Arias Intensity is collected 
from 5% to 75% 

 

Analyzes were performed under the ground motion 

record set listed in Table 2 for the determined building 

models. Both horizontal components of the 67 station 

records of the 2023 Kahramanmaraş earthquake, which 
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occurred at 04:17 local time and had a magnitude of 

Mw 7.7, extracted from the AFAD database, were used. 

Furthermore, the coordinates of the stations, shear 

wave velocity (Vs30) of the soil and distance to 

epicenter values are also given. The selection criterion 

for ground motions is that the peak ground acceleration 

values of the records are greater than 0.1g, where g is 

the gravitational acceleration. In the analysis, 

acceleration records were used without spectrum 

matching. The aim is to reveal the relationships that are 

the subject of the article by using real ground motions 

of the Kahramanmaraş earthquake, which caused a lot 

of destruction and loss of life. In the intensity map in 

Figure 1 presented by AFAD [32], it is seen that 

ground motions greater than 0.1 g mostly occur in 

Hatay and Kahramanmaraş provinces and their 

surroundings. 

 
Table 2. The properties of the selected earthquake records (February 6 Kahramanmaraş (Mw 7.7)) 

No Station City District Longitude Latitude Vs30 (m/s) Repi (km) 

1 120 Adana Yumurtalık 35.790 36.770 439 125.25 

2 125 Adana Ceyhan 35.796 37.015 208 114.62 

3 131 Adana Saimbeyli 36.115 37.857 None 103.35 

4 201 Adıyaman Adıyaman 38.267 37.761 391 120.12 

5 213 Adıyaman Tut 37.930 37.797 None 96.48 

6 2703 Gaziantep Şahinbey 37.350 37.058 758 37.34 

7 2704 Gaziantep Nizip 37.802 37.009 721 74.10 

8 2708 Gaziantep İslahiye 36.648 37.099 523 40.77 

9 2709 Gaziantep İslahiye 36.670 37.129 555 37.45 

10 2711 Gaziantep Yavuzeli 37.560 37.317 None 45.88 

11 2712 Gaziantep Nurdağı 36.733 37.184 None 29.79 

12 2714 Adıyaman Besni 37.621 37.492 None 55.92 

13 2715 Gaziantep İslahiye 36.686 36.855 None 57.62 

14 2716 Gaziantep İslahiye 36.688 36.856 None 57.38 

15 2717 Gaziantep İslahiye 36.691 36.855 None 57.34 

16 2718 Gaziantep İslahiye 36.627 37.008 None 48.30 

17 3112 Hatay İskenderun 36.148 36.588 233 111.31 

18 3115 Hatay Belen 36.165 36.546 424 113.7 

19 3116 Hatay İskenderun 36.207 36.616 870 105.38 

20 3123 Hatay Antakya 36.160 36.214 470 143.00 

21 3124 Hatay Antakya 36.172 36.239 283 140.11 

22 3125 Hatay Antakya 36.133 36.238 448 142.15 

23 3126 Hatay Antakya 36.138 36.220 350 143.54 

24 3129 Hatay Defne 36.134 36.191 447 146.39 

25 3131 Hatay Antakya 36.163 36.191 567 144.98 

26 3132 Hatay Antakya 36.172 36.207 377 143.12 

27 3133 Hatay Reyhanlı 36.574 36.243 377 123.47 

28 3134 Hatay Dörtyol 36.205 36.828 374 90.29 

29 3135 Hatay Arsuz 35.883 36.409 460 142.15 

30 3136 Hatay Altınözü 36.247 36.116 344 148.38 

31 3137 Hatay Hassa 36.489 36.693 688 82.48 

32 3138 Hatay Hassa 36.511 36.803 618 71.70 

33 3139 Hatay Kırıkhan 36.414 36.584 272 96.19 

34 3140 Hatay Samandağ 35.950 36.082 210 165.82 

35 3141 Hatay Antakya 36.220 36.373 338 125.42 

36 3142 Hatay Kırıkhan 36.366 36.498 539 106.49 

37 3143 Hatay Hassa 36.557 36.849 444 65.13 

38 3144 Hatay Hassa 36.486 36.757 485 77.04 

39 3145 Hatay Kırıkhan 36.406 36.645 533 91.13 

40 3146 Hatay Belen 36.227 36.491 None 114.57 

41 4404 Malatya Pütürge 38.874 38.196 1380 190.02 

42 4406 Malatya Akçadağ 37.974 38.344 815 143.07 

43 4408 Malatya Doğanşehir 37.887 38.096 654 116.59 

44 4611 Kahramanmaraş Çağlayancerit 37.284 37.747 731 55.32 

45 4612 Kahramanmaraş Göksun 36.482 38.024 246 95.59 
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46 4613 Kahramanmaraş Andırın 36.357 37.570 998 68.19 

47 4614 Kahramanmaraş Pazarcık 37.298 37.485 541 31.42 

48 4615 Kahramanmaraş Pazarcık 37.138 37.387 484 13.83 

49 4616 Kahramanmaraş Türkoğlu 36.838 37.375 390 20.54 

50 4617 Kahramanmaraş Onikişubat 36.838 37.375 574 38.04 

51 4618 Kahramanmaraş Onikişubat 36.872 37.600 715 37.84 

52 4619 Kahramanmaraş Onikişubat 36.866 37.587 545 36.73 

53 4620 Kahramanmaraş Onikişubat 36.898 37.586 484 35.48 

54 4621 Kahramanmaraş Dulkadiroğlu 36.929 37.593 714 35.42 

55 4624 Kahramanmaraş Onikişubat 36.918 37.536 280 29.73 

56 4625 Kahramanmaraş Dulkadiroğlu 36.982 37.539 346 28.40 

57 4626 Kahramanmaraş Onikişubat 36.915 37.575 317 33.89 

58 4629 Kahramanmaraş Türkoğlu 36.789 37.287 382 22.05 

59 4630 Kahramanmaraş Türkoğlu 36.789 37.287 347 21.89 

60 4632 Kahramanmaraş Türkoğlu 36.774 37.256 428 24.09 

61 6303 Şanlıurfa Siverek 39.329 37.752 986 208.12 

62 6304 Şanlıurfa Bozova 38.513 37.365 376 130.27 

63 6305 Şanlıurfa Haliliye 38.513 37.365 None 155.06 

64 8002 Osmaniye Bahçe 36.562 37.192 430 43.91 

65 8003 Osmaniye Osmaniye 36.269 37.084 350 72.18 

66 8004 Osmaniye Kadirli 36.098 37.380 426 84.20 

67 NAR Kahramanmaraş Pazarcık 37.157 37.392 None 15.35 

 

 
Figure 1. AFAD-RED intensity map of Mw 7.7 magnitude earthquake [32]. 
 

3. BUILDING MODEL 

 

Building models with 3, 6 and 9 storeys are designed to 

represent the building inventory in the earthquake 

affected region. Even if buildings have different 

numbers of storey, buildings may have similar mass 

and period values due to their structural features. In 

this study, models were designed to provide diversity 

in terms of mass and period and correlations were 

examined. The plan and 3D model of the buildings in 

which nonlinear analyses were performed is given in 

Figure 2 and 3. The building structural system consists 

of frames with beams and columns but no shear walls. 

In the building model with four bays with a fixed width 

of 5.0 m, the storey height is 3.0 m on all storeys. 

Structural elements are designed by TBEC 2018 [33] 

code. The periods of the models representing low-rise, 

medium-rise and high-rise buildings are 0.40, 0.67 and 

0.96 seconds, respectively. The floor/slab thickness is 

maintained at 0.15 m. The column dimensions are 

selected as 0.4x0.4 m, 0.5x0.5 m and 0.6x0.6 m for 3, 6 

and 9-storey buildings, respectively. All beam 

dimensions are considered as 0.25x0.5 m. A rigid 

diaphragm model is assumed of the lateral response for 

the beam at each story level. The additional dead and 

live loads acting on floors are assumed to be 1 kN/m2 

and 2 kN/m2, respectively. In the design and analysis 

process, the C25 grade concrete (28-day characteristic 

compressive strength of 25 N/mm2) and the S420 grade 

of both longitudinal and transverse reinforcement steel 

(yield strength of 420 N/mm2) are used for structural 

elements. Nonlinear time history analyses are 
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performed in ETABS V19 by using 134 different 

ground motion records of the 2023 Kahramanmaraş 

earthquake. 

 

 
Figure 2. Plan of building models 

 

 

 

 
 
Figure 3. 3D models of buildings (3, 6 and 9-storey) 

 

 

4. RESULTS AND DISCUSSIONS 
 

Nonlinear time-history analyses were performed with 

134 different acceleration records from 67 stations, and 

seismic input energies were obtained for each building 

model. Figure 4 presents the stations where the greatest 

input energy transmitted to 3, 6 and 9-storey buildings 

occurs and the graph of this energy change. First of all, 

the maximum input energies for each building model 

were calculated with the station data of the 2023 

Kahramanmaraş/Pazarcık earthquake. Among 67 

stations, the maximum input energies for 3, 6 and 9-

storey buildings were obtained in 

Kahramanmaş/Pazarcık, Hatay/Defne and 

Hatay/Antakya, respectively. This result shows that 

low-period structures in Kahramanmaraş and high-

period structures in Hatay were exposed to more input 

energy during the earthquake. Increasing seismic input 

energy may also increase the damage potential, 

depending on the building features. 
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Figure 4. Input energies of 3, 6 and 9-storey RC buildings 

 

In order to make a more accurate assessment, input 

energy values per unit mass (EI/m) were obtained and 

buildings with different storey numbers were compared 

for 4 stations (Figure 4). These stations are among the 

stations where the highest acceleration values were 

obtained in the Pazarcık earthquake. EI/m values in 

Kahramanmaraş, where the highest acceleration ground 

motion occurs (2.43 g), again show that buildings with 

low periods have to deal with more seismic energy. 

The same situation was effective in 6-storey buildings 

in Hatay (station 3129 and 3135) and 9-storey 

buildings in Gaziantep (station 2708). Hatay and 

Kahramanmaraş data in Figure 5 supports the results in 

Figure 4. At station 4614, less input energy was 

transferred per unit mass in structures with higher 

periods. 
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Figure 5. EI/m values of stations (4614, 3129, 3135, 2708) for 3, 6 

and 9-storey buildings 
 

The ground motion parameters given in Table 1 for 

each station were obtained by SeismoSignal. 

Correlation analyses of the proposed ground motion 

parameters were performed with the Pearson 

correlation coefficient matrix (Equation 1). In this 

equation, xi and yi indicate the correlation parameters, 

𝑥̅  and 𝑦̅  indicate the mean values of xi and yi, 

respectively. The correlation coefficient, a 

dimensionless quantity of variance, is commonly used 

and ranges from -1 to +1. 

 

𝑅 =
∑(𝑥𝑖 − 𝑥̅)(𝑦𝑖 − 𝑦̅)

√∑(𝑥𝑖 − 𝑥̅)2(𝑦𝑖 − 𝑦̅)2
 (1) 

 

The bolded parameters in Table 3 indicate the first 6 

highest correlation values in each parameter 

classification. While ground motion parameters are 

mostly positively correlated with seismic input energy, 

significant durations and some frequency-based 

parameters have a negative correlation. Displacement-

based parameters were not among the parameters with 

the highest correlation. In 3, 6 and 9-storey buildings, 

the highest coefficients were obtained in Ic (0.91), ASI 

(0.83) and VSI (0.73) parameters, respectively. It has 

been determined that displacement-based, frequency-

based and duration-based parameters have weaker 

relationships with input energy. In the correlation 

assessment, only input energy and one ground motion 

parameter were taken into account. 

 
Table 3. Correlation coefficients (R) of ground motion parameters 

with input energy 

Type Parameter 3-storey 6-storey 9-storey 

A
c
c
el

e
ra

ti
o

n
-b

a
se

d
 

PGA 0.86 0.74 0.55 

aRMS 0.90 0.72 0.57 

Ia 0.88 0.56 0.42 

Ic 0.91 0.66 0.51 

CAV 0.87 0.69 0.55 

SMA 0.90 0.73 0.54 

EDA 0.83 0.78 0.58 

A95 0.86 0.74 0.55 

SCAV 0.88 0.68 0.54 

Sa.avg 0.54 0.78 0.72 

ASI 0.88 0.83 0.57 

V
e
lo

c
it

y
-b

a
se

d
 

PGV 0.46 0.65 0.6 

vRMS 0.41 0.59 0.64 

SED 0.38 0.59 0.7 

SMV 0.51 0.66 0.66 

MIV 0.43 0.69 0.67 

VSI 0.53 0.77 0.73 

HI 0.49 0.74 0.72 

D
is

p
.-

b
a

se
d

 

PGD 0.28 0.45 0.47 

dRMS 0.38 0.44 0.47 

  vmax/amax -0.27 -0.09 0.00 

F
r
e
q

.-

b
a

se
d

 

Tp -0.07 0.12 0.35 

Tm -0.19 0.03 0.20 

D
u

r
.-

b
a

se
d

 

D5-95 -0.28 -0.29 -0.26 

D5-75 -0.25 -0.28 -0.27 

 

Figure 6 shows the changes in the correlation of 

acceleration-based, velocity-based and displacement-
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based parameters. Figure 6a indicates that the 

correlation values in acceleration-based parameters 

decrease as the number of storey increases. Only the 

data obtained from the Sa,avg parameter are excluded 

from this situation. Figure 6b explains that velocity-

based parameters are generally more effective in 

buildings with high periods. Velocity-based parameters 

used in input energy estimation of low-period 

structures make their estimation more difficult. When 

both graphs in Figure 6 are examined, it is determined 

that acceleration-based parameters have a higher 

correlation with mean input energies than velocity-

based parameters. The highest correlation occurs 

between the Ic-3-storey building and the lowest 

correlation between the PGD-3 storey building. 

 

 

P
G

A

aR
M

S Ia Ic

C
A

V

S
M

A

E
D

A

A
9

5

S
C

A
V

S
a,

av
g

A
S

I

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

C
o
rr

el
a
ti

o
n

 C
o
ef

fi
ce

n
t 

(R
)

 3-storey  6-storey  9-storey(a)

P
G

V

v
R

M
S

S
E

D

S
M

V

M
IV

V
S

I

H
I

P
G

D

d
R

M
S

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

(b)

C
o
rr

el
a
ti

o
n

 C
o
ef

fi
ce

n
t 

(R
)

 3-storey  6-storey  9-storey

 
Figure 6. Correlation coefficients (R) of parameters with input energy (a) acceleration-based parameters, (b) velocity and displacement-based 

parameters 
 

Table 4 contains the parameters with the highest 

correlation with seismic input energy for 3, 6 and 9-

storey buildings. It has been determined that seismic 

input energy and acceleration-based parameters (aRMS, 

Ia, Ic, ASI, SCAV, SMA) are in higher correlation in 

low-period structures. This situation changes as the 

period of the structure increases and as a result, the 

correlation relationship shifts towards velocity-based 

parameters (VSI, HI, SED, SMV, MIV). In many 

studies, it has been stated that peak ground motion 

parameters and acceleration-based parameters are in 

high correlation with demand variables in short-period 

structures [34–37]. In structures with intermediate 

periods, the input energy is closely related to both 

acceleration-based (ASI, A95, SA, EDA) and velocity-

based parameters (VSI, HI). aRMS, ASI and VSI 

parameters reflect the input energy potential as the best 

single parameter for 3, 6 and 9-storey buildings, 

respectively. 

 
Table 4. Predominant parameters for 3, 6 and 9-storey buildings 

 3-storey 6-storey 9-storey 

P
r
e
d

o
m

in
a

n
t 

P
a

ra
m

e
te

rs
 

aRMS ASI VSI 

Ia VSI HI 

Ic HI SED 

ASI A95 SMV 

SCAV SA MIV 

SMA EDA SA 

 

The method used to explain the cause-effect 

relationships between two or more independent 

variables affecting a variable with a model and to 

determine the effect levels of these independent 

variables is called multiple regression analysis. In this 

study, parameters used for multiple linear regression 

analysis define amplitude, frequency, and duration 

characteristics of ground motion. Predictive 

relationships are developed with multiple variables. 

Multiple regression analysis has been executed and 

performed for 25 ground motion parameters (GMP). 

The determinant coefficient (R2), which expresses the 

degree of closeness to reality of the multiple regression 

where the dependent variable is input energy, is 

detailed in Table 5. Two different models were 

considered in this assessment. The first one expresses 

the multiple regression developed with the 6 ground 

motion parameters with the highest correlation value, 

while the second one covers all (25) ground motion 

parameters. Higher correlation values were obtained in 

the approach where all ground motion parameters were 

taken into account. Additionally, the highest R2 values 

emerged for both models in low-period structures. As 

the building period increases, differences occur 

between the actual values in the calculation and the 

estimated values. As a result of linear regression 

analyses performed, equations 2, 3 and 4 were derived 

separately for 3, 6 and 9-storey buildings, respectively. 

The number of variables has been reduced to easily 

calculate the amount of input energy in the equations 

with fewer parameters (the first 6 GMPs). 

 
Table 5. Correlation (R) and determinant (R2) coefficients of GMP’s 
 6 GMP All (25) GMP 

 R R2 R R2 

3-storey 0,93 0,87 0,97 0,94 

6-storey 0,87 0,76 0,92 0,85 

9-storey 0,75 0,56 0,88 0,77 
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𝐸𝐼(𝑚2 𝑠2) = −0.151 − 6.796𝑎𝑅𝑀𝑆 − 0.060𝐼𝑎 + 15.154𝐼𝑐 + 1.682𝐴𝑆𝐼 − 0.166𝑆𝐶𝐴𝑉 − 1.282𝑆𝑀𝐴⁄  (2) 

 

𝐸𝐼(𝑚2 𝑠2) = −0.449 + 3.198𝐴𝑆𝐼 + 0.013𝑉𝑆𝐼 − 0.015𝐻𝐼 + 0.012𝐴95 + 3.048𝑆𝑎 − 1.350𝐸𝐷𝐴⁄  (3) 

 

𝐸𝐼(𝑚2 𝑠2) = −0.351 + 0.023𝑉𝑆𝐼 − 0.019𝐻𝐼 + 7.6𝐸−0.5𝑆𝐸𝐷 − 0.001𝑆𝑀𝑉 − 0.001𝑀𝐼𝑉 + 0.184𝑆𝑎⁄  (4) 

 

5. CONCLUSION 

 

In this study, input energy estimation for the 

devastating 6 February 2023 Kahramanmaraş 

earthquake was carried out and which parameters were 

highly correlated in which periods were revealed. As a 

result of the analyses of the structures, it is shown that 

the low-period structures in Kahramanmaraş and the 

high-period structures in Hatay are exposed to more 

input energy during the earthquake. It is worth noting 

that only structures with limited period values were 

analyzed. It has been found that acceleration-based 

parameters generally have better results than velocity-

based parameters in low periods, and the opposite 

occurs in high periods. This study also proposed new 

regression equations in which multiple ground motion 

parameters are combined to better reflect input energy 

from a single parameter. With multiple linear 

regression analysis, a strong relationship between 

ground motion parameters and input energy was 

detected in low-period structures, and it was revealed 

that it was easier to estimate input energy with ground 

motion parameters in such structures for this 

earthquake. There is less difference between the 

coefficients of the two regression models proposed for 

low-period structures. However, to provide higher 

correlations in future studies, the database should be 

expanded, that is, more earthquake ground motion data 

should be used. The relationship between seismic 

parameters and input energies is also affected by the 

use of regression types. By accurately calculating 

and/or estimating input energies, damage indices and 

input energies can be more closely correlated in 

practice. Additionally, results can be obtained as to 

which earthquake parameters are more effective for a 

certain building stock. In subsequent studies, it is 

suggested that the relationships between strong ground 

motion parameters and input energy transmitted to the 

structure should be developed in irregular buildings. 
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Abstract: Fungi play a pivotal role in our ecosystem and human health, serving as both essential 

contributors to environmental sustainability and significant agents of disease. The importance of 

precise fungi detection cannot be overstated, as it underpins effective disease management, 

agricultural productivity, and the safeguarding of global food security. This research explores the 

efficacy of vision transformer-based architectures for the classification of microscopic fungi 

images of various fungal types to enhance the detection of fungal infections. The study 

compared the pre-trained base Vision Transformer (ViT) and Swin Transformer models, 

evaluating their capability in feature extraction and fine-tuning. The incorporation of transfer 

learning and fine-tuning strategies, particularly with data augmentation, significantly enhances 

model performance. Utilizing a comprehensive dataset with and without data augmentation, the 

study reveals that the Swin Transformer, particularly when fine-tuned, exhibits superior 

accuracy (98.36%) over the ViT model (96.55%). These findings highlight the potential of 

vision transformer-based models in automating and refining the diagnosis of fungal infections, 

promising significant advancements in medical imaging analysis.  

 

 

Mantar Enfeksiyonlarının Gelişmiş Tespiti İçin Görüntü Dönüştürücüleri Kullanılarak 

Mikroskobik Mantar Görüntülerinin Sınıflandırılması 
 

 

Anahtar 

Kelimeler 

Görüntü 

dönüştürücüler,  

Swin 

dönüştürücü,  

Görüntü 

sınıflandırma,  

Mantar 

enfeksiyonu,  

Mikroskobik 

görseller 

Öz: Mantarlar, hem çevresel sürdürülebilirliğe temel katkıda bulunarak, hem de önemli hastalık 

etmenleri olarak hizmet ederek, ekosistemimizde ve insan sağlığında kritik bir rol 

oynamaktadırlar. Mantarların hassas olarak tespiti, etkili hastalık yönetimi, tarımsal verimlilik ve 

küresel gıda güvenliğinin korunması açısından önemlidir. Bu araştırma, çeşitli mantar türlerinin 

mikroskobik görüntülerinin sınıflandırılmasında görüntü dönüştürücü tabanlı mimarilerin 

etkinliğini keşfetmekte ve mantar enfeksiyonlarının tespitini geliştirmeyi amaçlamaktadır. 

Çalışma, önceden eğitilmiş temel görüntü dönüştürücü (ViT) ve Swin dönüştürücü modellerini 

karşılaştırmış, özellik çıkarma ve ince ayarlanma yeteneklerini değerlendirmiştir. Nakil öğrenme 

ve ince ayar stratejilerinin, özellikle veri artırımı ile birlikte, model performansını önemli ölçüde 

artırdığı belirlenmiştir. Veri artırımı yapılmış ve yapılmamış kapsamlı bir veri setini kullanarak 

yapılan çalışma, ince ayar yapıldığında Swin dönüştürücünün (%98,36), ViT modeline kıyasla 

(%96,55) üstün doğruluk sergilediğini ortaya koymuştur. Bu bulgular, mantar enfeksiyonlarının 

tanısını otomatikleştirmede ve iyileştirmede vizyon dönüştürücü tabanlı modellerin potansiyelini 

vurgulamakta, tıbbi görüntüleme analizinde önemli ilerlemeler vaat etmektedir.  

 

1. INTRODUCTION 

 

Fungi are critical to addressing global challenges, 

significantly impacting both ecosystems and human 

health. They exist in diverse forms, from complex 

multicellular organisms to single-celled entities, thriving 

mostly on land in soil or plant matter. Fungi's dual nature 

is evident in their contributions to medicine, agriculture, 

and ecological processes through antibiotic production, 

food fermentation, and nutrient cycling, contrasted with 

their potential to cause diseases in humans, animals, and 

plants, leading to significant health and economic 

concerns [1–3].  
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Fungal infections pose a substantial challenge to global 

health, impacting millions of people each year across 

various demographics and geographic locations. Fungal 

diseases, ranging from minor infections like athlete's foot 

to severe systemic conditions, pose threats to humans, 

animals, and crops, impacting economic stability and 

food security [2,4–6]. Accurate fungi identification is 

crucial for enhancing human well-being, promoting 

effective disease treatment, optimizing agricultural 

practices, and preventing disease outbreaks. Early and 

precise diagnosis is key to effective treatment, reducing 

the risk of severe outcomes and ensuring appropriate 

care. Particularly, microscopic fungi are major culprits 

behind superficial infections, making precise 

identification crucial for successful treatment [7–9].  

 

Traditional diagnostic methods, reliant on microscopy 

and culture techniques, face challenges in speed and 

specificity, leading to a demand for more advanced 

solutions. Automated fungi classification, leveraging 

deep learning algorithms, offers significant advantages 

in processing efficiency, diagnostic accuracy, and cost 

reduction. It enables rapid analysis of large image 

datasets, facilitating timely and informed decisions in 

healthcare and agriculture. Automated classification 

mitigates the risk of human error and supports research 

by providing consistent, reproducible results, which is 

critical for understanding disease patterns and 

contributing to public health efforts [7,8,10,11].  

 

Recent advances in deep learning have shown promise in 

different fields [12–14], especially in medical image 

analysis [15–18]. The integration of deep learning 

techniques for fungal detection, especially through 

microscopic imaging, has demonstrated the ability to 

accurately identify various fungal species, highlighting 

the technology's potential in both medical and 

agricultural fields [8,9,19]. A multitude of studies have 

applied convolutional neural networks (CNNs) and, 

more recently, vision transformers, demonstrating their 

efficacy in distinguishing fungal species with high 

accuracy. These advances offer profound implications 

for understanding the morphological diversity of fungi 

and their impact on human health and food security [20–

22].  

 

For instance, the work of S. S. Gaikwad et al. highlights 

the application of CNN models to categorize fungi 

affecting apple plant leaves, achieving an impressive 

88.9% accuracy using images from an accessible plant 

pathology dataset. This study illustrates the potential of 

deep learning in agricultural disease management by 

facilitating early detection and treatment of fungal 

infections in crops [20]. Similarly, L. Picek et al. 

introduced the Danish Fungi 2020 dataset, a 

comprehensive collection aiding in the fine-grained 

classification of fungal species. Their research 

underscores the challenges posed by highly unbalanced 

class distributions and complex class hierarchies in 

fungal identification. By comparing CNN models and 

vision transformers, they demonstrated the superior 

performance of vision transformers, with an accuracy of 

80.45% and a notable reduction in classification error, 

showcasing the potential of these models in handling 

complex, fine-grained classification tasks [21]. Koo et al. 

developed a deep learning model with a regional 

convolutional neural network to detect fungal hyphae in 

microscopic images, achieving high sensitivity (95.2% 

for 100× and 99% for 40× magnification models) and 

specificity (100% for 100× and 86.6% for 40× 

magnification models), suggesting significant 

improvements over conventional fungal infection 

diagnostics [23]. Gao et al. (2021) developed an 

automated microscope coupled with a deep learning 

model, primarily ResNet-50, to enhance fungal detection 

in dermatological samples. The system demonstrated 

high sensitivity (99.5% for skin, 95.2% for nails) and 

specificity (91.4% for skin, 100% for nails), showcasing 

the potential to significantly improve efficiency and 

accuracy in fungal diagnostics in dermatology [24]. In 

another vein, M. A. Rahman et al. explored the 

classification of pathogenic fungi using deep CNN 

models across several well-known architectures. Their 

study, which achieved top accuracy of 65.35% with the 

DenseNet model, underscores the diverse capabilities of 

CNNs in processing microscopic images to distinguish 

among 89 different fungal genera, thereby contributing 

to faster and more accurate diagnostic processes [22].  

 

C. J. P. Sopo, F. Hajati, and S. Gheisari’s work further 

exemplifies the role of deep learning in fungi 

classification, experimenting with different CNN models 

and training approaches. Their findings, particularly the 

high performance of the VGG16 model under transfer 

learning, highlight the effectiveness of leveraging pre-

trained models to enhance classification accuracy in 

specialized domains such as mycology [25]. Nawarathne 

et al. explored the classification of fungi images using 

various CNNs, addressing challenges like class 

imbalance through data augmentation and employing 

multiple preprocessing techniques. By testing thirteen 

pre-trained CNN models across different image 

resolutions, the research finds the BigTransfer (BiT) 

model, particularly with a mix of original and high-

resolution images, to outperform others with an accuracy 

of 87.32%, with optimal precision, recall, and F1-score 

[26]. Cinar et al. investigated the application of deep 

learning techniques for detecting fungal infections from 

microscopic images, employing CNNs and transfer 

learning for accurate classification of various fungal 

species. Through data augmentation and fine-tuning, the 

study achieves significant improvements in accuracy as 

97.19%, showcasing the potential of deep learning in 

enhancing diagnostic processes for fungal infections 

[27]. These studies exemplify the continuous evolution 

of methodologies in the classification and identification 

of fungal infections, promising to improve diagnostic 

processes through increased efficiency and reduced 

costs, with profound implications for global health, 

agriculture, and ecological preservation. 

 

Our study delves into the application of deep learning 

techniques, specifically leveraging vision transformers 

within a framework that utilizes the DeFungi dataset, 

transfer learning, and data augmentation to enhance the 

accuracy of fungal detection from microscopic images. 
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The aim is to improve the identification and 

classification of fungal infections, thereby supporting 

clinical decision-making with rapid, accurate, and 

scalable diagnostic tools.  

 

The remaining of the paper is organized as follows. In 

Section 2, the details of the methodology are given, such 

as dataset, data augmentation, vision transformer 

architectures, transfer learning, and experimental details. 

In Section 3, the results of the proposed methods and 

corresponding discussions are presented. The conclusion 

of the study is reported in the last section.  

 

2. MATERIAL AND METHOD 

 

In the Methodology section, an approach employing 

vision transformers for classifying fungi images into five 

distinct categories is detailed. This section describes the 

process of dataset selection and preparation, the 

application of data augmentation techniques to enhance 

model performance, the experimental setup, and the 

architecture of the vision transformers utilized. 

Additionally, the application of transfer learning and 

fine-tuning processes aimed at enhancing the accuracy of 

the model is described.  

 

2.1. Dataset  

 

The DeFungi dataset utilized for this study was acquired 

from the University of California Irvine (UCI) Machine 

Learning Repository [25]. The images in the dataset 

were provided by a mycological laboratory in Colombia. 

The dataset contains images depicting superficial fungal 

infections attributed to yeasts, molds, and dermatophyte 

fungi. These images underwent a detailed classification 

process, being manually sorted into five distinct 

categories with the assistance of domain experts to 

ensure the categorization's accuracy and relevance. 

Subsequently, automated coding procedures were 

employed to crop and patch these images. The finalized 

dataset includes a total of 9,114 images, distributed 

across five categories. The fungi image samples from the 

dataset are shown in Figure 1.  

 

2.2. Data Augmentation   

 

Data augmentation was implemented to enhance the 

diversity of the training dataset, especially to increase 

the representation of underrepresented classes. The 

augmentation aimed to balance the number of images 

across all categories, as depicted in Table 1, which 

illustrates the image counts in each class before and after 

augmentation. The augmentation procedure involved 

four specific transformations applied to the images in the 

dataset such as vertical flip, horizontal flip, and 45-

degree rotations.  

 

For each class (H1, H2, H3, H5, and H6), the number of 

images was augmented to match a target value. The 

target for classes H2, H3, H5, and H6 was set to 

approximately match the initial count of H1, which had 

the most images at 4404.  

 
Figure 1. Representative images illustrating five distinct classes within 
the fungi dataset. H1) Tortuous septate hyaline hyphae (TSH), H2) 

Beaded arthroconidial septate hyaline hyphae (BASH), H3) Groups or 

mosaics of arthroconidia (GMA), H5) Septate hyaline hyphae with 
chlamydioconidia (SHC), and H6) Broad brown hyphae (BBH). 

 

This target was selected to ensure that each class had a 

similar number of images, thus preventing class 

imbalance that could bias the model training. The 

augmentation script dynamically generated the required 

number of images by applying the aforementioned 

transformations consecutively to existing images until 

the target count was reached. The generated images were 

saved with a unique naming convention indicating the 

class, the type of transformation, and a sequence number 

to ensure uniqueness. This data augmentation process 

allowed the creation of additional training data, which 

was essential for training robust models capable of 

generalizing well across different presentations of fungal 

classes. It increased the total number of images in the 

dataset from 9,114 to 22,004, significantly enriching the 

dataset and providing more variability for model 

training.  

 
Table 1. Number of images for different classes before and after data 
augmentation.  

 
 

2.3. Vision Transformer Architectures  

 

In this study, we explore the application of vision 

transformer models for image classification tasks. Vision 

transformers represent an adaptation of the transformer 

architecture, originally designed for natural language 

processing [28], to the domain of computer vision.  
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Unlike traditional convolutional neural networks 

(CNNs), vision transformers divide an image into a 

series of patches and process these patches as a 

sequence, employing self-attention mechanisms to 

capture global dependencies within the image [29,30].  

 

In the first model, the base Vision Transformer (ViT) 

model is utilized [29]. This approach segments an image 

into fixed-size patches, linearizes these patches, and then 

processes them through a series of transformer blocks 

that include multi-headed self-attention and position-

wise fully connected layers. The base ViT model treats 

the image as a sequence of patches to learn 

representations, relying on the self-attention mechanism 

to weigh the importance of each patch relative to others 

in the image. The architecture of the ViT model is shown 

in Figure 2.  

 

Additionally, the Swin Transformer is employed, which 

is a variation of the standard ViT that introduces a 

hierarchical structure through the use of shifted windows 

[31]. This design allows the Swin Transformer to 

efficiently manage computational resources by focusing 

on smaller sections of the image at lower levels of the 

hierarchy before progressively merging these sections at 

higher levels. The Swin Transformer's unique approach 

to partitioning the image and processing it in stages 

enables it to adaptively focus on different scales of 

image features, potentially offering advantages in 

capturing both local and global image contexts. Figure 3 

shows the Swin Transformer architecture.  

 

2.4. Transfer Learning and Fine-Tuning  

 

Transfer learning is a machine learning methodology 

where a model trained on one task is repurposed for a 

second related task [32]. This approach is often utilized 

in image classification, with models pre-trained on large 

and diverse datasets, such as ImageNet, to leverage 

learned features and patterns applicable across various 

visual domains [33]. By starting with models that have 

already learned a broad representation of images, the 

training process can be accelerated, higher performance 

achieved with less labeled data, and model 

generalization improved.  

 

Fine-tuning represents a specific application of transfer 

learning, where the pre-trained model is further adjusted 

to suit the target task more closely. This process involves 

unfreezing some or all of the layers of the pre-trained 

Figure 2. Schematic representation of the Vision Transformer (ViT) model utilized in the study, illustrating the transformer architecture adapted for 

the task of classifying fungi images into five categories, highlighting the sequence of image patches, positional embeddings, multi-head attention, 
and the fully connected layers. 

 

Figure 3. Illustration of the Swin Transformer utilized for image classification, detailing the mechanism of shifted windows and embedded patch 

processing for feature extraction, as applied to the categorization of complex image data. 



 

Tr. J. Nature Sci. Volume 13, Issue 1, Page 152-160, 2024 
 

 

156 

model and continuing the training process on the new 

dataset. The extent of the fine-tuning can vary, from 

adjusting just the final layers to retraining the entire 

network. This allows the model to adapt the generic 

features learned from the initial dataset to the nuances of 

the new task, enhancing performance on the target 

domain [32,34].  

 

In this study, both the base ViT and Swin Transformer 

models were employed, leveraging their pre-training on 

the ImageNet dataset [35] to harness a rich feature set 

relevant to the image classification tasks at hand. Two 

principal approaches were taken: feature extraction and 

fine-tuning. In feature extraction, the pre-trained models 

were used as feature extractors. Images were passed 

through the models to obtain high-level feature 

representations from the layers preceding the output 

layer. These features were then used as input to fully 

connected layers designed for the classification tasks in 

this study. This method benefited from the deep and 

complex representations learned by the models without 

necessitating extensive retraining. The second approach 

involved fine-tuning the pre-trained models on the 

specific fungi dataset of this study. This involved 

making minor adjustments to the model parameters to 

better align with the specific features and distributions of 

the task. After fine-tuning, features extracted from these 

adjusted models were fed into fully connected layers for 

classification.  

 

2.5. Experimental Details  

 

The Python programming language was used for the 

preprocessing and training operations. The vision 

transformer models are implemented in the PyTorch 

framework. Computational experiments were performed 

on a workstation with the following properties: Intel i5-

12600k CPU, 64 GB RAM, and NVIDIA RTX 3090 Ti 

24 GB GPU.  

 

Two distinct approaches for image classification were 

implemented utilizing the base ViT and Swin 

Transformer models. The first approach involves fine-

tuning, where the pretrained vision transformers are 

adapted by replacing their classification head with a new 

fully connected layer tailored to our specific number of 

output classes. This method allows the entire network to 

learn and adjust to our dataset during training. The 

second approach is feature extraction, where vision 

transformer models are utilized to generate feature 

representations of the images, effectively freezing the 

pretrained layers and only training a series of new fully 

connected layers for classification. This custom network 

consists of dense layers with ReLU activations, batch 

normalization, and dropout for regularization, 

concluding with a softmax layer for output. The training 

involved optimizing these layers with an Adam 

optimizer and categorical cross-entropy loss, using the 

features extracted from vision transformers as input. 

Hold-out validation is utilized to assess the performance 

of image classification models. Data is allocated as 70% 

for training, 15% for validation, and the remaining 15% 

for testing.  

To assess the performance of our image classification 

models, four metrics are employed: accuracy, precision, 

recall, and F1-score. Accuracy measures the proportion 

of correctly identified images across the dataset, 

providing an overall effectiveness of the model. 

Precision quantifies the accuracy of positive predictions, 

indicating the model's ability to minimize false positives. 

Recall assesses the model's capability to correctly 

identify all relevant instances, reflecting its sensitivity. 

F1-score combines precision and recall into a single 

metric, offering a balanced view of the model’s 

performance by accounting for both the precision's and 

recall's contributions.  

 

3. RESULTS AND DISCUSSION  

 

The detection of fungi plays a pivotal role in addressing 

key global challenges, impacting both human health and 

ecosystems. Fungi, which range from simple single-

celled organisms to complex multicellular forms, are 

significant for their contributions to medicine, 

agriculture, and ecological balance, but also pose serious 

health and economic risks through disease [1–3]. 

Accurate identification of fungi is essential for effective 

disease management, enhancing agricultural efficiency, 

and safeguarding food security. Traditional diagnostic 

methods often fall short in speed and accuracy, 

underscoring the need for advanced, automated 

classification techniques. Leveraging deep learning-

based algorithms for fungi detection promises greater 

diagnostic precision, efficiency, and cost-effectiveness, 

crucial for early and accurate diagnosis, ultimately 

supporting healthcare, agriculture, and ongoing research 

efforts [7–9].  

 

In this study, the efficacy of vision transformer models 

for classifying medical images, specifically for fungi 

diagnosis, was assessed. The findings suggest that vision 

transformer models are potentially more adept at 

capturing detailed and nuanced features from complex 

medical images than conventional approaches, indicating 

their capacity to improve diagnostic accuracy. This paper 

outlines the model's accuracy rates, feature extraction 

capabilities, and the outcomes of fine-tuning, alongside 

discussing the progress in fungi image classification 

facilitated by the use of vision transformer models.  

 

The comparison between Convolutional Neural 

Networks (CNNs) and vision transformer models reveals 

unique strengths and challenges for each technology. 

CNNs excel in identifying spatial features in images due 

to their strong image analysis capabilities and are more 

computationally efficient, particularly with smaller 

datasets or images. However, they face challenges in 

modeling long-range dependencies, though there are 

methods to address this issue. Thanks to their localized 

processing and shared weight architecture, CNNs 

typically offer better generalization on smaller datasets. 

Conversely, vision transformers are capable of 

identifying complex global patterns by analyzing images 

as a whole, which requires more computational 

resources, especially for processing larger images.  
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Their use of self-attention mechanisms allows them to 

effectively handle long-range dependencies. 

Additionally, vision transformers tend to scale better 

with larger datasets compared to CNNs [30,36–38].  

 

The architectural distinctions between the models play a 

pivotal role in their ability to manage the complexities 

inherent in various classification challenges. The base 

ViT model, with its straightforward approach to treating 

images as sequences of patches, demonstrates 

remarkable efficiency in capturing global image features. 

However, its performance indicates potential limitations 

in scenarios requiring a nuanced understanding of local 

features due to its uniform treatment of image patches. In 

contrast, the Swin Transformer's hierarchical, shifted 

window approach introduces a level of adaptability and 

efficiency not present in the base ViT model. By 

processing images in stages and allowing for variable-

sized representation, the Swin Transformer exhibits a 

more nuanced capability to balance between local and 

global feature recognition. This structural difference 

notably enhances the model's performance on complex 

image classification tasks, where the interplay of local 

and global image features is critical. A key advantage of 

the Swin Transformer is its linear computational 

complexity, achieved by applying self-attention in a 

localized manner. On the other hand, the ViT model 

faces quadratic computational complexity due to its 

global application of self-attention across all patches.  

 

The comprehensive results presented in Table 2, in 

conjunction with the visual examples from Figure 1, 

shed light on the ability of ViT and Swin Transformer 

models to handle the complexity and variability inherent 

in microscopic fungi images. The distinct textural and 

morphological features across the five classes, as 

depicted in Figure 1, underscore the challenges faced in 

accurate fungi classification.  

 

When the models were not fine-tuned nor exposed to 

data augmentation, the ViT model displayed a 

commendable aptitude for feature extraction with an 

accuracy of 86.70%. This suggests an innate capability 

of ViT model to discern proper features even in 

unaltered datasets. The Swin Transformer lagged slightly 

behind with an 82.32% accuracy rate. However, once 

fine-tuned, the Swin Transformer's accuracy improved 

remarkably to 90.87%, outperforming the fine-tuned ViT  

model's accuracy of 88.39%.  

 

This improvement hints at the Swin Transformer's ability 

to adapt its architecture more effectively upon learning 

from the dataset's specific characteristics.  

 

The introduction of data augmentation substantially 

increased the number of images across all categories, 

with the total image count rising from 9,114 to 22,004. 

This enhancement in dataset volume, particularly for 

underrepresented classes such as H3, H5, and H6, has 

contributed to the notable performance gains observed in 

the models. The feature extraction capacity of the Swin 

Transformer enhanced to 92.61% accuracy, while the 

ViT model reached 94.34%, indicating a significant 

positive impact of data augmentation in preparing the 

models to recognize and generalize from the diversified 

visual data. Notably, the fine-tuning of both models with 

data augmentation yielded the most impressive 

outcomes, with the Swin Transformer reaching an 

accuracy of 98.36% and the ViT model an accuracy of 

96.55%. These results reflect the models' enhanced 

ability to classify complex patterns observed in the 

varied images, achieving high precision, recall, and F1-

scores uniformly across classes.  

 

 
Figure 4. Training performance comparison for the ViT and Swin 
Transformer models during the feature-extraction approach with 

augmented data. Subfigures (a) and (b) illustrate the accuracy and loss 

plots for the ViT model, while subfigures (c) and (d) show the same for 
the Swin Transformer model. 

Table 2. Model performance metrics for feature extraction and fine-tuning. All values are percentages. 
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Figure 5. Training performance comparison for the ViT and Swin 

Transformer models during the fine-tuning approach with augmented 
data. Subfigures (a) and (b) depict the accuracy and loss plots for the 

ViT model, whereas subfigures (c) and (d) present these plots for the 

Swin Transformer model. 

 

The use of transfer learning and fine-tuning in this study 

is justified by their demonstrated ability to enhance 

model performance, especially in situations with limited 

labeled data. By beginning with models that have 

learned comprehensive visual representations, the need 

for extensive computational resources and time required 

to train complex models from scratch is reduced. The 

nuanced textural differences and class-specific features 

highlighted in Figure 1 may explain the models' 

improved performance when fine-tuned with data 

augmentation, as the process likely aids the models in 

learning to differentiate subtle variations and complex 

patterns within and across the classes.  

 

Figures 4 and 5 display the training performance of the 

ViT and Swin Transformer models with augmented data. 

In feature extraction (Figure 4), both models exhibit high 

validation accuracy, with ViT reaching convergence 

swiftly, indicative of efficient feature transfer. For fine-

tuning (Figure 5), the Swin Transformer slightly 

outperforms ViT in validation accuracy, suggesting a 

better adaptation to the fungi classification task. Figure 6 

depicts confusion matrices for ViT and Swin 

Transformer models with augmented data. Both models 

exhibit high classification accuracy across all classes, 

with improved precision upon fine-tuning, as shown by 

denser diagonals in Figures 6c and 6d. Fine-tuning 

particularly enhances the Swin Transformer's ability to 

distinguish between the more confusable classes.  

 

In conclusion, the exemplary performance of the Swin 

Transformer and ViT models, especially when fine-

tuned with augmented data, demonstrates their 

robustness and adaptability in classifying high-

variability microscopic images. Such findings are 

promising for the field of automated medical diagnosis, 

suggesting that with sufficient training and data 

enhancement, these models can potentially serve as  

 
Figure 6. Confusion matrices demonstrating classification accuracy 

with augmented data for (a, c) the ViT model and (b, d) the Swin 
Transformer model, with (a, b) illustrating results from feature 

extraction approach and (c, d) fine-tuning approach, respectively. 

 

reliable tools for accurate fungi classification, ultimately 

aiding in the prompt and precise diagnosis of fungal 

diseases.  

 

4. CONCLUSION  

 

Understanding the intricate role of fungi within our 

ecosystems and their impact on human health 

emphasizes the need for nuanced approaches to their 

detection and management. The development of 

advanced diagnostic tools stands as a critical step 

towards mitigating the risks fungi pose, while also 

leveraging their beneficial properties for environmental 

and medical applications. This research underscores the 

transformative potential of employing vision 

transformer-based models in the classification of 

microscopic fungi images. The Swin Transformer model, 

especially with fine-tuning and data augmentation, 

emerges as particularly effective, demonstrating a 

notable accuracy improvement (98.36%). These results 

not only advocate for the integration of vision 

transformer technologies in medical diagnostics but also 

mark a promising avenue for future research. Further 

exploration into optimizing these models for broader 

diagnostic applications and investigating their 

performance in diverse medical imaging contexts could 

lead to significant enhancements in automated disease 

detection, offering a new horizon for precision medicine 

and healthcare.  
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Abstract: In this study, natural dyes that were obtained from the branches, flowers and leaves of 

Salvia urica were utilized as sensitizers in TiO2-based dye-sensitized solar cells (DSSCs). XRD 

and FE-SEM were used to analyze the crystal structure and morphological properties of the 

produced TiO2 nanopowders, respectively. The optical properties of natural dyes extracted from 

the Salvia urica plant were investigated by UV-vis spectroscopy. Functional groups in natural dyes 

were detected by FTIR spectroscopy, while DSSCs were evaluated for photovoltaic performance 

and electrochemical impedance. The findings confirmed that the dye obtained from the flower 

absorbs a wider wavelength of light in the visible region. Among all other natural sensitizers, the 

highest power conversion efficiency was seen in the flower dye-sensitized cell. This situation was 

explained by the very strong interaction of the carboxyl/hydroxyl groups and the TiO2 surface. 

The efficiencies of DSSCs sensitized with flower, branch and leaf dye of Salvia urica were 0.33%, 

0.28%, and 0.19%, respectively. 

 

 

Salvia urica’nın Farklı Kısımlarından Ekstrakte Edilen Boyaların Boya Duyarlı Güneş 

Pillerinde Kullanımı 
 

 

Anahtar 

Kelimeler 

Boya duyarlı 

güneş pili, 

Doğal boyalar, 

Fotovoltaik 

performans  

Öz: Bu çalışmada TiO2 esaslı boya duyarlı güneş pillerinde hassaslaştırıcı olarak Salvia urica’nın 

yapraklarından, çiçeklerinden ve dallarından faydalanıldı. Sentezlenen TiO2 nano tozlarının kristal 

yapısını ve morfolojik özelliklerini analiz etmek için sırasıyla XRD ve FE-SEM kullanıldı. Salvia 

urica bitkisinden ekstrakte edilen doğal boyaların optik özellikleri UV-vis spektroskopisiyle 

incelendi. Boya duyarlı güneş pilleri fotovoltaik performans ve elektrokimyasal empedans 

açısından incelenirken doğal boyalardaki fonksiyonel gruplar FTIR spektroskopisiyle tespit edildi. 

Bulgular, çiçekten elde edilen boyanın görünür bölgede ışığı daha geniş bir dalga boyunda absorbe 

ettiğini doğruladı. Diğer tüm doğal hassaslaştırıcılar arasında en yüksek güç dönüşüm verimi çiçek 

boyasıyla duyarlılaştırılmış hücrede görüldü. Bu durum karboksil/hidroksil grupları ile TiO2 

yüzeyinin çok güçlü etkileşimi ile açıklandı. Salvia urica'nın çiçek, dal ve yaprak boyası ile duyarlı 

hale getirilen DSSC'lerin verimliliği sırasıyla % 0,33, % 0,28 ve % 0,19 bulundu. 

 

1. INTRODUCTION 

 

Rapidly increasing industrialization brings energy 

demands to higher levels [1]. All countries have turned to 

alternative energy sources for meeting their increasing 

energy demands [2]. One of the main causes of this is that 

fossil fuels will run out shortly and pose a risk to the 

environment [3]. This viewpoint emphasizes how 

important environmentally friendly and renewable 

sources of energy are [4]. Particularly alluring are 

photovoltaic systems, which directly transform solar 

energy through electrical power [5]. Due to their high 

efficiency, solar cells made with silicon achieved an 

important milestone on the path to commercialization in 

these circumstances [6]. Many developed and developing 

countries use these silicon-based photovoltaic modules 

extensively and produce energy. However, as silicon-

based solar cells are costly, studies on eco-friendlier and 
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more economical solar cell technologies have accelerated 

[7]. Thanks to their low cost and easy production 

processes, dye-sensitized solar cells are pivotal to 

scientific and technological developments within this 

framework [8]. As a result of intensive studies on DSSCs, 

power conversion efficiencies of over 15% have been 

achieved [9]. This is an important step toward the 

commercialization of DSSCs in a short span time [10]. 

Researchers are attempting to improve the power 

conversion performance of DSSCs by focusing on the 

photonode layer, dye, redox electrolyte, and counter 

electrode because the efficiency of these devices is still 

below the level that is desired [11]. The components of a 

DSSC are a dye molecule, counter electrode, electrolyte 

solution, and photoanode layer [12]. The mechanism of 

operation of a typical DSSC seems quite simple, as shown 

in Fig. 1. Sensitizing molecules of dye absorb the photon 

flux emitted on the exterior of TiO2 when light strikes the 

photoanode layer, exciting the electrons in the sensitizer 

[13]. The transparent conductive oxide, the electrolyte 

solution, and the cathode, in that order, receive the 

generated current. In order to finish the cycle and direct 

the ions into the dye solution, the counter electrode 

provides ions into the redox solution. 

 

 
 
Figure 1. A standard DSSC’s operating concept. 
 

There are two types of dyes employed in DSSCs: natural 

and synthetic. Synthetic dyes are also categorized as 

metal-free organic dyes and metal complex dyes [14]. The 

classification of dyes used as sensitizers in DSSCs is 

given in Fig. 2. The dye used as a sensitizer in DSSCs is 

important for photovoltaic performance. The properties 

that the dye used in a DSSC must have are summarized 

below [15]; 

• Its visible region must possess a strong absorption quality.  

• It must contain carbonyl and/or hydroxyl groups that will 

create energetic interaction with the TiO2 surface. 

• The lowest conduction band must match the Lowest 

Unoccupied Molecular Orbital (LUMO)  level. 

• The redox level of the electrolyte solution must be 

higher than the Highest Molecular Orbital (HOMO) 

level. 
 

Metal complex dyes have been utilized in DSSCs to 

achieve high power conversion efficiencies. In particular, 

DSSCs with power conversion efficiencies over 15% 

have been successfully produced using Ruthenium (Ru) 

based dyes [16]. On the other hand, these dyes are 

expensive and pose a great risk to the environment. 

Additionally, metal complex dyes face stability problems 

due to recombination events within the cell [17]. This 

circumstance has brought attention to metal-free organic 

dyes, which are an excellent substitute because they are 

less harmful to the environment, affordable, readily 

accessible, and do not contain metal. Intensive research 

has been conducted to achieve high power conversion 

efficiency in DSSCs using metal-free organic dyes [18]. 

Metal-containing dyes have lower extinction coefficients 

than metal-free organic-based dyes. Additionally, they 

enable the use of thinner oxide films that minimize energy 

losses during charge transfer [19]. However, because of 

their intense and narrowed absorptions in the visible light 

spectrum's blue region, they have a low light collection 

efficiency. In this instance, the metal-free organic dye-

sensitized DSSCs' efficiency values stayed below 10% 

[20]. 

 

The high costs of metal complex dyes, difficult synthesis 

steps and environmental hazards limit the wide range of 

use of these dyes in DSSCs and encourage the search for 

alternative sensitizers. This makes the non-toxic, 

environmentally friendly natural sensitizing dyes 

prominent [13]. Numerous organic dyes have already 

been investigated thus far for use as DSSC sensitizers. 

Among these dyes, the most commonly used are 

chlorophylls, carotenoids, betalains, anthocyanins and 

flavonoids [21]. The classification of natural dyes is 

determined by the chemical structures and photophysical 

properties of plants. Carbonyl and/or hydroxyl groups in 

the plant structure have a strong interaction with the TiO2 

surface due to their chemical structure [22]. This kind of 

interaction lessens the recombination of charge in the 

contact point and promotes electron transfer to TiO2's 

conduction band [23]. Natural dyes obtained from plants 

are put to use in areas such as the pharmaceutical industry, 

textile dyes and food [24]. Among these plants, the genus 

Salvia has an important place in the food, medicine and 

cosmetic industries. Salvia urica, also known as lime tea, 

grows in the Mediterranean region and is in high demand 

due to its aromatic properties. Dyes extracted from the 

above-ground parts of the Salvia urica plant have 

antibacterial, antifungal and dyeing properties [25]. The 

main pigment found in the structure of this plant is 

eupatilin and they are organic compounds defined as 6-0-

methylated flavonoids. Eupatilin is considered a 

flavonoid as it represents the methoxy groups of the C6 

atom attached to the flavonoid backbone [26]. 

Nonetheless, DSSCs sensitized with natural dyes do not 

possess the desired level of power conversion efficiency, 

so researchers have carried out different studies to 

increase the stability of the dyes used in DSSCs. 

Researchers have implemented strategies such as 

purification by column chromatography [27], the use of 

different extraction methods [28], and mixing natural dyes 

[29]. In a study by Zhou et al., catalysts in DSSCs were 

made from natural dyes that were taken from 20 various 

plants, and the highest efficiency value (1.17%) was 

obtained from Mangosteen extract [30]. In a study by 

Kristoffersen et al., cell performance increased 

significantly after the removal of nonpigmentary organic 
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components from the anthocyanin dye [31]. In a study 

reported by Hamadanian et al., the cell sensitized with the 

Consolida ajacis plant exhibited the highest cell 

performance with 0.6% among 10 different plant extracts 

[32]. In a study by Ramomoorthy et al., cells sensitized 

with a mixture of betalain and anthocyanin showed the 

highest efficiency [33]. Nnorom et al., obtained the 

highest power conversion efficiency (0.58%) by using 

Baphia nitida dye in DSSCs prepared using natural 

sensitizers [3]. In a study by Calogero et al., cell efficiency 

was improved by up to 1.6% by using different extraction 

methods [34]. Ahmadi et al improved the filling factor up 

to 0.76 in lichen Collema nigra dye-sensitized DSSCs 

[35]. Singh et al. reported 0.72 mA/cm2 Jsc, 5.55 V Voc, 

0.70 FF and 0.28% power conversion efficiency using 

Tropaeolum majus flowers as sensitizers [36]. When the 

studies conducted with natural dyes are examined, 

attempts have been made to increase the power 

conversion efficiency of DSSCs by using techniques such 

as different dye extraction methods, different solvents, 

purification processes and mixing natural dyes. The aim 

of this study is to investigate how dyes extracted from 

different parts of a plant species that have not previously 

been used in DSSCs affect cell performance. 

 

Three DSSCs were made for this study using dyes that 

were extracted from the Salvia urica plant's leaves, 

branches, and flowers. DSSCs sensitized with Salvia 

urica have not been previously reported in the literature. 

It has also been observed that natural dyes that were 

gleaned from various sections of the plant have different 

sensitization performance. 

 

 
Figure 2. Classification of dyes used as sensitizers in DSSCs. 

 

2. EXPERIMENTAL 

 

2.1. Materials 

 

The Salvia urica plant used as a sensitizer in this study 

was obtained from the city of Elazig in the Eastern 

Anatolia Region of Turkey. The chemicals were 

purchased commercially to be used in the experiments and 

they were not subjected to additional purification. The 

chemicals used in the study and the companies from 

which they were purchased are summarized below; 

• Tetraisopropyl (TTIP)- ≥97.0% purity – Acros Organic 

• Ethyl cellulose - Sigma-Aldrich 

• α-terpineol - Acros Organic 

• FTO glass-TC030 sodalime/resistivity10 Ω/sq-Solaronix 

• Pt Pastes (Liquit paint:Platisol-T)-Aldrich 

• Redox solution (AN-50) - iodide/tri-iodide/Solaronix 

• Thermoplastic sealing gasket (Meltonix 20 µm)/Solaronix 

• Absolute ethanol (ethyl alcohol)- Sigma-Aldrich 

• Hydrochloric acid (HCl) - Sigma-Aldrich. 

 

2.2. Synthesis of TiO2 Nanoparticles 

 

In this study, TiO2 based nanopowders were synthesized 

by the sol-gel method that was also used previously [37]. 

2 ml TTIP and 50 ml absolute ethanol were mixed 

vigorously at ambient temperature until the color of the 

mixture turned yellow. While this process was continuing, 

0.19 ml HCl was added dropwise to the mixture and 

stirred for another 24 h. Pure water and alcohol were used 

several times to wash the precipitate obtained after 

centrifugation. The cleaned precipitate was kept in an 

oven at 50 °C to dry for 12 h before it was sintered in a 

high temperature operate furnace at 400 °C for 1 h. The 

synthesized TiO2 particles were pulverized with a mortar 

and stored in a desiccator in a dark environment. 

 

2.3. Extraction of Natural Dyes 

 

The leaves, branches and flowers of the Salvia urica plant 

were carefully removed from the plant skeleton. Plant 

parts were cleaned of dust by repeatedly washing leaves 

and branches in pure water and then drying them in an 

oven. These plant parts were pulverized with the help of a 

high-speed grinder. A 10 g portion of each powder was 

placed into 3 different soxhlet cartridges. Each soxhlet 

system received ethyl alcohol (150 ml) and the system 

was siphoned until the dye extraction was finished. In this 

study, ethyl alcohol was used as a solvent to separate the 

dye from plants. Many previous studies have shown that 

eupatilin dye is more soluble in ethyl alcohol [32,38,39]. 

The extracted dyes were adjusted to the appropriate 

concentration with the help of a rotary evaporator so that 

80% of the alcohol was recovered. Finally, it was passed 

through a filter paper to remove insoluble residues in the 

dye and stored in a dark environment at 4 °C. In Fig. 3, 

the extraction processes of natural dyes are shown. 
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Figure 3. Extraction of dye from flowers, branches and leaves of 
Salvia urica. 

 

2.4. Assembling of DSSC 

 

TiO2 paste was prepared with the same procedure that was 

used in previous studies on high-performance DSSCs 

[40]. For this purpose, 225 mg TiO2, 100 mg ethyl 

cellulose and 10 ml absolute ethanol were ultrasonically 

mixed until the dispersion of TiO2 particles in the mixture. 

After the ultrasonic treatment was completed, this mixture 

was magnetically stirred strongly (1000 rpm) for 24 h in 

a dark environment at room temperature. Some of the 

alcohol in the mixture was removed with the help of a 

rotary evaporator to achieve the appropriate paste 

consistency. Then, the process of cleaning the FTO was 

started. Commercially purchased FTO glasses were 

ultrasonically treated separately in acetone, ethyl alcohol 

and water. Using the doctor blade method, a synthesized 

paste was created on the conductive part of the cleaned 

glasses. The produced photoelectrodes were sintered for 

45 min at 450 °C after being dried in an oven for 30 min 

at 80 °C. The photoelectrodes were left in a vacuum 

desiccator to cool following the sintering process. The 

preparation stages of the photoanode layer are given in 

Fig. 4. When the temperature of the photoelectrodes 

dropped to an average of 70 °C, they were removed from 

the desiccator. While the TiO2 thin film was in the up 

position, it was dipped into previously prepared natural 

dyes and left for 24 h. Photoanodes sensitized with natural 

dyes were immersed in an alcohol solution several times 

to remove undissolved residues on the TiO2 surface. 

These photoanodes, sensitized with natural dyes, were 

quickly dried in the cold air form of a dryer and stored in 

a desiccator. After the preparation of the photoanode 

layer, the production of Platinum (Pt) counter electrodes 

began. The even distribution of the commercially 

purchased platisol paste on the conductive part of the pre-

cleaned FTO was handled with an acrylic brush. The Pt 

paste was spread smoothly on the conductive part of the 

FTO with a brush and heat treated at 450 C for 15 min. 

For the assembly of DSSCs, a thermoplastic seal was 

placed around the TiO2 thin films and combined with the 

counter electrode. To combine the sealing gasket and the 

counter electrode, the photoanode layer was subjected to 

heat treatment at 100 °C for 20 s. Redox solution was 

injected onto the TiO2 surface through a hole on the upper 

surface of the Pt electrode, using a special syringe that 

prevents the formation of air gap. 

 

 
Figure 4. Preparation of the photoanode layer. 

 

The production of DSSCs was completed after a 

thermoplastic sealing gasket was utilized to close the hole 

in the Pt electrode. A representative view of a typical 

DSSC is seen in Fig. 5. 

 

 
Figure 5. Parts of a consolidated DSSC. 

 

2.5. Characterization 

 

In this study, the crystal structure and morphological 

properties of TiO2 thin films produced by the sol-gel 

method were analyzed with the Rigaku X-ray diffraction 

(XRD) system and Zeiss Sigma 300 field emission 

electron microscope (FESEM), respectively. While the 

measurement of the thickness of TiO2 films was carried 

out with Kla Stylus Profiler P7, Brunauer-Emmett-Teller 

(BET) was used to determine the pore size and specific 

surface area of the synthesized TiO2 particles. The 

absorption properties of the extracted natural dyes were 

measured with the UV-3600 Shimadzu-Japan device. 

Fourier transmission infrared (FTIR) spectra were used to 

detect some functional groups in natural dyes (Thermo 

Scientific Nicolet Summit device). Electrochemical 

Impedance Spectra (EIS) and Photovoltaic measurements 

of DSSCs were recorded by the Fytronix Impedance 

Analysis System and the LSS 9000 I-V Characterization 

System (Fytronix Solar Simulator). 
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3. RESULTS AND DISCUSSION 

 

The method called sol-gel is employed to produce TiO2 

nanoparticles which structures can be ssen in Fig. 6. The 

sharp peaks seen in the Fig. 6 reflect the crystalline nature 

of TiO2 nanoparticles. The peak positions (101) (004) 

(200) (105) (211) (204) (116) (220) (215) correspond to 

the anatase TiO2 according to JCPDS card number: 50-

00-223. The photoanode layer in high-performance 

DSSCs is mostly formed with anatase TiO2 [41].  

 

The average particle size of the metal oxide 

semiconductor TiO2 nanopowder was determined using 

the William-Son-Hall formula and XRD spectra seen in 

the Eq. 2[42]. βs in this equation reflects the FWHM, 

which is the full-width value at half the height of the peak. 

The symbols "ɛ", "θ", "D", and "ʎ" in the equation 

correspond to the lattice voltage, reflection angle of the 

peaks, crystal size, and X-ray wavelength, respectively. 

The average crystal size of TiO2 particles synthesized 

according to this formula is 14.28 nm. 

 

0.9
cos 4 sin

D


   = +                                                 (1) 

 

 
Figure 6. XRD example of the synthesized metal-oxide semiconductor 

nanopowder. 

 

Fig. 7 shows the surface photographs of the TiO2 thin film 

coated on the FTO surface using the doctor blade method 

at 1 µm and 100 nm scales. As seen in the Fig.7, almost 

all TiO2 nanoparticles have a spherical structure. TiO2 

nanoparticles are tightly bonded to each other. The tight 

contact of thousands of aggregations improves electron 

transport. Such a contact provides more pathways for the 

transport of electrons injected into the thin film and 

minimizes electron losses [43]. The average size of TiO2 

nanoparticles in the photoanode layer is 15 nm. 

Nanoparticles have a central function as donors and 

acceptors in the active layer of DSSCs. The size of TiO2 

nanoparticles in the photoanode layer affects both 

electron transfer and recombination states of holes. As the 

size of the particles decreases, the surface/volume ratio 

and surface area increase. This causes increased dye 

absorption on the surface [44]. 

 

  
 

Figure 7. SEM images at different scales of TiO2 based              
nanopowder produced with the sol-gel technique. 

 

The specific surface area and pore size of the produced 

TiO2 nanopowders were determined by the BET method. 

The isotherm curve of the produced sample is given in 

Fig. 8. The adsorption and desorption curves of N2 gas are 

associated with the Brunauere Deminge Deminge Teller 

(BDDT) classification. According to this classification, 

the synthesized TiO2 particles reflect the isotherm type IV 

and mesoporous structure. Both pore size and specific 

surface area of TiO2 in DSSCs play important roles in cell 

performance. The specific surface area and pore size of 

the synthesized TiO2 particles were recorded as 6.28 m2/g 

and 70.95 nm, respectively. Increasing the specific 

surface area and pore size of nanoparticles in the 

photoanode layer improves the dye loading and electron 

transport pathways of the TiO2 thin film [45]. 

Morphological parameters obtained from BET studies 

showed that the synthesized TiO2 nanoparticles were 

suitable for high-performance DSSCs [46]. 

 

 
Figure 8. N2 adsorption/desorption graphs of semiconductor metal-

oxide TiO2 powders. 
 

Fig. 9 shows the UV–vis absorption spectra of dyes 

obtained via flowers, Salvia urica plant’ branches and 

leaves. Such dyes can evidently be used as sensitizers in 

DSSCs, for light is absorbed by them in the UV-vis. 

Differences in the absorption behavior of the dyes 

significantly affected the performance of the synthesized 

solar devices. This is due to the different pigment 

structures in natural dyes. The maximum absorbance 

wavelength of 3 dyes extracted from different sections of 

the Salvia urica plant is 660 nm. Additionally, the dye 

extracted from the flower has an additional peak at 473 

nm. The dye utilized by the plant's flowers exhibits two 
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distinct peak patterns inside the visible region, indicating 

that it has the highest absorption. Peaks at 660 nm indicate 

that the dye is eupatilin, which generally belongs to the 

flavonoid class [32]. The extra peak exhibited by the 

flower dye at 473 nm reveals the presence of chlorophyll 

in the respective dye extract. Chlorophyll is known to 

strongly absorb light within the observable spectrum, 

particularly from wavelengths as 400 to 500 nm [47]. 

Compared to dyes extracted from the branches and leaves, 

the Salvia urica plant's flowers demonstrated absorption 

at a wider wavelength in the visible spectrum. It is known 

that the absorption behavior at this wider wavelength 

increases cell performance [48]. Additionally, absorptions 

in different energy regions help DSSCs capture more 

photons [49]. The dye obtained from the flowers of the 

Salvia urica plant absorbs a wider wavelength, resulting 

in higher cell performance. Furthermore, dyes obtained 

from various plant parts may have different absorption 

qualities, according to UV research. 

 

 
Figure 9. Natural dye absorption spectra obtained from various 

components of Salvia urica. 

 

Fig. 10 shows the FTIR spectra of 3 natural dyes leached 

from different sections of the Salvia urica plant. The 

chemical structure of eupatilin, the basic pigment of 

Salvia urica, is given in Fig. 11. The functional groups 

that constitute the basic structure of natural dyes that are 

put to use as sensitizers in cells were determined thanks to 

the spectrum which shown at the Fig. 10. For natural dyes 

to form a strong interaction with the TiO2 surface, they 

must contain carbonyl and/or hydroxyl groups in their 

chemical structure. Natural dyes that are derived from 

various sections of the plant showed identical spectral 

properties, and the presence of functional groups in the 

main pigments is manifested by the peaks observed in the 

IR spectra of these dyes [14,32,47]. However, the 

spectrum of the dye derived from the flowers of the Salvia 

urica plant showed stronger characteristic absorption. 

This is due to the superposition of the two main pigments 

(chlorophyll, and eupatilin) in the dye [38]. The dyes 

obtained from this plant's branches and leaves have nearly 

identical spectra. The hydroxyl group presence in the 

three natural dye extracts is indicated by the broad peak at 

3321 cm-1 [50]. The peaks at 2923 and 2851 cm-1 are 

attributed to alkyl C-H of polyphenolic compounds 

[14,48]. The peaks appearing at 1600 cm-1 correspond to 

aromatic ring vibrations [49]. The peak at 1259 cm-1 is 

assigned to the C-N stretching of amine groups, while the 

sharp peak observed at 1046 cm-1 corresponds to the C-O-

C stretching of carbohydrate or ester groups [3,21]. The 

bands attributed to 990 and 917 cm-1 arise from out-of-

plane bendings of the C-H bond [51]. FTIR test results 

clearly show that, for DSSCs, natural pigments containing 

carbonyl and/or hydroxyl functional groups are applicable 

and useful sensitizers. 

 

 
Figure 10. FTIR spectra of dyes leached from flowers, branches and 
leaves of the Salvia urica plant. 

 

 
Figure 11. Chemical structure of eupatilin. 

 

The electrochemical impedance spectra (EIS) of DSSCs 

sensitized with natural dyes are shown in Fig. 12(a). 

Under 100 mW/cm2 of enlightenment, EIS analyses were 

recorded in frequency ranges ranging from 0.1 Hz to 100 

kHz. With the aid of the Zview program, resistance 

parameters were computed from EIS data and are shown 

in Table 1. DSSC electrochemical spectra are typically 

shown as three semicircles. There is a correspondence 

between the first semicircle in the high-frequency region 

and the charge transfer at the counter electrode. The back 

reaction at the TiO2/electrolyte interface and the transport 

of injected electrons in the TiO2 film are mirrored by the 

second semicircle in the mid-frequency region. The third 

semicircle in the low-frequency region is attributed to the 

Warburg diffusion process of I-/I3- in the redox electrolyte 
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[52]. In the Nyquist diagram shown in Fig. 12(a), 

semicircles of the high and medium-frequency regions 

can be seen. The absence of the third semicircle in the 

low-frequency region may be due to Warburg diffusion of 

redox couples [53]. The series resistance (Rs) value is 

associated with the intersection of the high-frequency 

region with the real axis, while Rct1 and Rct2 stand for the 

resistance of the charge transfer at the electrode as Pt and 

the resistance of electron transfer between TiO2-

electrolyte, respectively. It can be seen in Table 1 that Rs 

and Rct1 values are very close to each other since the same 

Pt  electrode and iodide/tri-iodide redox solution were 

used in DSSCs sensitized with natural dyes [54]. 

Therefore, when examining the interface resistances of 

cells, the impedance value (Rct2) that originates from the 

transfer of electron out of the conduction band of TiO2 to 

the FTO glass must be taken as the reference. Increasing 

the diameter of the Nyquist curves representing Rct2 leads 

to lower cell performance. When Table 1 is examined, the 

Rct2 values of DSSCs sensitized with the flower, branch 

and leaf dye of the plant were calculated as 120.6, 140.1 

and 162.7 Ω, respectively. DSSCs sensitized with 

sensitizers obtained from the branches and leaves of the 

Salvia urica plant have higher Rct2. The higher charge 

transfer resistances of these cells cause higher distortion 

and separation and negatively affect their power 

conversion efficiency [55]. In addition, due to increasing 

Rct2 values, the Voc values of the DSSCs produced 

decreased from 0.65 to 0.55 V. Because as the Rct2 value 

increases, slower electron transfer occurs at the 

TiO2/electrolyte interface, resulting in lower Voc values 

[56]. In DSSCs, low Rct2 values accelerate the charge 

transfer between the photoanode layer and the Pt 

electrode. The lower Rct2 value shown by flower dye-

sensitized DSSC is consistent with the higher cell 

performance it exhibits [57]. 

 
Table 1. EIS parameters of DSSCs sensitized with flowers, branches 

and leaves of Salvia urica. 

Sample   Rs (Ω) Rct1 (Ω)   Rct2 (Ω) Ꞇe (µs) 
DSSC sensitized 
with flowers of 

Salvia urica plant 

15.3 6.4 120.6 1310 

DSSC sensitized 
with branches of 

Salvia urica plant 

17.1 8.1 140.1 834 

DSSC sensitized 

with leaves of 
Salvia urica plant 

19.2 8.9 162.7 752 

 

Electron lifetimes (Ꞇe) of DSSCs obtained via natural 

dyes acquired from different Salvia urica plant sections 

were calculated with the help of Eq. 2 [58] from the Bode 

graph given in Fig. 12(b). The fmax in Eq. 2 is the 

maximum peak frequency of the Bode lines. The Ꞇe 

values of DSSCs sensitized with flower, branch and leaf 

dye were found to be 1310, 834 and 752 µs, respectively. 

The higher electron lifetime of flower dye-sensitized 

DSSC is due to its higher recombination resistance. 

Increasing electron lifetime in a cell improves cell 

performance by limiting the recombination of electrons 

and redox pairs [59]. Conversely, though the fmax value of 

DSSC obtained via dye leached from the leaves of Salvia 

urica has the lowest electron lifetime since it is in the 

high-frequency region. This caused the leaf-sensitized 

cell to have the lowest efficiency value. 

(max)

1

2
e

f
 =


                                                                            (2) 

 

 

 
Figure 12. a) Nyquist curves, b) Bode curves of DSSCs using sensitizers 

extracted from different parts of Salvia urica. 

 

Photoelectric properties of DSSCs sensitized with 

flower, branch and leaf dye of the Salvia urica plant 

were examined using artificial sunlight under 100 

mW/cm2 light intensity (AM 1.5G). Jsc-V curves of 

DSSCs sensitized with natural dyes are seen in Fig. 

13. Photovoltaic cell parameters for instance 

efficiency of cell (Ƞ), density of short circuit (Jsc) 

current, open circuit (Voc) voltage and factor of 

filling (FF) of natural dyes based DSSCs were 

calculated by Eq. 3, 4 as is shown in Table  2. 

Compared with other sensitizers, the flower dye-

sensitized cell has the best cell efficiency (Ƞ= 0.33) 

with a short-circuit current density of 0.73 mA/cm2, 

an open-circuit voltage of 0.65 V, and a filling factor 

of 0.71. When DSSCs sensitized with dyes leached 

from different parts of the Salvia urica plant are 

compared to the performance of cells produced with 

conventional inorganic Ruthenium complex dyes 

(Ƞ=6.86%), the cell efficiency is very low [13]. 

However, intensive research on organic-based dyes 

shows that these dyes are promising for DSSCs in 

the near future [60]. Additionally, in a study reported 
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by Lohar et al., they reported a cell performance of 

0.152 % in cells where Salvia divinorum, one of the 

different species of Salvia, was used as a sensitizer. 

The photoelectric performance of DSSC sensitized 

with dye obtained from the flowers of the Salvia 

urica plant is higher than cells sensitized with branch 

and leaf dye. This may be due to the higher presence 

of some functional groups that show superior 

performance in DSSCs in the flower-extracted dye. 

Because the charge transfer transition of flavonoid 

and chlorophyll pigments from HOMO to LUMO 

requires less energy. As a result of such behavior, the 

pigment molecules are energized by visible light, 

resulting in a wider absorption band in the UV-vis 

[61]. Two intense absorptions of the flower dye over 

a wide area in the visible region support this 

situation. Moreover, the higher Voc value (0.65 V) of 

DSSC sensitized with flower dye is a result of the 

strong interaction of alkyl chains with the TiO2 

surface. Such an interaction prevents the leakage of 

electrons from the photoanode layer into the 

electrolyte solution [62]. The lower Voc (0.55 V) and 

Jsc (0.52 mA/cm2) values of the leaf dye-sensitized 

cell can be attributed to the poor electron injection 

and the low concentration of some pigments that 

exhibit high performance in DSSCs [63]. As a result, 

it appears that dyes leached from different parts of 

natural plants may have different sensitization 

performances. 

 

max oc sc

in in

P V J FF

P P


 
= =                                                    (3) 
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Figure 13. The DSSCs’ Jsc-V curves sensitized with dyes of the Salvia 

urica plant’s flowers, leaves and branches. 

 
 

 

Table 2. DSSCs’ photovoltaic results sensitized with flowers, branches 

and leaves of Salvia urica. 

Sample 
Jsc 

(mA/cm2) 

Voc 

(V) 
FF 

Ƞ 

(%) 

DSSC sensitized with 

flowers of Salvia urica 
plant 

0.73 0.65 0.71 0.33 

DSSC sensitized with 

branches of Salvia urica 

plant 

0.68 0.60 0.69 0.28 

DSSC sensitized with 

leaves of Salvia urica plant 
0.52 0.55 0.68 0.19 

 
4. CONCLUSION 

 

In this study, the performance of dyes extracted from the 

flowers, branches and leaves of the Salvia urica plant on 

DSSCs was examined. The production of TiO2 

nanoparticles was successfully performed using the sol-

gel method and photoelectrodes were prepared by the 

doctor blade method. XRD studies confirmed that TiO2 

was in the anatase phase. SEM images showed that TiO2 

nanoparticles had a spherical structure in close contact 

with each other. Fourier spectroscopy testing revealed that 

dyes containing carbonyl and hydroxyl groups were 

suitable sensitizers for DSSCs. Dyes extracted from the 

flowers, branches and leaves of the Salvia urica plant 

showed different absorption behaviors in the visible 

region. UV-vis studies showed that the flower dye 

exhibited absorption over a wider wavelength range in the 

visible region. It was determined from EIS analysis that 

the longest electron lifetime (1310 ms) was in the flower 

dye-sensitive DDSC. This was attributed to the high 

recombination resistance of the flower dye-sensitized cell. 

The flower dye-sensitized DSSC exhibited the best cell 

performance (0.33%) with, 0.71 FF, 0.65 V Voc and 0.73 

mA/cm2 Jsc. This behavior was explained by the strong 

absorption of the flower dye in the visible region and the 

higher presence of some functional groups in this natural 

dye. The low Voc (0.55 V) and Jsc (0.52 mA/cm2) values 

of the leaf dye-sensitized cell were attributed to poor 

electron injection and low concentration of some high-

performance pigments. Dyes extracted from different 

parts of natural plants may exhibit different sensitizing 

performances in DSSCs. In addition, natural dyes used as 

sensitizers in DSSCs can offer a sustainable solution to 

meet energy needs as they are cheaper and eco-friendly. 

The use of dyes to be leached from different parts of plants 

with different extraction methods in DSSCs is promising 

for high-performance DSSCs. Organic-based dyes, 

especially those obtained with pure critical and high-

pressure extraction systems, can be used as high-

performance sensitizers in DSSCs. 
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Abstract: Let  be a locally integrable function, and define the dyadic maximal  

function 

                           . 

Let , and 
pw A , i.e.,  

                          

1

11 1
sup ( ) ( )

| | | |

p

I

I I

w x dx w x dx
I I

−
−

  
    

  
  , 

where the supremum is taken over all intervals I  in . In this research we prove that  Tf  

maps the weighted Hardy space 
1( )H w to the weighted 

1( )L w  space. More precisely, we 

show that there exists a positive constant  such that 

                        1 1( ) ( )L w H w
Tf f    

for all 
1( )f H w . 

 

 

İkili Maksimal Fonksiyon Ağırlıklı 1( )H w  Hardy Uzayını  Ağırlıklı 1( )L w  Uzayına 

Dönüştürür 
 

 

Anahtar 

Kelimeler 

Ağırlıklı Hardy 

uzayı, 

Muckenhoupt 

ağırlığı,    

pA ağırlığı,  

Hardy uzayı,  

İkili maksimal 

fonksiyon 

Öz: Yerel olarak integrallenebilen bir  fonksiyonu için  ikili maksimal 

fonksiyonunu 

                                 

2

0

1
( ) sup ( )

2

j

j j
Tf x f x t dt= −  

 olarak tanımlayalım.  ve 
pw A  olsun. Yani supremum  reel sayılar 

kümesindeki bütün I  aralıkları üzerinden alınmak üzere 

                          

1

11 1
sup ( ) ( )

| | | |

p

I

I I

w x dx w x dx
I I

−
−

  
    

  
   

olsun. Bu araştırmada Tf  fonksiyonunun ağırlıklı Hardy uzayı 
1( )H w  yı ağırlıklı 

1( )L w  

uzayına dönüştürdüğü gösterilmiştir. Yani her 
1( )f H w  için   

                       1 1( ) ( )L w H w
Tf f    

olacak şekilde bir pozitif  sabitinin varlığı gösterilmiştir. 

:f →

2

0

1
( ) sup ( )

2

j

j j
Tf x f x t dt= −

1 p  



:f → Tf

1 p  


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1. INTRODUCTION 

 

We say that a positive function 
1 ( )locw L  is a 

Muckenhoupt’s 
pA  weight for some 1 p   if the 

following condition is satisfied: 

 
1

11 1
sup ( ) ( )

| | | |

p

I

I I

w x dx w x dx
I I

−
−

  
    

  
  , 

 

where the supremum is taken over all intervals I  in . 

We say that 
1w A  if given any interval I  in  there 

exists a constant 0C   such that  

                   
1

( ) ( )
| |

I

w y dy Cw x
I

   

for a.e. x I .  

We say that w A if there exist 0   and 0   

such that given an interval I  in , for any measurable 

set E I , 

 

                | | | |E I   ( )(1 ) ( )w E w I−   

 

where  

                 ( )
E

w E w=  . 

One can find an extensive study of weighted Hardy 

spaces  ( )pH w  in Garcia-Cuerva, J. (1979), where  w  

is a Muckenhoupt’s 
pA weight. The atomic 

characterization of  ( )pH w has also been given in 

Garcia-Cuerva, J. (1979). Given a weight function w  on 

, as usual we denote by ( )pL w  the space of all 

functions satisfying 

 

           
( )

( ) ( )p

pp

L w
f f x w x dx=   . 

 

When p =  , ( )L w
is equal to the space L

 and   

 

( )L w L
f f = . 

         

Let   be a function in ( )nS , the Schwartz space of 

rapidly decreasing smooth functions, satisfying  

 

                             ( ) 1x dx = . 

Define   

          ( ) ( / )n

t x t x t −= ,         0t  , x , 

and the maximal function f 
 by 

                     

                     
0

( ) sup ( )t
t

f x f x



=  . 

 

Then ( )pH w  consists of those tempered distributions 

( )nS  for which ( )pf L w with                   

             
( ) ( )

p pH w L w
f f = . 

These weighted Hardy spaces ( )pH w  can also be 

characterized in terms of these atoms in  

 

the following way: 

 

Definition 1. Let 0 1p q     and p q such 

that 
qw A with critical index 

wq . Set    the integer 

function. For s  satisfying  ( / 1)ws n q p − , a 

real-valued function a  defined on is called a 

( , , )p q s -atom with respect to w  if 

(i) ( )pa L w and is supported on an interval 

I , 

(ii)  
1/ 1/

( )
( )q

q p

L w
a w I − , 

(iii) ( ) 0a x x dx =  for every multi-index   

with s  . 

(iv) The real-valued atom defined above is called a ( , , )p q s

-atom centered at 
0x  with respect to w  ( ( , , )w p q s− -

atom centered at 0x ), where 0x  is the center of the 

interval I . 

 

Remark. Let a  be any real-valued ( , , )w p q s− -atom 

supported in an interval I . Then we  

have  

 

                   | ( ) | ( ) 1p

I

a x w x dx  . 

 

Proof. Let a  be any B -valued ( , , )w p q s− -atom. It 

is clear that ( )p

Ba L w and 
( )

1p
BL w

a  ,  

since by Hölder’s inequality                
1/

( )
| ( ) | ( ) ( )

r

r

p p

L w
I I

a x w x dx a w x dx



 
  

 
                               

                                 
1 /

( )
( )q

p p q

L w
a w I −=   

                                 1 , 

where /r q p=  and 1/ 1 1/ 1 /r r p q = − = − . 

 

Note that analog to the classical case any function in 

( )pH w admits a decomposition  
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i if a= , where 
ia ’s are ( , , )w p q s− -atoms and 

p

i   .  For a fixed weight function w  and 

( )pf H w it is well known (see Garcia-Cuerva, J. 

(1979)) that  

                       

1/

( )
infp

p

p

iH w
i

f 
 

=  
 
 .   

 

2. RESULTS  

 

Let :f →  be a locally integrable function, and 

define the dyadic maximal function 

 

               

2

0

1
( ) sup ( )

2

k

k k
Tf x f x t dt= − . 

 

It is clear that ( ) sup ( )kTf x K f x=  , where     

[ ,2 ]

1
( ) ( )

2
kk o

K x x= .  

     

    Our first result is the following lemma that will be 

used when proving our main result: 

 

Lemma 1. There exists a positive constant C  

independent of y  such that              

         

| | 2| |

sup | ( ) ( ) |k

x y

K x y K x dx C


− −  . 

Proof. Let 
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1 1
( , ) ( ) ( )k kk kk x y x y x  = − −   
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x x 

+
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First consider the case 0x  , 0y  . Since 2x y , 

we obviously have 
[ , 2 ]

1
( , ) ( )

2
kk k y y

x y x
+

 = . If for 

some k + we have 2kx y + ,  it is then clear that 

( , ) 0k x y = . So we only need to consider the case 

[ , 2 ]

1
( , ) ( )

2
kk k y y

x y x
+

 =  when evaluating the 

integral.  

Now assume that 0x  , 0y  . Since | | 2 | |x y , we 

have y x , and thus we obtain ( , ) 0k x y = . Also, 

same is true if 0x  , 0y  since this implies x y . 

If 0x  , 0y  ,  we have the same situation as in the 

first case. 

We conclude that we only need to evaluate             

[ , 2 ]

1
( , ) ( )

2
kk k y y

x y x
+

 = ,  

and we have 

 

     

| | 2| |
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
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1
sup ( )

2
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x dx
+


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2
1

sup
2

ky

k k

y

dx

+

=   

                         1=  
and thus, our proof is complete.   

 

Lemma 2. There exists a constant 0C  such that                     

 

| ( ) | ( ) | ( ) | ( )p pTf x w x dx C f x w x dx   

for all ( )pf L w , 1 p   , where            

( ) : : | ( ) | ( )p pL w f f x w x dx
 

= →   
 

 . 

 

Proof. Recall the Hardy-Littlewood maximal function               

              
1

( ) sup ( )
| |

I

I

Mf x f x t dt
I

= − , 

where the supremum is taken over all intervals I  in . 

It is clear that for any x  we have ( ) ( )Tf x Mf x  

and it is also well known (see Muckenhoupt, B. (1972)) 

that there exists a constant 0C  such that 

                     

| ( ) | ( ) | ( ) | ( )p pMf x w x dx C f x w x dx   

for all ( )pf L w , 1 p   . We thus obtain 

| ( ) | ( ) | ( ) | ( )p pTf x w x dx Mf x w x dx    

                                   | ( ) | ( )pC f x w x dx   

and this completes our proof. 

 

    We can now state and prove our main result: 

 

Theorem 1. Let 1 p   , and 
pw A . Then there 

exists a constant 0C  such that 

 

                 1 1( ) ( )L w H w
Tf C f  

 

for all 
1( )f H w .  

Proof. Given an interval 0( ; )I I x R=   in with 

center 0x  and length 2R, and denoting by I the double 

interval, 
0( ;2 )I I x R= , we first claim that  
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                1 ( )
| ( ) | ( )

L w

I

T f w x dx C f
−

  

for every 
1( )f L w supported in I  such that  

( ) 0f x dx = .  

But for such a function f ,             

 

 0( ) ( ) ( ) ( )
I

Tf x K x y K x x f y dy= − − −           

( )x I  

 

and therefore 

 

| ( ) | ( )
I

Tf x w x dx
−



 
0 0

0

| | 2 2| |
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x x R y x

K x y K x x f y dyw x dx
−   −
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0| |

| ( ) | ( )
y x R

C f y w y dy
− 

  , 

which proves our claim. 

Let now ( )a x  be an atom with supporting interval J , 

and let I  be the smallest interval containing J , and J  

as before. Then there exists a positive constant 
1C  such 

that 

             
1| ( ) | ( )

I

Ta x w x dx C
−

 . 

On the other hand, since by Lemma 2 

                    

2| ( ) | ( ) | ( ) | ( )q qTa x w x dx C a x w x dx   

 

we have by Hölder’s inequality,               

 
1/
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| ( ) | ( ) ( ) ( ( ))q

q

L w

I

Ta x w x dx C a x Cw J


  

                                   Constant. 
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Abstract: Traditional and alternative medicine practices are used in Turkey, as well as around the 

World, to protect health and treat various diseases. Among these applications, Apitherapy has come 

to the fore particularly in recent years. As the use of medicines causes serious side effects, 

especially on human health, people are increasingly turning to alternative medical treatments. 

Apitherapy is a treatment method involving bee products such as honey, pollen, Royal Jel, propolis, 

and bee venom. It is primarily used for the purpose of promoting a healthier lifestyle. While these 

products have been traditionally used in various treatments for many years, their systematic use has 

gained prominence in recent years. Studies have shown that these products strengthen the immune 

system, provide protection against various types of cancer, and exhibit antimicrobial and 

antioxidant properties. In addition, the high protein, vitamin, mineral and amino acid content in 

these products increases the treatment potential. However, in addition to the benefits of these 

supportive and therapeutic substances, there is also the possibility of various toxic effects when 

used irregularly and without medical supervision. Sometimes these conditions can lead to various 

organ failures. This review aims to reveal the adverse effects encountered in the use of bee products 

and apitherapy applications and emphasizes that all natural products, especially bee products, 

should not be used uncontrolled. 

 

 

 

Arı Ürünleri ve Kontrolsüz Kullanımlarından Kaynaklanabilen Sağlık Sorunları 
 

 

Anahtar 

Kelimeler 

Apiterapi, 

Bal, 

Arı poleni, 

Propolis, 

Apilarnil 

Arı zehri 
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arasında özellikle son yıllarda dikkat çekmektedir. İlaç kullanımının özellikle insan sağlığı açısında 

ciddi yan etkilere sebep olmasından dolayı insanlar yan etkileri az veya hiç olmayan alternatif tıbbi 

tedavi yöntemlerine yönelmektedir. Apiterapi, bal, polen, arısütü, propolis, arı zehiri gibi arı 

ürünleriyle yapılan bir tedavi yöntemi olup daha çok sağlılıklı yaşam amacıyla da kullanılmaktadır. 

Arı ürünleri her ne kadar uzun yıllardır geleneksel olarak çeşitli tedavilerde kullanılıyor ise de 

özellikle son yıllarda daha sistematik olarak kullanılmaya başlandı. Bu ürünlerin, immun sistemi 
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güçlendirdiği, çeşitli kanser türlerine karşı koruyucu olduğu, antimikrobiyal, antioksidan özellik 

gösterdiği yapılan çalışmalarda anlaşılmıştır. Ayrıca bu ürünlerin yüksek oranda protein, vitamin, 

mineral, aminoasitler içermesi de bu tedavi potansiyellerini yükseltmektedir. Bununla beraber, her 

destekleyici ve tedavi edici maddenin yararlarının yanında, düzenli ve doktor kontrolünde 

kullanılmadıklarında çeşitli toksik etki gösterme ihtimali vardır ve bazen bu durumlar çeşitli organ 

yetmezliğine de neden olabilmektedir. Bu derleme, arı ürünlerinin kullanımı ve apiterapi 

uygulamalarında karşılaşılan olumsuz etkileri ortaya koymayı amaçlamakta ve başta arı ürünleri 

olmak üzere tüm doğal ürünlerin kontrolsüz kullanılmaması gerektiğini vurgulamaktadır. 

 

1. INTRODUCTION 

 

Apitherapy has been increasingly utilized in recent years. 

However, as with any supportive or complementary 

product, the use of supplementary foods may have 

beneficial effects, they may also have harmful 

consequences for health. Therefore, the application of 

apitherapy under the medical supervision has gained 

importance. In this review, the benefits and potential 

risks of bee products will be discussed based on recent 

studies. 

 

1.1. Honey 

 

Honey is divided into two primary groups, flower honey 

and secretory honey, based on the origin of the collected 

nectar by bees. Flower honey originates from the nectar 

of various plant flowers, and notable varieties include 

lime, clover, citrus, cotton, thyme, and acacia honey. 

Secretory honey is sourced from plant secretions such as 

pine, oak, and leaf honey [1]. It is prohibited by law and 

regulation to add any external substance or to remove 

any substance from the natural structure of honey that 

contains many bioactive substances beneficial to health. 

According to the Turkish Food Codex Honey Regulation 

[2], honey should have a distinctive taste and odor, 

should be free of any additives, should not contain pollen 

and honey-specific substances that have not been 

removed, and should not contain pathogens, parasites 

and their eggs that are harmful to health such as 

Clostridium botulinum. 

 

Honey contains on average 80% carbohydrate, 17% 

water and various minor compounds including organic 

acids, mineral salts, vitamins, proteins, phenolic 

compounds, fats, and free amino acids [3] The colour of 

honey can vary from a light yellow to a dark brown or 

even black colour. The colour of honey is determined by 

compounds such as the phenolic compounds of the 

pollen, carotene and anthocyanidins. Dark honey has 

higher mineral content and antioxidant properties than 

light honey [4].  

 

Honeybees generally prefer flowers as a source of nectar 

and sometimes use secretions left by trees (oak honey) or 

secretions left by insects in trees (pine honey) [5]. 

Depending on the source of honey and the substances it 

contains, honey has antimicrobial, antitumour, 

antiparasitic, immunomodulatory, anti-inflammatory, 

antioxidant, gastroprotective (antiulcerative), 

cardioprotective, hepatoprotective, antianemic, prebiotic, 

antiosteoporotic, and wound healing properties [6]. 

Honey has been recognized for its effectiveness against 

both gram-negative and gram-positive bacteria [6]. In a 

study [3], a 10% concentration of honey applied to the 

Echinococcus granulosus parasite, which causes hydatid 

cyst (echinococcosis), exhibited a lethal effect from the 

third minute onwards.  Aksoy et al. [7] evaluated the 

antimicrobial activity of honey samples collected from 

Bingöl region and reported that 0.1 mL honey inhibited 

the growth of bacterial species such as Escherichia coli, 

Staphylococcus aureus, Klebsiella pneumoniae, Bacillus 

brevis, Pseudomonas aeruginosa, as well as fungal 

species like Candida albicans and Rhodotorula rubra. 

The antibacterial properties of honey are due to its 

osmotic structure and H2O2 formed by the glucose 

oxidase enzyme in its structure, in addition to phenolic 

compounds [8].  

 

Viuda-Martos et al. [6] reported that flavonoids such as 

pinocembrin, galangin and caffeic acid phenethyl ester 

(CAPE) inhibit bacterial RNA polymerase. In addition, 

they reported that quercetin inhibited ATP synthesis of 

the bacterium by increasing the permeability of the cell 

membrane, leading to the loss of the ability to transport 

substances through the cell membrane and mobility.  

 

The anti-cancer effects of honey has been noted across a 

range of tumour cells, including those associated with 

breast cancer, cervical cancer, leukaemia, renal cell 

cancer, bladder cancer, colon cancer, prostate cancer, 

oral cancer, bone cancer, and brain cancer [9].  Apart 

from honey's antimicrobial, antioxidant, and anticancer 

effects, researches indicate that the metabolites within its 

composition also exhibit positive influences on wound 

healing, as well as on the diseases of digestive system 

and cardiovascular system [9].  Ajibola et al. [10] 

reported that honey reduces the effect of gastritis and 

ulcer by inhibiting the development of Helicobacter 

pylori bacteria, the main causative agent of gastric ulcer. 

In addition to the many beneficial health effects of 

honey, it is emphasized that there are also some adverse 

effects. One of these situations is mad honey poisoning. 

Mad honey poisoning occurs when consuming honey 

produced from Rhododendron flowers containing 

grayanotoxin. Rhododendron is commonly found in the 

eastern Black Sea region and cities bordering the Black 

Sea in Turkiye. The flowers, particularly in spring, 

provide a rich source of nectar for honeybees. 

Grayanotoxins bind to sodium channels, resulting in 

their effects. The heart is the organ most rapidly affected 

by this toxin. Death with severe bradycardia can occur 

with consumption of this honey. Symptoms of poisoning 

in humans depend on the amount of honey consumed 

and may include increased salivary secretion, vomiting, 
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and paraesthesia around the mouth and extremities. The 

clinical signs are typical of grayanotoxin poisoning, as 

indicated by the patient's history of eating honey and 

clinical findings [11]. 

 

The consumption of honey is not recommended for 

infants under one year of age due to the possible 

presence of Clostridium botulinum bacteria spores. 

These spores can open in the stomach and intestines, 

producing toxins that cause poisoning. Symptoms 

typically include nervous system issues, weakness, 

decreased sucking, weak crying, constipation, and 

diminished muscle strength. If the symptoms untreated, 

respiratory muscle involvement can lead to death [12]. 

 

1.2. Propolis  

 

Propolis is a collective term referring to a resinous 

substance that honeybees gather from various plants, 

along with pollens and waxes. Additionally, its quality is 

enhanced by incorporating assorted saliva and enzyme-

containing secretions. Resin, primarily sourced from 

trees, is collected by bees, who enhance it with 

substances from their salivary glands and further process 

the mixture using their mandibles. Bees use propolis to 

disinfect honeycombs, as a building material and for 

mummification. The word, propolis, Pro”; front, 

entrance, and “police”; is Greek in origin, it means city 

and was used in relation to honeybees defending their 

hives [13]. 

 

The colour of propolis varies, appearing in shades of 

yellow, brown, or green, influenced by the region of 

collection and the diversity of the local plant flora. 

Structurally, it has a sticky and resinous form. It is 

known as bee glue due to its gummy feature. Propolis 

turns rigid and fragile when the temperature drops below 

10 degrees, and it becomes smooth and resin-like at 

temperatures between 15 and 25 degrees. At 30-40 

degrees, it becomes softer and has a pronounced sticky 

structure. It turns into the structure known as liquid 

propolis at temperatures above 40 degrees [14]. 

 

Propolis comes from several continents, locations, and 

plant species, which contribute to its unique 

composition.  The composition and structure of propolis 

vary based on the diversity of plants accessible to bees. 

Propolis activities could consist of enhancing the 

stability of the structure and lowering vibration, 

enhancing the hive's thermal insulation, and minimizing 

water loss and offering defence against infections 

through antifungal and antibacterial qualities [15,16]. 

 

Propolis is primarily created by plants, compounds 

released by the metabolism of honeybees, and elements 

that arise during propolis synthesis (17). Propolis 

typically consists of approximately 50% plant resin, 30% 

wax, 10% essential oils, and 5% pollen. Its composition 

also contains small quantities of other chemicals (5%) 

including benzoic acid, lactones, quinones, steroids, 

sugars, vitamins (B1, B2, B3, and B6) and natural 

pigments (carotenoids and chlorophyll).  Among the 

most significant chemical components of propolis are 

flavonoids, responsible for its antibacterial, antiviral, 

anti-fungal, and anti-inflammatory properties, along with 

aromatic acids, terpenoids (including diterpenoid acids 

and triterpenoids), fatty acids, esters, phenols, aldehydes, 

and ketones. [15, 18]. 

 

According to the researches propolis and its extracts in 

particular, have been shown to possess antibacterial, 

antiviral, antifungal, antioxidant anti-inflammatory, anti-

allergic, anticarcinogenic, anti-diabetic, cytostatic, 

hepatoprotective, photoprotective, immunogenic, and 

because of its wide range of biological actions, including 

anaesthetic, it has been used for a very long time for both 

illness prevention and therapy [19, 20, 21, 22, 23]. 

Propolis is beneficial in treatments of tumours, some 

types of cancer, some neurological diseases, mouth 

sores, wound, burn and respiratory system diseases (flu, 

pneumonia, bronchitis), some digestive system diseases, 

and infections affecting the urinary tract. [17, 24, 25] 

 

Propolis and its constituents play a crucial role in 

promoting good health and preventing and treating 

minor illnesses. It has many positive qualities, however 

researches have shown that in those who are allergic to 

any of its constituents, it can trigger allergic reactions. 

The following adverse reactions were observed: 

dyspnea, oral pain, perioral dermatitis, labial edema, 

peeling of the lips, and contact cheilitis [26, 27]. Propolis 

has been found to contain a few allergens, including 

phenylethyl caffeate, ferulic acid, benzyl caffeate, 3-

methyl-2-butenyl caffeate, geranyl caffeate, methyl 

cinnamate, benzyl alcohol, and tectochrysin. Propolis 

should also be routinely tested in children and 

adolescents prior to prescription, as it appears to be one 

of the most common allergens [26].  

 

Moreover, heavy metals and other environmental 

contaminants may be present in propolis as a natural 

product. According to the analysis, six harmful metals 

were detected in 106 samples of raw propolis from 

Brazil [20], Harmful metals, as they do not break down 

naturally, can build up in organisms throughout the food 

chain and ultimately reach humans primarily through 

food (up to 90%). It's noteworthy to note that heavy 

metal concentrations are decreased by 24.24% to 

100.00% during the filtration and separation of crude 

propolis [26]. 

 

A study assessing the effects of propolis extracts on 

health revealed that propylene glycol extract led to blood 

vessel dilation and neuron apoptosis in brain tissue. 

Furthermore, it was observed that propylene glycol 

extracts of propolis exhibited higher toxicity levels 

compared to olive oil and water extracts. Consequently, 

olive oil and water extracts of propolis are regarded as 

safer alternatives for pregnant and infant rats in 

comparison to propylene glycol extract [28]. 

 

Propolis and products derived from it have the potential 

to become contaminated with in-hive acaricides such as 

coumaphos and tau-fluvalinate. Moreover, since 

honeybees utilize propolis in the hive as a protective 

substance and building material, they are consistently 
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exposed to pesticide residues present in the product [29]. 

The available data suggests that various pesticide 

residues, particularly acaricides, may accumulate in 

perge, propolis, and beeswax, reaching concentration 

levels exceeding a thousand μg/kg [30]. 

Diagnosing medication-induced liver injury can pose a 

challenge for many potential causes, including both 

prescription and over-the-counter medications, as well as 

herbs and other medicines. Propolis is not currently 

listed as a cause, and there is no recommended dosage as 

the product is considered safe. But a case report 

describes a young man who experienced elevated liver 

enzymes because of chronic consumption of high doses 

of propolis [31]. 

 

Propolis finds extensive use in traditional medicine, so 

more research in this area is necessary. Additional data 

collection is needed to assess the potential harmful 

impact of this bee product when consumed in large 

amounts over an extended period. Despite the numerous 

advantages, widespread accessibility, and economic 

viability, it is crucial to reconsider the potential 

applications of propolis and its flavonoids as medicinal 

treatments. 

 

1.3. Bee Pollens  

 

Basically, Pollen, the reproductive cell of flowering 

plants, is a microscopic structure resembling grains that 

is discovered in the anthers of stamen within closed-

seeded plants. Honeybees collect and process this pollen 

into bee pollen. 

 

Thanks to its high protein content, it plays a crucial role 

in sustaining the nutrition of bees royal jell production, 

the development of the muscular and digestive systems 

of young bees, the development of offspring, in short, in 

ensuring the continuity of the colony [32]. 

 

Different plant sources are the reason to produce 

different colours, such as red, yellow, green, purple and 

orange. The size (6-300 μm), colour and shape of pollen 

grains varies according to its plant origin [32; 33]. 

 

The physical, biological, or chemical properties of pollen 

may vary depending on the geographical location of the 

region from which it is collected, climatic 

characteristics, storage and packaging [33]. Typically, 

bee pollen constitutes a multicomponent colloidal system 

consisting of biopolymers and diverse particles, 

including oil droplets, gas bubbles, lipid crystals, and 

more. 

 

According to plant sources, pollen has approximately 

200 components. Although the carbohydrate ratio of bee 

pollen varies between 13-55%, it is around 30.8% on 

average. Of the total 30.8%, 25.7% comprises glucose 

and fructose sugars, while the protein content of bee 

pollen ranges from 10% to 40% depending on the plant 

source, with an average of 22.7%. [34] 

 

Recently, there has been significant interest in refining 

snacks using honey-making irritant, as it serves as an 

excellent model for healthy minerals [35)]. It holds 

lipids, proteins and micronutrients essential principally 

for honeybees, while presenting nutraceutical potential 

for human countering many afflictions [36]. 

 

Bee pollen has a wide range of therapeutic properties, 

including antioxidant, antimicrobial, fungicidal, anti-

radiation, hepatoprotective, chemoprotective, and/or 

chemotherapeutic It has preventive, anti-inflammatory 

and intestinal function regulating activities. Additionally, 

it improves cardiovascular health and acts as an 

antibiotic, anticancer, and antidiarrheal agent. It also 

strengthens the digestive and immune systems, 

consequently delaying aging, and improving issues such 

as gastroenteritis, arteriosclerosis, respiratory diseases, 

and prostate problems [37]. In addition to the therapeutic 

effects of pollen, many side effects including allergic 

reactions such as anaphylactic shock have been reported. 

 

1.3.1. Pollen Allergy 

 

In addition to the therapeutic effects of pollen, anti-

therapeutic properties have also been revealed by various 

studies. Pollen allergy, anaphylactic shock and many side 

effects are examples. Pollen allergy is the result of a 

distinguishing reaction invulnerable structure to an 

irritant. Antigen-presenting cells (APCs) introduce the 

invulnerable response by communicating incidental 

signals to added containers. T cells are triggered by 

aeroallergens [38] 

 

1.3.2. Bee Pollen-Induced Anaphylaxis:  

 

There are various reports of acute susceptible reactions 

induced by honey-making pollen, containing anaphylaxis 

[39, 40, 41]. The literature reports cases of anaphylaxis 

linked to bee pollen consumption, yet many individuals 

are unaware of this potential danger. Evidence 

supporting this association mainly stems from case 

reports and a single small case-control study. For 

example, Cohen and others reported three cases of 

allergic rhinitis, one of them developed severe allergic 

reactions after consuming honey containing dandelion 

pollen, indicating cross-allergenicity between wind-

pollinated ragweed and insect-pollinated dandelion [40, 

42]. 

 

They have also documented hypersensitive reactions 

triggered by honey-making pollen [42]. In 50% of these 

cases, individuals sensitized to wind-pollinated irritant 

pollen experienced intrinsic allergic responses after 

consuming honey-made pollen containing bug-pollinated 

Compositae family appendages like dandelion and 

goldenrod. Common syndromes observed include facial 

edema, urticaria, and transient allergic rhinitis. 

 

1.3.3. Other Side Effects of Bee Pollen 

 

Despite honey-making irritant appearing to be generally 

safe and effective, approvals for using honey-making 

pollen for hypersensitivity, immunological, and other 

conditions, as well as emphasizing the healthful 

compounds it contains, it is essential to consult a 
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physician before utilizing any unrefined product for any 

medical condition. Some irritant contains poisonous 

wealth such as mannose sugars, miscellaneous alkaloids, 

heavy metals, pesticides, herbicides, mycotoxins, 

microorganisms, medicines and polyphenolic 

compounds [42, 43] 

 

Due to the aforementioned anti-therapeutic effects, 

pollen and pollen products need to be thoroughly 

characterized for allergens and other components with 

potentially harmful effects.  

 

In conclusion, there are many mechanisms and much to 

be investigated on the anti-therapeutic effects of pollen. 

 

1.4. Royal Jelly  

 

Royal Jelly (RJ) which is also known as Apilak has 

creamy composition and displays colour range between 

white to yellow. This substance is produced by worker 

honeybees locally in their hypopharyngeal and 

mandibular glands. In their life circle, specifically, 

during the beginning of their larvae stages, bees are fed 

by this unique food for first three days. Subsequently, the 

worker bees’ diet substitutes to different food choice 

which is named as perge that includes dominantly honey 

and pollen while the bees that is selected as the future 

queen bee proceed to consume RJ for rest of its lifetime 

[44]. 

 

RJ has traditionally been favored in alternative medicine, 

particularly since ancient times in Egypt, and throughout 

Asian apitherapy practices, it has been utilized 

extensively. Today, RJ is favored in the pharmaceutical 

and alimentary industries and is available over-the-

counter as a dietary supplement [45]. 

 

RJ contains approximately 67% water, 16% 

carbohydrates, 12.5% protein and amino acids, and 5% 

lipids, with notable variations observed among different 

sources [46]. The distinct and abundant nutritional 

content of carbohydrates, proteins, lipids, vitamins, 

minerals, polyphenols, flavonoids, and several 

biologically active substances is attributed to the many 

pharmacological properties of RJ [47].  The primary 

constituent of RJ is protein, accounting for 50% of its 

dry matter [48]. Sugars, mainly glucose and fructose, 

compromise 90% of the overall carbohydrates content of 

RJ, while sucrose 0.8-3.6%. [49]. Minor components of 

RJ are enzymes, minerals, vitamins and phenolics [46]. 

 

RJ contains royalisin peptides and antimicrobial jelleins, 

MRJPs, 10-hydroxy-2-decenoic acid (10-HDA), which 

have anti-inflammatory, immunomodulatory, 

antimicrobial, metabolic syndrome-protecting, 

neuromodulatory and anti-aging properties [45].  

 

Several research have documented antimicrobial effects 

of RJ on bacterial, fungal and viral pathogens, while 

hypotensive, antihypercholesterolemic, antitumor, and 

anti-inflammatory effects have been reported in model 

animals [50].  

 

Furthermore, clinical studies have demonstrated 

antidiabetic effects, benefits for non-malignant prostatic 

hyperplasia, and assistance in wound repair for diabetic 

foot ulcers [51]. 

 

RJ is considered a significant contributor to healthy 

aging and longevity. This is because it promotes the 

overall health and reproductive capabilities of queen 

bees. Queen bees, which can produce up to 3,000 eggs in 

a day and live for up to five years, owe their longevity to 

RJ, while sterile worker bees typically survive for only 

45 days 45 days [52]. The beneficial effects of RJ in 

humans extend beyond physical health improvements to 

encompass enhancements in general mental health, 

including reductions in anxiety levels and improvements 

in mood and mild cognitive decline among the elderly 

(>60 years) [53, 54]. 

 

The neurological psychological benefits of RJ are shown 

by changes in biomarkers of physical health; cholesterol 

and apolipoproteins can be given as examples. 

Hypercholesterolaemia has been shown to favour the 

accumulation of β-amyloid, leading to neuronal loss - a 

signature finding of Alzheimer's disease. On the other 

hand, the decrease in plasma lipids caused by RJ has 

been related with an increase in antioxidant effect, a 

decline in β-amyloid accumulation and the protection 

against neuronal damage [55]. 

 

In terms of appropriate RJ usage dose, research has 

shown that 100 mg/kg is typically the most efficient 

dose, and greater doses are rarely needed. 0.5g/day is 

suggested and can be continued for 2 to 12 months for 

infants. For adults, doses ranging from 1 to 5 grams per 

day can be taken based on the underlying medical 

condition. To achieve more potent and rapid results, a 

higher dosage of 10 grams per day can be administered 

for a shorter duration, such as 3 months with 10 days per 

month [56]. 

 

Ensuring the effectiveness of RJ is essential for its 

successful application in promoting health. Exposure to 

heat and certain handling methods can compromise the 

constituents and efficacy of RJ. Most of RJ's biological 

properties diminish after being exposed to 40°C for 30 

days [57]. 

 

Royal jelly is utilized in various products globally, 

including dietary supplements, beverages, beauty items, 

and numerous other goods. While it is regarded as 

relatively harmless and non-toxic adverse reactions of RJ 

have been reported, the most common of which are 

allergic reactions, with symptoms ranging from slight to 

serious [58]. These reactions range from mild to serious, 

mild gastrointestinal upset, haemorrhagic colitis, and 

typically include rash, allergic rhinitis, contact dermatitis 

eczema, conjunctivitis acute asthma, anaphylactic shock, 

bronchospasm and in a few cases fatality [58, 59].  

 

As with honey, environmental pollutants may exist in RJ. 

The most prevalent are organochlorine, 

organophosphorus and carbamate pesticides, which are 

generally under the minimum hazard grade. 
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Nevertheless, there have been instances where the highly 

toxic chloramphenicol has been detected [60]. 

 

Bee products like pollen, honey, and venom may lead to 

allergic reactions that are less severe when compared to 

those caused by royal jelly.  People allergic to these 

products should not take RJ orally. In addition, caution 

should be taken when advising RJ to pregnant or 

breastfeeding women, children [59] and patients with a 

medical background of allergic conditions such as 

asthma, rhinitis or atopic dermatitis. If allergic reactions 

occur following the initial consumption of RJ, this could 

be attributed to the presence of allergens that cross-react 

with RJ. [58]. Intake of RJ can incidentally cause contact 

dermatitis, anaphylaxis, and asthma while MRJP-1 and 

MRJP-2 are reported as potent allergens [61]. 

 

In conclusion, to ensure the efficient and harmless use of 

RJ as a dietary supplement allergy test should be carried 

out prior to RJ consumption [58, 59]. 

 

1.5. Bee Venom  

 

Bee venom, also known as apitoxin, has a significant 

role in the defence of the bee colony and is produced in 

the venom glands located in the abdominal cavity of the 

bee and stored in the venom sac. The amount of this 

venom collected in the sac is approximately 0.3 mg. Bee 

venom is a clear and acidic (pH 4.5-5.5), odorless and 

watery liquid with a bitter and pungent taste and 

yellowish-white crystalline structure when dried [62].  

 

The arrangement of bee venom changes depending on 

many factors to a degree the race of the bee, feeding 

environments, collection time, and the encircling flora. 

In general, bee venom consists of various bioactive 

molecules such as peptides such as melittin, apamin, 

mast cell degranulation peptide (MCD peptide); minerals 

such as P, Ca and Mg; enzymes such as phospholipase 

A2, hyaluronidase, lysophospholipase; biological amines 

such as dopamine and histamine; and phospholipids [63, 

64].  

 

The therapeutic effect of bee venom has been examined 

by in vivo and in vitro studies, such as its anti-

inflammatory, analgesic, anti-hepatotoxic, 

cytoprotective, antioxidant, antimicrobial, antiviral, 

radioprotective, antimutagenic, anti-arthritic and 

anticancer effects [19, 45, 65, 66]. Furthermore, it has 

been shown that bee venom halts the progression of 

Alzheimer's disease by protecting the nervous system 

[67]. 

 

The various and complex arrangements of bee venom 

and the synergistic effects between these components 

have been stated to aggravate multiple organ damage. 

Therefore, the mechanisms of toxic reactions caused by 

bee stings should be thoroughly investigated before 

treatment with bee venom [68]. The components of bee 

venom that cause these effects are mainly melittin and 

phospholipase A2. Melittin has been stated to have 

analgesic, anticancer, and anti-inflammatory effects. 

However, it has inflammatory, cytolytic, and hemolytic 

effects at high doses. Phospholipase A triggers 

inflammation is a strong allergen and is the most harmful 

bee venom component. In the body, it can cause 

hemolysis and damage the lipid structure of the cell 

membrane, leading to cell damage and lysis [69] 

Hyaluronidase has an allergic effect, while apamin has a 

neurotoxic effect at high doses. Histamine is another 

component of bee venom with allergic effects [70]. 

 

Bee venom injection, like many different alternative 

medicine approaches, has been used for thousands of 

years to relieve pain and various symptoms of 

inflammatory and painful diseases. Bee venom may be 

applied in various ways, such as direct bee sting, bee 

venom injection, or bee venom acupuncture [71]. 

Clinically, injection of bee venom into acupuncture 

points has been reported to be successful in the treatment 

of diseases such as arthritis, Parkinson's disease, multiple 

sclerosis neuropathic pain, and Alzheimer's disease. In 

the treatment of rheumatoid arthritis, bee venom 

treatment in combination with other medications has 

been reported to be more efficient than treatment with 

medication alone. In addition, the relapse rate was 

significantly reduced in patients treated with bee venom 

[72]. Bee venom has also been reported to have many 

beneficial effects in vivo and in vitro in Amyotrophic 

Lateral Sclerosis (ALS), a central nervous system 

disease defined by degeneration of upper and lower large 

motor neurons resulting in muscle weakness, including 

anti-neuroinflammation, reduced neuronal mortality, and 

decreased glutamate toxicity. A recent study proved that 

treatment with bee venom showed bright results as a safe 

adjunctive treatment for Parkinson's disease, providing 

significant clinical improvement compared to 

conventional treatment. In Parkinson's Disease in vivo 

and in vitro, bee venom improved motor symptoms 

through anti-neurodegenerative effects [71]. 

 

Studies have been conducted to examine the anti-cancer 

activity of bee venom in lung cancer, colon cancer, 

prostate cancer, melanoma, pancreatic cancer, and many 

different cancer cell lines. The mechanism of anti-cancer 

action of bee venom depends on the inhibition of cell 

proliferation, induction of cell death and apoptosis, 

inhibition of metastasis, and cytotoxicity. It has been 

reported that beekeepers have a lower incidence of 

cancer compared to others, especially a significantly 

lower incidence of lung cancer [73]. 

 

Treatment with bee venom can be therapeutically 

beneficial or harmful in some patients. Although bee 

venom therapy is studied as a hopeful therapeutic 

alternative for the treatment of chronic pain and various 

diseases, it has not been accepted by food and drug 

authorities globally. The first reason is that bee venom 

can cause various allergic reactions in susceptible 

individuals, which include systemic and anaphylactic 

reactions. Allergy to bee venom is hazardous and can be 

lethal [74]. In the study investigating the organismal 

response following injection of melittin and 

phospholipase A2, rats were injected with the potential 

stressors melittin and phospholipase A2. As a result, it 

was reported that these compounds are extremely potent 
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stress factors, toxic at the doses tested, and cause 

degenerative changes in various cell compartments, 

especially mitochondria [75]. 

 

Systemic allergic bee sting reactions have been notified 

in 3,4% of children and 7,5% of adults. These allergic 

responses can be mild with skin symptoms such as 

flushing and angioedema, or categorized as moderate to 

severe with the risk of lethal anaphylaxis. For this 

reason, allergy testing should be performed before bee 

venom treatment [76]. 

 

Besides all this, bee venom is a neurotoxin, and apamin 

in its composition has been shown to trigger depression 

and drowsiness in rats by blocking Ca+2-dependent K+ 

channels (Ludman and Boyle, 2015). Additionally, 

histamine, acetylcholine, and norepinephrine, which also 

exist in bee venom, have been shown to affect neuronal 

responses in rats [77].  

 

Bee venom increased ion permeability and haemoglobin 

release in human erythrocytes and had a significant lysis 

activity on human erythrocytes [78]. 

 

Several research studies have shown that the therapeutic 

use of bee venom is contraindicated in children under 5 

years of age, pregnant and lactating women, Type 1 

diabetes, infections, kidney and liver failure, hepatitis, 

heart and lung problems, and chronic tuberculosis [79].  

 

In conclusion, despite the therapeutic effects of bee 

venom therapy that have been concluded in many 

diseases, its safety is still a limitation and an obstacle to 

its use as the main treatment. In a systematic review and 

meta-analysis, 58 out of 145 studies reported mild to 

severe adverse outcomes following administration [80]. 

Therefore, more studies are needed to evaluate the safe 

use and efficacy of bee venom therapy. 

 

1.6. Apilarnil  

 

Apilarnil, which is obtained by collecting and 

homogenizing Drone larvae in 3-7 days, contains a small 

amount of RJ, perge, honey and propolis. Although it is 

not usually used, the honeycomb with apilarnis is cut by 

beekeepers and thrown away. Apilarnil is a highly 

concentrated nutritious bee product which ingredients 

are known to have antiviral, immune-boosting, 

regenerative power and vitality of the body [81]. It is 

contained proteins, carbohydrates, fats, polyphenols, 

amino acids, vitamins (vitamin A, betacarotene, B1, B6, 

and choline), minerals (calcium, phosphorus, sodium, 

zinc, manganese, iron, copper, and potassium), 

hormones, unsaturated compounds (desenoic acids and 

sulfhydryl compounds), antiviral substances [82]. 

Apilarnil contains all the essential amino acids of the 

basic building block of bee larvae so that it is considered 

a complete food and is widely used in human and animal 

diets [14]. 

It has been established by studies that apilarnil stimulates 

spermatogenesis in men, since it comes mainly from the 

structure of the male bee larva and is very rich in 

androgenic hormones. Therefore, both the androgenic 

and anabolic effect of apilarnil is considered a natural 

alternative to medicines and chemicals to stimulate 

sexual development [83, 84]. Bee larvae in honeycomb 

cells are consumed as food in many countries [85]. Most 

of the economically important and edible insects are 

obtained through production in existing agricultural 

systems. Apilarnil was first used in Romania in 1980. It 

was applied by Nicola Iliesu for the treatment of the 

elderly with neurodegenerative, psychotic or sexual 

disorders [84].  

 

Male bee larvae are mostly considered a byproduct of 

beekeeping but have recently been advocated as a high-

protein food source. There are some cases related to their 

allergenic potential [86]. An instance involves a 29-year-

old beekeeper who encountered an anaphylactic reaction 

after consuming a freshly prepared beverage made from 

male bee larvae. Larval specific susceptibility has been 

tested and confirmed by basophil activation tests [87]. It 

has been established that there is an IgE-mediated 

allergy to drone larvae. There are not enough case 

reports to develop a specific awareness of the 

allergenicity of bee larvae, but allergen awareness 

against the use of apilarnil may be recommended if cases 

of allergy to other bee products are considered. 

It has been described that in some cases of overdose, 

gastric pain, nausea, diarrhoea. In addition, toxicity, 

hyperandrogenism, hyperspermatogenesis and a strong 

antibacterial effect against gram-positive bacteria 

(Bacillus aureus) may occur if the dosage exceed normal 

usage [88].  

 

The primary function of Apilarnil is to contribute to the 

battle against disease progression and potentially offer 

remedies. The diseases that Apilarnil may alleviate 

include; hypoproteinemia, metabolic diseases, decrease 

in muscle body weight, chronic fatigue syndrome, 

physical fatigue, convalescence, premature aging, 

depression in the elderly, diseases of the nervous system 

(mental disorders, neuro-psychomotivational diseases), 

respiratory apparatus diseases, skin deficiencies [89]. 

 

Especially, owing to its sexual development properties, 

Apilarnil offers notable benefits in treating conditions 

originating from the genital areas, deficiencies in 

hormones, vitamins, and minerals essential for the 

optimal development and function of these organs. It is 

particularly effective against sexual impotence, including 

issues like low spermatogenesis, erectile dysfunction, 

and shortened sexual activity duration in men. Moreover, 

it proves beneficial in addressing endocrine system 

disorders such as weakened pituitary and adrenal glands, 

along with alleviating premenstrual syndrome [83, 89]. 

 

Several factors may diminish the efficacy of Apilarnil. In 

cases of diathesis, the body may struggle to digest or 

absorb Apilarnil efficiently, leading to inadequate 

processing of its components. Another factor relates to 

genetic issues; when the "target" organs, such as the 

endocrine glands, exhibit significant structural or genetic 

problems, they may not effectively utilize the active 

compounds present in Apilarnil. It can be inferred that 

Apilarnil, like other bee products, cannot cure every 
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disease or bodily issue in instances of diathesis or 

genetic problems [89].  

 

Performing apitherapy applications by unqualified 

people, using products that are not medical products, 

uncontrolled use of products that do not have dose 

studies, or epigenetic problems specific to the person to 

whom the application is made may cause negative results 

in treatment with bee products.  

 

The use of bee products both as food and for apitherapy 

purposes is very important. However, some allergic 

reactions may occur in users after the consumption of 

bee products, incorrect apitherapy applications may be 

made by non-experts, or some undesirable effects may 

occur after apitherapy applications in patients.  

 

Although the right applications have been made, the fact 

that the product used is exposed to environmental 

contaminants and heavy metals such as pesticide-derived 

organochlorines, organophosphates, carbamates, and 

chloramphenicol during the production phase causes the 

production of unhealthy raw materials [90]. Synthetic 

acaricides are mostly fat-soluble and persistent in wax 

[91] These drug residues accumulated in apitherapy 

products adversely affect human health and are not 

suitable for apitherapy. In nature, toxic substances 

absorbed and stored by plants, as well as pesticides, 

poison honeybees and their products. All kinds of fat-

soluble toxins can be absorbed, and even after a long 

time, when consumed as food or used in cosmetics, it 

shows its harmful effect. However, bee products are 

preferred over drugs due to resistance to antibiotics. 

Therefore, these products must be natural, antibiotic 

residue-free products with known quality standards. 

 

1.7. Beeswax 

 

Beeswax is a natural product synthesized from eight wax 

glands located in the abdomen of the female worker bee 

and used in the construction of honeycombs [92]. It is 

mostly produced by Apis mellifera and Apis cerena, the 

two most commonly bred species by human. 

 

The amount of beeswax secreted is mostly determined 

by the needs of the colony. A.mellifera can produce 

approximately half of its body weight in beeswax 

throughout its life [93]. Beeswax is secreted in liquid 

form by 12-18 days old young worker bees, and 

solidifies into flakes as a result of contact with air [94]. 

The secreted beeswax appears thin and almost white, but 

later, when it comes to in contact with honey and pollen, 

it becomes intensely yellowish and solidifies due to the 

effect of the carotenoid pigment passing through the 

pollen. After four years, its color turns brown because it 

includes a cocoon [94, 95]. 

 

Bees consume 6-10 kg of honey to secrete one kilogram 

of beeswax and produce the beeswax by forming clusters 

from their wax glands [96]. The content of the beeswax 

varies depending on the location of production, the type 

of honeybee and the age of the beeswax. However, 

unhydrolyzed beeswax generally contains 71% of esters, 

15% of hydrocarbons, 8% of free acids and 6% of the 

other compounds. 

 

Beeswax is resistant to acids and also gastric juices of 

honeybees. Water and cold alcohol can not dissolve 

them, but they are partially soluble in boiling alcohol and 

completely soluble in chloroform, carbon disulfide and 

hot turpentine essence. The density of beeswax at 15 ̊C 

varies between approximately 0.960-0.970 kg/m3 and it 

melts in the temperature range 63.5-64.5 ̊C [94].  

 

Beeswax has a much larger range of uses compared to 

other bee products. In the past, beeswax candles were 

valued more because they had a higher melting point 

temperature value than other candles and could stay 

upright in hot weather [93]. In ancient Rome, a cream 

containing beeswax, olive oil and rose water, known as 

cold cream, was used to treat burns, cuts, bruises and 

fractures. Beeswax is included in the first cosmetic 

cream, together with olive oil and water/rose water 

emulsion, obtained by the Greek physician Galen in 150 

B.C. 

 

Beeswax has also been used in modeling and casting 

processes, there are sculptures made of beeswax [93, 

97].  According to researchs beeswax and various 

combinations of beeswax show antimicrobial properties 

[97]. Kačániová et al. [98], collected propolis, bee pollen 

and beeswax samples from two different places in 

Slovakia and evaluated their antimicrobial activity 

against various bacteria, molds and yeasts. Beeswax 

extracts showed antimicrobial effects.  

 

The approach to treatment of non-alcoholic fatty liver 

disease, which is a disease that can progress to liver 

fibrosis and cirrhosis, is nutritional change and weight 

loss. There is no completely successful pharmacological 

approach, but alternative treatments are being tried to be 

applied. Studies have shown that a mixture of beeswax 

alcohols with antioxidant effects, called D-002, help 

protect the liver [99]. In this research the effectiveness of 

D-002 was investigated and has been determined that 

100 mg D-002 per day improves ultrasonographic 

findings and insulin resistance indicators in patients, but 

it has been reported that further studies are needed for 

confirmation. 

 

Puente et al. [100] determined that administration of D-

002, a mixture of beeswax alcohols, administered at 50-

100 mg/day for 6 weeks positively affected osteoarthritis 

symptoms. There was amelioration in pain and stiffness 

and improvement in physical functionality were 

observed. 

 

In the study of Perugini et al. [101], 178 beeswax 

samples collected from Italian hives between 2013 and 

2018 were tested for 247 pesticides and the existence of 

one or more pesticides was determined in 73.6% of the 

samples. On average, each beeswax sample was reported 

to contain an average of three different pesticides, each 

containing up to 14 compounds, some of which are 

banned in Europe or not permitted in Italy. 
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It has been determined that more lipophilic pesticides are 

predominantly found in beeswax. While chromium and 

zinc were at the highest average concentration values in 

honey samples, lead and molybdenum were detected 

only in beeswax. It has been reported that the results 

obtained show that daily consumption of honey and 

beeswax may endanger the health of children [102]. 

 

1.8. Api-Air  

 

Api-air is an area where the air from beehives is used. 

The hive contains many flavonoids, including RJ, 

propolis, honey and pollen. The api-air system was 

introduced by the German beekeeper Hans Munsch. The 

basic principle of the api-air system is based on the 

inhalation of the volatile active components in the bee 

products in the hive [96]. 

 

Heinrich Huttner developed a technique that uses 

beehive air for treating respiratory diseases. The method 

involves a hole in the top of the hive equipped with a 

ventilator and air, a hose through which the patient 

breathes, and a mask [103]. This therapy is used to treat 

asthma, bronchitis, pulmonary fibrosis, and respiratory 

infections [104]. 

 

A study identified 56 volatile components in beehive air 

originating from honey, propolis, perge, RJ, and 

beeswax. These components include fatty acids, 

alcohols, aldehydes, esters, ethers, hydrocarbons, phenol, 

ketones, nitrogenous compounds, and terpenes [105]. In 

terms of antibacterial activity, beehive air has only been 

shown to be effective against saureus. However, 

individuals using beehive air have reported experiencing 

relaxation, uninterrupted and restful sleep, increased 

lung capacity, and improved breathing comfort. Beehive 

air has also been claimed to be effective in treating 

various diseases, including bronchitis, asthma, allergies, 

chronic obstructive pulmonary disease (COPD), 

emphysema, immune system deficiencies, migraines, 

and depression. The patients underwent several medical 

evaluations, including observation of attacks, lung 

capacity tests, blood tests, and isotope measurements, 

which showed a rapid and effective recovery process. A 

beehive air condensation device has been developed for 

Hiveair in Ukraine.  

 

Currently, in some European countries, such as Germany 

and Slovenia, this treatment is administered to humans 

by inhalation of beehive air in well-structured rooms. 

The aroma produced and inhaled in beehives has been 

suggested to be beneficial to human health. Air saturated 

with essential odours treats people with respiratory 

diseases. This alternative medicine is still a new field of 

study. 

 

Some cases encountered after the use of other bee 

products or during their application are not known 

because they have not been written up. Api-air is one of 

the popular applications today. Although this application 

seems to be an innocent application, there are oral 

reports that the patient died during api-air application 

due to mycoplasma formation in the hive [106]. 

 

2. CONCLUSION 

 

Bee products exhibit numerous pharmacological 

activities. It is a well-known fact that bee products are 

used in the treatment of many diseases. However, it is 

also known that this usage area lacks any control 

mechanism and is not subject to regulation. Therefore, as 

observed in many instances, it has been noted that bee 

products exhibit side effects ranging from mild to 

potentially fatal levels. To prevent unexpected side 

effects and potential harms, it is essential that the 

products obtained after production undergo quality tests 

and are prepared according to appropriate standards 

through various processes. Furthermore, routine 

monitoring of the quality and residue of these products 

should be conducted through analyses.  Based on the 

detailed information provided, we strongly advise that 

apitherapy should be carried out under the supervision of 

a medical professional, considering the potential health 

issues it may pose. 
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