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SPLIT (s, t)−LUCAS QUATERNIONS
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Abstract. In this paper, we introduce a new class of split (s, t)− Lucas

quaternions that generalizes the split Lucas quaternions. Additionally, we de-

rive Binet-like formulas, generating functions, binomial sums and Honsberger-
like, d’Ocagne-like, Catalan’s-like and Cassini’s-like identities.

1. Introduction

Quaternions are a number system that extends real numbers to one real and
three imaginary dimensions. They were first defined by the Irish mathematician
Sir William Rowan Hamilton in 1843 and have been applied to mathematics in
3−dimensional space. Quaternions do not possess the commutative property (ab =
ba). Nowadays, many researchers are relating quaternions to Fibonacci and other
special number sequences. Halıcı investigated the Fibonacci and Lucas quater-
nions, and gave the generating functions, Binet formulas and some sum formulas
for these quaternions [6]. İpek studied on the quaternions of the (p, q)−Fibonacci
sequence, which are generalizations of the Fibonacci sequence [4]. Likewise, Çimen

and İpek also investigated Pell quaternions and Pell-Lucas quaternions [20]. Taşçı
defined Padovan and Pell-Padovan quaternions, and gave Binet-like formulas, gen-
erating functions, sums formulas and the matrix representation of the Padovan and
Pell-Padovan quaternions [21]. Dişkaya and Menken worked on the quaternions of
the (s, t)−Padovan and (s, t)−Perrin sequences, which are generalizations of the
Padovan and Perrin sequences [13]. Refer to [5, 9–11, 14] for more details on their
research. Split quaternions are a variation of quaternions where the standard basis
elements satisfy slightly different multiplication rules. Unlike the quaternion alge-
bra, the split quaternions contain zero divisors, nilpotent elements and nontrival
idempotent. The split quaternions were defined by James Cockle in 1849. A split
quaternion is defined by

q = q0e0 + q1e1 + q2e2 + q3e3

Date: Received: 2024-09-25; Accepted: 2024-11-30.
2000 Mathematics Subject Classification. 11B39; 05A15, 76A05.
Key words and phrases. Lucas numbers, Quaternions, Binomial sums, Binet formula.
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2 HAMZA MENKEN AND DURDANE TEKIN

where q0, q1, q2 and q3 are real numbers and e0 = 1, e1 = i, e2 = j and e3 = k are
the standart basis in R4. Then we can write

q = Sq + Vq = q0e0 + q1e1 + q2e2 + q3e3

where Sq = q0e0 and Vq = q1e1 + q2e2 + q3e3. Sq is called the scalar part of the
split quaternion q and Vq is called the vector part of the split quaternion q. The
split quaternion multipication is defined using the rules;

e20 = −1, e21 = e22 = e23 = 1

e1e2 = −e2e1 = e3, e2e3 = −e3e2 = −e1 and e3e1 = −e1e3 = e2.

This algebra is associative and non-comutative . Let q = q0e0 + q1e1 + q2e2 + q3e3
and p = p0e0 + p1e1 + p2e2 + p3e3 be any two split quaternions. Then the addition
and subtraction of the split quaternions is

q ∓ p = (q0 ∓ p0)e0 + (q1 ∓ p1)e1 + (q2 ∓ p2)e2 + (q3 ∓ p3)e3

and multiplication of the split quaternions is

qp = (q0e0 + q1e1 + q2e2 + q3e3)(p0e0 + p1e1 + p2e2 + p3e3)

= (q0p0 − q1p1 + q2p2 + q3p3)e0 + (q0p1 + q1p0 + q2p3 − q3p2)e1

+ (q0p2 + q2p0 − q1p3 + q3p1)e2 + (q0p3 + q3p0 + q1p2 − q2p1)e3

= SqSp+ < Vq, Vp > +SqVp + SpVq + VqxVp

where

< Vq, Vp >= q0p0 − q1p1 + q2p2 + q3p3

and

VqxVp =

∣∣∣∣∣∣
−e1 e2 e3
q1 q2 q3
p1 p2 p3

∣∣∣∣∣∣
and for k ∈ R the multiplication by scalar is

kq = kq0e0 + kq1e1 + kq2e2 + kq3e3

and conjugate and norm of split quaternion q are

q = q0e0 − q1e1 − q2e2 − q3e3

and

||q|| =
√
|qq| =

√
q20 + q21 − q22 − q23

The basic operations on the two split quaternions given above can also be seen in
[1, 8, 12, 15–19].

In [2], the Lucas sequence {Ln}n≥0 is

L0 = 2, L1 = 1 and Ln+2 = Ln+1 + Ln(1.1)

for all n ≥ 2. Here, Ln is the n−th Lucas number. The first few terms of the Lucas
numbers are

2, 1, 3, 4, 7, 11, 18, 29, 47, 76, 123, 199, 322, 521, 843, 1364.
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A generalization of the Lucas sequence {Ln}n≥0, which are called the (s, t)−Lucas

sequence {Ls,t,n}n≥0 is defined by the following recurrence relation for n ≥ 0 and

s, t ≥ 1 such that s2 + 4t > 0;

Ls,t,0 = 2, Ls,t,1 = s and Ls,t,n+2 = sLs,t,n+1 + tLs,t,n(1.2)

(s, t)−Lucas sequence refer to reader to [3]. The first few terms of the (s, t)−Lucas
numbers are

2, s, s2 + 2t, s3 + 3st, s4 + 4s2t+ 2t2.

To simplify notation, take Ls,t,n = Ln. In [3], for every x ∈ N, one can write the
Binet-like formula for the (s, t)−Lucas sequence as the form

Ln = αn + βn(1.3)

where α = s+
√
s2+4t
2 and β = s−

√
s2+4t
2 are the roots of the characteristic equation

x2 − sx− t = 0(1.4)

associated with the recurrence relation (1.2). Moreover, it can be observed that

αn = αLn + tLn−1,

βn = βLn + tLn−1,

α+ β = s,

α− β =
√
s2 + 4t,

αβ = −t.
The following properties hold [7]:

(1) LmLn+1 + tLm−1Ln =
(
s2 + 4t

)
Fm+n, m ≥ n

(2) Ln−rLn+r − L2
n = (−t)n−r (s2 + 4t), n ≥ r

(3) Ln−1Ln+1 − L2
n = (−t)n−1 (s2 + 4t), n ≥ 1

2. Split (p, q)−Lucas Quaternions

In this section, we define new split quaternions that are split (p, q)−Lucas quater-
nions. Then, we give their Binet-like formula, generating functions, certain binomal
sums and Honsberg, d’Ocagne, Catalan’s and Cassini’s identites.

Definition 2.1. The split (p, q)−Lucas quaternion {QLs,t,n}n≥0 is defined by

QLs,t,n = Lne0 + Ln+1e1 + Ln+2e2 + Ln+3e3(2.1)

where Ln is the n−th (s, t)−Lucas number.

To simplify notation, take QLs,t,n = QLn.

Theorem 2.2. The Binet-like formula for the n−th split (s, t)−Lucas quaternion
is

QLn = α̂αn + β̂βn, n ≥ 0(2.2)

where α̂ = e0 + αe1 + α2e2 + α3e3 and β̂ = e0 + βe1 + β2e2 + β3e3.
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Proof. From the definition of n−th split (s, t)−Lucas quaternion Ln, we obtain

QLn = Lne0 + Ln+1e1 + Ln+2e2 + Ln+3e3

= (αn + βn) e0 +
(
αn+1 + βn+1

)
e1 +

(
αn+2 + βn+2

)
e2 +

(
αn+3 + βn+3

)
e3

= αn(e0 + αe1 + α2e2 + α3e3) + βn(e0 + βe1 + β2e2 + β3e3)

= α̂αn + β̂βn.

Thus, the proof is completed. �

Theorem 2.3. The generating function for the n−th split (s, t)−Lucas quaternions
is

GL(x) =
2e0 + se1 + (s2 + 2t)e2 + (s3 + 3st)e3 + (−se0 + 2te1 + ste2 + (s2t+ 2t2)e3)x

1− sx− tx2

Proof. Let

GL(x) =

∞∑
n=0

QLnx
n = QL0 +QL1x+QL2x

2 +QL3x
3 + . . .+QLnx

n + . . .

be generating function of the split (p, q)−Lucas quaternions. This function is mul-
tipied every side with −sx such as

−sxGL(x) = −sQL0x− sQL1x
2 − sQL2x

3 − sQL3x
4 − . . .− sQLnx

n+1 − . . .

and that is multipied every side with −tx2 such as

−tx2GL(x) = −tQL0x
2 − tQL1x

3 − tQL2x
4 − tQL3x

5 − . . .− tQLnx
n+2 − . . .

Then, we write

(1− sx− tx2)GL(x) = QL0 + (QL1 − sQL0)x+ (QL2 − sQL1 − tQL0)x2 + . . .

+ (QLn − sQLn−1 − tQLn−2)xn

Now using

QL0 = 2e0 + se1 + (s2 + 2t)e2 + (s3 + 3st)e3,

QL1 = se0 + (s2 + 2t)e1 + (s3 + 3st)e2 + (s4 + 4s2t+ 2t2)e3,

QL2 = (s2 + 2t)e0 + (s3 + 3st)e1 + (s4 + 4s2t+ 2t2)e2 + (s5 + 5s3t+ 5st2)e3

and

QLn − sQLn−1 − tQLn−2 = 0

we obtain

GL(x) =
2e0 + se1 + (s2 + 2t)e2 + (s3 + 3st)e3 + (−se0 + 2te1 + ste2 + (s2t+ 2t2)e3)x

1− sx− tx2
.

Thus, the proof is completed. �

Remark 2.4. Let m be a positive integer. Then,

(a+ b)m =

m∑
n=0

(
m

n

)
anbm−n(2.3)

where a and b are any real numbers.
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Theorem 2.5. Let m be a positive integer. Then,

m∑
n=0

(
m

n

)
sntm−nQLn = QL2m.

Proof. Applying the Binet-like formula (2.2) and combining this with (1.4) and
(2.3) we obtain the identity

m∑
n=0

(
m

n

)
sntm−nQFn =

m∑
n=0

(
m

n

)
sntm−n

(
α̂αn + β̂βn

)
=

m∑
n=0

(
m

n

)(
α̂(αs)ntm−n + β̂(βs)ntm−n

)
= α̂(sα+ t)m + β̂(sβ + t)m

= α̂α2m + β̂β2m

Thus, the proof is completed. �

Theorem 2.6. Let m be a positive integer. Then,

m∑
k=0

(
m

k

)
sm−ktkQLn−k = QLn+m

Proof. Applying the Binet-like formula (2.2) and combining this with (1.4) and
(2.3) we obtain the identity

m∑
k=0

(
m

k

)
sm−ktkQLn−k =

m∑
k=0

(
m

k

)
sm−ktk

(
α̂αn−k + β̂βn−k

)
=

m∑
k=0

(
m

k

)(
α̂(sα)

m−k
tkαn−m + β̂(sβ)

m−k
tkβn−m

)
= α̂(sα+ t)

m
αn−m + β̂(sβ + t)

m
βn−m

= α̂αn+m + β̂βn+m.

Thus, the proof is completed. �

Henceforth, we will get

An instead of (α̂)2αn + (β̂)2βn,

Bn instead of β̂α̂αn − α̂β̂βn,

in the following theorems.

Theorem 2.7. (Hosberg-like İdentity) Let QLn be the split (s, t)−Lucas quater-
nion. The following relations are satisfied

QLn+1QLm + tQLnQLm−1 = An+m

√
s2 + 4t.
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Proof.

QLn+1QLm + tQLnQLm−1

=
(
α̂αn+1 + β̂βn+1

)(
α̂αm + β̂βm

)
+ t
(
α̂αn + β̂βn

)(
α̂αm−1 + β̂βm−1

)
= (α̂)2αn+m+1 + α̂β̂αn+1βm + β̂α̂βn+1αm + (β̂)2βn+m+1

+ t
(

(α̂)2αn+m−1 + α̂β̂αnβm−1 + β̂α̂βnαm−1 + (β̂)2βn+m−1
)

= (α̂)2αn+m+1 + α̂β̂αn+1βm + β̂α̂βn+1αm + (β̂)2βn+m+1

− (α̂)2αn+mβ − α̂β̂αn+1βm − β̂α̂βn+1αm − (β̂)2αβn+m

= (α̂)2αn+m(α− β) + (β̂)2βn+m(α− β)

=
(

(α̂)2αn+m + (β̂)2βn+m
)

(
√
s2 + 4t)

�

Theorem 2.8. (d’Ocagne-like Identity) Let QLn be the split (s, t)−Lucas quater-
nion. The following relations are satisfied,

QLmQLn+1 −QLm+1QLn = (−t)mBn−m
√
s2 + 4t

Proof.

QLmQLn+1 −QLm+1QLn

=
(
α̂αm + β̂βm

)(
α̂αn+1 + β̂βn+1

)
−
(
α̂αm+1 + β̂βm+1

)(
α̂αn + β̂βn

)
= (α̂)2αn+m+1 + α̂β̂αmβn+1 + β̂α̂βmαn+1 + (β̂)2βn+m+1

− (α̂)2αn+m+1 − α̂β̂αm+1βn − β̂α̂βm+1αn − (β̂)2βn+m+1

= −α̂β̂αmβn(α− β) + β̂α̂βmαn(α− β)

= (−t)m
(
β̂α̂αn−m − α̂β̂βn−m

)√
s2 + 4t

�

Theorem 2.9. (Catalan’s Identity) Let QLn be the split (s, t)−Lucas quater-
nion. The following relations are satisfied,

(2.4) QLn−rQLn+r −QL2
n = (−t)nB0Fr

√
s2 + 4t

where the Binet formula of the r. Fibonacci number Fr is
αr − βr

α− β
.
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Proof.

QLn−rQLn+r −QL2
n

=
(
α̂αn−r + β̂βn−r

)(
α̂αn+r + β̂βn+r

)
−
(
α̂αn + β̂βn

)2
= (α̂)2α2n + α̂β̂αn−rβn+r + β̂α̂βn−rαn+r + (β̂)2β2n

− (α̂)2α2n − α̂β̂αnβn − β̂α̂βnαn − (β̂)2β2n

= α̂β̂(αβ)n(βr − αr) + β̂α̂(αβ)n(αr − βr)

= (−t)n
(
β̂α̂− α̂β̂

)(αr − βr

α− β

)
(α− β)

= (−t)nB0Fr

√
s2 + 4t

�

Theorem 2.10. (Cassini’s Identity) Let QFn be the split (p, q)−Lucas quater-
nion. The following relations are satisfied

QLn−1QLn+1 −QL2
n = (−t)nB0

√
s2 + 4t.

Proof. We take 1 instead of r in (2.4) to prove the this theorem. �

3. Conclusion

In this paper, we introduced a new class of split (s, t)−Lucas quaternions, ex-
tending the concept of split Lucas quaternions. We derived Binet-like formulas,
generating functions, binomial sums, and various identities analogous to those of
Honsberger, d’Ocagne, Catalan, and Cassini.

By embedding the (s, t)−Lucas sequence within the quaternion algebra, we
demonstrated its broader applicability and utility. The derived formulas and iden-
tities provide powerful tools for explicit calculations and deeper insights into the
sequence’s behavior.

Our findings open up new possibilities for future research, particularly in explor-
ing geometric interpretations and potential applications in theoretical physics and
computer science. We believe our contributions will stimulate further discovery in
this intriguing area of mathematical inquiry.
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Abstract. This study used conformable derivatives to define the eigenvalue
problems with two parameters and examined various associated spectral prop-

erties. Firstly, the conformable eigenvalue problems with two parameters were

reduced to the simpler one parameter problems. Additionally, we focused
on the orthogonality properties of eigenfunctions. Secondly, investigating the

reality of eigenvalues is important to understand the physical relevance and

practical usability of the considered eigenvalue problem. Finally, we exam-
ined integral relations, which explain important connections and relationships

between different aspects of the problem.

1. Introduction

In many important problems in various fields such as basic sciences, natural
sciences, finance, and medicine, differential equations are encountered in the math-
ematical modeling of these problems. The functions that satisfy these equations
are also the mathematical solutions to these problems. Therefore, the first step
in researching the solutions to any scientific problem is formulating the differential
equation. The problems such as the heat flow in a non-uniform rod, the motion of
a stretched vibrating string attached at both ends and the computation of the elec-
trostatic field on the surface of a volume are modeled by an eigenvalue problem with
an unknown parameter, known in the literature as the Sturm-Liouville differential
equation [16, 17, 23]. This equation is considered along with initial or boundary
conditions according to the characteristics of the models to be established. The
goal here is to determine the unknown parameter and the unknown function that
constitutes the problem. The most fundamental properties of Sturm-Liouville prob-
lems include the reality of the eigenvalues, the orthogonality of the eigenfunctions,
and the completeness of the eigenfunctions [2,9,10]. Sturm-Liouville theory has nu-
merous applications in fields such as physics, mathematics, and engineering [18,22].
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Depending on the nature of the models to be established, the equation may contain
more than one parameter [5–8,11].

Many mathematicians, including Liouville, Riemann, Weyl, Fourier, Laplace,
Lagrange, Euler, Abel, Lacroix, Caputo, and Leibniz, have defined fractional-order
derivatives in various ways [19]. Fractional differential equations are equations that
contain fractional derivatives and fractional integrals [13,21]. It is a generalization
of the classical integer-order derivative concept, allowing the differentiation process
to be performed at non-integer (fractional) orders [15]. This concept is widely used
in many scientific fields, particularly dynamic systems, control theory, and physics.
Because fractional derivatives only satisfy the linearity property of the fundamental
characteristics in classical derivatives and are not applicable for all other proper-
ties, Khalil and colleagues proposed the definition of the conformable fractional
derivative in 2014 to mitigate this complexity [14]. The conformable derivative is a
type of fractional derivative that aims to make the concept of fractional derivatives
more comprehensible and easier to compute [1]. By preserving some fundamental
properties of the classical derivative operator, the conformable derivative allows for
broader applicability of fractional derivatives. Therefore, it is increasingly used in
scientific research and engineering applications.

Many authors [3, 4, 12, 20] consider the conformable fractional derivative and
Sturm-Liouville theory together.

Now, a brief explanation of two-parameter eigenvalue problems is provided. Ad-
ditionally, we will provide a general overview of some fundamental definitions and
accepted results in the field of fractional calculus. This will include a brief in-
troduction to the concepts and notations used in fractional calculus, and it also
encompasses a summary of some important results and theorems widely accepted
and utilized in the field.

Arscott [7] focused on a series of related eigenvalue problems common to a simple
linear homogeneous differential equation dependent on two parameters and stated
that the solution must satisfy three limiting conditions:

d2u

dz2
+ {λ+ µf (z) + g (z)}u = 0,(1.1)

u (a) = u (b) = u (c) = 0,(1.2)

where, f (z) and g (z) are functions defined on the interval [a, c] and λ and µ are
spectral parameters. Here, this eigenvalue problem with two parameters has been
reduced to a one-parameter problem. The spectral properties of the two-parameter
eigenvalue operator such as orthogonality, the realness of eigenvalues, and the ex-
pansions theorem of eigenfunction have been investigated and some integral rela-
tions have been given. Additionally, various integration methods were examined,
and results were obtained [5, 6]. In fact, the given problem is the case of a Sturm-
Liouville problem with multi-parameters and significant results are obtained [8].

In this study, consider the conformable eigenvalue problems with two parameters

Dα
t (Dα

t u (t)) + {λ+ µf (t) + g (t)}u = 0,(1.3)

u (a) = u (b) = u (c) = 0,(1.4)

where b ∈ [a, c], f (t) and g (t) are real-valued continuous functions defined on the
interval [a, c] and λ and µ are spectral parameters. This paper aims to reduce
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two-parameter conformable eigenvalue problems to one-parameter problems; to in-
vestigate the orthogonality properties of eigenfunctions and the reality of eigenval-
ues; and to examine for integral relations that explain important connections and
relationships between different aspects of the problem.

1.1. The conformable fractional derivative. In this part, we give some basic
definitions and properties of the conformable fractional calculus theory [1, 14].

Definition 1.1. Consider the function u : [0,∞) → R. Then, the “conformable
fractional derivative (α− derivative)” of u order α ∈ (0, 1] is defined by:

Dα
t u(t) := lim

h→0

u(t+ ht1−α)− u(t)

h
.

Here, the symbol Dα
t is conformable fractional derivative of α−order with respect

to t.

If u is α−differentiable in some (0, α) and lim
t→0+

Dα
t u(t) exits, then define

Dα
t u(0) = lim

t→0+
Dα
t u(t).

If u is usual differentiable, then Dα
t u(t) = t1−αu′(t).

One can easily show that Dα
t satisfies all the properties in the following theorem:

Theorem 1.2. Let α ∈ (0, 1] and u, v be α−differentiable at a point t. Then:

i. Dα
t (ξu+ ηv) = ξDα

t (u) + ηDα
t (v) , for all ξ, η ∈ R.

ii. Dα
t (tp) = ptp−α for all p ∈ R.

iii. Dα
t (uv) = Dα

t (u) v + uDα
t (v) .

iv. Dα
t

(
u
v

)
=

vDαt (u)−uD
α
t (v)

v2 .
v. Dα

t (c) = 0, c is a constant.
vi. If u is usual differentiable, then Dα

t (f) (t) = t1−α dudt .

Definition 1.3. Consider the function u : [0,∞) → R. Then, the “conformable
fractional integral (α− integral)” of u order α ∈ (0, 1] is defined by:

Iαu(t) :=

t∫
0

u(ξ)dαξ =

t∫
0

ξα−1u(ξ)dξ

for t > 0. Integral to the right of the last equality is the usual Riemann integral.

Theorem 1.4. Consider two α−differentiable functions u, v : [a, b]→ R. Then,

b∫
a

u(t)Dα
t v(t)dαt = uv

∣∣b
a
−

b∫
a

v(t)Dα
t u(t)dαt.

This formula is called α−integration by parts.

2. Some Spectral Properties
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2.1. Reduction to one parameter problems. Let u (x) and u (y) be the solu-
tion of (1.3) and

U (x, y) = u (x)u (y) .(2.1)

By α− differentiating twice equality (2.1) with respect to x and y, we have

Dα
x (Dα

xU (x, y)) =Dα
x (Dα

xu (x))u (y) ,

Dα
y

(
Dα
yU (x, y)

)
=u (x)Dα

y

(
Dα
y u (y)

)
.

(2.2)

Additionally, since u (x) and u (y) satisfy (1.3), the equations

Dα
x (Dα

xu (x)) + {λ+ µf (x) + g (x)}u (x) = 0,

Dα
y

(
Dα
y u (y)

)
+ {λ+ µf (y) + g (y)}u (y) = 0

can be written.
If the equations are multiplied by u (y) and u (x), respectively and after sub-

tracted side by side, from (2.2) we get

Dα
x (Dα

xU (x, y))−Dα
y

(
Dα
yU (x, y)

)
+ {µ (f (x)− f (y)) + g (x)− g (y)}U (x, y) = 0.

(2.3)

As a result, the problem (1.3)-(1.4) is reduced to the one parameter eigenvalue
problem. Also, when the values x and y are any of the values a, b, c, using equality
(1.4), it is obtained that the boundary conditions of (2.3) are of the form

U (x, y) = 0.(2.4)

2.2. Orthogonality properties. In this section, the orthogonality property are
examined separately for the one parameter and two parameter cases.

Let µ be a constant in (1.3); u1 (t) and u2 (t) be solutions to the problem (1.3)-
(1.4) for different values of λ1 and λ2, respectively. Then, it can be written as
follows

Dα
t (Dα

t u1 (t)) + {λ1 + µf (t) + g (t)}u1 (t) = 0,

Dα
t (Dα

t u2 (t)) + {λ2 + µf (t) + g (t)}u2 (t) = 0.

If above equations are multiplied by u2 (t) and u1 (t), respectively and after
subtracted side by side, we obtain

Dα
t (Dα

t u1 (t)u2 (t)− u1 (t)Dα
t u2 (t)) = {λ2 − λ1}u1 (t)u2 (t) .

Integrating for (t1, t2) = (a, b), (t1, t2) = (a, c) or (t1, t2) = (b, c) and from
boundary conditions (1.4), we get

{λ2 − λ1}
t2∫
t1

u1 (t)u2 (t) dαt = 0.
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Considering λ1 6= λ2 yields

(2.5)

t2∫
t1

u1 (t)u2 (t) dαt = 0.

The solutions of equation (1.3) corresponding to different values of λ and µ
provide a broader orthogonality relation. This concept of orthogonality is called
double orthogonality in the classical sense [7]. In conformable fractional calculus,
we express the concept of double orthogonality as follows.

Theorem 2.1. Suppose that v1 (t) and v2 (t) are the solutions of the problem (1.3)-
(1.4) for different values of (λ1, µ1) and (λ2, µ2), respectively. Then,

x2∫
x1

y2∫
y1

v1 (x) v1 (y) v2 (x) v2 (y) [f (x)− f (y)] dαydαx = 0,(2.6)

where λ1 6= λ2, µ1 6= µ2 or both; (x1, x2) and (y1, y2) represent different values of
the values-pairs (a, b) , (a, c) , (b, c).

Proof. Suppose that v1 (t) and v2 (t) are the solutions of the problem (1.3) and

Vi := Vi (x, y) = vi (x) vi (y) , i = 1, 2.(2.7)

Now, α−differentiating twice of the equality (2.7) with respect to x and y, we
have

Dα
x (Dα

xVi (x, y)) = Dα
x (Dα

xvi (x)) vi (y) ,

Dα
y

(
Dα
y Vi (x, y)

)
= vi (x)Dα

y

(
Dα
y vi (y)

)
for i = 1, 2.

Let us first consider the equality V1 (x, y) = v1 (x) v1 (y) .
Since v1 (x) and v1 (y) satisfy (1.3), the following equations

Dα
x (Dα

xv1 (x)) + {λ1 + µ1f (x) + g (x)} v1 (x) = 0,

Dα
y

(
Dα
y v1 (y)

)
+ {λ1 + µ1f (y) + g (y)} v1 (y) = 0

are provided. Multiplying these equations by v1 (y), v1 (x), respectively and sub-
tracting gives

Dα
x (Dα

xV1 (x, y))−Dα
y

(
Dα
y V1 (x, y)

)
+ {µ1 (f (x)− f (y)) + g (x)− g (y)}V1 (x, y) = 0.

(2.8)

Similarly, we get

Dα
x (Dα

xV2 (x, y))−Dα
y

(
Dα
y V2 (x, y)

)
+ {µ2 (f (x)− f (y)) + g (x)− g (y)}V2 (x, y) = 0

(2.9)

for V2 (x, y) = v2 (x) v2 (y) .
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After (2.8) is multiplied by V2 (x, y) and (2.9) is multiplied by V1 (x, y) hence,
by subtraction,

[V2D
α
x (Dα

xV1)− V1Dα
x (Dα

xV2)] +
[
V1D

α
y

(
Dα
y V2

)
− V2Dα

y

(
Dα
y V1

)]
+ (µ2 − µ1) (f (x)− f (y))V1V2 = 0

is obtained. α−integrating both sides over the interval (x1, x2) and (y1, y2) on the
last equation gives the following

(µ2 − µ1)

x2∫
x1

y2∫
y1

(f (x)− f (y))V1V2dαydαx

=

y2∫
y1

x2∫
x1

[V2D
α
x (Dα

xV1)− V1Dα
x (Dα

xV2)] dαxdαy +

x2∫
x1

y2∫
y1

[
V1D

α
y

(
Dα
y V2

)
− V2Dα

y

(
Dα
y V1

)]
dαydαx

=

y2∫
y1

x2∫
x1

Dα
x [V2 (Dα

xV1)− V1 (Dα
xV2)] dαxdαy +

x2∫
x1

y2∫
y1

Dα
y

[
V1
(
Dα
y V2

)
− V2

(
Dα
y V1

)]
dαydαx

=

y2∫
y1

[V2 (Dα
xV1)− V1 (Dα

xV2)]
x2

x1
dαy +

x2∫
x1

[
V1
(
Dα
y V2

)
− V2

(
Dα
y V1

)]y2
y1
dαx.

By virtue of boundary conditions (1.4), we obtain

(2.10) (µ2 − µ1)

x2∫
x1

y2∫
y1

(f (x)− f (y))V1V2dαydαx = 0.

Since µ1 6= µ2, we reach the result (2.6) from (2.7).
On the other hand, let µ1 = µ2 and λ1 6= λ2. Then, the left side of the equality

(2.6) can be arranged as follows:

(2.11)

x2∫
x1

f (x) v1 (x) v2 (x) dαx

y2∫
y1

v1 (y) v2 (y) dαy

−
y2∫
y1

f (y) v1 (y) v2 (y) dαy

x2∫
x1

v1 (x) v2 (x) dαx.

From (2.5), the proof is completed. �

2.3. The Reality of Eigenvalues.

Theorem 2.2. All eigenvalues of problem (1.3)-(1.4) are real.

Proof. The function u0 (t) is an eigenfunction associated with the complex conju-

gate pair (λ0, µ0) and the function u0 (t) is an eigenfunction associated with another
complex conjugate pair

(
λ0, µ0

)
. Thus, if µ1 = µ0, µ2 = µ0, v1 = u0, v2 = u0 is

taken into account on the equality (2.10), the double orthogonality results, we have
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(µ0 − µ0)

x2∫
x1

y2∫
y1

(f (x)− f (y))u0 (x)u0 (y) v0 (x) v0 (y) dαydαx = 0.

Here, the integrand is not zero; since µ0 − µ0 = 0, µ0 is real.
On the other hand, let λ0 and λ0 be eigenvalues of the same values of µ0. Simi-

lar operations are performed for the u0 (x) , u0 (x) eigenfunctions corresponding to
these values. From (2.11), it is obtained that

x2∫
x1

|u0|2dαx 6= 0

and since λ0 = λ0, λ0 is real.
Consequently, since λ0 and µ0 are arbitrary, all eigenvalues of the problem (1.3)-

(1.4) are real. �

3. Some Integral Relations

In this section, two integral relationships are given. These are derived from
integral equations satisfied by the solutions of the problem (1.3)-(1.4).

Theorem 3.1. The function

U (t) =

x2∫
x1

G (t, x)u (x) dαx(3.1)

is a solution of the equation (1.3) the following conditions are satisfied

i. The function u (x) is a solution of the equation

Dα
x (Dα

xu (x)) + {λ+ µf (x) + g (x)}u (x) = 0.

ii. The function G (t, x) is a solution of the conformable partial equation

Dα
t (Dα

t G (t, x))−Dα
x (Dα

xG (t, x)) + {µ (f (t)− f (x)) + g (t)− g (x)}G = 0.

iii. The function

G (t, x)Dα
x (u (x))− u (x)Dα

x (G (t, x))

has the same value at the endpoints of the intervals (a, b) , (a, c) , (b, c)
iv. The integral

x2∫
x1

G (t, x)u (x) dαx

exists.
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Proof. To complete the proof, we need to show that

(3.2) Dα
t (Dα

t U (t)) + {λ+ µf (t) + g (t)}U (t) = 0.

By the existence of the integral in the condition (iv), the α−differential of (3.1)
under the integral sign can be taken. Thus,

(3.3)

Dα
t (Dα

t U (t)) + {λ+ µf (t) + g (t)}U (t)

=

x2∫
x1

[Dα
t (Dα

t G (t, x)) + {λ+ µf (t) + g (t)}G (t, x)]u (x) dαx

is obtained. Besides, from the condition (ii), it can be written as

(3.4)
Dα
t (Dα

t G (t, x)) + {λ +µf (t) + g (t)}G (t, x)

= Dα
x (Dα

xG (t, x)) + {λ+ µf (x) + g (x)}G (t, x) .

The equality (3.4) is also taken into account on the equation (3.3), we have

Dα
t (Dα

t U (t)) + {λ+ µf (t) + g (t)}U (t)

=

x2∫
x1

Dα
x (Dα

xG (t, x))u (x) dαx+

x2∫
x1

{λ+ µf (x) + g (x)}G (t, x)u (x) dαx

When α−partial integration is applied to the first integral on the last equality,
it is seen to be

Dα
t (Dα

t U (t)) + {λ+ µf (t) + g (t)}U (t)

= [Dα
x (G (t, x))u (x)−G (t, x)Dα

x (u (x))]
x2

x1

+

x2∫
x1

[Dα
x (Dα

xu (x)) + {λ+ µf (x) + g (x)}u (x)]G (t, x) dαx.

The first term on the last equation and the expression in square brackets in the
second term vanishes from conditions (iii) and (i), respectively.

As a result, the proof is completed by obtaining (3.2). �

Theorem 3.2. The function

(3.5) U (z) =

x2∫
x1

y2∫
y1

[f (x)− f (y)]P (x, y, z)u (x)u (y) dαydαx

is a solution of the equation (1.3) the following conditions are satisfied

i. The functions u (x)and u (y) are the solutions of the equations

Dα
x (Dα

xu (x)) + {λ+ µf (x) + g (x)}u (x) = 0,

Dα
y

(
Dα
y u (y)

)
+ {λ+ µf (y) + g (y)}u (y) = 0,

respectively.
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ii. P := P (x, y, z) is a solution of following partial equation

{f (y)− f (z)}Dα
x (Dα

xP ) + {f (z)− f (x)}Dα
y

(
Dα
yP
)

+ {f (x)− f (y)}Dα
z (Dα

z P )

= − [g (x) {f (y)− f (z)}+ g (y) {f (z)− f (x)}+ g (z) {f (x)− f (y)}]P.

iii. The equalities

[(Dα
xP )u (x)− P (x, y, z)Dα

xu (x)]
x2

x1
= 0,[(

Dα
yP
)
u (y)− P (x, y, z)Dα

y u (y)
]y2
y1

= 0

are satisfied on the intervals (a, b) , (a, c) , (b, c).
iv. The integral

x2∫
x1

y2∫
y1

{f (x)− f (y)}P (x, y, z)u (x)u (y) dαydαx

is also exists and convergent.

Proof. To complete the proof, we need to show that

Dα
z (Dα

z U (z)) + {λ+ µf (z) + g (z)}U (z) = 0.(3.6)

By the existence of the integral in the condition (iv), the α−differential of (3.5)
under the integral sign can be taken. Therefore,

(3.7)

Dα
z (Dα

z U (z)) + {λ+ µf (z) + g (z)}U (z)

=

x2∫
x1

y2∫
y1

{f (x)− f (y)} [Dα
z (Dα

z P )

+ {λ+ µf (z) + g (z)}P (x, y, z)]u (x)u (y) dαydαx

is obtained. Besides, with the help of the equality on the condition (ii), the inte-
grand on the equation (3.7) is rearranged as follows

[
{f (z)− f (y)}Dα

x (Dα
xP ) + {f (x)− f (z)}Dα

y

(
Dα
yP
)
− F (x, y, z)

+ {λ+ µf (z) + g (z)} {f (x)− f (y)}P ]u (x)u (y) ,(3.8)

where

F (x, y, z) = [g (x) {f (y)− f (z)}+ g (y) {f (z)− f (x)}+ g (z) {f (x)− f (y)}]P (x, y, z) .
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Then, the function (3.8) is taken into account on the equation (3.7), we have

(3.9)

Dα
z (Dα

z U (z)) + {λ+ µf (z) + g (z)}U (z)

=

y2∫
y1

{f (z)− f (y)}u (y)

x2∫
x1

Dα
x (Dα

xP )u (x) dαxdαy

+

x2∫
x1

{f (x)− f (z)}u (x)

y2∫
y1

Dα
y

(
Dα
yP
)
u (y) dαydαx

−
x2∫
x1

y2∫
y1

[F (x, y, z)

−{λ+ µf (z) + g (z)} {f (x)− f (y)}P (x, y, z)]u (x)u (y) dαydαx.

By applying α−partial integration twice to the integrals

x2∫
x1

Dα
x (Dα

xP )u (x) dαx,

y2∫
y1

Dα
y

(
Dα
yP
)
u (y) dαy

on the equality (3.9) respectively,

x2∫
x1

Dα
x (Dα

xP )u (x) dαx = [(Dα
xP )u (x)− PDα

xu (x)]
x2

x1
+

x2∫
x1

PDα
x (Dα

xu) (x) dαx,

y2∫
y1

Dα
y

(
Dα
yP
)
u (y) dαy =

[(
Dα
yP
)
u (y)− PDα

y u (y)
]y2
y1

+

y2∫
y1

PDα
y

(
Dα
y u
)

(y) dαy

are obtained. Here, the first terms on the right-hand side of these equalities vanish
on the intervals (a, b) , (a, c) , (b, c). Then, the equality (3.9) is rearranged that

(3.10)

Dα
z (Dα

z U (z)) + {λ+ µf (z) + g (z)}U (z)

=

x2∫
x1

y2∫
y1

{f (z)− f (y)}u (y) {Dα
x (Dα

xu) (x) + g(x)u (x)}Pdαydαx

+

x2∫
x1

y2∫
y1

{f (x)− f (z)}u (x)
{
Dα
y

(
Dα
y u
)

(y) + g(y)u (y)
}
Pdαydαx

+

x2∫
x1

y2∫
y1

{λ+ µf (z)} {f (x)− f (y)}u (x)u (y)Pdαydαx.

On the other hand, the condition (i) can be written as follows

Dα
x (Dα

xu) (x) + g(x)u (x) = −{λ+ µf (x)}u (x) ,

Dα
y

(
Dα
y u
)

(y) + g(y)u (y) = −{λ+ µf (y)}u (y) .
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If these last representations are taken into consideration in the equation (3.10),
we reach

(3.11)

Dα
z (Dα

z U (z)) + {λ+ µf (z) + g (z)}U (z)

=

x2∫
x1

y2∫
y1

[{f (y)− f (z)} {λ+ µf (x)}+ {f (z)− f (x)} {λ+ µf (y)}

+ {f (x)− f (y)} {λ+ µf (z)}]u (x)u (y)Pdαydαx = 0.

As a result, the proof is completed by obtaining (3.6). �

4. Conclusion

In this study, the focus was initially on classical two-parameter eigenvalue prob-
lems. These problems with two parameters have been transformed into one-parameter
eigenvalue problems using specific methodologies. Throughout this transformation
process, the orthogonal properties of the eigenvalue problems have been empha-
sized, and certain integral relationships have been established. The recalculation
of transitions in the relevant theorems was necessary to obtain the main results.
Consequently, the two-parameter eigenvalue problems were formulated using con-
formable fractional derivatives, and their related properties were examined. Subse-
quently, these problems were transformed from a two-parameter to a one-parameter
format with the help to the properties of conformable fractional derivatives. The
research particularly emphasized the reality of the eigenvalues and presented spe-
cific integral relationships. And, it was seen to coincide with Arscott’s work [7]
when the case α = 1.
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[12] T. Gülşen, E. Yilmaz, H. Kemaloğlu, Conformable fractional Sturm-Liouville equation and

some existenceresults on time scales, Turkish Journal of Mathematics, Vol.42, No.3, pp. 1348-
1360 (2018).

[13] R. Hilfer, Applications of fractional calculus in physics, World Scientific, (2000).

[14] R. Khalil, M. Al Horani, A. Yousef, M. Sababheh, A new definition of fractional derivative,
Journal of Computational and Applied Mathematics, Vol.264, pp. 65-70 (2014).

[15] A. A. Kilbas, H. M. Srivastava, J. J. Trujillo, , Theory and applications of fractional differ-

ential equations, Elsevier, Vol.204, (2006).
[16] B. M. Levitan, I. S. Sargsian, Introduction to spectral theory: selfadjoint ordinary differential
operators, American Mathematical Society, Vol.39, (1975).

[17] V. A, Marchenko, Sturm-Liouville operators and applications, JAMS Chelsea Publishing,
(2011).

[18] A. Neamaty, E. Yilmaz, S. Akbarpoor, A. Dabbaghian, Numerical solution of singular inverse
nodal problem by using Chebyshev polynomials, Konuralp Journal of Mathematics, Vol.5, No.2,

pp. 131-145 (2017).
[19] I. Podlubny, Fractional Differential Equations, Academic Press, San Diego (1999).
[20] A. Sa’idu , H. Koyunbakan, K. Shah, T. Abdeljawad, Inverse nodal problem with fractional
order conformable type derivative, Journal of Mathematics and Computer Science, Vol.34, No.2,

pp. 144–151 (2024).
[21] S. G. Samko,, Fractional integrals and derivatives, Theory and Applications, (1993).
[22] E. Yilmaz, Lipschitz stability of inverse nodal problem for energy-dependent Sturm-Liouville

equation, New Trends in Mathematical Sciences, Vol.3, No.3, pp. 46-61 (2015).
[23] A. Zettl, Sturm–Liouville Theory, American Mathematical Society, (2010).
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Abstract. In this paper, we deal with Hill’ s equation with symmetric single
well potential. We find the lower and upper boundaries of the difference be-

tween Dirichlet and Neumann eigenvalues of Hill’ s equation. We also calculate

the eigenvalues of Hill’ s equation with two mixed problems, asymptotically.

1. Introduction

We consider the following differential equation

(1.1) y′′ (t) + [λ− q (t)] y (t) = 0

where λ is a real parameter and q (t) is a real-valued, continuous and periodic
function with period a. We also accept that q (t) is a symmetric single well potential
with mean value zero. By a symmetric single well potential on [0, a] , we mean
a continuous function q (t) on [0, a] which is symmetric about t = a

2 and non-

increasing on
[
0, a2

]
, so we can say that q(t) = q(a − t) and q′(t) exist because of

monotony. In literature, a lot of researchers deal with this equation with various
boundary conditions, various potentials and they find eigenfunctions, eigenvalues,
the expression of Green’ s function and instability intervals. Some of those are [1]-
[14]. Here we calculate the lower and upper boundaries of the difference between
Dirichlet and Neumann eigenvalues of (1.1). We also obtain the eigenvalues of (1.1)
with mixed problems.

Let us explain the these problems in the following section (More details can be
seen in [11]):

2. Preliminaries

We begin with the general second-order equation

Date: Received: 2024-09-29; Accepted: 2024-11-02.
2000 Mathematics Subject Classification. 34B30; 34E05.
Key words and phrases. Asymptotic Eigenvalues, Hill’ s Equation, Symmetric Potential.
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(2.1) a0(x)y′′(x) + a1(x)y′(x) + a2(x)y(x) = 0

in which the coefficients ar(x) are complex-valued, piecewise continuous, and peri-
odic, all with the same period a. Thus

ar(x+ a) = ar(x) (0 ≤ r ≤ 2)

where a is a non-zero real constant. It is also assumed that the left and right-
hand limits of a0(x) at every point are non-zero, so that the usual theory of linear
differential equations without singular points applies.

The name of Hill’ s equation is given to the equation

(2.2) {P (x)y′(x)}′ +Q(x)y(x) = 0

where P (x) and Q(x) are real-valued and have the same period a. In addition, it
is assumed that P (x) is continuous and nowhere zero and that P ′(x) and Q(x) are
piecewise continuous. Thus (2.2) is a particular case of (2.1) and it is named after
G. W. Hill following his work on it 1877.

When we write p(x) instead of P (x) and Q(x) involves a real parameter λ in the
form

Q(x) = λs(x)− q(x)

where s(x) and q(x) are piecewise continuous with period a and there is a constant
s > 0 such that s(x) ≥ s. (2.2) is now

(2.3) {p(x)y′(x)}′ + {λs(x)− q(x)} y(x) = 0.

In order to indicate the depence on λ which occurs in (2.3), we write φ1(x, λ)
and φ2(x, λ) for the solutions of (2.3) which satisfy the initial conditions

φ1(0, λ) = 1, φ′1(0, λ) = 0; φ2(0, λ) = 0, φ′2(0, λ) = 1.

Let us define the discriminant as

(2.4) D(λ) := φ1(a, λ) + φ′2(a, λ).

Although the parameter λ is taken to be real here, it is sometimes necessary to
allow it to be complex. Whether λ is real or complex, φ1(x, λ) and φ2(x, λ), and
their x− derivatives are, for fixed x, analytic functions of λ. Hence, by (2.4), D(λ)
is an analytic function of λ. Since, in particular, D(λ) is a continuous function of λ,
the values of λ for which |D(λ)| < 2 for an open set on the real λ−axis. This set,
which as we shall see is not empty, can be expressed as the union of a countable
collection of disjoint open intervals. (2.3) is stable when λ lies in these intervals,
and the intervals are therefore called the stability intervals of (2.3). Similarly, the
intervals in which |D(λ)| > 2 are called the instability intervals of (2.3). Finally,
the intervals formed by the closures of the stability intervals are, those in which
|D(λ)| ≤ 2the conditional stability intervals of are called (2.3). [11] establishes the
existence of the stability and instability intervals and gives a precise description of
them.

The periodic eigenvalue problem comprises (2.3), considered to hold in [0, a], and
the periodic boundary conditions
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y(a) = y(0), y′(a) = y′(0)

and the eigenvalues λn of this problem satisfy

λ0 ≤ λ1 ≤ λ2 ≤ · · · , and λn −→∞ as n −→∞.
Also, λn are the zeros of the function D(λ)− 2 and that a given λn is a double

eigenvalue if and only if

φ2(a, λn) = φ′1(a, λn) = 0.

The semi-periodic (or called as anti-periodic) eigenvalue problem comprises (2.3),
considered to hold in [0, a], and the semi-periodic boundary conditions

y(a) = −y(0), y′(a) = −y′(0)

and the eigenvalues µn of this problem satisfy

µ0 ≤ µ1 ≤ µ2 ≤ · · · , and µn −→∞ as n −→∞.
Also, µn are the zeros of the function D(λ) + 2 and that a given µn is a double
eigenvalue if and only if

φ2(a, µn) = φ′1(a, µn) = 0.

We also know [11]

λ0 < µ0 ≤ µ1 < λ1 ≤ λ2 < µ2 ≤ µ3 < λ3 ≤ λ3 ≤ · · · .

We denote also by Λn and νn respectively the eigenvalues in the two eigenvalue
problems which comprise (2.3), considered to hold in [0, a] , and the two sets of
boundary conditions

(2.5) y(0) = y(a) = 0

and

(2.6) y′(0) = y′(a) = 0.

The equation (2.5) is named as Dirichlet condition, whereas (2.6) is named as
Neumann condition. Also from [11], n = 0, 1, 2, · · ·

(2.7) µ2n ≤ Λ2n ≤ µ2n+1, λ2n+1 ≤ Λ2n+1 ≤ λ2n+2,

(2.8) µ2n ≤ ν2n+1 ≤ µ2n+1, λ2n+1 ≤ ν2n+2 ≤ λ2n+2.

Let us apply to (2.3) the Liouville transformation

t =

∫ x

0

[s(u)/p(u)]
1/2

du, z(t) = [p(x)s(x)]
1/4

y(x).

The transformed equation is

(2.9) z′′ + [λ−Q(t)z(t)] = 0
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where

Q(t) = q(x)− [p(x)]
1/4

[s(x)]
−3/4 d

dx
p(x)

d

dx
[p(x)s(x)]

−1/4
.

It can be seen that the parameter λ is unchanged. Also, the periodic and semi-
periodic boundary conditions for the x− interval [0, a] are transformed into bound-
ary conditions of the same type for the corresponding t− interval. Hence, the
periodic (λn) and semi-periodic (µn) eigenvalues for (2.9) are the same as for (2.3).
We note that Q(t) is r times differentiable if qr(x), pr+2(x) and sr+2(x) all exist
and we can’t apply the Liouville transformation if p′′ and q′′ do not exist.

3. The Results

In this part, we provide our results. Firstly, let us give two mixed problem with
Hill’ s equation for t ∈ [0, a/2]:

The Mixed Problem 1

y′′ (t) + [λ− q (t)] y (t) = 0

y′(0) = y(a/2) = 0,

and its eigenvalue is denoted as λM1 ;
The Mixed Problem 2

y′′ (t) + [λ− q (t)] y (t) = 0

y(0) = y′(a/2) = 0,

and its eigenvalue is denoted as λM2 .

Theorem 3.1. The lower and upper boundaries of the difference between Dirichlet
and Neumann eigenvalues of (1.1) on [0, a] satisfy, as n→∞

i)

− a

(2n+ 1)
2
π2

∣∣∣∣∣
∫ a/2

0

q′ (t) sin

(
2(2n+ 1)π

a
t

)
dt

∣∣∣∣∣+ o
(
n−3

)
≤ Λ2n − ν2n+1

≤ a

(2n+ 1)
2
π2

∣∣∣∣∣
∫ a/2

0

q′ (t) sin

(
2(2n+ 1)π

a
t

)
dt

∣∣∣∣∣+ o
(
n−3

)
,

ii)



ASYMPTOTIC EIGENVALUES 27

− a

8 (n+ 1)
2
π2

∣∣∣∣∣
∫ a/2

0

q′ (t) sin

(
4(n+ 1)π

a
t

)
dt

∣∣∣∣∣+ o
(
n−3

)
≤ Λ2n+1 − ν2n+2

≤ a

8 (n+ 1)
2
π2

∣∣∣∣∣
∫ a/2

0

q′ (t) sin

(
4(n+ 1)π

a
t

)
dt

∣∣∣∣∣+ o
(
n−3

)
.

Proof. If we subtract (2.8) from (2.7), we reach that

(3.1) µ2n − µ2n+1 ≤ Λ2n − ν2n+1 ≤ µ2n+1 − µ2n,

(3.2) λ2n+1 − λ2n+2 ≤ Λ2n+1 − ν2n+2 ≤ λ2n+2 − λ2n+1.

We also have from [1] that the periodic and semi-periodic eigenvalues of (1.1) on
[0, a] satisfy, as n→∞

λ
1/2
2n+1

λ
1/2
2n+2

=
2 (n+ 1)π

a
∓ a

8 (n+ 1)
2
π2

∣∣∣∣∣
∫ a/2

0

q′ (t) sin

(
4(n+ 1)π

a
t

)
dt

∣∣∣∣∣
− a2

64 (n+ 1)
3
π3

×

[
aq2 (a) + 2a

∫ a/2

0

q (t) q′ (t) dt− 4

∫ a/2

0

tq (t) q′ (t) dt

]
+ o

(
n−3

)
and

µ
1/2
2n

µ
1/2
2n+1

=
(2n+ 1)π

a
∓ a

2 (2n+ 1)
2
π2

∣∣∣∣∣
∫ a/2

0

q′ (t) sin

(
2(2n+ 1)π

a
t

)
dt

∣∣∣∣∣
− a2

8 (2n+ 1)
3
π3

×

[
aq2 (a) + 2a

∫ a/2

0

q (t) q′ (t) dt− 4

∫ a/2

0

tq (t) q′ (t) dt

]
+ o

(
n−3

)
.

If we use this results and equations (3.1) and (3.2), we prove the theorem.
Notice that, the problems are on [0, a], but we can write our solutions on [0, a/2]

because of symmetric single well potential q.
�

Theorem 3.2. The eigenvalues of the Mixed Problem 1 and the Mixed Problem 2
satisfy, as n→∞

i)
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[
λM1

2n

]1/2

=
[
λM2

2n

]1/2
=

(2n+ 1)π

a

− a

2 (2n+ 1)
2
π2

∣∣∣∣∣
∫ a/2

0

q′ (t) sin

(
2(2n+ 1)π

a
t

)
dt

∣∣∣∣∣
− a2

8 (2n+ 1)
3
π3

×

[
aq2 (a) + 2a

∫ a/2

0

q (t) q′ (t) dt− 4

∫ a/2

0

tq (t) q′ (t) dt

]
+ o

(
n−3

)
,

ii)

[
λM1

2n+1

]1/2

=
[
λM2

2n+1

]1/2
=

(2n+ 1)π

a

+
a

2 (2n+ 1)
2
π2

∣∣∣∣∣
∫ a/2

0

q′ (t) sin

(
2(2n+ 1)π

a
t

)
dt

∣∣∣∣∣
− a2

8 (2n+ 1)
3
π3

×

[
aq2 (a) + 2a

∫ a/2

0

q (t) q′ (t) dt− 4

∫ a/2

0

tq (t) q′ (t) dt

]
+ o

(
n−3

)
.

Proof. Firstly, it can be note that µ is the eigenvalues of Hill’s equation on the
interval [0, a] but the eigenvalues of mixed problems is for Hill’ s equation on the
interval [0, a/2]. [4] doesn’ t entirely give mixed eigenvalues but it gives some
properties for the mixed eigenvalues and proves that, if you have a symmetric
potential

λM1

k = λM2

k = µk

is satisfied. Our potential is symmetric single well, so we can use this equality. From

this equality and µ
1/2
2n and µ

1/2
2n+1 (above given from [1]), we prove the theorem and

hence, we can give asymptotic eigenvalues. �

4. Conclusions

In this study, we find some asymptotic eigenvalues of Hill’s equation. Our po-
tential is symmetric single well, so we show that we can write our results on the
half interval, we don’t need to give asymptotic eigenvalues on the whole interval of
the problem, the half interval is enough.
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0000-0001-8429-0612 and 0000-0002-3061-7197

Abstract. In this paper, we investigate various types of convergence for se-

quences of functions and examine the relationships among these types. Our
findings contribute to a deeper understanding of the structural properties of

function sequences and their convergence behaviors.

1. Introduction

The study of convergence for sequences of functions is a fundamental topic in
mathematical analysis, with significant implications in various branches of math-
ematics and applied sciences. Convergence types such as pointwise convergence,
uniform convergence, and α−convergence provide different lenses through which
we can understand the behavior of function sequences under various conditions.
These convergence concepts are crucial for solving differential equations, analyzing
function spaces, and understanding the limits of functions in mathematical model-
ing.

In this paper, we aim to systematically investigate the different types of conver-
gence for sequences of functions and elucidate the relationships between them. We
begin by defining the basic concepts and notations used throughout the paper.

2. Preliminaries

Let X be a non-empty subset of R. The set of real-valued functions defined on
X is denoted by F (X,R):

F := F (X,R) = {h | h : X → R}.

The family of function sequences defined over X is denoted by FS(X). For sim-
plicity, if the domain of functions is known, FS(X) is abbreviated to FS.

FS = {(hn) : ∀n ∈ N, hn ∈ F} .
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Definition 2.1. ([10]) Let (hn) ∈ FS be given. If there exists a function C ∈ F
such that for every t ∈ X and every n ∈ N, |hn (t)| ≤ C (t) holds, then the function
sequence (hn) is said to be pointwise bounded on X.

The family of pointwise bounded function sequences is denoted by PBFS(X).
For simplicity, if the domain of functions is known, PBFS(X) is abbreviated to
PBFS.

PBFS = {(hn) ∈ FS : ∃C ∈ F : ∀n ∈ N, |hn| ≤ C}.

Example 2.2. On the interval X = (0, 1), the sequence of functions (hn) defined
by hn(t) = n/(nt+ 1) for each n ∈ N is pointwise bounded by C(t) = 1/t.

Proposition 2.3. The necessary and sufficient condition for a function sequence
(hn) ∈ FS to be pointwise bounded is that supn∈N |hn(t)| <∞ for all t ∈ X.

Proof. Let (hn) ∈ PBFS and let t ∈ X be given. In this case, there exists a function
C ∈ F such that for every n ∈ N, |hn(t)| ≤ C(t). Taking the supremum, we have
supn∈N |hn(t)| < C(t) < ∞. On the other hand, suppose supn∈N |hn(t)| < ∞ for
every t ∈ X. Then, for each t ∈ X, define C(t) := supn∈N |hn(t)|. Obviously,
C ∈ F , and for every n ∈ N, |hn| ≤ C holds. Thus, (hn) is pointwise bounded. �

Definition 2.4. ([10]) Let (hn) ∈ FS be given. If there exists a number M > 0
such that for every t ∈ X and every n ∈ N, |hn(t)| ≤ M holds, then the function
sequence (hn) is said to be uniformly bounded on X.

The family of function sequences that are uniformly bounded on X is denoted
by UBFS(X). For simplicity, if the domain of functions is known, UBFS(X) is
abbreviated to UBFS.

UBFS = {(hn) ∈ FS : ∃M > 0 : ∀n ∈ N, |hn| ≤M.}

Example 2.5. On X = [0, 1], the sequence of functions (hn) defined by hn(t) = t/n
for each n ∈ N is uniformly bounded with K = 1.

Proposition 2.6. A function sequence (hn) ∈ FS is uniformly bounded if and
only if supn∈N supt∈X |hn(t)| <∞.

Proof. Let (hn) be a sequence on set X that is uniformly bounded. In other words,
there exists K > 0 such that for every t ∈ X and every n ∈ N, |hn(t)| ≤ K. Then,
taking the supremum over n and t, we have supn∈N supt∈X |hn(t)| < K < ∞,
satisfying the desired condition.

Conversely, if supn∈N supt∈X |hn(t)| = K < ∞, then for every t ∈ X and every
n ∈ N, |hn(t)| ≤ K. This shows that the sequence (hn) is uniformly bounded on
X. �

Remark 2.7. In Definition 2.1, if we choose the function C to be the number M
mentioned in Definition 2.4, such that for every t ∈ X, C(x) = K, then it can
be seen that every uniformly bounded function sequence is pointwise bounded:
PBFS ⊂ UBFS. Nevertheless, the reverse of this does not hold. The func-
tion sequence given in Example 2.2 is pointwise bounded on X but not uniformly
bounded.

What conditions need to be imposed on the set X for UBFS = PBFS to hold?
The answer is provided in the proposition below.

Proposition 2.8. If X is a finite set, then UBFS = PBFS.
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Proof. Let X be a finite set. It’s clear that UBFS ⊂ PBFS. Let (hn) ∈ PBFS be
arbitrary. Then there exists a function C : X → R+ such that for every t ∈ X and
every n ∈ N, |hn(t)| ≤ C(t). Since X is finite, we can choose K = maxt∈XC(t),
and for every n ∈ N and every t ∈ X, |hn(t)| ≤ K. Thus, PBFS ⊂ UBFS. �

If X is not finite, can Proposition 2.8 still hold true? Is it possible to eliminate
the condition that the set X is finite? The answer to these questions is provided in
the remark below.

Remark 2.9. If X is infinite, then it has a countable subset S = {t1, t2, · · · }. With-
out loss of generality, we can choose (tn) to be a monotone sequence. This leads to
two cases:

(i) lim |tn| =∞
(ii) lim |tn| = a <∞

In (i)

hn(t) =


n|t|
n+ 1

, x ∈ S

0, t ∈ X \ S
In (ii)

hn(t) =


n− 1

n(|t| − a)
, x ∈ S

0, t ∈ X \ S
is pointwise bounded but not uniformly bounded. Thus, the condition that X must
be finite cannot be removed for the equality UBFS = PBFS.

3. Some Convergence Types of Function Sequences

3.1. Pointiwse Convergence.

Definition 3.1. ([10]) Let (hn) ∈ FS and h ∈ F be given. If for every t ∈ X,
limn→∞ hn(t) = h(t) holds, then the sequence (hn) is said to converge pointwise to

the function h on the set X, and it is denoted by hn
X→ h.

The above definition can also be expressed as follows: The sequence (hn) is said
to converge pointwise to the function h on the set X if for every ε > 0 and every
t ∈ X, there exists a natural number n0 such that for every n ≥ n0, |hn(t)−h(t)| < ε
holds.

If the convergence set is specified, for simplicity, hn
X→ h is replaced with hn → h.

The family of pointwise convergent function sequences on set X is denoted by
PCFS(X). If the domain set is specified, for simplicity, PCFS(X) is replaced
with PCFS.

PCFS =
{

(hn) ∈ FS : ∃h ∈ F : ∀t ∈ X, lim
n→∞

hn(t) = h(t)
}

Example 3.2. hn : [0, 1]→ R defined by hn(t) = tn, the sequence (hn) of functions
is pointwise convergent on [0, 1] to the function

h(t) =

{
1, t = 1
0, t ∈ [0, 1).

Proposition 3.3. PCFS ⊂ PBFS.
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Proof. Let (hn) be a sequence in PCFS and let t ∈ X. Then, there exists an
n0 ∈ N such that for every n ≥ n0, |hn(t)− h(t)| < 1. From this, we have

Let C(t) := maxt∈X {|h1(x)| , |h2(t)| , . . . , |hn0−1(t)| , |h(t)|+ 1}. Performing this
operation for every t ∈ X, we define the function C on X such that for every n ∈ N
and every t ∈ X,

|hn(t)| ≤ C(t)

Thus, (hn) is pointwise bounded on X. �

3.2. Uniform Convergence.

Definition 3.4. [10] Let (hn) ∈ FS and h ∈ F be given. If for every ε > 0,
there exists a natural number n0 ∈ N such that for every n ≥ n0 and every t ∈ X,
|hn(t) − h(t)| < ε, then the sequence (hn) is said to converge uniformly to the

function h on the set X, and it is denoted by hn
X
⇒ h.

If the convergence set is specified, for simplicity, hn
X

⇒ h is replaced with hn ⇒ h.
The family of uniformly convergent function sequences on set X is denoted by
UCFS(X). If the domain set is specified, for simplicity, UCFS(X) is replaced
with UCFS.

UCFS = {(hn) ∈ FS : ∀ε > 0,∃n0 : ∀t ∈ X, ∀n ≥ n0, |hn(t)− h(t)| < ε}

Example 3.5. The sequence of functions (hn) defined by hn(t) = t/n for every
n ∈ N is uniformly convergent to the function h(t) = 0 on the interval [0, 1].

Remark 3.6. It is evident that UCFS is a subset of PCFS, Nevertheless, the
reverse of this does not hold. Even though the function sequence given in Example
3.2 is pointwise convergent, it is not uniformly convergent.

Under what conditions on the set X does UCFS = PCFS hold? The answer is
provided in the proposition below.

Proposition 3.7. If X is a finite set, then UCFS = PCFS holds.

Proof. Let X be a finite set. It is obvious that PCFS ⊂ UCFS. Let hn → h
for functions h and hn defined on the finite set X = {t1, · · · , tk}, and let ε >
0 be arbitrary. Then, there exist n1, · · · , nk ∈ N such that for every n ≥ ni,
|hn(ti)− h(ti)| < ε for i = 1, k. If we choose N = max1≤i≤k ni, then for every
n ≥ N , we have supt∈X |hn(t)− h(t)| < ε. Thus, UCFS ⊂ PCFS is satisfied. �

If X is not finite, can Proposition 3.7 still hold true? Can the requirement that
the set X be finite be removed? The answer to these questions is provided in the
remark below.

Remark 3.8. If X is infinite, then it has a countable subset S = {t1, t2, · · · }. With-
out loss of generality, we can choose (tn) to be a monotone sequence. This leads to
two cases:

(i) lim |tn| =∞
(ii) lim |tn| = a <∞

In (i)

hn(t) =

arctan
|t|
n
, t ∈ S

0, t ∈ X \ S
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In (ii)

hn(t) =


(
|t|
a

)n
, t ∈ S

0, t ∈ X \ S

is pointwise convergent but not uniformly convergent. Thus, the condition that X
must be finite cannot be removed for the equality UBFS = PBFS.

3.3. Relationships Between Types of Boundedness and Convergence on
Certain Sets. Let a sequence (hn) ∈ FS be given. Here, given S as any finite set,
some examples of the relationships between types of boundedness and convergence
according to the set X can be provided as follows: For each n ∈ N,

(1) Let X ∈ {[0, 1], (0, 1), S,N,R} and hn : X → R be defined as hn(t) =
n|t|+ n. Then the sequence of functions (hn) is not in PBFS.

(2) LetX ∈ {[0, 1], (0, 1),R} and hn : X → R be defined as hn(t) = ((−1)nnt)/(1+
nt2). The sequence of functions (hn) is in PBFS, but it is not in PCFS.

(3) Let hn : N → R be defined as hn(t) = (−1)nt. The sequence of functions
(hn) is in PBFS, but it is not in both PCFS and UBFS.

(4) For X ∈ {[0, 1], (0, 1), S,N,R}, let hn : X → R be defined as hn(t) =
(−1)n sin t. The sequence of functions (hn) is in UBFS, but it is not in
PCFS.

(5) For X ∈ {[0, 1], (0, 1)}, let hn : X → R be defined as hn(t) = tn for each
n ∈ N. The sequence of functions (hn) is in both UBFS and PCFS, but
it is not in UCFS.

(6) For X ∈ {N,R}, let hn : X → R be defined as hn(t) = arctan(t/n). The
sequence of functions (hn) is in both UBFS and PCFS, but it is not in
UCFS.

(7) ForX ∈ {[0, 1], (0, 1), S,N,R}, let hn : X → R be defined as hn(t) = sin t/n.
Then the sequence of functions (hn) is in both UBFS and UCFS.

(8) Let hn : [0, 1]→ R be defined as

hn(t) =


n− t
nt

, t ∈ (0, 1]

0, t = 0.

The sequence of functions (hn) is in UCFS, but it is not in UBFS.
(9) Let hn : (0, 1) → R be defined as hn(t) = (n − t)/(nt). The sequence of

functions (hn) is in UCFS, but it is not in UBFS.
(10) For X ∈ {N,R}, let hn : X → R be defined as hn(t) = t + 1/n. The

sequence of functions (hn) is in UCFS, but it is not in UBFS.
(11) For X ∈ {[0, 1], (0, 1),R}, let hn : X → R be defined as hn(t) = (nt)/(1 +

nt2). The sequence of functions (hn) is in PCFS, but it is not in both
UBFS and UCFS.

(12) Let hn : N→ R be defined as hn(t) = t2/n+ t. The sequence of functions
(hn) is in PCFS, but it is not in both UBFS and UCFS.
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X [0, 1] (0, 1) S N R

� (1) (1) (1) (1) (1)

� (2) (2) (Prop. 2.8) ∅ (3) (2)

� (4) (4) (4) (4) (4)

� (5) (5) (Prop. 3.7) ∅ (6) (6)

� (7) (7) (7) (7) (7)

� (8) (9) (Prop. 2.8) ∅ (10) (10)

� (11) (11) (Prop. 3.7) ∅ (12) (11)

Table 1. Relations between FS-PBFS-UBFS-PCFS-UCFS.

Figure 1. Relations between FS-PBFS-UBFS-PCFS-UCFS
on [0, 1], (0, 1),N and R.

Figure 2. Relations Between FS-PBFS-UBFS-PCFS-UCFS
on Finite Set S.
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3.4. α−convergence.

Definition 3.9. ([4]) Let (hn) ∈ FS and h ∈ F be given. If for every t ∈ X and
for every sequence (tn) in X such that tn → t, we have hn(tn) → h(t), then the
sequence (hn) is said to be α-convergent to the function h on the set X, and it is

denoted by hn
X→α h.

If the convergence set is specified, for simplicity, hn
X→α h is replaced with

hn →α h. The family of α-convergent function sequences on set X is denoted by
αCFS (X). If the domain set is specified, for simplicity, αCFS (X) is replaced
with αCFS.

αCFS = {(hn) ∈ FS : ∀t ∈ X,∀(tn)(tn → t) =⇒ hn(tn)→ h(t)} .
In [2], Athanassiadou et al. (2015) have proven the proposition equivalent to the
definition of α-convergence.

Proposition 3.10. ([2]) A necessary and sufficient condition for hn
X→α h is that

for every given ε > 0 and every t0 ∈ X, there exist δ(ε, t0) > 0 and n0(ε, t0) ∈ N
such that for every t ∈ X satisfying |t− t0| < δ, we have |hn(t)− h(t0)| < ε.

From here, the following question can be asked: Is there a relationship between
α-convergence and other types of convergence, as there is between uniform and
pointwise convergence? The answer to this question is provided in the following
examples.

Example 3.11. For every n ∈ N, let hn : [0, 1]→ R be defined as hn(t) = tn. The
sequence (hn) is pointwise convergent to the function

h(t) =

{
1, t = 1

0, 0 ≤ t < 1

while it is not α-convergent.

Example 3.12. Let f : R → R be a discontinuous function, and consider an
arbitrary sequence (tn) converging to t such that hn(tn) 6→ h(t). If we choose hn
such that hn ≡ h for every n ∈ N, then hn 6→α h, although hn ⇒ h.

Example 3.13. For every n ∈ N, let hn : (0, 1]→ R be defined as follow,

hn(t) =

{
1− nt, 0 < t ≤ 1/n

0, 1/n < t ≤ 1.

Then, hn 6⇒ 0, but hn →α 0.

One might wonder: Under what conditions can connections between different
types of convergence be made? Below are some of the situations where such con-
nections occur.

Proposition 3.14. ([7]) X ⊂ R and let h, hn : X → R for every n ∈ N. In this
case,

(a) If hn →α h, then hn → h.
(b) If hn ⇒ h and h is continuous, then hn →α h.
(c) If X is a compact set and hn →α h, then hn ⇒ h.
(d) X is compact if and only if hn →α h implies hn ⇒ h.
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Which properties need to be imposed on the set X for αCFS = PCFS =
UCFS? The answer to this question is provided in the proposition below.

Proposition 3.15. If X is a finite set then αCFS = PCFS = UCFS.

Proof. Let X = {t1, t2, · · · , tk} be a finite set. According to Proposition 3.7,
UCFS = PCFS on X. It suffices to show that PCFS ⊂ αCFS. Let (tn) ⊂ X
be an arbitrary sequence converging to ti (ti ∈ X) with limn→∞ hn = h. Then,
there exists an ni ∈ N such that for all n ≥ ni, |hn(ti) − h(ti)| < ε. Since X is
a finite set, for any convergent sequence defined on this set, after a certain index,
every term will be the same. Therefore, there exists ni ∈ N such that for all n ≥ ni,
|tn − ti| = 0. Choosing δ as any positive number and n0 = max{ni, ni}, for all
n ≥ n0,

|hn(tn)− h(ti)| = |hn(tn)− hn(ti)|+ |hn(ti)− h(ti)| < 0 + ε = ε

Therefore, (hn) ∈ αCFS, and PCFS ⊂ αCFS is established. �

Proposition 3.15 can also be proven using Proposition 3.14 (b) and (d) aimed at
showing αCFS = UCFS.

Proposition 3.16. Let X be a countable set without accumulation points, and let
(hn) ∈ FS and h ∈ F be given. Then, hn →α h ⇐⇒ hn → h.

Proof. The necessary condition is clear from Proposition 3.14 (a). On the other
hand, suppose hn → h for any arbitrary t ∈ X and ε > 0. Then, there exists
an nt ∈ N such that for every n ≥ nt, |hn(t) − h(t)| < ε. Now, choosing δ <
inf{|ti − tj | : ti, tj ∈ X, i 6= j} and nt = nt, for every y ∈ X such that |y − t| < δ
and every n ≥ nt, we have |hn(y)− h(t)| = |hn(t)− h(t)| < ε. �

Proposition 3.17. If K ⊂ R is a compact set and hn
K→α h, then (hn) ∈ UBFS.

Proof. Let’s assume that hn
K→ αh, and for each i ∈ I, ti ∈ K is given. For ε = 1,

there exist δi > 0 and ni ∈ N such that for all t ∈ K satisfying |t − ti| < δi and

all n ≥ ni, |hn(tn) − h(ti)| < 1. Since hn
K→α h, h is continuous and attains its

maximum value ||h||∞ = maxt∈K |h(t)| on the compact set K. Hence,

|hn(t)| − |h(ti)| ≤ |hn(t)− h(ti)| < 1 =⇒ |hn(t)| ≤ 1 + |h(ti)| ≤ 1 + ||h||∞ = M0.

Here, B =
⋃
ti∈K B(ti, δi) is an open cover of the compact set K, which has a finite

subcover. Without loss of generality, let’s consider this subcover as
⋃k
i=1B(ti, δi).

By choosing Mi = max{|h1(ti)|, |h2(ti)|, · · · , |hn0−1(ti)|,M0} for each i, and then
selecting M = max1≤i≤kMi, we ensure that for all t ∈ K and all n ∈ N, |hn(t)| ≤
M . Therefore, the sequence (hn) is uniformly bounded on X. �

3.5. Relationships Between α− Convergence, Boundedness, and Other
Types of Convergence On Some Sets. Let a sequence (hn) ∈ FS be given.
Here, some examples of the relationships between types of boundedness and con-
vergence according to the structure of the set X, with S denoting any finite set,
can be given as follows: For each n ∈ N

(13) Let hn : (0, 1) → R, hn(t) = ntn(1 − t). The sequence of functions (hn)
belongs to both PCFS and UBFS. However, the sequence (hn) does not
belong to either αCFS or UCFS.
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(14) Let hn : R → R, hn(t) = (nt)/(1 + n2t2). The sequence of functions (hn)
belongs to both PCFS and UBFS. However, the sequence (hn) does not
belong to either UCFS or αCFS.

(15) For X ∈ {[0, 1], (0, 1)}, let hn : X → R,

hn(t) =

{
1, t ≤ 1

2

t/n, t > 1
2

The sequence of functions (hn) belongs to both UCFS and UBFS. How-
ever, the sequence (hn) does not belong to αCFS.

(16) Let hn : R→ R,

hn(t) =


n+ sin t

n
, t > 0

−n sin t

n
, t ≤ 0

The sequence of functions (hn) belongs to both UCFS and UBFS. How-
ever, the sequence (hn) does not belong to αCFS.

(17) Let hn : (0, 1)→ R,

hn(t) =


t
(
t+ 3

4

)n
, 0 < t < 1

4(
1
2 − t

) (
5
4 − t

)n
, 1

4 ≤ t <
1
2

0, 1
2 ≤ t ≤ 1− 1

2n

n+ 2n2(t− 1), 1− < 1
2n ≤ t < 1

The sequence of functions (hn) belongs to PCFS, but it does not belong to
UBFS, UCFS, or αCFS.

(18) For X ∈ {[0, 1], (0, 1),R} and let hn : X → R.

hn(t) =


n− t
nt

, 0 < t < 1
2

1, otherwise

The sequence of functions (hn) belongs to UBFS, UCFS, and αCFS.
(19) Let hn : (0, 1)→ R,

hn(t) =

{
1− nt, 0 < t ≤ 1

n

0, 1
n < t < 1

The sequence of functions (hn) is in UBFS and αCFS, but it is not in
UCFS.

(20) Let hn : N→ R,

hn(t) =

{
0, t > n

1, t ≤ n
The sequence of functions (hn) is in UBFS and αCFS, but it is not in
UCFS.

(21) For X ∈ {[0, 1], (0, 1), S,N,N,R}, let hn : X → R, hn(t) = 1/(n|t| + n).
The sequence of functions (hn) is in UBFS, UCFS, and αCFS.

(22) Let hn : (0, 1)→ R, hn(t) = n/(nt+ 1). The sequence of functions (hn) is
in αCFS, but it is not in UBFS or UCFS.
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[0, 1] (0, 1) S N R
� (1) (1) (1) (1) (1)

� (2) (2) (Prop. 2.8) ∅ (3) (2)

� (4) (4) (4) (4) (4)

� (5) (13) (Prop. 3.15) ∅ (Prop. 3.16) ∅ (14)

� (15) (15) (Prop. 3.15) ∅ (Prop. 3.16) ∅ (16)

� (11) (17) (Prop.3.15) ∅ (Prop. 3.16) ∅ (11)

� (18) (18) (Prop. 3.15) ∅ (Prop. 3.16) ∅ (18)

� (Prop. 3.14 (c)) ∅ (19) (Prop. 3.15) ∅ (20) (6)

� (21) (21) (21) (21) (21)

� (Prop. 3.17) ∅ (9) (Prop. 2.8) ∅ (10) (10)

� (Prop. 3.17) ∅ (22) (Prop. 3.15) ∅ (12) (12)

Table 2. Relations Between FS-PBFS-UBFS-PCFS-UCFS-αCFS.

Figure 3. Relations Between FS-PBFS-UBFS-PCFS-UCFS-
αCFS on (0, 1) and R.
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Figure 4. Relations Between FS-PBFS-UBFS-PCFS-UCFS-
αCFS on [0, 1].

Figure 5. Relations Between FS-PBFS-UBFS-PCFS-UCFS-
αCFS on Finite Set.

Figure 6. Relations Between FS-PBFS-UBFS-PCFS-UCFS-
αCFS on N.
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4. Conclusion

In conclusion we systematically studied various convergence types of function
sequences, including pointwise, uniform, and α−convergence, along with their re-
lationships. By examining the conditions under which these convergence types are
equivalent or not, we provide examples into the structural properties of function
sequences. Notably, our results highlight the critical role of the underlying set’s
structure (e.g., finite, countable, or compact) in determining these relationships.

The theoretical results presented here contribute to an extended understanding of
convergence behaviors for further research in function analysis and its applications.
Future work could extend these results to explore additional convergence concepts
or their implications in applied sciences.
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Abstract. Chemical graph theory is a branch of graph theory. In this field,

molecules are modeled using graph theory and a mathematical approach is

obtained. Thus, predictions can be made about the physical, chemical and
bioactivity properties of molecules. In this study, temperature indices depend-

ing on the vertex degree are considered. Temperature indices of Polyami-

doamine (PAMAM) dendrimers, Porphyrin core dendrimers are obtained and
the results are compared numerically using the MATLAB program.

1. Introduction

Graph theory is used to solve problems in daily life by expressing objects and
the relationships between them with vertices and edges, respectively [1]. Due to
the changing living conditions and increasing diseases, it is necessary to discover
new chemicals and drugs quickly and inexpensively. With the help of graph indices
in chemical graph theory, it has been possible to predict the physical, chemical and
bioactivity properties of molecules [2].

Graph indices are the numerical values of chemical networks. Chemical networks
are obtained by representing chemical structures with vertices and edges. The
atoms of a chemical structure are represented by vertices and the relationships
between the chemical structures are represented by edges. The numerical results
obtained by using graph indices of chemical networks are used in programs such as
SPSS to obtain equations. These equations are used to predict the properties of
new chemical structures [2].

Throughout this article, let ∧ be a graph with V (∧), E(∧). The element numbers
of the vertex (edge) set are defined by |V (∧)|(|E(∧)|). The degree of a vertex υ is
defined by dυ [1].

Fajtlowicz [3] defined the temperature of a vertex υ as

Date: Received: 2024-10-03; Accepted: 2024-11-30.

2000 Mathematics Subject Classification. 05C07; 05C12; 05C90, 92E10.
Key words and phrases. Graph theory, Chemical graph theory, Graph index, Temperature

indices, Dendrimer network.
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(1.1) Tυ =
dυ

|V (∧)| − dυ
.

With this motivation, Kulli [4] defined the general first and second temperature
indices as follows:

GT k1 (∧) =
∑

τυ∈E(∧)

(Tτ + Tυ)
k

(1.2)

(1.3) GT k2 (∧) =
∑

τυ∈E(∧)

(TτTυ)
k
.

Kansal et al. studied temperature indices for predict the physical properties of
COVID-19 drugs [5]. Nabeel et al. found temperature indices of some nanotubes [6].
Khan et al. investigated various graph indices based temperate of silicates moleculas
[7]. Kulli obtained results about temperatures indices of important nanostructures
[8].

Dendrimers have a symmetric core and radially symmetric molecules. Therefore,
dendrimer networks are similar to tree graphs. Dendrimers are often used in drug
discovery due to their favorable chemical properties. Therefore, dendrimers are
widely studied [9]. Zhao et al. studied irregularity indices of some dendrimers [10].
Hasani and Gods investigated M-polynomials of porphrin dendrimers [11]. Sarkar
et al. studied generalized Zagreb indices of some reguler dendrimers [12]. Khalaf
et al. calculated the degree based indices of four layered prophyrin core dendrimers
[13].

In this study, the polyamidoamine and porphyrin core dendrimers are studied.
The temperature indices of these dendrimer networks are obtained and the results
are compared.

2. Preliminaries

In this section,informations about Polyamidoamine dendrimers and Porphyrin
cored dendrimers are given.

PAMAM DENDRIMERS
Polyamidoamine (PAMAM) dendrimers have an ethylenediamine core, a repeti-

tive branching amidoamine internal structure and a primary amine terminal surface
[14]. Figure 1 shows the structure of the PAMAM [14]. Let PAMAM [r] be molec-
ular graph of the polyamidoamine (PAMAM) dendrimers. The PAMAM network
have |V (PAMAM [r])| = 12× 2r+2 − 23 and |E(PAMAM [r])| = 12× 2r+2 − 24.



46 ÖZGE ÇOLAKOĞLU AND YUSUF AYDAY

Figure 1. Chemical Structure of PAMAM.

PORPHYRIN CORED DENDRIMERS
Porphyrin cored dendrimers have a central core and at least 2 branches[15]. In

this study, 3 porphyrin cored dendrimers will be examined.

Porphyrin Cored Dendrimers-2
Porphyrin cored dendrimers-2 have one central core and 4 branches. Figure 2

shows the structure of Porphyrin cored dendrimers-2 [15]. Let PC2[n] be molecu-
lar graphs of porphyrin cored dendrimers-2. Then, |V (PC2[n])| = 8× 2n + 21 and
|E(PC2[n])| = 8× 2n + 28 by calculated.
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Figure 2. Structure of Porphyrin cored dendrimers-2 .

Porphyrin Cored Dendrimers-3
Porphyrin cored dendrimers-3 have one central core and 8 branches. Figure 3

shows the structure of Porphyrin cored dendrimers-3 [15]. Let PC3[n] be molecular
graphs of porphyrin cored dendrimers-3. Then, |V (PC3[n])| = 16 × 2n + 17 and
|E(PC3[n])| = 16× 2n + 24 by calculated.

Figure 3. Structure of Porphyrin cored dendrimers-3 .

Porphyrin Cored Dendrimers-4
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Porphyrin cored dendrimers-4 have a central core and 12 branches. Figure 4
shows the structure of Porphyrin cored dendrimers-4 [15]. Let PC4[n] be molecu-
lar graphs of porphyrin cored dendrimers-4. Then,|V (PC4[n])| = 24× 2n + 13 and
|E(PC3[n])| = 24× 2n + 20 by calculated.

Figure 4. Structure of Porphyrin cored dendrimers-4 .

3. MAIN RESULTS

In this section, the values of the general first temperature and general second
temperature indices of the dendrimer networks mentioned above are calculated.
Numerical comparisons of the general first and second temperature indices of each
dendrimer network introduced above are made using the MATLAB program.

Theorem 3.1. i. Let the general first temperature index of PAMAM [r] be GT k1 (PAMAM [r]).
Then

GT k1 (PAMAM [r]) = (3× 2r)

(
1

12× 2r+2 − 24
+

2

12× 2r+2 − 25

)k
+ (6× 2r − 3)

(
1

12× 2r+2 − 24
+

3

12× 2r+2 − 26

)k
+ (18× 2r − 9)

(
2

12× 2r+2 − 25
+

2

12× 2r+2 − 25

)k
+ (21× 2r − 12)

(
2

12× 2r+2 − 25
+

3

12× 2r+2 − 26

)k
.
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ii. Let general second temperature index of PAMAM [r] be GT k2 (PAMAM [r]).
Then,

GT k2 (PAMAM [r]) = (3× 2r)

(
1

12× 2r+2 − 24
× 2

12× 2r+2 − 25

)k
+ (6× 2r − 3)

(
1

12× 2r+2 − 24
× 3

12× 2r+2 − 26

)k
+ (18× 2r − 9)

(
2

12× 2r+2 − 25
× 2

12× 2r+2 − 25

)k
+ (21× 2r − 12)

(
2

12× 2r+2 − 25
× 3

12× 2r+2 − 26

)k
.

Proof. The edge partitions of PAMAM dendrimer networks are shown Table 1.

Table 1. The edge partitions of PAMAM networks.

(dτ , dυ) for E(PAMAM [r]) (Tτ + Tυ) for E(PAMAM [r]) The number of edge
(1,2) ( 1

12×2r+2−24 , 1
12×2r+2−25 ) 3× 2r

(1,3) ( 1
12×2r+2−24 , 1

12×2r+2−26 ) 6× 2r − 3

(2,2) ( 2
12×2r+2−25 , 2

12×2r+2−25 ) 18× 2r − 9

(2,3) ( 2
12×2r+2−25 , 3

12×2r+2−26 ) 21× 2r − 12

Let Edτ ,dυ be (dτ , dυ) for E(PAMAM [r]). From Table 1, it is written:

(3.1) TI(PAMAM [r]) =
∑

τυ∈E1,2

Wτυ +
∑

τυ∈E1,3

Wτυ +
∑

τυ∈E2,2

Wτυ +
∑

τυ∈E2,3

Wτυ

i. If Wτυ = (Tτ + Tυ)k in Eq.(3.1), then

GT k1 (PAMAM [r]) = (3× 2r)

(
1

12× 2r+2 − 24
+

2

12× 2r+2 − 25

)k
+ (6× 2r − 3)

(
1

12× 2r+2 − 24
+

3

12× 2r+2 − 26

)k
+ (18× 2r − 9)

(
2

12× 2r+2 − 25
+

2

12× 2r+2 − 25

)k
+ (21× 2r − 12)

(
2

12× 2r+2 − 25
+

3

12× 2r+2 − 26

)k
.
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ii. If Wτυ = (Tτ × Tυ)k in Eq.(3.1), then

GT k2 (PAMAM [r]) = (3× 2r)

(
1

12× 2r+2 − 24
× 2

12× 2r+2 − 25

)k
+ (6× 2r − 3)

(
1

12× 2r+2 − 24
× 3

12× 2r+2 − 26

)k
+ (18× 2r − 9)

(
2

12× 2r+2 − 25
× 2

12× 2r+2 − 25

)k
+ (21× 2r − 12)

(
2

12× 2r+2 − 25
× 3

12× 2r+2 − 26

)k
.

�

Figure 5 shows plots a) GT k1 and b) GT k2 of PAMAM [r]. These plots show that
the general first temperature index of the PAMAM [r] network grows faster than
the general second temperature index.

Figure 5. The plots of a) GT k1 and b) GT k2 of PAMAM [r].

Theorem 3.2. i. GT k1 (PC2[n]) is equal to following equation:

GT k1 (PC2[n]) = (4× 2n)

(
1

8× 2n + 20
+

3

8× 2n + 18

)k
+ 4

(
2

8× 2n + 19
+

2

8× 2n + 19

)k
+ (4× 2n + 12)

(
2

8× 2n + 19
+

3

8× 2n + 18

)k
+ 4

(
3

8× 2n + 18
+

4

8× 2n + 17

)k
.
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ii. GT k2 (PC2[n]) is equal to

GT k2 (PC2[n]) = (4× 2n)

(
1

8× 2n + 20
× 3

8× 2n + 18

)k
+ 4

(
2

8× 2n + 19
× 2

8× 2n + 19

)k
+ (4× 2n + 12)

(
2

8× 2n + 19
× 3

8× 2n + 18

)k
+ 4

(
3

8× 2n + 18
× 4

8× 2n + 17

)k
.

Proof. The edge partitons of PC2[n] are shown in the following table (Table 2).

Table 2. The edge partitons of PC2[n].

(dτ , dυ) for E(PC2[n]) (Tτ + Tυ) for E(PC2[n]) The number of edge
(1,3) ( 1

8×2n+20 , 3
8×2n+18 ) 4× 2n

(2,2) ( 2
8×2n+19 , 2

8×2n+19 ) 4

(2,3) ( 2
8×2n+19 , 2

8×2n+18 ) 8

(3,3) ( 3
8×2n+18 , 3

8×2n+18 ) 4× 2n + 12

(3,4) ( 3
8×2n+18 , 4

8×2n+17 ) 4

Using Table 2, it can be written:
(3.2)

TI(PC2[n]) =
∑

τυ∈E1,2

Wτυ +
∑

τυ∈E2,2

Wτυ +
∑

τυ∈E2,3

Wτυ +
∑

τυ∈E3,3

Wτυ +
∑

τυ∈E3,4

Wτυ

i. If Wτυ = (Tτ + Tυ)k in Eq.(3.2), then

GT k1 (PC2[n]) = (4× 2n)

(
1

8× 2n + 20
+

3

8× 2n + 18

)k
+ 4

(
2

8× 2n + 19
+

2

8× 2n + 19

)k
+ 8

(
2

8× 2n + 19
+

2

8× 2n + 18

)k
+ (4× 2n + 12)

(
3

8× 2n + 18
+

3

8× 2n + 18

)k
+ 4

(
3

8× 2n + 18
+

4

8× 2n + 17

)
.
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ii. If Wτυ = (Tτ × Tυ)k in Eq.(3.2), then

GT k2 (PC2[n]) = (4× 2n)

(
1

8× 2n + 20
× 3

8× 2n + 18

)k
+ 4

(
2

8× 2n + 19
× 2

8× 2n + 19

)k
+ 8

(
2

8× 2n + 19
× 2

8× 2n + 18

)k
+ (4× 2n + 12)

(
3

8× 2n + 18
× 3

8× 2n + 18

)k
+ 4

(
3

8× 2n + 18
× 4

8× 2n + 17

)
.

�

Figure 6 shows plots a)GT k1 and b)GT k2 of PC2[n]. This plot givesGT k1 (PC2[n])
growing faster than GT k2 (PC2[n]).

Figure 6. The plots of a) GT k1 and b) GT k2 of PC2[n].

Theorem 3.3. i. GT k1 (PC3[n]) is

GT k1 (PC3[n]) = 8× 2n
(

1

16× 2n + 16
+

3

16× 2n + 14

)k
+ 8

(
2

16× 2n + 15
+

3

16× 2n + 14

)k
+ (8× 2n + 12)

(
3

16× 2n + 14
+

3

16× 2n + 14

)k
+ 4

(
3

16× 2n + 14
+

4

16× 2n + 13

)k
.
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ii. GT k2 (PC3[n]) is

GT k2 (PC3[n]) = 8× 2n
(

1

16× 2n + 16
× 3

16× 2n + 14

)k
+ 8

(
2

16× 2n + 15
× 3

16× 2n + 14

)k
+ (8× 2n + 12)

(
3

16× 2n + 14
× 3

16× 2n + 14

)k
+ 4

(
3

16× 2n + 14
× 4

16× 2n + 13

)k
.

Proof. The edge partitions PC3[n] are given in Table 3.

Table 3. The edge partitions of PC3[n].

(dτ , dυ) for E(PC3[n]) (Tτ + Tυ) for E(PC3[n]) The number of edge
(1,3) ( 1

16×2n+16 , 3
16×2n+14 ) 8× 2n

(2,3) ( 2
16×2n+15 , 3

16×2n+14 ) 8

(3,3) ( 3
16×2n+14 , 3

16×2n+14 ) 8× 2n + 12

(3,4) ( 3
16×2n+14 , 4

16×2n+13 ) 4

From Table 3, the following equation can be written:

(3.3) TI(PC3[n]) =
∑

τυ∈E1,3

Wτυ +
∑

τυ∈E2,3

Wτυ +
∑

τυ∈E3,3

Wτυ +
∑

τυ∈E3,4

Wτυ

i. If Wτυ = (Tτ + Tυ)k in Eq.3.3, then the proof (i) is completed from Table .
ii. If Wτυ = (Tτ × Tυ)k in Eq.(3.3), then the proof (ii) is completed with some
calculated from Table 3. �

The plots GT k1 and GT k2 of PC3[n] are given below (see Figure 7). it is seen
that GT k1 index of PC3[n] grows faster than GT k2 index of PC3[n] from Figure 7.

Figure 7. The plots of a) GT k1 and b) GT k2 of PC3[n].
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Theorem 3.4. i. The general first temperature index of PC4[n] is

GT k1 (PC4[n]) = 12× 2n
(

1

24× 2n + 12
+

3

24× 2n + 10

)k
+ 8

(
2

24× 2n + 11
+

3

24× 2n + 10

)k
+ (8× 2n + 12)

(
3

24× 2n + 10
+

3

24× 2n + 10

)k
+ 4

(
3

24× 2n + 10
+

4

24× 2n + 9

)k
.

ii. GT k2 (PC4[n]) is

GT k2 (PC4[n]) = 12× 2n
(

1

24× 2n + 12
× 3

24× 2n + 10

)k
+ 8

(
2

24× 2n + 11
× 3

24× 2n + 10

)k
+ (8× 2n + 12)

(
3

24× 2n + 10
× 3

24× 2n + 10

)k
+ 4

(
3

24× 2n + 10
× 4

24× 2n + 9

)k
.

Proof. The edge partitions PC4[n] are given in Table 4.

Table 4. The edge partitions of PC4[n].

(dτ , dυ) for E(PC3[n]) (Tτ + Tυ) for E(PC3[n]) The number of edge
(1,3) ( 1

24×2n+12 , 3
24×2n+10 ) 12× 2n

(2,3) ( 2
24×2n+11 , 3

24×2n+10 ) 8

(3,3) ( 3
24×2n+10 , 3

24×2n+10 ) 8× 2n + 12

(3,4) ( 3
24×2n+10 , 4

24×2n+9 ) 4

From Table 4, the following equation is written:

(3.4) TI(PC4[n]) =
∑

τυ∈E1,3

Wτυ +
∑

τυ∈E2,3

Wτυ +
∑

τυ∈E3,3

Wτυ +
∑

τυ∈E3,4

Wτυ

i. If Wτυ = (Tτ + Tυ)k in Eq.3.4, then the proof (i) is completed from Table .
ii. If Wτυ = (Tτ × Tυ)k in Eq.(3.4), then the proof (ii) is completed with some
calculated from Table. �

Figure 8 shows plots a) GT k1 and b) GT k2 of PC4[n]. This plot shows that
GT k1 (PC4[n]) grows faster than GT k2 (PC4[n]).
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Figure 8. The plots of a) GT k1 and b) GT k2 of PC4[n].

4. Conclusion

Since dendrimers are frequently used in drug discovery, dendrimer networks were
considered in this study. Four important dendrimers were studied with temperature
indices, which are among the graph indices that have attracted attention recently.

As a result, it was seen that the general first temperature index grew faster than
the general second temperature index for PAMAM dendrimer and 3 porphyrin cored
dendrimers. The results of this study will shed light on the field of chemical graph
theory and fast and cost-effective drug discovery.
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Abstract. In this paper, a new class of curves is called binormal curves are

introduced. Here,we calculate the Frenet vector fields of binormal curves and
using them give the curvature and torsion of such curves. Also, we provide

some examples of binormal curves in Euclidean space R3.

1. Introduction

Curves are the most important tools for elementary differential geometry. In
the study of fundamental theory and characterization of space curves, the calcu-
lation of the curvature function, the torsion function and Frenet frame are very
interesting and important problem in three dimensional space. So there are many
articles on curves in the literature. In [1], the authors investigate the quaternionic
Bertrand curves in Euclidean 3−space. In the papers [2, 8], the curve theory in
Galilean space is investigated. Further studies about curves and its applications
are found in [3, 4, 5, 9]. In addition to these, the motion of parallel curves in Eu-
clidean 3−space is given in [7]. Gözütok, Çoban and Sağıroğlu [6] are study the
classical differential geometry of curves with respect to conformable fractional de-
rivative. In [7], Aldossary and Gazwani defined the notion of parallel curve based
on binormal vector and calculated the Frenet frame of such a curve. Then, in [11]
Sağıroğlu and Köse defined the notion of normal curve based on normal vector and
gave some properties. Inspried by [11], in this paper we introduce a new class of
curves which is called binormal curves. Here we study the Frenet frame of such
curves and then calculate the curvature and torsion of binormal curves in Euclidean
space R3. Also, we provide some examples of binormal curves. The definitions of
curvature, torsion and Frenet frame of a curve is given in [10].

2. Preliminaries

Let α : I → R3 be a unit speed curve , so ‖α′(s)‖ = 1 for each s in I. Then
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2000 Mathematics Subject Classification. 53A04; 14HXX.
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T = α′ is called the unit tangent vector field on α. Since T has constant lenght 1,
its derivative T ′ = α′′ measures the way the curve is turning in R3. Differention
of T.T = 1 gives T ′ always orthogonal to T . The lenght of T ′ gives a numerical
measurement of the turning of α. The function κ(s) = ‖T ′(s)‖ for all s in I is

called the curvature function of α. The unit vector field N = T ′

κ on α is called
the principal normal vector field on α. The vector field B = T × N is called the
binormal vector field of α. The vector fields T,N,B are called the Frenet frame
field of α. Also, it is clear that the torsion function τ of α satisfies B′ = −τN such
that the torsion function τ measures twisting of α.

Theorem 2.1. [10] If α : I → R3 is a unit speed curve with curvature κ > 0 and
torsion τ , then

T ′ = κN,

N ′ = −κT + τB,

B′ = −τN.
(2.1)

Theorem 2.2. [10] Let α be a regular curve in R3. Then

T =
α′

‖α′‖
, B =

α′ × α′′

‖α′ × α′′‖
, N = B × T

κ =
‖α′ × α′′‖
‖α′‖3

, τ =
α′ × α′′.α′′′

‖α′ × α′′‖2
.

(2.2)

3. The Curvature Function, The Torsion Function and Frenet Frame
of a Binormal Curve

Definition 3.1. Let α be a unit speed curve in R3 and t(s), n(s), b(s) be its Franet
frame in a point α(s). Including k to represent a real number constant, binormal
curve of the curve α is defined as

(3.1) αb(s) = α(s) + kb(s).

Now let us consider the binormal curve of a curve α having the equation (3.1).
Let be s3 be the arc lenght function of this curve. So, the unit tangent vector of
the curve αb(s) has the form;
(3.2)

tb (s3) =
dαb
ds

(s3) .
ds

ds3
= (t(s) + kb′(s)) (s3).

ds

ds3
= (t(s)− kτ(s)n(s)) (s3).

ds

ds3
.

If we take the dot product with t of both sides;

(3.3) tb.t =
ds

ds3
= cosθ

is obtained, where θ is the angle between the vectors tb and t. If it is multiplied
both sides of this equation by the vector b, we get the equation

(3.4) tb.b = 0.

This shows that the vectors tb and b are orthogonal. Multiplying both sides by the
vector n

(3.5) tb.n = −kτ(s)
ds

ds3
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is found. If the norm of both sides of the expression tb(s3) is taken, we get

‖tb(s3)‖ =

∥∥∥∥(t(s)− kτ(s)n(s))
ds

ds3

∥∥∥∥ = ‖(t(s)− kτ(s)n(s))‖ ds
ds3

=
ds

ds3
[[(t(s)− kτ(s)n(s))]

1
2 =

ds

ds3

[
1 + k2τ2(s)

] 1
2

(3.6)

Then since ‖tb(s3)‖ = 1,

(3.7)
ds3

ds
=
√

1 + k2τ2(s)

and from here

(3.8)
ds

ds3
=

1√
1 + k2τ2(s)

is obtained.
If it is taken as tb = n, from the derivative of the vector tb(s3) with respect to s3,
then in according to Frenet formulas

(3.9) κbnb = (−κ(s)t(s) + τ(s)b(s)) .
ds

ds3

is found. If we substitute the expression for ds
ds3

in here, we get

(3.10) κbnb =
−κ(s)t(s) + τ(s)b(s)√

1 + k2τ2(s)
.

If we take the dot product of this vector with itself,

κbnb.κbnb = κ2
b =

1

1 + k2τ2(s)
(−κ(s)t(s) + τ(s)b(s)) . (−κ(s)t(s) + τ(s)b(s))

=
κ2(s) + τ2(s)

1 + k2τ2(s)

(3.11)

is obtained. Principal normal vector and binormal vector of binormal curve of the
curve α are

(3.12) nb =
−κ(s)t(s) + τ(s)b(s)

κb
√

1 + k2τ2(s)

and

bb = tb × nb =

(
t(s)− kτ(s)n(s)√

1 + k2τ2(s)

)
×

(
−κ(s)t(s) + τ(s)b(s)

κb
√

1 + k2τ2(s)

)

=
1

κb (1 + k2τ2(s))

(
−kτ2(s)t(s)− τ(s)n(s)− kκ(s)τ(s)b(s)

)(3.13)

respectively.
Now let us determine the Frenet frame of the curve αb(s) in terms of the Frenet
frame of α(s) in the general case. We know that

(3.14)
dαb(s)

ds
=
dα(s)

ds
+ k

db(s)

ds
= t(s) + k(−τ(s)n(s)) = t(s)− kτ(s)n(s).

If we take the norm of this equation;

(3.15)

∥∥∥∥dαb(s)ds

∥∥∥∥ =
√

1 + k2τ2(s) = K(s)
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is obtained. Then, the unit tangent vector tb(s) is as;

(3.16) tb(s) =
dαb(s)
ds∥∥∥dαb(s)
ds

∥∥∥ =
t(s)− kτ(s)n(s)√

1 + k2τ2(s)
.

Moreover;

d2αb(s)

ds2
=
dt(s)

ds
− kτ ′(s)n(s)− kτ(s)

dn(s)

ds

= kκ(s)τ(s)t(s) + (κ(s)− kτ ′(s))n(s)− kτ2(s)b(s)

(3.17)

and

dαb(s)

ds
× d2αb(s)

ds2
= [t(s)− kτ(s)n(s)]×

[
kκ(s)τ(s)t(s) + (κ(s)− kτ ′(s))n(s)− kτ2(s)b(s)

]
= (κ(s)− kτ ′(s))t(s)× n(s)− kτ2(s)t(s)× b(s)− k2κ(s)τ2(s)n(s)× t(s) + k2τ3(s)n(s)× b(s)

= k2τ3(s)t(s) + kτ2(s)n(s) + (κ(s)− kτ ′(s) + k2κ(s)τ2(s))b(s)

(3.18)

are obtained. The norm of this expression is found as;
(3.19)∥∥∥∥dαb(s)ds

× d2αb(s)

ds2

∥∥∥∥ =
√
k4τ6(s) + k2τ4(s) + (κ(s)− kτ ′(s) + k2κ(s)τ2(s))2 = L(s)

The third derivative of the curve αb(s) with respect to the s parameter is;

d3αb(s)

ds3
= kκ′(s)τ(s)t(s) + kκ(s)τ ′(s)t(s) + kκ(s)τ(s)

dt(s)

ds
+ (κ′(s)− kτ ′′(s))n(s)

+(κ(s)− kτ ′(s))dn(s)

ds
− 2kτ(s)τ ′(s)b(s)− kτ2(s)

db(s)

ds
.

= (kκ′(s)τ(s) + kκ(s)τ ′(s)− κ2(s) + kκ(s)τ ′(s))t(s) + (kκ2(s)τ(s) + κ′(s)− kτ ′′(s) + kτ3(s))n(s)

+(κ(s)τ(s)− kτ(s)τ ′(s)− 2kτ(s)τ ′(s))b(s)

= (kκ′(s)τ(s)− κ2(s) + 2kκ(s)τ ′(s))t(s) + (kκ2(s)τ(s) + κ′(s)− kτ ′′(s) + kτ3(s))n(s)

+(κ(s)τ(s)− 3kτ(s)τ ′(s))b(s).

(3.20)

Then we get

(
dαb(s)

ds
× d2αb(s)

ds2

)
.
d3αb(s)

ds3
= k2τ3(s).(kκ′(s)τ(s)− κ2(s) + 2kκ(s)τ ′(s))

+kτ2(s).(kκ2(s)τ(s) + κ′(s)− kτ ′′(s) + kτ3(s))

+(κ(s)− kτ ′(s) + k2κ(s)τ(s)).(κ(s)τ(s)− 3kτ(s)τ ′(s))

= k3κ′(s)τ4(s)− k2κ2(s)τ3(s) + 2k3κ(s)τ ′(s)τ3(s) + k2κ2(s)τ3(s) + kκ′(s)τ2(s)

−k2τ2(s)τ ′′(s) + k2τ5(s) + κ2(s)τ(s)− 3kκ(s)τ(s)τ ′(s)

−kκ(s)τ(s)τ ′(s) + 3k2τ(s)(τ ′(s))2 + k2κ2(s)τ3(s)− 3k3κ(s)τ3(s)τ ′(s)

= k3κ′(s)τ4(s) + k2κ2(s)τ3(s)− k3κ(s)τ ′(s)τ3(s) + kκ′(s)τ2(s)− k2τ2(s)τ ′′(s)

+k2τ5(s) + κ2(s)τ(s)− 4kκ(s)τ(s)τ ′(s) + 3k2τ(s)(τ ′(s))2.

(3.21)
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In this case, the expressions of the curvature and torsion of the curve αb(s) in terms
of the curvature and torsion of the curve α(s) are;
(3.22)

κb(s) =
‖α′

b(s)× α′′
b (s)‖

‖α′
b(s)‖

3 =

√
k4τ6(s) + k2τ4(s) + (κ(s)− kτ ′(s) + k2κ(s)τ2(s))2

(1 + k2τ2(s))
3
2

and

τb(s) =
(α′
b(s)× α′′

b (s)).α′′′
b (s)

‖α′
b(s)× α′′

b (s)‖2

=
k3κ′τ4 + k2κ2τ3 − k3κτ ′τ3 + kκ′τ2 − k2τ2τ ′′ + k2τ5 + κ2τ − 4kκττ ′ + 3k2τ(τ ′)2

k4τ6 + k2τ4 + (κ− kτ ′ + k2κτ2)2

(3.23)

We also obtained the unit tangent vector of the curve αb(s) as;

(3.24) tb(s) =
dαb(s)
ds∥∥∥dαb(s)
ds

∥∥∥ =
t(s)− kτ(s)n(s)√

1 + k2τ2(s)

The other Frenet frame elements of this curve;

(3.25) bb(s) =
α′
b(s)× α′′

b (s)

|α′
b(s)× α′′

b (s)‖
=

k2τ3t+ kτ2n+ (κ− kτ ′ + k2κτ2)b√
k4τ6 + k2τ4 + (κ− kτ ′ + k2κτ2)2

and

nb(s) = bb(s)× tb(s) =
1

K(s).L(s)
[k2τ3t+ kτ2n+ (κ− kτ ′ + k2κτ2)b]× [t− kτn]

=
1

K(s).L(s)
[−k3τ4t× n+ kτ2n× t+ (κ− kτ ′ + k2κ2τ2)b× t+ (−kκτ + k2ττ ′ − k3κτ3)b× n]

=
1

K(s).L(s)
[(kκτ − k2ττ ′ + k3κτ3)t+ (κ− kτ ′ + k2κ2τ2)n+ (−k3τ4 − kτ2)b].

(3.26)

Theorem 3.2. The expression of the Frenet frame of the binormal curve αb(s) in
terms of the Frenet frame of the curve α(s) is of the form;

tb(s) =
t(s)− kτ(s)n(s)√

1 + k2τ2(s)

bb(s) =
k2τ3(s)t(s) + kτ2(s)n(s) + (κ(s)− kτ ′(s) + k2κ(s)τ2(s))b(s)√

k4τ6(s) + k2τ4(s) + (κ(s)− kτ ′(s) + k2κ(s)τ2(s))2

nb(s) =
1

K(s).L(s)
[(kκ(s)τ(s)− k2τ(s)τ ′(s) + k3κ(s)τ3(s))t(s)

+(κ(s)− kτ ′(s) + k2κ2(s)τ2(s))n(s) + (−k3τ4(s)− kτ2(s))b(s)].

(3.27)

Theorem 3.3. The expression of the curvature and torsion functions of the binor-
mal curve αb(s) in terms of the curvature and torsion functions of the curve α(s)
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is obtained as;

κb(s) =

√
k4τ6 + k2τ4 + (κ− kτ ′ + k2κτ2)2

(1 + k2τ2)
3
2

τb(s) =
k3κ′τ4 + k2κ2τ3 − k3κτ ′τ3 + kκ′τ2 − k2τ2τ ′′ + k2τ5 + κ2τ − 4kκττ ′ + 3k2τ(τ ′)2

k4τ6 + k2τ4 + (κ− kτ ′ + k2κτ2)2

(3.28)

Example 3.4. Let the curve

(3.29) α(s) = (acos(
s

a
), asin(

s

a
), 0), a > 0

be given. Then, let us calculate the Frenet apparatus of binormal curve. The
definition of binormal curve was αb(s) = α(s)+kb(s). Let us compute the binormal
vector b(s) of the curve α(s). Since the curve α(s) is unit speed curve, we get

(3.30) b(s) = t(s)× n(s) =

∣∣∣∣∣∣
U1 U2 U3

−sin( sa ) cos( sa ) 0
−cos( sa ) −sin( sa ) 0

∣∣∣∣∣∣ = (0, 0, 1).

Then the equation of the curve αb(s) is,

(3.31) αb(s) = (acos(
s

a
), asin(

s

a
), 0) + k(0, 0, 1) = (acos(

s

a
), asin(

s

a
), k).

From here;

(3.32) α′
b(s) = (−sin(

s

a
), cos(

s

a
), 0)

and

(3.33) ‖α′
b(s)‖ =

(
(−sin(

s

a
))2 + (cos(

s

a
))2
) 1

2

= 1

are obtained. Therefore the binormal curve αb(s) is the unit speed curve. If we
take the necessary calculations;

α′′
b (s) = (−1

a
cos(

s

a
),−1

a
sin(

s

a
), 0)

α′′′
b (s) = (

1

a2
sin(

s

a
),− 1

a2
cos(

s

a
), 0)

α′
b(s)× α′′

b (s) =

∣∣∣∣∣∣
U1 U2 U3

−sin( sa ) cos( sa ) 0
− 1
acos(

s
a ) − 1

asin( sa ) 0

∣∣∣∣∣∣ = (0, 0,
1

a
)

(3.34)

and

‖α′
b(s)× α′′

b (s)‖ =

√
02 + 02 + (

1

a
)2 =

1

a

α′
b(s)× α′′

b (s).α′′′
b = 0

(3.35)
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are found. So the Frenet frame of the binormal curve is;

tb(s) =
α′
b(s)

‖α′
b(s)‖

= (−sin(
s

a
), cos(

s

a
), 0)

bb(s) =
α′
b(s)× α′′

b (s)

‖α′
b(s)× α′′

b (s)‖
= a(0, 0,

1

a
) = (0, 0, 1)

nb(s) = bb(s)× tb(s) =

∣∣∣∣∣∣
U1 U2 U3

0 0 1
−sin( sa ) cos( sa ) 0

∣∣∣∣∣∣ = (−cos( s
a

),−sin(
s

a
), 0).

(3.36)

The curvature and the torsion functions of this binormal curve are;

κb(s) =
‖α′

b(s)× α′′
b (s)‖

‖α′
b(s)‖

3 =
1
a

1
=

1

a

τb(s) =
α′
b(s)× α′′

b (s).α′′′
b (s)

‖α′
b(s)× α′′

b (s)‖2
=

0

( 1
a )2

= 0.

(3.37)

Hence the binormal curve of the curve α(s) is a circle.

Example 3.5. Let the helix α(s) = (cos( s√
2
), sin( s√

2
), s√

2
) be given. Then let us

calculate the Frenet apparatus of the binormal curve. Since α(s) is a unit speed
curve, we get
(3.38)

b(s) = t(s)×n(s) =

∣∣∣∣∣∣
U1 U2 U3

− 1√
2
sin( s√

2
) 1√

2
cos( s√

2
) 1√

2

−cos( s√
2
) −sin( s√

2
) 0

∣∣∣∣∣∣ = (
1√
2
sin(

s√
2

),− 1√
2
cos(

s√
2

),
1√
2

).

Then the equation of the binormal curve is,

(3.39) αb(s) =

(
cos(

s√
2

) +
k√
2
sin(

s√
2

), sin(
s√
2

)− k√
2
cos(

s√
2

),
s√
2

+
k√
2

)
Hence

(3.40) α′
b(s) =

(
− 1√

2
sin(

s√
2

) +
k

2
cos(

s√
2

),
1√
2
cos(

s√
2

) +
k

2
sin(

s√
2

),
1√
2

)
and

‖α′
b(s)‖ =

((
− 1√

2
sin(

s√
2

) +
k

2
cos(

s√
2

)

)2

+

(
1√
2
cos(

s√
2

) +
k

2
sin(

s√
2

)

)2

+

(
1√
2

)2
) 1

2

=

(
1 +

k2

4

) 1
2

=

√
4 + k2

2

(3.41)
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are found. Therefore, the binormal curve is not unit speed curve. If we make
necessary calculations on arbitrary speed curves;

α′′
b (s) =

(
−1

2
cos(

s√
2

)− k

2
√

2
sin(

s√
2

),− 1√
2
sin(

s√
2

) +
k

2
√

2
cos(

s√
2

), 0

)
α′′′
b (s) =

(
1

2
√

2
sin(

s√
2

)− k

4
cos(

s√
2

),− 1

2
√

2
cos(

s√
2

)− k

4
sin(

s√
2

), 0

)

α′
b(s)× α′′

b (s) =

∣∣∣∣∣∣∣
U1 U2 U3

− 1√
2
sin( s√

2
) + k

2 cos(
s√
2
) 1√

2
cos( s√

2
) + k

2 sin( s√
2
) 1√

2

− 1
2cos(

s√
2
)− k

2
√

2
sin( s√

2
) − 1

2sin( s√
2
) + k

2
√

2
cos( s√

2
) 0

∣∣∣∣∣∣∣
=

(
1

2
√

2
sin(

s√
2

)− k

4
cos(

s√
2

),− 1

2
√

2
cos(

s√
2

)− k

4
sin(

s√
2

),
2 + k2

4
√

2

)

(3.42)

and

‖α′
b(s)× α′′

b (s)‖

=

√(
1

2
√

2
sin(

s√
2

)− k

4
cos(

s√
2

)

)2

+

(
− 1

2
√

2
cos(

s√
2

)− k

4
sin(

s√
2

)

)2

+

(
2 + k2

4
√

2

)2

=

√
k4 + 6k2 + 8

32

α′
b(s)× α′′

b (s).α′′′
b =

2 + k2

16

(3.43)

are obtained. Then Frenet frame of the binormal curve is;

tb(s) =
2√

4 + k2

(
− 1√

2
sin(

s√
2

) +
k

2
cos(

s√
2

),
1√
2
cos(

s√
2

) +
k

2
sin(

s√
2

),
1√
2

)
bb(s) =

√
32

k4 + 6k2 + 8

(
1

2
√

2
sin(

s√
2

)− k

4
cos(

s√
2

),− 1

2
√

2
cos(

s√
2

)− k

4
sin(

s√
2

),
2 + k2

4
√

2

)
nb(s) =

√
32

k4 + 6k2 + 8
.

2√
4 + k2

.(−1

4
cos(

s√
2

)− k

4
√

2
sin(

s√
2

)

−(
2 + k2

8
)cos(

s√
2

)− (
2k + k3

8
√

2
sin(

s√
2

),−2 + k2

8
sin(

s√
2

)

+(
2k + k3

8
√

2
cos(

s√
2

)− 1

4
sin(

s√
2

) +
k

4
√

2
cos(

s√
2

), 0).

(3.44)

The curvature and the torsion function of the curve are;

(3.45) κb(s) =

√
2.
√
k2 + 3

4 + k2

and

(3.46) τb(s) =
2

4 + k2
.

Hence binormal curve is also a helix.



BINORMAL CURVES 65

4. Conclusions

The definition of binormal curves is given by αb(s) = α(s) +kb(s) using the unit
speed curve α(s). These curves are called parallel curves in the literature. The
main goal of this paper is to investigate parallel curves using binormal vector and
to study the associated geometry of these curves. We give a similar definition of
parallel curves using the normal vector. The aim of this study is contribution to
the literature on the theory of parallel curves based on binormal vector in three-
dimensional space. In addition, the studies discussed here will later be expanded
to surfaces and their geometric properties will be examined. Also, the instrinsic
geometric formulas will be derived from the curvatures. This study was conducted
at the Karadeniz Technical University in the Department of Mathematics and pre-
sented as a master’s thesis.
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[11] Y. Sağıroğlu, G. Köse, Parallel Curves Based on Normal Vector, Sinop Uni. J. Nat. Sci.,
Vol.9, No.1, pp. 1-13 (2024).

Karadeniz Technical University, Mathematics Department, 61080, Trabzon, Türkiye

Email address: sagiroglu.yasemin@gmail.com

MEB, Trabzon Vocational and Technical Anatolian High School, 61040, Trabzon,Türkiye

Email address: 61gonulkose@gmail.com



Journal of Universal Mathematics
To Memory Assoc. Prof. Dr. Zeynep Akdemirci Şanlı
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Abstract. In the present paper we deal with an n−dimensional differentiable
manifold M with a torsion-free linear connection ∇. Here we study some

properties of a silver structure on the cotangent bundle T ∗M equipped with

the Riemannian extension R∇ and obtain a necessary condition for which the
silver semi-Riemannian manifold

(
T ∗M,R∇, S

)
to be locally decomposable.

1. Introduction

The notion of metallic structure on Riemannian manifolds has been studied
intesively recently. One of the most studied structure on Riemannian manifolds
is silver structure. As a mathematical point of view, the positive solution of the
equation

x2 − px− q = 0,

for some positive integers p and q is called a (p, q)− structure number which has
the form

µp,q =
p+

√
p2 + 4q

2
.

In particular case p = 2 and q = 1, we note that the last equality gives a silver
ratio. In the recent years, the silver sturucture on the differentiable manifolds has
been studied intensively in [4, 8, 9].

On the other hand, the cotangent bundle is the dual space of tangent bundle for
a differentiable manifold which is very popular topic in Differential Geometry and
Mathematical Physics. There are many different types of metrics on the cotangent
bundle to study the geometric of such a bundle, for instance, Sasaki metric, Cheeger-
Gromoll metric, general natural metrics, Oproius metrics, and etc. One of the
most interesting metric is the Riemann extension which is defined by Patterson
and Walker in [10]. Then, the notion of Riemann extension has been extensively
studied by several authors on different smooth manifolds, for more [2, 3, 5-7, 12,
16].

In the present paper, we study some properties of a silver structure on the
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cotangent bundle equipped with the Riemannian extension. In Sect. 2, we recall
some preliminaries on the details concerning the cotangent bundle. In Sect. 3,
considering a silver structure on the cotangent bundle T ∗M , we give some necessary
conditions for which the triple

(
T ∗M,R∇, S

)
is a locally decomposable silver semi-

Riemannian manifold.

2. Preliminaries

In this section, we recall some basic notations about the cotangent bundle of
[16].

Let (M, g) be a n−dimensional differentiable manifold whose cotangent bundle
is denoted by T ∗M . The bundle projection is given as π : T ∗M → M and the
local coordinates

(
U, xj

)
, j = 1, ..., n on M induces a system of local coordinates(

π−1 (U) , xj , xj̄ = pj

)
, j̄ = n+ j = n+ 1, ..., 2n on T ∗M , where xj̄ = pj are the

components of the covector p in each cotangent space T ∗xM,x ∈ U with respect to
the natural coframe

{
dxj
}
.

Also, the set (r, s)−type of all tensor fields is denoted by =r
s (M) and =r

s (T ∗M)
on M and T ∗M , respectively. Suppose that the vector and a covector (1-form) field
X ∈ =1

0 (M) and ω ∈ =0
1 (M) have the local expression X = Xj ∂

∂xj and ω = ωjdx
j

in U ⊂ M , respectively. Then, the horizontal lift HX ∈ =1
0 (T ∗M) of X ∈ =1

0 (M)
and the vertical lift V ω ∈ =1

0 (T ∗M) of ω ∈ =0
1 (M) are given, respectively, by

HX = Xj ∂
∂xj +

∑
j

phΓh
jiX

i ∂
∂xj̄ ,

V ω =
∑
j

ωj
∂

∂xj̄

(2.1)

with respect to the natural frame
{

∂
∂xj ,

∂
∂xj̄

}
, where Γh

ji are the components of the

Levi-Civita connection ∇g on M .
Moreover, on the cotangent bundle T ∗M , the Lie bracket satisfies the following

relations:

i)
[
HX,HY

]
= H [X,Y ] + γR (X,Y ) = H [X,Y ] + V (pR (X,Y )) ,

ii)
[
HX, V ω

]
= V (∇Xω) , iii)

[
V ω, V θ

]
= 0,

iv) V ωV f = 0, v)HXV f = V (Xf)
(2.2)

for any X,Y ∈ =1
0 (M), ω, θ ∈ =0

1 (M), R denoted the curvature tensor of ∇.
On the other hand, the Riemann extension R∇ as a semi-Riemannian metric is

defined by
R∇

(
V ω, V θ

)
=R∇

(
HX,HY

)
= 0,

R∇
(
V ω,HY

)
=V (ω (X)) = ω (X) ◦ π(2.3)

for any X,Y ∈ =1
0 (M) and ω, θ ∈ =0

1 (M) on T ∗M [2, 16].

3. Silver Structure

Let P ∈ =1
1 (M) be an almost product structure on M and g be a (semi-)

Riemannian metric such as

P 2 = I, g (PX, Y ) = g(X,PY )(3.1)

for anyX,Y ∈ =1
0 (M). Then, we call that the pair (M, g, P ) is a (semi-)Riemannian

almost product manifold [1, 11, 17]. Such metrics in the second equation of (3.1)
are said to be pure with respect to P [12, 14].
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A necessary and sufficient condition for the almost product structure P to be
integrable is that ∇P = 0, where ∇ is Levi-Civita connection of g. An almost
product manifold with an integrable product structure P is called locally product
Riemannian manifold. We know that the locally product Riemannian manifold with
structure tensor P is locally decomposable if and only if P is covariantly constant
with respect to the Levi–Civita connection ∇. Note that the condition ∇P = 0 is
equivalent to φP g = 0 where φ is the Tachibana operator and

(φP g) (X,Y, Z) = (PX) (g (Y,Z))−X (g (PY,Z)) + g ((LY P )X,Z)
+g (Y, (LZP )X)

(3.2)

for all X,Y, Z ∈ =1
0 (M) [12, 15].

Definition 3.1. (see [8]) Let M be a C∞ differentiable manifold. A (1, 1)-type
tensor field S on M is called a silver structure on M if

S2 = 2S + I(3.3)

is satisfied, where I is the identity map on M .

A Riemnnian manifold (M, g) with a silver structure S is said to be Silver Rie-
mannian manifold if the Riemannian metric g is pure with respect to S.

The next theorem gives the relationship between the Riemannian silver and al-
most product structures as follows:

Theorem 3.2. (see[8]) Let M be a Riemannian manifold. If S is a silver structure
on M , then

P =
1√
2

(S − I)

is an almost product structure on M . Conversely, any almost product structure P
on M yields a silver structure on M as follows:

S = I +
√

2P.

Theorem 3.3. (see [4]). Let (M, g, S) be a silver Riemannian manifold, where
S is the silver structure and g is the Riemannian metric. Then the followings are
satisified:
a ) S is integrable if φSg = 0,
b ) The condition φSg = 0 is equivalent to ∇S = 0, where ∇ is the Riemannian
connection of g,
where φS denotes the Tacibana operator and ∇ is the Riemannian connection of g.

In [13], Salimov and Agca presented an almost product structure on T ∗M by

PHX = V X̃,
PV ω = H ω̃.

(3.4)

for any X ∈ =1
0 (M) and ω ∈ =0

1 (M), where X̃ = g ◦X ∈ =0
1 (M), ω̃ = g−1 ◦ ω ∈

=1
0 (M) and P 2 = I. Applying Theorem 3.2 and (3.4), we find the following silver

structure S:

SHX = HX +
√

2V X̃,

SV ω = V ω +
√

2H ω̃.
(3.5)

This silver structure defined by (3.5) is used for Sasaki metric on T ∗M in [4].
Now we consider the Riemannian extension R∇ and the silver structure S on
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the cotangent bundle T ∗M . Then, using the Eqs. (3.1) and (3.5), we have the
following theorem:

Theorem 3.4. Let M be semi-Riemannian manifold and T ∗M be a cotangent
bundle of M . If T ∗M is endowed with a Riemann extension R∇ and silver structure
S, then the triple

(
T ∗M,R∇, S

)
is a silver semi-Riemannian manifold.

Proof. Using (3.1), we write

Q
(
X̃, Ỹ

)
=R∇

(
SX̃, Ỹ

)
−R∇

(
X̃, SỸ

)
for any X̃, Ỹ ∈ =1

0 (T ∗M). From (2.1), (2.3) and (3.5), we have

Q
(
HX,HY

)
=R∇

(
SHX,HY

)
−R∇

(
HX,SHY

)
=R∇

(
HX +

√
2V X̃,HY

)
−R∇

(
HX,HY +

√
2V Ỹ

)
=
(
V
(
X̃ (Y )

)
−
(
Ỹ (X)

))
=
√

2
(
X̃iY

i − ỸiXi
)

=
√

2
(
gkiX

kY i − gkiY kXi
)

= 0,
Q
(
HX, V ω

)
= −Q

(
HY, V ω

)
=R∇

(
SHX, V ω

)
−R∇

(
HX,SV ω

)
=R∇

(
HX +

√
2V X̃, V ω

)
−R∇

(
HX, V ω +

√
2H ω̃

)
= V (ω (X)− ω (X)) = 0 ,

Q
(
V ω, V θ

)
=R∇

(
SV ω, V θ

)
−R∇

(
V ω, SV θ

)
=R∇

(
V ω +

√
2H ω̃, V θ

)
−R∇

(
V ω, V θ +

√
2H θ̃

)
=
√

2V
(
θ (ω̃)− ω

(
θ̃
))

= 0 ,

i.e. R∇ is pure with respect to S, which completes the proof. �

Using the Eqs.(2.2), (2.3), (3.2) and (3.5), we obtain the following:

Lemma 3.5. Let
(
T ∗M,R∇, S

)
be a silver semi-Riemannian manifold. Then, the

following component for the Tachibana operator with respect to the silver structure
S defined by (3.5) is given by(

φS
R∇
) (

HX,HY, V ω
)

=
(
SHX

) (
R∇

(
HY, V ω

))
− HX

(
R∇

(
SHY, V ω

))
+R∇

(
(LHY S) HX, V ω

)
+ R∇

(
HY, (LV ωS) HX

)
= −

(
R∇

(
V ω,
√

2H
(
g−1 ◦ pR (Y,X)

)))
= −
√

2V
(
ω
(
g−1 ◦ pR (Y,X)

))
= −
√

2V
(
g−1 (pR (Y,X) , ω)

)
=
√

2V (pR (X,Y ) ω̃) ,(
φF

R∇
) (

V ω,HY,HZ
)

=
√

2
(
V (pR (Y, ω̃)Z + pR (Z, ω̃)Y )

)
,(

φF
R∇
) (

HX, V ω,HY
)

=
√

2
V

(pR (X,Y ) ω̃)

Here, we note that the other components are zero.

Using above Lemma 3.5, we have the following:

Theorem 3.6. The silver semi-Riemannian manifold
(
T ∗M,R∇, S

)
is a locally

decomposable if and only if M is flat.

Example 3.7. Consider the n-dimensional Euclidean space En with the Riemann-
ian metric gij = δij . It is clear that the Christoffel symbols induced by the Levi-
Civita connection ∇ on En are zero.

Let P be an almost product structure on T ∗En is given by

P =

(
In 0
0 In

)
,
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such that P 2 = In, where In denotes the identity matrix of order n. Using Theorem
3.2, the almost product structure P on T ∗En gives

SHX = HX +
√

2HX,

SV ω = V ω +
√

2V ω,
(3.6)

such that the equalities (3.6) are silver structure. Then, one can see that R∇ is pure
with respect to S and the triple

(
T ∗En,R∇, S

)
becomes a silver semi-Riemannian

manifold.
On the other hand, using the Eq.(3.2) and the Tachibana operator with respect

to the silver structure defined by (3.6), one has(
φS

R∇
)

(X,Y, Z) = 0

for any X,Y, Z ∈ =1
0 (M). Then, we obtain that the silver semi-Riemannian mani-

fold
(
T ∗En,R∇, S

)
is a locally decomposable.

4. Conclusion

In this study, a semi-Riemannian manifold M and its cotangent bundle T ∗M is
considered. Then, by considering the Riemann extension R∇ and silver structure
S on T ∗M , the components of Tachibana operators are calculated and using them,
this characterization is obtained: M is flat if and only if the silver semi-Riemannian
manifold

(
T ∗M,R∇, S

)
is a locally decomposable.
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Vol.7, pp.73-85 (2024)

ISSN-2618-5660
DOI: 10.33773/jum.1552823

A STUDY ON NON-HOMOGENEOUS MULTIPLICATIVE

BOUNDARY VALUE PROBLEMS

S. GOKTAS, A. KALE, A. ÖNER, AND Y. GUREFE
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Abstract. The paper deals with the non-homogeneous boundary value prob-
lems established in the multiplicative calculus. For this problem, the multi-

plicative meanings of concepts such as adjoint operator, self-adjoint operator,

Lagrange identity, Green’s formula are obtained. Then, a criterion, called
multiplicative Fredholm alternative, is given for the existence of solutions to

non-homogeneous multiplicative boundary value problems.

1. Introduction

The concept of the classical calculus was developed independently by Newton and
Leibniz in the late 17th century when modern science was born [3, 8]. Subsequent
studies, including the creation of the idea of limits, placed these developments
on a more solid conceptual basis. The classical calculus is widely used today in
engineering, science and social sciences [19]. Since the operations of addition and
subtraction are the basis of all concepts defined and all theorems established in
classical calculus, this calculus is also called additive calculus or Newtonian calculus.

The roles of the operations used between the elements are important in estab-
lishing different calculus. Therefore, the various alternative calculus to the classical
calculus have been defined with the help of different arithmetic operations. These
calculus are defined as Non-Newtonian calculus by Grossman and Katz [15, 16].
Geometric calculus, bigeometric calculus and anaquadratic calculus can be given
as examples of these calculus. The concept of geometric calculus was studied
widely and related to multiplication, is called multiplicative calculus [9, 24]. In
different areas such as biomedical applications [13], differential and integral equa-
tions [2,25–31] , finance [10–12], geometry [1,17,18], machine learning [7], numerical
applications [21,22,32,35], social sciences [5] and spectral theory [14,23,33,34], sig-
nificant contributions have been made by multiplicative calculus [4, 6, 24].
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In the literature, some calculus are called multiplicative calculus because the el-
ements in the domain and/or range sets are defined by exponential function arith-
metic. Moreover, multiplicative derivatives and integrals are defined in this cal-
culus. Due to the existence of various application areas mentioned above and the
existence of provable properties, the multiplicative calculus shown with the help
of the multiplicative derivative, whose definition is given in the next section, is
preferred.

2. Preliminaries

Definition 2.1. [4, 24] Suppose that A ⊂ R, f : A → R+. The multiplicative
derivative of the function f at x is given by

(2.1) f∗(x) = lim
ε→0

[
f(x+ ε)

f(x)

]1
ε
,

if the limit exists and positive.
Suppose that A ⊂ R, f : A → R+ be differentiable in usual case. Then, there is

a relation between classical and derivatives as follows:

f∗(x) = e(ln of)′(x).

Repeating this procedure n times, it can be obtained the relation between the n−th
order classical derivative and n−th ∗derivative as

f∗(n)(x) = e(ln of)(n)(x).

Theorem 2.2. [4, 24] Suppose that f, g be multiplicative differentiable and h be
usual differentiable at x. If c ∈ R+ is an arbitrary constant, then the functions cf ,
fg, f

g , f
h, foh and f + g have multiplicative derivatives given by

i. (cf)
∗
(x) = f∗(x),

ii. (fg)
∗
(x) = f∗(x)g∗(x),

iii.
(

f
g

)∗
(x) = f∗(x)

g∗(x) ,

iv.
(
fh

)∗
(x) = f∗(x)h(x)f(x)h

′(x),

v. (foh)
∗
(x) = f∗ (h(x))

h′(x)
,

vi. (f + g)
∗
(x) = f∗(x)

f(x)
f(x)+g(x) g∗(x)

g(x)
f(x)+g(x) .

Definition 2.3. [4, 24] Suppose that A ⊂ R, f : A → R+ bounded on [a, b]. The

multiplicative integral of the function f on [a, b] is given by
b∫
a

f(x)dx.

If f is positive and Riemann integrable on [a, b], then it is also multiplicative
integrable on [a, b]. Additionally, the following equality is satisfied.

b∫
a

f(x)dx = e

b∫
a

(ln of)(x)dx
.

On the contrary,
b∫

a

f(x)dx = ln

b∫
a

(
ef(x)

)dx

if the function f is multiplicative integrable on [a, b].
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Theorem 2.4. [4, 24] Suppose that f, g be bounded functions on [a, b]. If f, g are
∗integrable on [a, b], then the functions f c, fg, f

g have multiplicative integrals on

[a, b] given by

i.
b∫
a

[f(x)c]
dx

=

[
b∫
a

f(x)dx

]c

, c ∈ R,

ii.
b∫
a

[f(x)g(x)]
dx

=
b∫
a

f(x)dx
b∫
a

g(x)dx,

iii.
b∫
a

[
f(x)
g(x)

]dx
=

b∫
a

f(x)dx

b∫
a

g(x)dx
,

iv.
b∫
a

f(x)dx =
c∫
a

f(x)dx
b∫
c

f(x)dx, a ≤ c ≤ b,

v.
b∫

a

[
f∗(x)g(x)

]dx
= f(x)g(x)

∣∣∣b
a

1
b∫
a

[
f(x)g′(x)

]dx ,
where, f(x)g(x)

∣∣b
a
= f(b)g(b)

f(a)g(a) .

This equality (v) is known as multiplicative integration by parts method.

Lemma 2.5. [14,20] L∗
2[a, b] =

{
f :

b∫
a

[
f(x)f(x)

]dx
< ∞

}
is an multiplicative in-

ner product space with

<,>∗: L
∗
2[a, b]× L∗

2[a, b] → R+, < f, g >∗=

b∫
a

[
f(x)g(x)

]dx
,

where f, g ∈ L∗
2[a, b] are positive functions.

Definition 2.6. [6,27–30] n−th order linear multiplicative differential equation is
defined by

(2.2)
(
y∗(n)

)an(x) (
y∗(n−1)

)an−1(x)

· · · (y∗∗)a2(x) (y∗)
a1(x) ya0(x) = ϕ (x) ,

where ϕ (x) > 0 and ak(x), k = 0, 1, 2, · · · , n− 1, n are functions of x.
In equation (2.2), when ϕ (x) = 1, this equation is called homogeneous multi-

plicative linear differential equation, otherwise it is called non-homogeneous multi-
plicative linear differential equation.

3. Main Results

In spectral theory, the Lagrange identity is a foundational result that connects
a differential operator with its formal adjoint. Through integration, this leads
directly to Green’s formula. Green’s formula helps determine when an operator is
self-adjoint by examining the boundary terms. Here, self-adjointness is crucial in
spectral theory for several reasons such as all eigenvalues are real, eigenfunctions
corresponding to different eigenvalues are orthogonal, and the spectrum is bounded
below.
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3.1. Non-Homogeneous Multiplicative Boundary Value Problems. In this
section, non-homogeneous multiplicative boundary value problems are discussed.
The multiplicative counterparts of concepts such as the adjoint operator, self-
adjoint operator, Lagrange identity and Green’s formula are defined for this prob-
lem.

Consider the non-homogeneous multiplicative boundary value problem

T [y](x) = {y∗∗}a0(x){y∗}a1(x)ya2(x) = h(x),(3.1)

B1[y] = y(a)
a11y∗(a)

a12y(b)
b11y∗(b)

b12 = 1,

B2[y] = y(a)
a21y∗(a)

a22y(b)
b21y∗(b)

b22 = 1
(3.2)

where the functions ai := ai (x) for i = 0, 1, 2 on the exponentials are continuous
real valued functions on the interval [a, b]; aij , bij , for i, j = 1, 2 are real constants
and a0 (x) ̸= 0 for all x ∈ [a, b] .

Definition 3.1. (Multiplicative Formal Adjoint Operator) Let the operator T be
the multiplicative differential operator defined by the left-hand side of equation
(3.1). In other words, let it be

T [y] = {y∗∗}a0{y∗}a1ya2 .(3.3)

Then, the multiplicative differential operator
∼
T defined in the form

∼
T [y] = (ya0)

∗∗
((ya1)

∗
)
−1

ya2(3.4)

is called the multiplicative formal adjoint operator of the operator T .

Example 3.2. The multiplicative formal adjoint operator of the multiplicative
differential operator T [y] = {y∗∗} {y∗}6y10 is of the form

∼
T [y] = {y∗∗} {y∗}−6

y10

for a0 = 1, a1 = 6, a2 = 10 according to formula (3.4).

Example 3.3. The multiplicative formal adjoint operator of the multiplicative

differential operator T [y] = {y∗∗}2x
2

{y∗}7xy−2 is of the form

∼
T [y] = (y2x

2

)
∗∗
((y7x)

∗
)
−1

y−2

= [(y∗)
2x2

y4x]
∗
[(y∗)

7x
y7]

−1
y−2

= (y∗∗)
2x2

(y∗)
x
y−5

for a0 = 2x2, a1 = 7x, a2 = −2 according to formula (3.4).

The relationship between the multiplicative differential operator T and its mul-

tiplicative formal adjoint operator
∼
T are defined as the multiplicative Lagrange

identity.

Theorem 3.4. Suppose that the multiplicative differential operator T is the oper-

ator defined by equation (3.1), and the multiplicative differential operator
∼
T is the
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multiplicative formal adjoint of T . Therefore, the multiplicative Lagrange identity
is of the form {

{T [u]⊙ v} ⊖
{
u⊙

∼
T [v]

}}
=

d∗

dx
[P (u, v)],(3.5)

where,

P (u, v) =
{u∗}ln va0 {u}ln va1

{u}ln (va0 )∗
.(3.6)

Proof. From Lemma 2.5, formulas (3.3) and (3.4), the proof can be easily shown
similarly to that in [14]. □

Theorem 3.5. (Multiplicative Green’s Formula) The multiplicative differential op-
erator T is the operator defined by equation (3.1), and the multiplicative differential

operator
∼
T is the multiplicative formal adjoint of T . Therefore, the multiplicative

Green’s formula is of the form

b∫
a

{(
{T [u]⊙ v} ⊖

{
u⊙

∼
T [v]

})
(x)

}dx

= P (u, v) (x)|ba ,(3.7)

where, P (u, v) (x)|ba = P (u,v)(b)
P (u,v)(a) .

Proof. The proof is easily obtained by multiplicative integrating equality (3.5) from
a to b similarly to that in [14]. □

Corollary 3.6. From Lemma 2.5, the multiplicative Green’s formula can be also
expressed in the form

⟨T [u] , v⟩∗ = P (u, v) (x)|ba
〈
u,

∼
T [v]

〉
∗
.(3.8)

Example 3.7. Suppose that T is the multiplicative differential operator defined

by equation (3.1), and
∼
T is the multiplicative formal adjoint of T . Therefore,

b∫
a

{T [u]⊙ v}dx =

b∫
a

{
(T [u])

ln v
}dx

=

b∫
a

{
({u∗∗}a0{u∗}a1ua2)

ln v
}dx

=

b∫
a

{
{u∗∗}ln va0

}dx
b∫

a

{
{u∗}ln va1

}dx
b∫

a

{
{u}ln va2

}dx

.

(3.9)

If multiplicative integration by parts method is applied twice to the first integral
and once to the second integral on the right of (3.9), the following integrals are
obtained

b∫
a

{
{u∗∗}ln va0

}dx

=
{u∗}ln va0

{u}ln(v
a0 )∗

∣∣∣∣∣
b

a

b∫
a

{
{u}(ln va0 )∗∗

}dx

,

b∫
a

{
{u∗}ln va1

}dx

= {u}ln va1
∣∣∣b
a

b∫
a

{
{u}

− ln (va1 )∗
}dx

.
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If these expressions are substituted into (3.9),

b∫
a

{T [u]⊙ v}dx =
{u∗}ln va0 {u}ln va1

{u}ln(v
a0 )∗

∣∣∣∣∣
b

a

b∫
a

{
uln[(va0 )∗∗((va1 )∗)−1va2 ]

}dx

= P (u, v)|ba

b∫
a

uln
∼
T [v] dx = P (u, v)|ba

b∫
a

{
u⊙

∼
T [v]

}dx

is found. Consequently, equality (3.8) is obtained.

Now, let T and
∼
T be two multiplicative differential operators defined on C2,∗ [a, b] .

Here, C2,∗ [a, b] is the space of functions defined on the interval [a, b] whose multi-
plicative derivatives up to the second order are continuous.

Suppose that D (T ) , D
(∼
T
)
⊂ C2,∗ [a, b] and D (T ) be the set of functions that

belong to C2,∗ [a, b] and satisfy the boundary conditions given in (3.2). This is

the domain of the multiplicative differential operator T. The domain D
(∼
T
)
of the

multiplicative formal adjoint
∼
T is the set of all functions v for which

⟨L [u] , v⟩∗ =
〈
u,

∼
T [v]

〉
∗

(3.10)

holds for all u ∈ D (T ) .
If the multiplicative Green’s formula (3.7) is considered along with (3.10), it is

seen that the domain of
∼
T consists of the functions v for which

P (u, v) (x)|ba = 1(3.11)

holds for all u ∈ D (L) .

Definition 3.8. (Multiplicative Adjoint Operator) The multiplicative adjoint op-

erator of T is an operator
∼
T with domain D

(∼
T
)
.

Example 3.9. The multiplicative adjoint operator of T [y] = {y∗∗} {y∗}6y10 with
a domain

D (T ) =
{
y : y ∈ C2,∗ [0, π] ; y (0) = y (π) = 1

}
is calculated as follows:

From Example 3.2, the multiplicative formal adjoint operator of T is
∼
T [y] =

{y∗∗} {y∗}−6
y10. To complete the solution, we need to determine the domainD

(∼
T
)

of the operator
∼
T .

Let v ∈ C2,∗ [0, π]. Also,

P (u, v) (x)|π0 =
{u∗}ln v{u}ln v6

{u}ln v∗ (x)

∣∣∣∣∣
π

0

= 1

must be satisfied for all u ∈ D (T ) and v ∈ D
(∼
T
)
.

Considering the domain of the operator T , where u (0) = u (π) = 1, then equality
can be easily written as

{u∗ (π)}ln v(π)

{u∗ (0)}ln v(0)
= 1.(3.12)
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The goal is to find a condition for the function v. Therefore, in order for equality
(3.12) to hold for all u ∈ D (T ), it must be that v (0) = v (π) = 1.

As a result, since v is an arbitrary variable, the domain of the multiplicative

adjoint operator
∼
T is

D
(∼
T
)
=

{
y : y ∈ C2,∗ [0, π] ; y (0) = y (π) = 1

}
.

Definition 3.10. (Multiplicative Self-Adjoint Operator) Let T =
∼
T and D (T ) =

D
(∼
T
)
, then the operator T is called the multiplicative self-adjoint operator.

Definition 3.11. (Multiplicative Adjoint Boundary Value Problem) Let B [u] = 1

denote the boundary conditions for the operator T, and
∼
B [u] = 1 indicate the

boundary conditions for the adjoint operator
∼
T . Then, the boundary value problem

∼
T [u] = 1;

∼
B [u] = 1

is called the multiplicative adjoint of the boundary value problem

T [u] = 1;B [u] = 1.

Example 3.12. It can be seen from Example 3.2 that the boundary value problem

{y∗∗} {y∗}−6
y10 = 1,

y (0) = y (π) = 1

is the multiplicative adjoint of the boundary value problem

{y∗∗} {y∗}6y10 = 1,

y (0) = y (π) = 1.

Example 3.13. The multiplicative adjoint of the boundary value problem

y∗∗y = 1,

y∗(0)y∗(π) = 1, y(0) = 1

is calculated as follows:

Here, the multiplicative adjoint of the operator T [y] = y∗∗y is given by
∼
T [y] =

y∗∗y.
The domain of T is the form

D (T ) =
{
u : u ∈ C2,∗ [0, π] ;u (0) = u (π) = 1, u∗ (0) = 1

}
.

The domain of the multiplicative adjoint operator
∼
T consists of the functions v that

satisfy the equality

P (u, v) (x)|π0 =
{u∗}ln v

{u}ln v∗

∣∣∣∣∣
π

0

= 1

for all u ∈ D (T ) .

Considering the domain of the operator T , where u∗ (π) = u∗(0)
−1

and u (0) = 1,
then the equality

{u∗ (0)}− ln v(0)v(π)

{u (π)}ln v∗(π)
= 1(3.13)
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is obtained. Therefore, in order for equality (3.13) to hold for all u ∈ D (T ), it must
be that

v (0) v (π) = 1, v∗ (π) = 1.

This implies that the domain of the multiplicative adjoint operator
∼
T is

D
(∼
T
)
=

{
v : v ∈ C2,∗ [0, π] ; v∗ (π) = 1, v (0) v (π) = 1

}
.

Consequently, since u and v are arbitrary variables, the multiplicative adjoint of
given multiplicative boundary value problem takes the form

y∗∗y = 1,

y(0)y(π) = 1, y∗(π) = 1.

Example 3.14. The multiplicative adjoint of the boundary value problem

{y∗∗}2x
2

{y∗}7xy−2 = 1,

y(1) = y(π) = 1

is calculated as follows:
From Example 3.3, the multiplicative adjoint of the operator

T [y] = {y∗∗}2x
2

{y∗}7xy−2

is given by
∼
T [y] = (y∗∗)

2x2

(y∗)
x
y−5.

The domain of T is the form

D (T ) =
{
u : u ∈ C2,∗ [1, π] ;u (1) = u (π) = 1

}
.

The domain of the multiplicative adjoint operator
∼
T consists of the functions v

that satisfy the equality

P (u, v) (x)|π1 =
{u∗}ln v2x2

{u}ln v7x

{u}ln
(
{v∗}2x2

v4x
) (x)

∣∣∣∣∣∣
π

1

= 1.

Considering the domain of the operator T , where u (1) = u (π) = 1, then the
equality {

{u∗ (π)}2π
2 ln v(π)

{u∗ (1)}2 ln v(1)

}
= 1(3.14)

is obtained. Therefore, in order for equality (3.14) to hold for all u ∈ D (T ), it must
be that

v (1) = 1, v (π) = 1.

This implies that the domain of the multiplicative adjoint operator
∼
T is

D
(∼
T
)
=

{
v : v ∈ C2,∗ [0, π] ; v (1) = 1, v (π) = 1

}
.

Consequently, since u and v are arbitrary variables, the multiplicative adjoint of
given multiplicative boundary value problem takes the form

{y∗∗}2x
2

{y∗}xy−5 = 1,

y(0) = y(π) = 1.
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3.2. Multiplicative Fredholm Alternative. In this section, a criterion will be
provided for determining whether a solution exists for a non-homogeneous multi-
plicative boundary value problem.

Theorem 3.15. (Multiplicative Fredholm Alternative) Let T and B denote a mul-
tiplicative operator and a set of boundary conditions, respectively. Then, the neces-
sary condition for the non-homogeneous multiplicative boundary value problem

T [y] (x) = h (x) , x ∈ (a, b) , h (x) > 0

B [y] = 1

to have a solution is that

b∫
a

{h (x)⊙ z (x)}dx = 1(3.15)

for every solution z of the homogeneous multiplicative adjoint boundary value prob-
lem

∼
T [z] (x) = 1, x ∈ (a, b)

∼
B [z] = 1.

Proof. Let us consider in turn the following non-homogeneous multiplicative bound-
ary value problem and its multiplicative adjoint boundary value problem

T [y] = h, B [y] = 1,(3.16)

∼
T [y] = 1,

∼
B [y] = 1,(3.17)

respectively.
If u is a solution to the multiplicative boundary value problem (3.16), then

equality

⟨T [u] , v⟩∗ = ⟨h, v⟩∗
is satisfied for any function v.

Similarly, if v is a solution to the multiplicative adjoint boundary value problem
(3.17), then 〈

u,
∼
T [v]

〉
∗
= ⟨u, 1⟩∗ = 1

is satisfied for any function u.
According to the last two equalities, the multiplicative Green’s formula (3.8) is

taken into account and

⟨T [u] , v⟩∗ = ⟨T [u] , v⟩∗
or

⟨h, v⟩∗ = 1(3.18)

is obtained. That is, equality (3.15) holds.
As a result, since u and v are arbitrary variables, the proof is completed. □
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Corollary 3.16. A necessary condition for the non-homogeneous multiplicative
boundary value problem (3.16) to have a solution is that equation (3.18) holds for
all solutions v of the homogeneous multiplicative adjoint boundary value problem
(3.17). That is, the function h must be multiplicatively orthogonal to all solutions
of the homogeneous multiplicative adjoint boundary value problem (3.17) within
the problem’s domain.

Remark 3.17. If the homogeneous multiplicative adjoint boundary value problem
(3.17) has only the multiplicative trivial solution, then for any continuous arbitrary
function h > 0, the non-homogeneous multiplicative boundary value problem (3.16)
has always a solution. In this case, if the boundary conditions are multiplicatively
separable or periodic, the solution is also unique.

Example 3.18. Determine the conditions that the function h must satisfy for the
non-homogeneous multiplicative boundary value problem

{y∗∗}{y∗}6y10 = h (x) ,

y(0) = y(π) = 1
(3.19)

to have a solution.
From Example 3.2, the homogeneous multiplicative adjoint boundary value prob-

lem corresponding to (3.19) is

{y∗∗}{y∗}−6
y10 = 1,

y(0) = y(π) = 1.
(3.20)

Therefore, the general solution of the problem (3.20) is computed as

y = ee
3x(c1 cos x+c2 sin x)

with the help of techniques in [28].
Considering the boundary conditions in (3.20),

y (0) = ec1 , y (π) = e−c1e
3π

= 1

is obtained. Thus, c1 = 0, and the solution of the problem (3.20) is

y = eke
3x sin x

for any arbitrary constant c2 = k.
As a result, for the non-homogeneous multiplicative boundary value problem

(3.19) to have a solution, the condition
π∫

0

{
h (x)⊙ eke

3x sin x
}dx

=

π∫
0

{
h(x)

ke3x sin x
}dx

= 1

should be held according to the multiplicative Fredholm alternative.

Remark 3.19. If we note that h (x) = ee
−3x cos x in Example 3.18 then

π∫
0

{
e

cos 2x
2

}dx

= 1

or
π∫

0

cos 2x

2
dx = 0
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holds, and the condition (3.15) is satisfied. That is, for this choice of h, there
is a solution of the problem (3.19). However, the solution is not unique because
the solution of the problem (3.20) according to the problem (3.19) depends on a
parameter k.

In fact, for h (x) = ee
−3x cos x in Example 3.18, the solution of the problem (3.19)

y = eke
−3x sin x+ x

2 e
−3x sin x

with the help of techniques in [29].

Example 3.20. Determine the conditions that the function h must satisfy for the
non-homogeneous multiplicative boundary value problem

{y∗∗}2x
2

{y∗}7xy−2 = h (x) ,

y(1) = y(π) = 1
(3.21)

to have a solution.
From Example 3.3, the homogeneous multiplicative adjoint boundary value prob-

lem corresponding to (3.21) is

{y∗∗}2x
2

{y∗}xy−5 = 1,

y(1) = y(π) = 1.
(3.22)

The multiplicative differential equation in (3.22) is a multiplicative Cauchy-Euler
equation and its general solution is

y = ec1x
1−

√
41

4 +c2x
1+

√
41

4

with the help of techniques in [28].
Considering the boundary conditions in (3.22), c1 = c2 = 0 and the multiplicative

trivial solution y = 1 is obtained. According to Remark 3.17, since the problem
(3.22) has only the trivial solution, for any continuous arbitrary function h > 0,
the problem (3.21) has always a solution.

4. Conclusion

We consider non-homogeneous boundary value problems that are redefined with
multiplicative calculus techniques. The concepts of adjoint operator, self-adjoint
operator, Lagrange identity, Green’s formula given in the multiplicative sense for
this problem are expressed, and the detailed examples are provided to emphasize
their importance. In conclusion, a criterion is provided for determining whether a
solution exists for a non-homogeneous multiplicative boundary value problem, and
also some examples are given.
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[6] A. Bashirov, E. Mısırlı, Y. Tandoğdu, A. Özyapıcı, On Modeling with Multiplicative Differen-

tial Equations, Applied Mathematics-A Journal of Chinese Universities, Vol.26, No.4, pp.425-438
(2011).
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[22] E. Misirli, A. Özyapici , Exponential Approximations On Multiplicative Calculus, In Proc.

Jangjeon Math. Soc, Vol.12, No.2, pp.227-236 (2009).
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[25] N. Yalçın, The Solutions Of Multiplicative Hermite Differential Equation And Multiplicative

Hermite Polynomials, Rendiconti del Circolo Matematico di Palermo Series 2, Vol.70, No.1,

pp.9-21 (2021).
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(Aslı ÖNER) Department of Mathematics, Faculty of Science, Mersin University,
Mersin, Türkiye
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Abstract. In this paper, we will investigate the infinite Coxeter groups B̃n

and D̃n. Their Gröbner-Shirshov bases and classifications of normal forms

are achieved by leveraging results from the infinite Coxeter groups of types

C̃n. Additionally, new algorithms are presented for obtaining normal forms of
elements within these groups.

1. Introduction

To begin with, we revisit certain ideas related to the Gröbner-Shirshov basis
theory. Let S represent a set, and S∗ denote the free monoid of strings formed by
S. We refer to the empty string as e. A well-ordering < on S∗ is referred to as a
monomial order if x < y implies axb < ayb for all a, b ∈ S∗. Let 〈S〉 denote the free
associative algebra generated by S over a field k. Given 0 6= f ∈ 〈S〉, we denote
by f the leading word of f concerning a specified monomial order. For two monic
polynomials f and g, f〈S〉 if there exists a word w such that w = fb = ag for some
a, b ∈ S∗. The intersection composition of f and g is defined by 〈f, g〉w = fb−ag. If
f = agb for some a, b ∈ S∗, the inclusion composition is defined as 〈f, g〉 = f −agb.
In this scenario, the transformation f → f −agb is known as the elimination of the
leading word (ELW) of f in g. Let R ⊆ 〈S〉 be a collection of monic polynomials,
and let f be another monic polynomial. We say that f is reduced to h modulo R
if f is derived from a sequence of ELWs involving elements of R, and no further
ELWs of r are possible. A set R ⊆ 〈S〉 is termed a Gröbner-Shirshov basis, denoted
by GSB if every composition of polynomials from R is reduced to zero modulo R.
A GSB R is considered minimal if there are no inclusion compositions within R. If
R ⊆ 〈S〉 is not a GSB, take a composition of intersections of polynomials from R
and reduce it modulo R. If this reduction results in a non-zero polynomial r, add
r to the set R. Continue this process for each composition of polynomials from R
until no further enlargements are required. The final set obtained will be a GSB.
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2000 Mathematics Subject Classification. 22E67; 20F55, 51F15, 13P10.
Key words and phrases. Gröbner-Shirshov bases, Coxeter groups, Normal forms.
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This procedure is referred to as the Shirshov algorithm. The Composition Diamond
Lemma ([13]) is valuable for finding the normal form of a group through its GSB.

When a group G is defined by generators S and relations R, each relation x = y
in R can be associated with a polynomial x− y. Thus, the set of relations can be
viewed as a subset of k〈S〉. Consequently, a GSB of R, referred to as a GSB for the
group G, can be found. It’s worth noting that R comprises ”biwords,” essentially
differences of words. The Shirshov algorithm maintains this property throughout
the computation. Therefore, a GSB of a group can be considered a unique set of
relations for that group. Furthermore, the set

Red(R) = {w ∈ S∗|w 6= xsy, x, y ∈ S∗, s ∈ R}
constitutes the set of all normal forms of G, as established by the Composition
Diamond lemma.

Coxeter groups, known as Weyl groups, represent one of the most significant
examples of groups defined by generators and defining relations. Consequently, the
pursuit of finding GSB for these groups has attracted considerable attention from
researchers. GSB for finite Coxeter groups can be found in [1]. For the finite excep-
tional Coxeter group of type E8, a GSB has been established in [3], while for the
finite exceptional Coxeter groups of type E6 and E7, a GSB can be found in [4].
The method of GSB bases introduces a new algorithm for deriving normal forms of
elements in groups, monoids, and semigroups, providing a fresh approach to solving
the word problem in these algebraic structures. The word problem for a finitely
generated group G involves the algorithmic challenge of determining whether two
words formed by the generators represent the same element. A novel algorithm for
obtaining normal forms and addressing the word problem for Extended Modular,
Extended Hecke, and Picard groups through their GSB is explored in [5]. Compa-
rable findings for the singular part of the Brauer semigroup and braid groups via
the complex reflection group G12 are presented in [11] and [14], respectively. In
[6], the authors establish a connection between graph theory and GSB of groups.
This article aims to pave the way for further research in this area. GSB for infinite

Coxeter groups of type Ãn, C̃n, as well as for finite Coxeter groups of type An, Bn,
and Dn, have been obtained in [8], [15], and [12], respectively. Additionally, for
the infinite exceptional Weyl group of type F4, a GSB has been constructed in [10].

The author worked on GSB bases for infinite Coxeter group of type Ãn in [7] and
the results in this article were obtained from [13].

The primary objective of this article is to derive GSB and normal forms for

infinite Coxeter groups of types B̃n and D̃n.

2. Gröbner-Shirshov Bases

This section focuses on the discussion of GSB for the infinite Coxeter groups of

Types B̃n and D̃n.

2.1. GSB for B̃n.

Definition 2.1. The presentation of the infinite Coxeter group of type B̃n includes
generators S = {s0, s1, . . . , sn} for a positive integer n ≥ 2 and the following
defining relations:

(RB1) sasa = e for 0 ≤ a ≤ n,
(RB2) sasb = sbsa for 0 ≤ a < b− 1 < n but (a, b) 6= (0, 2),
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(RB3) sasa+1sa = sa+1sasa+1 for 1 ≤ a < n− 1,
(RB4) s0s1 = s1s0,
(RB5) sn−1snsn−1sn = snsn−1snsn−1,
(RB6) s0s2s0 = s2s0s2.

where e represents the identity element of the group.
For the sake of convenience, let us assume that

sab =

 sasa+1 · · · sb, if 1 ≤ a ≤ b < n ;
sasa+1 · · · snsn−1 · · · sc, if 1 ≤ a ≤ c = 2n− j ≤ n;
e, if 0 ≤ b = a− 1 < n.

and

s−1
ab =

 sbsb−1 · · · sa, if 1 ≤ a ≤ b < n ;
scsc+1 · · · snsn−1 · · · sa, if 1 ≤ a ≤ c = 2n− j ≤ n;
e, if 0 ≤ b = a− 1 < n.

It is important to note that s−1
ab is, in fact, the inverse of sab since sasa = e for

each a.

Lemma 2.2. Assume that < denotes the degree lexicographic order on S∗. A GSB

for the infinite Coxeter group of type B̃n with respect to < includes the following
polynomials:

• f (a)
1 = sasa − 1 if 0 ≤ a ≤ n,

• f (a,b)
2 = sasb − sbsa if 0 ≤ a < b− 1 < n but (a, b) 6= (0, 2),

• f (a,b)
3 = sabsa − sa+1sab if 1 ≤ a ≤ n− 2 and a < b < 2n− a− 1,

• f (a)
4 = sa,2n−asa+1 − sa+1sa,2n−a if 1 ≤ a ≤ n− 1,

• f (a)
5 = s0s2as1a − s1s0s2as1,a−1 if 1 ≤ a ≤ n− 1,

• f (a)
6 = s0s2,2n−as1,2n−a+1 − s1s0s2,2n−as1,2n−a if 2 ≤ a ≤ n,

• f (a,b)
7 = s0s2as1bs0 − s2s0s2as1b if 2 ≤ a ≤ 2n− 3 and 0 ≤ b ≤ 1,

• f (a,b)
8 = s0s2as1bs0s2b − s2s0s2as1bs0s2,a−1 if 2 ≤ b < a ≤ n,

• f (a,b)
9 = s0s2,2n−as1bs0s2b − s2s0s2,2n−as1as0s2,b−1 if 3 ≤ a ≤ n − 1 and

2 ≤ b ≤ n− 1,

• f (a,b)
10 = s0s2,2n−2s1as0s2bs1 − s2s0s2,2n−2s1as0s2b if 1 ≤ a ≤ 2 and 2 ≤
b ≤ 2n− 3,

• f (a,b)
11 = s0s2,2n−2s1as0s2bs1,a−1 − s2s0s2,2n−2s1as0s2bs1,a−2 if 3 ≤ a ≤
n− 1, 3 ≤ b ≤ n and a ≤ b,

• f12 = s0s2,2n−2s0s2 − s2s0s2,2n−2s0,

• f (a,b)
13 = s0s2,2n−2s1as0s2,2n−bs1a−s2s0s2,2n−2s1as0s2,2n−bs1,a−1 if 2 ≤ b ≤
a ≤ n− 1,

• f (a,b)
14 = s0s2,2n−2s1,2n−a−1s0s2,2n−bs1,2n−a

−s2s0s2,2n−2s1,2n−a−1s0s2,2n−bs1,2n−a−1 if 2 ≤ b ≤ a ≤ n− 1,

• f (a,b)
15 = s0s2,2n−as1,2n−b−1s0s2,2n−b

− s2s0s2,2n−as1,2n−b−1s0s2,2n−b−1 if 2 ≤ a− 1 ≤ b ≤ n− 1,
• f16 = s0s2,2n−2s1s0s2,2n−2s1s2 − s2s0s2,2n−2s1s0s0s2,2n−2s1,

• f (a,b)
17 = s0s2,2n−2s1bs0s2,2n−as1,b−1 − s2s0s2,2n−2s1bs0s2,2n−as1,b−2 if 3 ≤
b < a ≤ n− 1.
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Proof. The proof is conducted using the Shirshov algorithm.

< f12, f
(2)
5 >= f

(1,2)
10 − s2s0s2,2n−2f

(1)
5 s2,

< f
(1,b)
10 , f

(b,1)
7 >= f

(2,b)
10 − s2s0s2,2n−2s1f

(b,0)
7 if 2 ≤ b ≤ n,

Similarly, other elements can also be found.For a detailed proof, you can refer
to the thesis [13] �

Let RB denote the set of polynomials as outlined in Lemma 2.2. Currently,
we are unable to demonstrate that the provided polynomials in the lemma form

a GSB for the infinite Coxeter group of type B̃n. Verifying this would involve
intricate computations to confirm that the remaining compositions in RB reduce
to zero modulo RB . Instead, we will utilize the Composition Diamond lemma to

establish that R serves as a GSB for the infinite Coxeter group of type B̃n.

2.2. GSB for D̃n.

Definition 2.3. The presentation of the infinite Coxeter group of type D̃n includes
generators S = {s0, s1, . . . , sn} for a positive integer n ≥ 4 and the following
defining relations:

(RD1) sasa = 1 for 0 ≤ a ≤ n,
(RD2) sasb = sbsa for 0 < a < b − 1 < n but (a, b) 6= (0, 2) and (a, b) 6=

(n− 2, n),
(RD3) sasa+1sa = sa+1sasa+1 where 1 ≤ a < n− 1,
(RD4) sn−2snsn−2 = snsn−2sn,
(RD5) s0s2s0 = s2s0s2.

For the sake of convenience, let us assume that

sij =


sasa+1 · · · sb, if 1 ≤ a < b < n ;
sasa+1 · · · sn−2snsn−1 · · · s2n−b, if 1 ≤ a ≤ n− 1 < b ≤ 2n− a;
sa, if b = a;
1, if b = a− 1.

From this point forward, we will refrain from using superscripts unless it becomes

necessary to distinguish between the groups B̃n and D̃n.

Lemma 2.4. Assume that < denotes the degree lexicographic order on S∗. A GSB

for the infinite Coxeter group of type D̃n with respect to < includes the following
polynomials:

• g(a)
1 = sasa − 1 if 0 ≤ a ≤ n,

• g(a,b)
2 = sasb − sbsa if 1 < b− a but (a, b) 6= (0, 2) and (a, b) 6= (n− 2, n),

• g(a)
3 = sa,a+1 − sa+1sa if a = 0, n− 1,

• g4 = sn−2,nsn−2 − snsn−2,n,

• g(a,b)
5 = sabsa − sa+1sab if (1 ≤ a < b ≤ n − 1) or (1 ≤ a < n − 2 and
n ≤ b ≤ 2n− 3 and 2n− b− 1 > 1),

• g(a)
6 = sa,2n−asa+1 − sa+1sa,2n−a if 1 ≤ a ≤ n− 3,

• g7 = sn−2,n+2sn − sn−1sn−2,n+2,
• g8 = sn−2,n+2sn−1 − snsn−2,n+2,

• g(a,b)
9 = s0s2as1bs0 − s2s0s2as1b if 0 ≤ b ≤ 1 and 2 ≤ a ≤ 2n− 3,

• g(a)
10 = s0s2as1a − s1s0s2as1,a−1 if 2 ≤ a ≤ n− 1,
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• g11 = s0s2ns1n − s1s0s2ns1,n−2,
• g12 = s0s2,n−1s1,n+1 − s1s0s2,n−1s1n,

• g(a)
13 = s0s2,2n−as1,2n−a+1 − s1s0s2,2n−as1,2n−a if 2 ≤ a < n,

• g(a,b)
14 = s0s2as1bs0s2b − s2s0s2as1bs0s2,b−1 if (2 ≤ b ≤ n − 1 and n ≤ a ≤

2n− 3) or (2 ≤ b < n− 1 and 3 ≤ a ≤ n− 1 and b < a),
• g15 = s0s2,n−1s1ns0s2n − s2s0s2,n−1s1ns0s2,n−2,

• g(a,b)
16 = s0s2,2n−2s1as0s2bs1,a−1 − s2s0s2,2n−2s1as0s2bs1,a−2 if 2 ≤ a ≤ b ≤
n− 1,

• g17 = s0s2,2n−2s0s2 − s2s0s2,2n−2s0,

• g(a,b)
18 = s0s2,2n−2s1as0s2bs1 − s2s0s2,2n−2s1as0s2b if (a = 1 and 2 ≤ b ≤
n− 1) or (1 ≤ a ≤ 2 and n ≤ b ≤ 2n− 3),

• g(a)
19 = s0s2,2n−as1,n−1s0s2,n+1 − s2s0s2,2n−as1,n−1s0s2n if 3 ≤ a ≤ n,

• g(a)
20 = s0s2,2n−as1ns0s2n − s2s0s2,2n−as1ns0s2,n−2 if 3 ≤ a ≤ n− 1,

• g(a)
21 = s0s2,2n−2s1as0s2,2n−2s12 − s2s0s2,2n−2s1as0s2,2n−2s1 if 1 ≤ a ≤ 2,

• g22 = s0s2,2n−2s1ns0s2ns1,n−2 − s2s0s2,2n−2s1ns0s2ns1,n−3,

• g(a)
23 = s0s2,2n−2s1,n−1s0s2,2n−as1n − s2s0s2,2n−2s1,n−1s0s2,2n−as1,n−2 if

2 ≤ a ≤ n− 1,

• g(a)
24 = s0s2,2n−2s1ns0s2,2n−as1,n−1 − s2s0s2,2n−2s1ns0s2,2n−as1,n−2 if 2 ≤
a ≤ n− 1,

• g(a,b)
25 = s0s2,2n−2s1,2n−as0s2,2n−bs1,2n−a+1

− s2s0s2,2n−2s1,2n−as0s2,2n−bs1,2n−a if 2 ≤ b < a ≤ n,

• g(a,b)
26 = s0s2,2n−as1,2n−bs0s2,2n−b+1 − s2s0s2,2n−as1,2n−bs0s2,2n−b if 3 ≤
a ≤ b ≤ n− 1,

• g(a,b,c)
27 = s0s2,2n−2s1as0s2,2n−bs1c− s2s0s2,2n−2s1as0s2,2n−bs1,c−1 if (c = a

and 2 ≤ b ≤ n− 2 and 3 ≤ a ≤ n− 2) or (c = a− 1 and 3 ≤ a ≤ n− 2 and
a < b ≤ n),

Proof. As in the case of B̃n, the proof is established using the Shirshov algorithm.
For a detailed proof, you can refer to the thesis [13].

�

At this stage, we are unable to demonstrate that the polynomials provided in the

lemma form GSB for the infinite Coxeter group of type D̃n. We will demonstrate

that the set of polynomials found for B̃n and D̃n indeed forms GSB for the infinite

Coxeter group of types B̃n and D̃n by examining their normal forms, respectively.

3. Normal Forms

The necessary definitions and properties for the normal forms of C̃n are provided
in [13] and [15].

3.1. Normal Forms for B̃n. For v ∈ S̃n
C

, let us define v[a, b] = |{t ∈ Z :

t ≤ a, v(t) ≥ b}| for all a, b ∈ Z. Now, consider S̃Bn = {u ∈ S̃Cn : u[n, n +

1] ≡ 0 mod 2} which is a subgroup of S̃Cn consisting of elements in the form

{u ∈ SCn : u[n, n + 1] ≡ 0 mod 2}. It is clear that S̃Bn is a subgroup of S̃Cn
with an index of 2. Moreover, for any u ∈ S̃Bn , we can represent it as u =

(sCnbns
C
n−1,bn−1

· · · sC1b1)(sC0 s
C
1,2n−1)α2n−1 · · · (sC0 sC1 )α1(sC0 )α0 where

∑2n−1
t=0 αt is an
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even number. The following proposition affirms that S̃Bn is indeed the infinite

Coxeter group of type B̃n.

Proposition 3.1. ([2], Proposition 8.5.3)

The group S̃Bn with generating set {sB0 , sB1 , . . . , sBn } is the infinite Coxeter group

of type B̃n where sBa = sCi for a = 1, 2, . . . , n and sB0 = [2n− 1, 2n, 3, . . . , n].

First of all, we give some relations between words in B̃n and words in C̃n.

Lemma 3.2. The following statements are equivalent.

(i) sC0 s
C
1 s

C
0 = sB0 ,

(ii) (sC0 s
C
1a)(sC0 s

C
1b) = sB0 s

B
2as

B
1b for 0 ≤ a 0 b ≤ 2n− 2.

Proof. (i) sC0 s
C
1 s

C
0 = [2n, 2, . . . , n][2, 1, 3, . . . , n][2n, 2, . . . , n] = sB0 .

(ii) sB0 s
B
2as

B
1b = sC0 s

C
1 s

C
0 s

C
2as

C
1b = sC0 s

C
1as

C
0 s

C
1b by a series of ELW in f

(0,c)
2 .

�

It’s worth mentioning that the length of a word in C̃n is two greater than the

length of the corresponding word in B̃n.

Lemma 3.3. In the context of the infinite Coxeter group of type C̃n, the following
relation is valid:

(sC0 s
C
1,2n−2)(sC0 s

C
1b)(s

C
0 s

C
1a) =

 (sC0 s
C
1,2n−1)(sC0 s

C
1a)(sC0 s

C
1,b−1), if a+ b < 2n,

(sC0 s
C
1,2n−1)(sC0 s

C
1,a−1)(sC0 s

C
1b), if a+ b ≥ 2n.

This equation is applicable for 1 ≤ a, b ≤ 2n− 1 with the condition that b ≤ a when
a < n or a < b when a ≥ n.

Proof. In the scenario where a+ b < 2n, there are two distinct cases to consider:

(i) 1 ≤ b ≤ a < n,
(ii) 1 ≤ b < n ≤ a < 2n− b.

In both of these cases, the following relationships hold:
(sC0 s

C
1,2n−2)(sC0 s

C
1b)(s

C
0 s

C
1a) = (sC0 s

C
1,2n−1)(sC0 s

C
1b)(s

C
0 s

C
1b−1)(sC0 s

C
b+1,a) applying by

an ELW in f
(b)
5 .

(sC0 s
C
1,2n−1)(sC0 s

C
1b)(s

C
0 s

C
1b−1)(sC0 s

C
b+1,a) = (sC0 s

C
1,2n−1)(sC0 s

C
1a)(sC0 s

C
1,b−1) apply-

ing by a series of ELW in f2.
In the case where 2n ≤ a+ b, we have n ≤ b < a ≤ 2n− 2. Let a = 2n− c and

j = 2n− d. Therefore;

(sC0 s
C
1,2n−2)(sC0 s

C
1b)(s

C
0 s

C
1a) = (sC0 s

C
1,2n−1)(sC0 s

C
1b)(s

C
0 s

C
1b)sd−2sd−3 · · · sc

due to an ELW in f
(b)
6 . Furthermore; (sC0 s

C
1a)st = (sc0s

C
1,t−1)sCt+1s

C
tb by an ELW

in f
(t,b)
3 . (sc0s

C
1,t−1)sCt+1s

C
tb = sCt+1s

C
1b by a series of ELW in f2. This results in the

desired equality. �

Corollary 3.4.

(sC0 s
C
1,2n−1)(sC0 s

C
1a)(sC0 s

C
1b) =

{
(sB0 s

B
2,2n−2s

B
1,b+1)(sC0 s

C
1a), a+ b < 2n− 1,

(sB0 s
B
2,2n−2s

B
1b)(s

C
0 s

C
1,a+1), a+ b ≥ 2n− 1.

This equation holds for 1 ≤ b 0 a ≤ 2n− 2.
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Lemma 3.5. Let m ≥ 1.

(i) (sC0 s
C
1,2n−1)2m = (sB0 s

B
2,2n−2s

B
1 )2m,

(ii) (sC0 s
C
1,2n−1)2m−1(sC0 s

C
1b) = (sB0 s

B
2,2n−2s

B
1 )2m−1(sB0 s

B
2b) for 2 ≤ b ≤ 2n− 2,

(iii) (sC0 s
C
1,2n−1)2m−1sC0 = (sB0 s

B
2,2n−2s

B
1 )2(m−1)(sB0 s

B
2,2n−2)(sB0 ),

Proof.

(i) We will utilize induction with respect to m. (sB0 s
B
2,2n−2s

B
1 )(sB0 s

B
2,2n−2s

B
1 ) =

(sC0 s
C
1,2n−2s

C
0 s

C
1 )(sC0 s

C
1,2n−2s

C
0 s

C
1 ) = (sC0 s

C
1,2n−2)(sC1 s

C
0 s

C
1 s

C
0 )(sC2,2n−2s

C
0 s

C
1 ) =

(sC0 s
C
1,2n−1)(sC0 s

C
1,2n−2)(sC0 s

C
0 s

C
1 ) = (sC0 s

C
1,2n−1)2. The first equality is de-

rived from Lemma 3.2, and the second and the third equalities stem from

ELW in f
(1)
5 and f

(0,c)
2 , respectively. Assume that (sB0 s

B
2,2n−2s

B
1 )2c =

(sC0 s
C
1,2n−1)2c for a positive integer c. Consequently, (sB0 s

B
2,2n−2s

B
1 )2(c+1) =

(sC0 s
C
1,2n−1)2c(sB0 s

B
2,2n−2s

B
1 )2 = (sC0 s

C
1,2n−1)2(c+1).

(ii) (sB0 s
B
2,2n−2s

B
1 )2m+1(sB0 s

B
2b) = (sC0 s

C
1,2n−1)2m(sC0 s

C
1,2n−2s

C
0 s

C
1 )(sC0 s

C
1bs

C
0 ) by

Lemma 3.2.
(sC0 s

C
1,2n−1)2m(sC0 s

C
1,2n−2s

C
0 s

C
1 )(sC0 s

C
1bs

C
0 ) = (sC0 s

C
1,2n−1)2msC0 s

C
1,2n−2s

C
1 s

C
0 s

C
1 s

C
0 s

C
2bs

C
0

by ELW in f
(1)
5 .

(sC0 s
C
1,2n−1)2msC0 s

C
1,2n−2s

C
1 s

C
0 s

C
1 s

C
0 s

C
2bs

C
0 = (sC0 s

C
1,2n−1)2m+1sC0 s

C
1bs

C
0 s

C
0 by a series of

ELW in f
(0,c)
2 .

(sC0 s
C
1,2n−1)2m+1sC0 s

C
1bs

C
0 s

C
0 = (sC0 s

C
1,2n−1)2m+1sC0 s

C
1b by ELW in f

(0)
1 .

(iii) (sB0 s
B
2,2n−1)(sB0 ) = (sC0 s

C
1,2n−2s

C
0 )(sC0 s

C
1 s

C
0 ) by Lemma 3.2.

(sC0 s
C
1,2n−2s

C
0 )(sC0 s

C
1 s

C
0 ) = sC0 s

C
1,2n−1s

C
0 .

The remaining part follows as a straightforward consequence of part (i). �

It should be noted that the length of word in C̃n is 2m greater than the length

of the corresponding word in B̃n.

Definition 3.6. The following words are defined in B̃n :

(i) w0 = sBndn · · · s
B
ada
· · · sB1d1 for a− 1 ≤ da ≤ 2n− a and a = 1, . . . , n.

(ii) w1 =
∏t
i=1(sB0 s

B
2,2n−2s

B
1ai) for t ≥ 0 and 1 ≤ ai 0 ai−1 ≤ 2n− 2.

(iii) w2 =
∏s
i=1(sB0 s

B
2,b2i−1

sB1b2i) for s ≥ 0 and 0 ≤ bi 0 bi−1 ≤ 2n− 3.

(iv) w3 =


(sB0 s

B
2n−2s

B
1 )2m,

(sB0 s
B
2n−2s

B
1 )2m−1(sB0 s

B
2b),

(sB0 s
B
2n−2s

B
1 )2(m−1)(sB0 s

B
2,2n−2)sB0 .

for m ≥ 0 and 1 ≤ b ≤ 2n−2,

(v) w4 = w0w1w2 where at ≥ 2 and either b1 0 at or b1 60 at but{
b2 0 at, at + b1 ≥ 2n;
b2 + 1 < at, at + b1 < 2n.

,

(vi) w5 = w0w1w3.
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Let WB = {w4, w5}.

Theorem 3.7. Any word w ∈ WC in which number of appearance of s0 is even
can be converted into a word in WB.

Proof. Since sBa = sCa for a = 1, . . . , n, we focus on words of the form w =

(sC0 s
C
1,2n−1)m

∏t
i=1(sC0 s

C
1bi

) where m+ t is even 0 ≤ bi 0 bi−1 ≤ 2n− 2.

If m = 0, then according to Lemma 3.2,we can write w =
∏ t

2
i=1(sB0 s

B
2,b2i−1

sBb2i).

As a result, w belongs to WB .
Suppose that m ≥ 1 and 2n − 2 = b1 = b2 = · · · = bd > bd+1. Then

w =
(∏b d+1

2 c
i=1 (sB0 s

B
2,b2i−1

sB1,b2i)
)
w
′

where w
′

= (sC0 s
C
1,2n−1)m

∏t
i=2b d+1

2 c+1(sC0 s
C
1bi

)

by repeated applications of Corollary 3.4 and Lemma 3.2. Let us rewrite w
′

as
follows, w

′
= (sC0 s

C
1,2n−1)m(sC0 s

C
1a)
∏p
i=0(sC0 s

C
1ai). Assume that a+ i+ ai ≥ 2n− 1

for 0 ≤ i ≤ q ≤ p and a+ q+1+ai < 2n−1 for q+1 ≤ i ≤ p. Let x = (2n−2)−a.
Now we investigate each case separately. There are 6 cases.

Case (i): q ≥ x − 1 and m > x. Corollary 3.4 and Lemma 3.2 imply that

w
′

=
∏x
i=0(sB0 s

B
2,2n−2s

B
1ai)w

′′
where w

′′
= (sC0 s

C
1,2n−1)m−x

∏p
i=x+1(sC0 s

C
1,xi

). Now

same process can be applied to w
′′
. This should be repeated until one of the

conditions is not met. Therefore we can assume that w
′

does not satisfy one of the
conditions without loss of generality.

Case (ii): q ≥ x− 1 and m = x. Corollary 3.4 and Lemma 3.2 suggest that w
′

=∏m
i=0(sB0 s

B
2,2n−2s

B
1ai)

∏ p
2

i= m+2
2

(sB0 s
B
2,a2i−1

s1,a2i) because of ax 0 ax+1, w
′ ∈WB and

so is w.
Case (iii): q ≥ x − 1 and m < x. Corollary 3.4 and Lemma 3.2 suggest that

w
′

=
(∏m−1

i=0 (sB0 s
B
2,2n−2s

B
1ai)

)
(sB0 s

B
2,a+ms

B
1am)

∏ p
2

i= m+2
2

(sB0 s
B
2,a2i−1

s1,a2i). If a+m 0

am−1, then clearly w
′ ∈WB which implies w ∈WB . Suppose a+m 60 am−1. Since

am−1 +m+ a ≥ 2n and am 0 am−1, w
′ ∈WB and so is w.

Case (iv): q < x− 1 and m ≤ q. Similar to the scenario in case (iii).

Case (v): q < x− 1 and q < m ≤ p. w′ equals

( q∏
i=0

(sB0 s2,2n−2s
B
1ai)

)( m−1∏
i=q+1

(sB0 s
B
2,2n−2s

B
1ai+1)

)
(sB0 s

B
2,a+q+1s

B
1am)

p
2∏

i= m+2
2

(sB0 s
B
2,a2i−1

s1,a2i)

by Corollary 3.4 and Lemma 3.2. We can observe that aq > aq+1. If a + q +

1 0 am−1 + 1, then it is evident that w
′ ∈ WB which consequently implies that

w ∈ WB . Now consider the scenario where a + q + 1 60 am−1 + 1. In this case,
am−1 + 1 ≤ a + q + 1 and am + a + q + 1 < 2n − 1. It follows that am < n and

consequently am + 1 < am−1 + 1. Therefore, we can conclude that w
′ ∈ WB and

hence w is also an element of WB .
Case (vi): Applying Corollary 3.4 and Lemma 3.2 repeatedly provides the fol-

lowing, w
′

=
(∏q

i=0(sB0 s2,2n−2s
B
1ai)

)(∏p
i=q+1(sB0 s

B
2,2n−2s

B
1ai+1)

)
w
′′

where

w
′′

=


(sB0 s

B
2,2n−2s

B
1 )m−p, a+ q + 1 = 2n− 2

(sB0 s
B
2,2n−2s

B
1 )m−p−1(sB0 s

B
2,a+q+1), 1 ≤ a+ q + 1 ≤ 2n− 3

(sB0 s
B
2,2n−2s

B
1 )m−p−2(sB0 s

B
2,2n−2)(sB0 ), a+ q + 1 = 0
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by Lemma 3.5. Thus, it is evident that w
′ ∈ WB and consequently, w is also an

element of WB .
�

Lemma 3.8. The generating function for words in WB is given by the expression:
n∏
a=1

(1 + y + · · ·+ y2a−1)
1 + ya

1− yn+a
.

Proof. We have established a one to one correspondence between words in WB

and words in WC with the even number of occurrence of s0. Consider a word
in WC of the form w = (sCndns

C
n−1,dn−1

· · · sC1d1)
∏t
i=1(sC0 s

C
1bi

) where t is even and

0 ≤ bi 0 bi−1 ≤ 2n − 1. Since sCa = sBa for a = 1, . . . , n, sCndns
C
n−1,dn−1

· · · sC1d1 =

sBndns
B
n−1,dn−1

· · · sB1d1 , we can express this word in WB as sBndns
B
n−1,dn−1

· · · sB1d1 .

The generating function for this form of word in WB is
∏n
a=1(1 + y + · · ·+ y2a−1).

When converting the
∏t
i=1(sC0 s

C
1bi

) part into a word in WB , the corresponding word
losses length by the number of occurrences of s0. The generating function for the

words in the form
∏t
i=1(sC0 s

C
1bi

) where t ≥ 0 in WC is
∏n
a=1

1+ya

1−yn+a . It is important

to note we consider all words of the form
∏t
i=1(sC0 s

C
1bi

) where t ≥ 0, and we can

add or remove sC0 from the end of the word if the number of occurrences of sC0 is
odd, without affecting the result. �

Consider the generating function for the infinite Coxeter group of type B̃n
n∏
a=1

1 + y + · · ·+ y2a−1

1− y2a−1
.

Using Section 7.1 in [2] we can express this as:
n∏
a=1

(1 + y + · · ·+ y2a−1)(
1 + ya

1− yn+a
) =

n∏
a=1

1 + y + · · ·+ y2a−1

1− y2a−1

which corresponds to the generating function for words in WB .
With t is understanding in place, we can now proceed to unveil the main result

about a GSB for the infinite Coxeter group of type B̃n..

Theorem 3.9. Let RB represent the set of all polynomials as described in Lemma
2.2. Then,

(i) WB = Red(RB).

(ii) RB serves as a GSB for the infinite Coxeter group of type B̃n.

Proof. (i) It is evident that any word in WB is RB-reduced. Thus, we have
WB ⊆ Red(RB). Conversely, if w ∈ Red(RB), then w can be expressed as

a permutation in S̃Bn . According to Theorem 3.7, this permutation corre-
sponds to a word in WB . Consequently, we obtain Red(RB) ⊆WB .

(ii) We know that any polynomial in RB is part of a GSB for the infinite

Coxeter group of type B̃n. If RB were not a GSB, then, by the Composition
Diamond lemma, Red(RB) should be a proper subset of the set of normal

forms in the infinite Coxeter group of type B̃n. This would contradict the
fact that WB and the normal forms of the infinite Coxeter group of type

B̃n share the same generating functions.
�
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3.2. Normal Forms for D̃n. Define S̃Dn as a subgroup of S̃Bn consisting of those

elements in S̃Bn which, in their complete notation, exhibit an even number of neg-

ative entries to the right of 0. S̃Dn = {u ∈ S̃Bn : u[0, 1] ≡ 0 (mod2)}. Hence, it

follows that S̃Dn is a subgroup of S̃Bn with an index of 2.

Proposition 3.10. ([2], Proposition 8.6.3)

The group S̃Dn generated by {sD0 , sD1 , . . . , sDn }, constitutes the infinite Coxeter

group of type D̃n. In this group, sDa = sBa for a = 0, 1, 2, . . . , n − 1 and sDn =
[(n− 1 − n)].

Now, let’s attempt to find normal form representations of elements in D̃n with
respect to these generators. First and foremost, we’ll present some relations between

words in D̃n and words in B̃n.

Lemma 3.11. (i) sBn s
B
n−1 = sDn s

B
n ,

(ii) sBn s
B
n−1s

B
n = sDn ,

(iii) sBn−1s
B
n s

B
n−1 = sDn s

D
n−1s

B
n ,

(iv) sBn s
B
n−1s

B
n s

B
n−1 = sDn s

D
n−1.

Proof. (i) sBn s
B
n−1 = [(n − n)][(n− 1 n)] = [(n− 1 − n)][(n − n)] = sDn s

B
n .

(ii) sBn s
B
n−1s

B
n = sDn s

B
n s

B
n = sDn by part (i).

(iii) sBn−1s
B
n s

B
n−1 = sDn s

D
n−1s

B
n by applying part (i) and ELW in g

(n−1)
3 , respec-

tively.
(iv) sBn s

B
n−1s

B
n s

B
n−1 = sDn s

D
n−1 by part (ii).

�

Lemma 3.12. For 1 ≤ a ≤ n− 2

sBaba =


sDaba , ba < n;
sDa,n−1s

B
n , ba = n;

sDabis
B
n , ba > n.

Proof. Since sBa = sDa for 1 ≤ a ≤ n − 1, we also have sBaba = sDaba for ba < n.

Similarly sBan = sDa,n−1s
B
n . Now, let us consider the case where ba > n and a ≤ n−2.

Then, if part (ii) of Lemma 3.11, ELW’s in f
(i,n)
2 where i = 2n− ba, . . . , n− 2 and

ELW’s in f
(n−1)
4 are applied, respectively, then sDabas

B
n = sBaba will be obtained.

�

Lemma 3.13. For 1 ≤ a ≤ n− 2

sBn s
B
aba =


sDabas

B
n , ba ≤ n− 2;

sDans
B
n , ba = n− 1;

sDan, ba = n;
sDaba , ba > n.

Proof. (i) sBn s
B
aba

= [(n −n)][(a a+ 1 · · · ba+ 1)] = [(a a+ 1 · · · ba+ 1)][(n −
n)] = sBabas

B
n because ba + 1 < n. sBabas

B
n = sDabas

B
n because sBaba = sDaba .

(ii) sDans
B
n = sBa,n−2s

B
n s

B
n−1s

B
n s

B
n . If ELW’s in f

(n)
1 and ELW’s in f

(i,n)
2 for i =

n− 2, . . . , a are applied, respectively, then sBa,n−2s
B
n s

B
n−1s

B
n s

B
n = sBn s

B
a,n−1.

(iii) sBn s
B
an = sBn s

B
a,n−1s

B
n . Using part (ii), then sBn s

B
a,n−1s

B
n = sDa,ns

B
n s

B
n = sDa,n.
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(iv) sBn s
B
aba

= sBn s
B
a,ns

B
n−1 · · · sB2n−ba . Using part (ii), then sBn s

B
a,ns

B
n−1 · · · sB2n−ba =

sDans
B
n−1 · · · sB2n−ba = sDaba since sBi = sDi for i 6= n.

�

Definition 3.14. Let us consider a word w of the form sBnjns
B
n−1,bn−1

· · · sBaba · · · s
B
1b1

where each ba satisfies a− 1 ≤ ba ≤ 2n− a for 1 ≤ a ≤ n. We will define a function
n(w), which counts the number of occurrences of sn in the word w.

The following corollary is a result of the equalities sBn s
B
0 = sB0 s

B
n , sB0 = sD0 and

the lemmas discussed above.

Corollary 3.15. Let 1 ≤ b 0 a ≤ 2n− 2.

sB0 s
B
2as

B
1b =



sD0 s
D
2as

D
1b, a ≤ n− 1 or b > n

sD0 s
D
2,n−1s

D
1bs

B
n , a = n and b < n− 1

sD0 s
D
2,n−1s

D
1ns

B
n , a = n and b = n− 1

sD0 s
D
2,n−1s

D
1n, a = n and b = n

sD0 s
D
2as

D
1bs

B
n , a > n and b < n− 1

sD0 s
D
2as

D
1ns

B
n , a > n and b = n− 1

sD0 s
D
2as

D
1n, a > n and a = n

Corollary 3.16. Let 1 ≤ b 0 a ≤ 2n− 2.

sBn s
B
0 s

B
2as

B
1b =


sD0 s

D
2as

D
1bs

B
n , a ≤ n− 1 or b > n

sD0 s
D
2ns

D
1bs

B
n , a = n− 1

sD0 s
D
2as

D
1b, a ≥ n and b < n

sD0 s
D
2as

D
1,n−1s

B
n , a ≥ n and b = n

Definition 3.17.

al b =

 a ≤ b, if a ≥ n+ 1;
b = n− 1 or b ≥ n+ 1, if a = n;
a < b, if a ≤ n− 1.

It is clear that n and n− 1 are not directly comparable. However, we can say that
nl n− 1 and n− 1 l n.

Definition 3.18.

a . b =

 a ≤ b, if a ≥ n;
b = n− 1 or b ≥ n+ 1, if a = n− 1;
a < b, if a < n− 1.

Indeed, it is important to note that n and n−1 are not directly comparable to each
other.

Definition 3.19. We define the following words in D̃n,

(i) w0 = sDndn · · · s
D
ada
· · · sD1d1 where a−1 ≤ da ≤ 2n−a for a = 1, . . . , n except

n− 2 ≤ dn−1 ≤ n− 1.

(ii) w1 =
∏t
i=1(sD0 s

D
2,2n−2s

D
1,ai) for t ≥ 0, 1 ≤ ai . ai−1 ≤ 2n− 2.

(iii) w2 =
∏s
i=1(sD0 s

D
2,b2i−1

sD1,b2i) for s ≥ 0, 1 ≤ bi l bi−1 ≤ 2n− 3.

(iv) w3 =


(sD0 s

D
2,2n−2s

D
1,b2i

)2m,

(sD0 s
D
2,2n−2s

D
1,b2i

)2m−1(sD0 s
D
2b),

(sD0 s
D
2,2n−2s

D
1,b2i

)2(m−1)(sD0 s
D
2,2n−2)sD0 ,

for m ≥ 0 and 1 ≤ b ≤

2n− 2.
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(v) w4 = w0w1w2 where at ≥ 2 and either b1 l at or b1 6 lat
but

{
b2 . at, at + b1 ≥ 2n;
b2 + 1 < at, at + b1 < 2n.

(vi) w5 = w0w1w3

Let WD = {w4, w5}.

Theorem 3.20. Any word w ∈WB where n(w) is even can be transformed into a
word in WD.

Proof. Let w0 = sBnbns
B
n−1,bn−1

· · · sBaba · · · s
B
1b1

where a − 1 ≤ ba ≤ 2n − a for 1 ≤
a ≤ n. Let ta = n(sBnbn · · · s

B
a+1,ba+1

). Then

w0 =

{
(sDn,dn · · · s

D
ada
· · · sD1,d1), n(w) is even;

(sDn,dn · · · s
D
ada
· · · sD1,d1)sBn , n(w) is odd.

where

dn =

{
n, bn = n or bn−1 = n+ 1;
n− 1, otherwise.

,

dn−1 =

 n− 1, bn−1 = n− 1 or bn−1 = n; and bn = n− 1;
n− 1, bn−1 = n+ 1;
n− 2, otherwise.

and

di =

 ba, ba 6= n− 1, n;
n− 1, ba = n− 1 or ba = n; and ta is even;
n, ba = n− 1 or ba = n; and ta is odd.

for a = n− 2, n− 3, . . . , 1.
The values of dn and dn−1 can be easily determined using Lemma 3.11. To find

the values of other da, apply recursively either Lemma 3.12 or Lemma 3.13 for
a = n− 2, n− 3, . . . , 1 while using the fact that sBn s

B
n = 1.

Consider w1 =
∏t
i=1(sB0 s

B
2,2n−2s

B
ai) for t ≥ 0 and 1 ≤ ai 0 ai−1 ≤ 2n− 2 and let

ζ be the count of ai’s that are less than or equal to n− 1 in w1. Through multiple
applications of Corollary 3.15 and Corollary 3.16 imply that

w1 =

{ ∏t
i=1(sD0 s

D
2,2n−2s

D
ai), ζ is even;

(
∏t
i=1(sD0 s

D
2,2n−2s

D
ai))s

B
0 , ζ is odd.

where bi = ai if ai 6= n− 1 and bi = n if ai = n− 1.
Now consider w̄1 = sBnw1. Similarly

w̄1 =

{ ∏t
i=1(sD0 s

D
2,2n−2s

D
ai), ζ is odd;

(
∏t
i=1(sD0 s

D
2,2n−2s

D
ai))s

B
0 , ζ is even.

where bi = ai if ai 6= n and bi = n− 1 if ai = n.
Hence both w1 and w̄1 can be transformed one of the following{ ∏t

i=1(sD0 s
D
2,2n−2s

D
ai),

(
∏t
i=1(sD0 s

D
2,2n−2s

D
ai))s

B
0 ,

where for t ≥ 0, 1 ≤ ai . ai−1 ≤ 2n− 2.
�
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Lemma 3.21.
n−1∏
a=1

[(1+y+y2+. . .+ya)(1+ya)] = (1+y+y2+. . .+yn−1)

n−1∏
a=1

(1+y+y2+. . .+y2a−1)

Proof. If n is odd, then
n−3
2∏
i=1

(1 + y + y2 + · · ·+ y2k)

n−1∏
t=1

(1 + yt) =

n−3
2∏
i=1

(
1− y2i+1

1− y
)

n−1∏
t=1

(
1− y2t

1− yt
)

=
(1− yn+1)(1− yn+3) · · · (1− y2n−2)

(1− y)
n−1
2

=
1− yn+1

1− y
1− yn+3

1− y
· · · 1− y

2n−2

1− y

=

n−3
2∏

m=0

(1 + y + y2 + · · ·+ yn+2m).

If n is even, then
n−2
2∏
i=1

(1 + y + y2 + · · ·+ y2k)

n−1∏
t=1

(1 + yt) =

n−2
2∏
i=1

(
1− y2i+1

1− xi
)

n−1∏
t=1

(
1− y2t

1− yt
)

=
(1− yn)(1− yn+2) · · · (1− y2n−2)

(1− y)
n
2

=
1− yn

1− y
1− yn+2

1− y
· · · 1− y

2n−2

1− y

=

n−1
2∏

m=0

(1 + y + y2 + · · ·+ yn+2m−2).

�

Lemma 3.22. The generating function for word in WD is given by:

1 + y + · · ·+ yn−1

1− yn−1

n−1∏
a=1

1 + ya

1− yn−1+a
.

Proof. We have established one to one correspondence between words in WD and
the words in WC where the numbers of occurrences of both s0 and sn are even. Let
us consider a word w of the form:

w = (sCndns
C
n−1,dn−1

· · · sC1,d1)

t∏
i=1

(sC0 s
C
1bi).

Here, t is even, n(w) is even and 0 ≤ bi 0 bi−1 ≤ 2n − 1. First, we examiner the
part of the word sCndns

C
n−1,dn−1

· · · sC1,d1 , which corresponds to sBndns
B
n−1,dn−1

· · · sB1,d1
in WB . According to Theorem 3.20, the corresponding word in WD has

sDn s
D
n−1s

D
n−2,bn−2

· · · sD1b1
where a − 1 ≤ ba ≤ 2n − a. The generating function for these words is (1 +

y)2
∏n−1
a=2 (1 + y + y2 + · · ·+ ya−1 + 2ya + ya+1 + · · ·+ y2a) =

∏n−1
a=1 (1 + y + · · ·+

yi)(1 + yi) = (1 + y + y2 + · · ·+ yn−1)
∏n−1
a=1 (1 + y + y2 + · · ·+ y2a−1) as given by
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Lemma 3.21. Now, let us analyze the word w =
∏t
i=1(sC0 s

C
1bi

), where t is even, and

n(w) is even. We are assuming that n(sBnbns
B
n−1,bn−1

· · · sB1,b1) is even; otherwise,

we would consider the word sBnw. When converting the word
∏t
i=1(sC0 s

C
1bi

) into a
word in WD, the resulting word loses its length due to the number of occurrences
of both s0 and sn. The generating function for words in the form

∏t
i=1(sC0 s

C
1bi

) in

WC is given by
∏n
a=1

1+ya

1−yn+a . Hence, the generating function for the corresponding

words in WD is (1+y)(1+y2)···(1+yn−1)
(1−yn−1)(1−yn)···(1−y2n−2) = 1

yn−1

∏n−1
a=1

1+ya

1−yn−1+a . �

We’ve established that the generating function for the infinite Coxeter group of

type D̃n can be expressed as:

1 + y + · · ·+ yn−1

1− yn−1

n−1∏
a=1

1 + y + . . .+ y2a−1

1− y2a−1
.

Using Section 7.1 in [2], we can simplify this expression to

1 + y + · · ·+ yn−1

1− yn−1

n−1∏
a=1

1 + y + . . .+ y2a−1

1− y2a−1
= (

n−1∏
a=1

(1+y+. . .+y2a−1)(
1 + ya

1− yn−1+a
)).

This result matches the generating function of words in WD.
Now, we are ready to present the main result about a GSB for the infinite Coxeter

group of type D̃n.

Theorem 3.23. Let RD be the set of all polynomials as provided in Lemma 2.4.
Then

(i) WD = Red(RD).

(ii) RD is a GSB for the infinite Coxeter group of type D̃n.

Proof. (i) It is evident that any word in WD is RD-reduced. Therefore, we have
WD ⊆ Red(RD). Conversely, if w ∈ Red(RD), then w can be expressed as

a permutation in S̃Dn , and this permutation corresponds to a word in WD

according to Theorem 3.20. Hence, we have Red(RD) ⊆WD.
(ii) We understand that any polynomial in RD forms part of a GSB of the

infinite Coxeter group of type D̃n. If, hypothetically, RD were not a GSB,
then according to Composition Diamond lemma, Red(RD) = WB would be
a proper subset of the set of normal forms of the infinite Coxeter group of

type D̃n. This would contradict to the fact that WD and normal forms of

the infinite Coxeter group of type D̃n share same generating functions.
�

4. Conclusion

The main purpose of this article is to derive the GSB and normal forms for

infinite Coxeter groups of type B̃n and D̃n. Similar to many previously mentioned
papers, we use the Shirshov algorithm to obtain a set of R relations. We used it
partially. We then asserted that Red(R) is equal to the set of normal forms of

infinite Coxeter groups of type B̃n and D̃n. Then, by applying the Composition
Diamond lemma, we find that R forms a GSB. At this stage, we took advantage

of the combinatorial properties of infinite Coxeter groups of type B̃n and D̃n as
presented in [2]. Using this information, we determined a set of normal forms for
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this group and designed a method to determine the normal form of each element
of the group when provided in permutation form. As a result, we have determined
the normal form of the product of two normal forms. As a result, the group is
completely characterized in terms of these normal forms.
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[5] E. G. Karpuz and A. S. Çevik, Gröbner-Shirshov bases for Extendes Modular, Extended
Hecke, and Picard Groups, Mathematical Notes, Vol.92, No.5, pp.636-642, (2012). Pub-
lished in Russian in Matematicheskie Zametki, Vol.92, No.5, pp.699-706, (2012). DOI number
10.1134/S0001434612110065

[6] E. G. Karpuz, F. Ates, A. S. Çevik, I. N. Cangul, The Graph Based on Gröbner-Shirshov Bases
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Abstract. In this paper, we study curvature properties of hemi-slant subman-
ifolds of Lorentzian Kenmotsu space forms. We define Lorentzian Kenmotsu

space forms and study their curvature properties. We give an example for
hemi-slant submanifold of Lorentzian Kenmotsu space forms. Finally, the cur-

vature properties of distributions are analyzed and the conditions for Einstein

are investigated.

1. Introduction

Bishop and O’neill investigated negative curvature manifolds [3]. They stud-
ied these manifolds using warped product. From the second half of the twentieth
century, the warped product began to be used in contact manifolds. Kenmotsu
investigated a different class of an almost contact manifold. He defined new condi-
tions by

(∇Xϕ)Y = −η(Y )ϕX − g(X,ϕY )ξ(1.1)

∇Xξ = X − η(X)ξ

He showed that the contact manifold satisfying these two conditions is normal.
But this manifold was not Sasakian [7]. A differentiable manifold called Lorentzian
manifold with a Lorentzian metric of index 1. A Lorentzian manifold has lightlike,
timelike and spacelike vector fields. Therefore, the Lorentzian metric can also be
used on odd dimensional manifolds. So we can study Lorentzian contact manifolds.
Firstly, Takahashi defined and studied Lorentzian Sasakian manifolds using the
Lorentzian metric on Sasakian manifold [13]. After, Duggal has investigated the
space time manifolds [6]. From all these studied, Rosça investigated Lorentzian
Kenmotsu manifolds [9]. Many authors have been studied on Lorentzian Kenmotsu
manifolds [2, 4, 5, 8, 14, 15].
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In this paper, we are studied curvature properties of hemi-slant submanifolds of
Lorentzian Kenmotsu space form. Firstly, we are defined Lorentzian Kenmostsu
space forms and study their curvature properties. After, the definition of a hemi-
slant submanifold of an Lorentzian Kenmotsu space form is given and an example
is presented. Finally, the curvature properties of distributions are analyzed and the
conditions for Einstein are investigated.

2. Lorentzian Kenmotsu Manifolds

Let B be almost contact manifold with an almost contact structure (ϕ, η, ξ),
where ξ is a vector field on B, η is a 1−form and ϕ is a tensor field of type (1, 1)
satisfying

ϕ2 = −I + η ⊗ ξ, η(ξ) = 1.

If a semi-Riemannian metric g on almost contact manifold B by

g(ϕX,ϕY ) = g(X,Y )− εη(X)η(Y ), g(ξ, ξ) = ε = −1

therefore (B,ϕ, η, ξ, g) is called a Lorentzian almost contact manifold. Then we get
η(X) = εg(X, ξ). Moreover, ξ is never a spacelike vector field and a lightlike vector
field on B. We consider a local basis {e1, ..., e2n, ξ} in TB i.e.

g(ei, ej) = δij and g(ξ, ξ) = −1

that is e1, ..., e2n are spacelike vector fields, and ξ is timelike.
We not that, for all X,Y ∈ Γ(TB), if Φ(X,Y ) = g(X,ϕY ), Φ is said to be

fundamental 2−form.
On the other hand, manifold is normal if

N = [ϕ,ϕ] + 2dη ⊗ ξ = 0

where [ϕ,ϕ] is Nijenhuis tensor field of ϕ.

Definition 2.1. Let B be a Lorentzian almost contact manifold. B is called a
Lorentzian Kenmotsu manifold if normal and dη = 0 and dΦ = 2εη ∧ Φ.

Theorem 2.2. [10] Let B be a Lorentzian contact manifold. Therefore for all
X,Y ∈ Γ(TB), B is a Lorentzian Kenmotsu manifold if and only if

(2.1)
(
∇Xϕ

)
Y = ε{g(Y, ϕX)ξ − η(Y )ϕX}.

.

Corollary 2.3. Let B be a Lorentzian Kenmotsu manifold. Therefore we get

(2.2) ∇Xξ = εϕ2X

for all X,Y ∈ Γ(TB).

3. Lorentzian Kenmotsu Space Forms

Let Lorentzian Kenmotsu manifold B has constant ϕ−holomophic section cur-
vature k. Therefore it is called Lorentzian Kenmotsu-space form. If constant
ϕ−holomophic section curvature is k, manifold B is denoted by B(k). Therefore,
curvature tensor satisfied,
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R(X,Y, Z,W ) =
k + 3

4
{g(Z, Y )g(W,X)− g(W,Y )g(Z,X)}

+
k − 1

4
{g(Z,ϕY )g(W,ϕX)− g(W,ϕY )g(Z,ϕX)

−2g(W,ϕZ)g(Y, ϕX) + g(Z,X)η(W )η(Y )

−g(Z, Y )η(W )η(X) + g(W,Y )η(Z)η(X)}.(3.1)

Theorem 3.1. Let B be a Lorentzian Kenmotsu manifold. If B have constat ϕ−
holomophic sectional curvature, therefore the Ricci tensor is not parallel.

Proof. We using (3.1). For all X,Y ∈ Γ(TB), we get

S(X,Y ) =
(k − 1) + (k + 3)n

2
g(ϕY, ϕX)− 2nη(Y )η(X)

which proves the assertion. �

Corollary 3.2. Let B be a Lorentzian Kenmotsu manifold. Therefore we get

τ =
((k − 3)n− 2)(2n+ 1)

4

where τ is the scalar curvature.

4. Hemi-Slant Submanifolds of Lorentzian Kenmotsu Space Forms

Let B be a submanifold of a Lorentzian Kenmotsu manifold B and ∇ be the
Levi-Civita connection of B. For all X,Y ∈ Γ(TB) and N ∈ Γ(TB)⊥, we have

(4.1) ∇̄XY = ∇XY + h(X,Y )

(4.2) ∇̄XN = −ANX +∇⊥XN.

This equations is called Gauss and Weingarten formulas, respectively. Moreover,
from (4.1) and (4.2), we get

(4.3) g(ANX,Y ) = g(h(X,Y ), N).

For any X ∈ Γ(TB), we give

ϕX = TX +NX

where NX and TX is the normal and tangential components, respectively.
For any V ∈ Γ(T⊥B), we have

ϕV = tV + nV

where nV and tV is the normal and tangential components, respectively [12].

Lemma 4.1. Let B be a submanifold of a Lorentzian Kenmotsu manifold B. There-
fore, for all K,L ∈ Γ(TB)

(4.4) (∇KT )L = ANLK + th(K,L) + ε{g(TK,L)ξ − η(L)TK}

(4.5) (∇KN)L = nh(K,L)− h(K,TL)− εη(L)NK.
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From now on, we accept that the ξ is tangent to the submanifold B. Therfore,
we can consider the orthogonal direct decomposition

TB = D ⊕ ξ,
where D is the orthogonal distribution to ξ.

Definition 4.2. Let B be a submanifold of Lorentzian Kenmotsu manifold B .
Therefore B is called anti-invariant if and only if ϕ(TxB) ⊂ T⊥x B for all x ∈ B.

Definition 4.3. Let B be a submanifold of a Lorentzian Kenmotsu manifold B . If
angle betwen ϕB and TB is a constant, submanifold B is called slant submanifold.

In [1], Sp{ξ} defines the timelike vector field distribution. Let W is a spacelike
vector field. If vector field W is orthogonal to ξ, we get

g(ϕW,ϕW ) = g(W,W ) ≥ 0.

For spacelike vector fields the Cauchy-Schawrz inequality

g(W,W ) ≤ ‖W‖ ‖W‖
is verified.

Then we have

cos θ =
g(ϕW,TW )

‖ϕW‖ ‖TW‖
.

Definition 4.4. Let B be submanifold of of a Lorentzian Kenmotsu manifold B.
Therefore B is called a hemi-slant submanifold which D1 and D2 two orthogonal
spacelike distributions such that

(i) TB = D1 ⊕D2 ⊕ sp{ξ}
(ii) D1 is anti-invariant.
(iii) D2 is slant with angle θ 6= 0.

Therefore, the angle θ is called the slant angle of a submanifold B.
On the other hand, let di be dimension of the distribution Di for i = 1, 2.

Therefore we have the following cases:
If d2 = 0, therefore B is an anti-invariant submanifold.
If d1 = 0 and θ = 0, therefore B is an invariant submanifold.
If d1 = 0 and θ 6= π

2 , therefore B is a proper slant timelike submanifold.
If d1d2 6= 0 and θ 6= π

2 , B is a proper hemi-slant timelike submanifold.
For a local orthonormal frame {e1, ..., e2p, e2p+1, ..., e2p+2q, ξ},

D1 = sp{e1, ..., e2p}, D2 = sp{e2p+1, ..., e2p+2q}
where dimD1 = 2p and dimD2 = 2q.

Example 4.5. In what follows, R2m+1 with Lorentzian Kenmotsu structure given
by

ϕ(

n∑
i=1

(Xi
∂

∂xi
+ Yi

∂

∂yi
) + Z

∂

∂z
) =

n∑
i=1

(Yi
∂

∂xi
−Xi

∂

∂yi
) + Yiyi

∂

∂z

g = e−2z(

n∑
i=1

dxi ⊗ dxi + dyi ⊗ dyi)− εη ⊗ η

ξ =
∂

∂z
, η = dz

where (x1, ..., xn, y1, ..., yn, z) are Cartesian coordinates on R2m+1.
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Now, a submanifold B of R7 defined by

B = F (s, l, k, u, t) = (s, 0, k, l, u, 0, t).

Therefore local frame of TB

e1 =
∂

∂x1
, e2 =

∂

∂y1
, e3 =

∂

∂x3
,

e4 =
∂

∂y2
, e5 =

∂

∂z
= ξ

and

e∗1 =
∂

∂x2
, e∗2 =

∂

∂y3

from a basis of T⊥B.
We choose

D1 = sp{e1, e2}
and

D2 = sp{e3, e4},
then D1, D2 are anti-invariant and slant distribution. Thus

TB = D1 ⊕D2 ⊕ sp{ξ}

B is a hemi-slant submanifold of R7.

5. Curvature Properties of Distributions

[11], Let B be a hemi-slant submanifold of a Lorentzian Kenmotsu manifold B .
From (3.1) and (4.1), a hemi-slant submanifold B has constat ϕ-sectional curvatre
k if and only if the Riemanian curvatre tensor R satisfied

R(X,Y, Z,W ) =
k + 3

4
{g(Z, Y )g(W,X)− g(W,Y )g(Z,X)}

+
k − 1

4
{g(ϕY,Z)g(ϕX,W )− g(ϕY,W )g(ϕX,Z)

−2g(ϕZ,W )g(ϕX, Y ) + g(Z,X)η(W )η(Y )

−g(Z, Y )η(W )η(X) + g(W,Y )η(Z)η(X)}
+g(h(Z, Y ), h(W,X))− g(h(Z,X), h(W,Y )).(5.1)

Proposition 1. Let B be hemi-slant submanifold of Lorentzian Kenmotsu space
form B(k).Therefore we get

R(X,Y, Z,W ) =
k + 3

4
{g(Z, Y )g(W,X)− g(W,Y )g(Z,X)}(5.2)

+g(h(Z, Y ), h(W,X))− g(h(Z,X), h(W,Y ))

for all X,Y, Z,W ∈ Γ(D1).

Proof. The proof follows from (5.1). �

Corollary 5.1. Let B be hemi-slant submanifold of Lorentzian Kenmotsu space
form B(k) and anti-invariant distribution D1 is totally geodesic. Therefore D1 is
flat if and only if k = −3.
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Theorem 5.2. Let B be hemi-slant submanifold of Lorentzian Kenmotsu space
form B(k).If anti-invariant distribution D1 is totally geodesic, therefore it is Ein-
stein.

Proof. Let D1 is totally geodesic. For all X,Y ∈ Γ(D1) using (5.2), we have Ricci
curvature by

S1(X,Y ) =

2p∑
i=1

k + 3

4
{g(X,Y )g(Ei, Ei)− g(X,Ei)g(Ei, Y )}.

Then, by elementary calculations, we get

S1(X,Y ) =
(k + 3)(2p− 1)

4
g(X,Y )

which proves the assertion. �

Corollary 5.3. Let B be hemi-slant submanifold of Lorentzian Kenmotsu space
form B(k). If D1 is totally geodesic, scalar curvature of D1 given by

τD1 = p(p− 1)
k + 3

4

Theorem 5.4. Let B be hemi-slant submanifold of Lorenzian Kenmotsu space form
B(k). Therefore the scalar curvatre of D2 is given by

τD2 = q
(k + 3)(2q − 1) + 3(k − 1)

2
.

Proof. For all U, V ∈ Γ(D2), from (5.2), Ricci curvature of D2 is given by

S2(U, V ) =
3(k − 1)(k + 3) + (2q − 1)

4
g(U, V )

which proves the assertion. �

6. Conclusion

Lorentzian manifolds have potential for applications in many fields of mathe-
matics and physics. In particular it is applicable to the theory of relativity, theory
of spacetimes. Researchers have increased studies on this field from different areas
in recent years. After the defination of Lorentzian Kenmotsu manifold, hemi-slant
submanifolds were studied. In this paper, the idea of examining curvature of hemi-
slant submanifold are emphasized. The works on this subject will be useful tools
for the applications of hemi-slant submanifold with different manifolds.

7. Acknowledgments

The authors would like to thank the reviewers and editors of Journal of Universal
Mathematics.

Funding The author declared that has not received any financial support for the
research, authorship or publication of this study.

The Declaration of Conflict of Interest/ Common Interest
The author declared that no conflict of interest or common interest

The Declaration of Ethics Committee Approval



108 RAMAZAN SARI

This study does not be necessary ethical committee permission or any special
permission.

The Declaration of Research and Publication Ethics
The author declared that they comply with the scientific, ethical, and citation

rules of Journal of Universal Mathematics in all processes of the study and that they
do not make any falsification on the data collected. Besides, the author declared
that Journal of Universal Mathematics and its editorial board have no responsibil-
ity for any ethical violations that may be encountered and this study has not been
evaluated in any academic publication environment other than Journal of Universal
Mathematics.

References

[1] P. Alegre, Slant submanifolds of Lorentzian Sasakian and para Sasakian manifolds, Taiwanese

Journal of Mathematics, Vol.17, pp.897-910 (2013).

[2] N. S. Basavarajappa, C. S. Bagewadi, D. G. Prakasha, Some results on Lorentzian
β−Kenmotsu manifolds. Ann. Math. Comp. Sci. Ser, Vol.35, pp.7-14 (2008).

[3] R.L. Bishop, B. O’Neill, Manifolds of negative curvature, Trans. Amer. Math. Soc., Vol.145,

pp.1-50 (1969).
[4] S. Dirik, B.Bulut, On the geometry of contact pseudo-slant submanifolds of para β−Kenmotsu

manifolds, Bulletin of the International Mathematical Virtual Institute, Vol.14, No.1, pp.157-168
(2024).

[5] S. Dirik, R. Sarı, Contact Pseudo-Slant Submanifolds of Lorentzian Para Kenmotsu Manifold,

Journal of Engineering Research and Applied Science, Vol.12, No.2, pp.2301-2306 (2023).
[6] K. L. Duggal, Speace time manifold and contact Manifolds, Int. J. of math. and mathematical

science, Vol.13, pp.545-554 (1990).

[7] K. Kenmotsu, A class of almost contact Riemannian manifolds, TohokuMath. J. II Ser., Vol.24,
pp.93-103 (1972).

[8] M. A. Khan, K. Singh, V. A. Khan, Slant submanifolds of almost LP-contact manifold, Dif-

ferential Geometry - Dynamical Systems, Vol.12, pp.102-108 (2010).
[9] R. Rosca, On Lorentzian Kenmotsu manifolds, Atti Accad. Peloritana Pericolanti Cl. Aci. Fis.

Mat. Natur, Vol.69, pp.15-30 (1991).

[10] R. Sarı, A. Vanlı, Slant submanifolds of a Lorentz Kenmotsu manifold. Mediterr. J.
Math.,16:129,(2019).
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Abstract. In this paper, by considering ideal which is special subfamily of
power set of natural numbers I∗-convergence of sequence of functions in asym-

metric metric spaces is defined and some results about new concept are given.

Obtained results is supported some examples to show differences by the clas-
sical ones.

1. Introduction

The definition of statistical convergence by using asymptotic density was first
introduced by Fast [6] and Steinhaus [17] in the same year 1951, independently.
Although, it looks a simple generalization of classical convergence, this definition
gave a new perspective to the researchers.

In [8], Freedman A.R. and Sember J. J. introduced a general concept of density
and studied the relationship between densities and strong convergence areas of dif-
ferent summability methods. In [2], It has been demonstrated that if a sequence
is strongly p-Cesaro summable or wp convergent then the sequence must be statis-
tically convergent for 0 < p < ∞ Furthermore a bounded statistically convergent
sequence must be wp convergent for any p, 0 < p <∞.

Di Maio G. and Kocinac L. D. R. introduced and examined statistical conver-
gence in topological and uniform spaces in [3]. They demonstrated the applicability
of this convergence to the theory of choice principles, function spaces, and hyper-
spaces.

Some years later in the paper [12], Ilkhan and Kara obtained some results about
completeness, compactness and pre-compactness by using statistically Cauchy se-
quences in a quasi metric spaces.

Later, based on the idea of this definition, P. Kostyrko, T. Salat, W. Wilczynki
[13] gave the concepts ideal convergence by characterizing the small sets of a space
in different ways.
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In article [7], the Bolzano-Weierstrass theorem is generalized by using ideal con-
vergence. The authors of the paper [7] provided instances of ideals possessing and
lacking the Bolzano-Weierstrass property, and examined the BW property in rela-
tion to submeasures and its extendibility to a maximal P-ideal. Apart from these,
The study [18] examined the completion of a linear n-normed space regarding ideal
convergence by introducing the notion of uniform continuous n-norm.

B. K. Lahiri and P. Das [14] carried out studies on I-convergence and I∗ con-
vergence and obtained important results. These concepts were studied in arbitrary
metric spaces or arbitrary topological spaces.

In [11], Argha Gosh discussed and examined the concepts of I∗(α)- convergence
and I∗-exhaustiveness of metric function sequences and explained the relationship
between these two concepts.

In asymmetric metric spaces (or quasi metric spaces in some sources) which is
a larger structure than metric spaces, some properties of quasi metric spaces were
given by Otafudu O. O. in [15], Reilly et all. in [16], Doitchinov D. in [4] and Dutta
R. in [5], where sequence and function sequence convergence and fixed point results
were given. Then, Ghosh A. (in his paper [10]) investigated the convergence of
sequences of functions in asymmetric metric spaces with the help of ideals.

In this paper, our aim to give new kind definitions of left (right) I∗(α)-convergence,
left (right) I∗- Alexandroff convergence, left (right) I∗-uniformly convergence for
function sequences in an asymmetric metric space and some relations between them
will be investigated.

2. Preliminaries and new results

In this part, we will present several new definitions along with corresponding
results related to them.Throughout the text, we are going to use YX to indicate
the set of all maps from the asymmetric metric spaces (X, q) to (Y, p)

Definition 2.1. Let X 6= ∅ be a set and q : X × X → [0,∞) be a function.
The function q is defined as an asymmetric metric on X if it meets the following
criteria: (i) q(x, y) ≥ 0, for all x, y ∈ X; (ii) q(x, y) = 0 if and only if x = y and (iii)
q(x, z) ≤ q(x, y) + q(y, z) holds for all x, y, z ∈ X.

Then, the pair (X, q) is referred to as an asymmetric metric space and in addition
to this if q possesses the property of symmetry, it is classified as a metric and (X, q)
is termed a metric space.

Definition 2.2. Let (X, q) be an asymmetric metric space. A left(right) topology
τ−(τ+) induced by q is generated by the collection of left(right) open balls

B− (x, r) := {y ∈ X : q(y, x) < r} (B+ (x, r) := {y ∈ X : q(x, y) < r})

for all x ∈ X and positive reals r > 0, respectively.

A sequence x̃ = (xn) is said left(right) convergent to a point x*, if for every ε > 0
there exists n∗ = n∗(ε) ∈ N such that xn ∈ B− (x*, r) (xn ∈ B+ (x*, r)) holds for all
n > n∗.

One of the important problems that arise as a result of the lack of symmetry
property is that left(right) limit of a sequence is not unique, in generally. Let’s give
an example to see this defect of asymmetric metric space:
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Example 2.3. Let us consider a real valued sequence x̃ = (xn) as

xn :=

{
1

2n , n is odd,
1

3n , n is even,

and asymmetric metric as

q(a, b) :=

{
0, a ≤ b,
1, a > b.

Hence, it is evident that every point of (−∞, 0) serves as a left limit point of the
sequence.

Definition 2.4. [9] A subset B of N is considered to have natural density natural
density (or asymptotic density) denoted by d(B) if following limit exists

d(B) := lim
n→∞

|B(n)|
n

,

where B(n) := {j ∈ B : j ≤ n} and the symbol |.| denotes the cardinality of the
inside set.

Definition 2.5. [13] Let X be a non-empty set. A family I ⊂ 2X is termed an
ideal on X if (i) U ∪ V ∈ I holds for all U, V ∈ I and (ii) U ∈ I and V ⊂ U , then
V ∈ I holds.

An ideal I is is referred to as non-trivial if I is not equal to ∅ and X is not an
element of I. A non-trivial ideal is termed admissible if it includes the singleton set
{x} for every x ∈ X.

Definition 2.6. [13] Let X 6= ∅. Then, F ⊂ 2X is defined as a filter on X if it
meets these criteria: (i) U ∩ V ∈ F for all U, V ∈ F and (ii) U ∈ F and U ⊂ V
implies that V ∈ F holds.

For any non-trivial ideal I ⊂ 2X it can be defined a filter as follows

F(I) := {U ⊂ X : U c ∈ I}
and it is called a filter associated with I. Following families

Id = {U ⊂ N : d(U) = 0}; F(Id) := {U ⊂ N : d(U) = 1}
are well known nontrivial admissible ideal and filter.

Definition 2.7. [10] Let I be an admissible ideal.It is referred to as Good, for any
sequence {An}n∈N of sets where An /∈ I for all n ∈ N, if there exists a sequence

{Bn}n∈N of mutually disjoint sets such that Bn ⊂ An, Bn ∈  L and
⋃∞

n=1Bn /∈ I
hold.

A condition equivalent to this definition will be given in the following lemma:

Lemma 2.8. An ideal I is Good iff for every {Dn}n∈N /∈ F(I) there exists pairwise

disjoint sets {Pn}n∈N ⊂ F(I) such that Pn ⊃ Dn and
⋂∞

n=1 Pn /∈ F(I) hold.

Proof. Assume I is a Good ideal and consider {Dn}n∈N /∈ F(I). Then, N \Dn /∈ I.

Since I is Good ideal, there exists An ⊂ N \Dn such that An ∈ I and
⋃∞

n=1An /∈ I.
If Pn is chosen as such Pn := N \An ∈ F(I), then

∞⋂
n=1

Pn =
∞⋂

n=1

N \An = N \
∞⋃

n=1

An /∈ F(I).

�
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Definition 2.9. [13] A sequence {xk}k∈N ⊂ (X, q) is described as left(right) I-
convergent to x∗ ∈ X if

{k ∈ N : q (xk, x∗) ≥ ε} ∈ I; ({k ∈ N : q (x∗, xk) ≥ ε} ∈ I)

holds for every ε > 0, respectively.

In this case,it is denoted by symbolically xk
I−→ x∗ and xk

I+→ x∗, respectively.

Definition 2.10. [10] Function sequence {fk}k∈N ⊂ YX is defined as left(right)

pointwise I-convergent to a function f ∈ YX if fk (x)
I−→ f(x) (fk (x)

I+→ f(x)) holds
for each x ∈ X.

Definition 2.11. [10] Function sequence {fk}k∈N ⊂ YX is called left(right) I-

convergent uniformly to f ∈ YX if for each ε > 0 there exists A ∈ F(I) such that
p (fk(x), f(x)) < ε (p (f(x), fk(x)) < ε) holds for all k ∈ A and x ∈ X.

Definition 2.12. [10] A function f ∈ YX is referred to as left continuous (f−-
continuous) at a point ξ ∈ X, if for every ε > 0, there exists δ > 0 such that
p (f(y), f(ξ)) < ε satisfies for all y ∈ B− (ξ, δ).

Similarly, right continuous (f+-continuous) at ξ ∈ X, if for every ε > 0, there
exists δ > 0 such that p (f(ξ), f(y)) < ε satisfies for all y ∈ B+ (ξ, δ).

Definition 2.13. (Sequential continuity at a point) A function f ∈ YX is
said to be (i) f−,− continuous at x∗ ∈ X, if whenever a sequence {xk}k∈N left
converges to x∗ in (X, q), then corresponding sequence {f(xk)}k∈N left converges
to f(x∗) in (Y, p);

(ii) f+,+ continuous at a point x∗ ∈ X, if whenever a sequence {xk}k∈N right
converges to x∗ in (X, q), then corresponding sequence {f(xk)}k∈N right converges
to f(x∗) in (Y, p).

Definition 2.14. Let (X, q) be an asymmetric metric space, {xn} ⊂ X be a
sequence and a∗ ∈ X. A sequence {xn} is said to be left (right) I∗-convergent to
a∗, if there exists K = {m1 < m2 < ... < mn < ...} such that

lim
n→∞

q (xmn
, a∗) = 0 ( lim

n→∞
q(a∗, xmn

) = 0)

holds.

It is denoted by symbolically xn
I∗−→ a∗ (xn

I∗+→ a∗), respectively.

Definition 2.15. A sequence of function {fk}k∈N ⊂ YX is called left (right) I∗ (α)

convergent to f ∈ YX if for any sequence {xk} that left(right) I∗ converges to point
x in I, the sequence (fk {xk}) is also left I∗-convergence to f(x).

Definition 2.16. A sequence of function {fk}k∈N ⊂ YX is called left(right) I∗-
exhaustive at a point á ∈ X if there exists A = A(á) ∈ I such that for every ε > 0
there exist δ = δ(ε, á) > 0 and n0 = n0(ε, á) ∈ N such that q(á, x) < δ (q(x, á) < δ)
implies p (fn(á), fn(x)) < ε (p (fn(x), fn(á)) < ε) for all n ∈ N \A and n ≥ n0.

Definition 2.17. A function sequence {fk}k∈N ⊂ YX is called left(right) pointwise

I∗-convergent to a function f ∈ YX if fk (x́)
I∗−→ f(x́) ( fk (x́)

I∗+→ f(x́)) satisfies for
all x́ ∈ X.

Theorem 2.18. Let x ∈ X and {fk}k∈N ⊂ YX is left pointwise I∗-convergent to
f at point x ∈ X. If {fk}k∈N is right pointwise I∗-convergent to f at every point
z ∈ X \ {x} and {fk}k∈N is left I∗- exhaustive at x ∈ X, then f is f−-continuous
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Proof. Owing to the fact that {fk}k∈N is left I∗-exhaustive at x ∈ X, then there
exists A = A(x) ∈ I such that for every ε > 0 there exists δ = δ(ε, x) > 0 and
∃n0 = n0(ε, x) ∈ N such that for every q(y, x) < δ implies

p(fn(y), fn(x)) < ε

for all n ≥ n0 and n ∈ N \A.
Let y ∈ B−(x, δ) \ {x}. Since, {fk} is right pointwise I∗-convergent to f , then

we have fk (x)
I∗+→ f(x) for all y ∈ X.

So, there exists K = {k1 < k2 < ...} ∈ F(I) such that limn→∞ p(f(y), fkn
(y)) =

0. Then, for all ε > 0 there exists n1 ∈ N such that p(fn(y), fn(x)) < ε
3 holds for

every kn ≥ n1.
Since, {fk}k∈N ⊂ YX is left pointwise I∗-convergent to f at point x ∈ X, then

there exists M2 ∈ F(I) such that limm→∞ p(fkm(x), f(x)) < ε
3 holds.

Now, K1 ∩K2 ∩ (N \A) ∈ F(I) and this implies that K1 ∩K2 ∩ (N \A) 6= ∅.
Hence, we can choose j ∈ K1 ∩K2 ∩ (N \A). Then, for all y ∈ B−(x, δ) \ {x} we

have

p(f(y), f(x)) ≤ p(f(y), fj(y)) + p(fj(y), fj(x)) + p(fj(x), f(x)) < ε.

Therefore, f is left continuous. �

Theorem 2.19. If {fk}k∈N ⊂ YX is left pointwise I∗-convergent to f at point
x ∈ X and {fk}k∈N is left I∗- exhaustive at x ∈ X, then {fk}k∈N is left I∗ (α)

convergent to f ∈ YX at x ∈ X.

Proof. For the reason that {fk}k∈N ⊂ YX is left pointwise I∗-convergent to f at

point x ∈ X, then fk (x)
I∗−→ f(x). So, it can be find a set K = {k1 < k2 < ...} ∈

F(I) such that

lim
m→∞

p(fkm
(x), f(x)) = 0

holds. Hence, for all ε > 0 there exists natural number n0 such that p(fkm
(x), f(x)) <

ε
2 holds for every km ≥ n0. Given that {fk}k∈N is left I∗- exhaustive at x ∈ X, then

there exists K
′

= K
′
(x) ∈ I such that for all ε > 0 there exists δ = δ(ε, x) > 0

and n1 = n1(ε, x) ∈ N 3 for every q(y, x) < δ implies p(fn(y), fn(x)) < ε
2 for all

n ∈ N \K ′ and ∀n ≥ n1.

Let xn
I∗−→ x, n → ∞. We must show that fn(xn)

I∗−→ f(x), n → ∞. Since

xn
I∗−→ x, n→∞, then there exists

K
′′

= {m1 < m2 < ... < mk < ...} ∈ F(I)

such that limk→∞ q(xmk
, x) = 0.

So, for all δ > 0 there exists n1(δ) ∈ N such that q(xmk
, x) < δ holds for all

mk ≥ n1.
Let us take K∗ := K

′ ∩K ′′ ∈ F(I) and n∗ := max {n0, n1} ∈ N. Thus, we have
p(fn(xn), fn(x)) < ε

2 for all n ≥ n∗ where n ∈ K∗. Also, for any j ∈ K∗ following
inequality

p(fj(xj), f(x)) < p(fj(xj), fj(x)) + p(fj(x), f(x)) < ε

holds.
This gives left pointwise I∗-convergence of {fk}. So, proof is ended. �
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Theorem 2.20. Assume that left I∗-convergence signifies right I∗-convergence in
Y. If I is Good and {fk}k∈N is left I∗ (α) convergent to f ∈ YX at x ∈ X, then

{fk}k∈N ⊂ YX is left pointwise I∗-convergent to f at point x ∈ X and {fk}k∈N is
left I∗- exhaustive at x ∈ X.

Proof. Obviously, {fk}k∈N ⊂ YX is left pointwise I∗-convergent to f at point
x ∈ X. Assume that {fk} does not left I∗- exhaustive at a point x. Then, for

every A = A(x) ∈ F(I) there exists an ε
′
> 0 such that for all δ = δ(ε

′
, x) > 0 and

n0 = n0(ε, x) ∈ N there exists k ∈ A (k ≥ n0) such that q(z, x) < δ implies

p(fk(z), fk(x)) ≥ ε
′
.

Especially, let us choose A = N and δ = 1
k . Then, there exists nk ∈ N such that

for some xk ∈ B−(x, 1
k ), implies

p(fnk
(xk), fnk

(x)) ≥ ε
′
.

We consider only one such xk corresponding to each such nk. Let Ak denote
all such nk ∈ N satisfying the above inequality and Bk denote the collection of
corresponding unique x′ks. We claim that N\{Ak} /∈ F(I). Suppose N\{Ak} ∈ F(I).
Then, {Ak} ∈ I. Thus, there exists nk0 ∈ Ak such that

p(fnk
0
(xk0), fnk

0
(x)) ≥ ε

′

for some xk0 ∈ B−(x, 1
k ), which is inconsistent with the definition of Ak.

Thus, N \ {Ak} /∈ F(I). Since I is Good ideal, then from Lemma 2.8 for every
N \ {Ak} /∈ F(I) there exist Pk ⊃ N \ {Ak} pairwise distinct sets such that N \Pk ∈
F(I) for every k ∈ N and

⋂∞
k=1 N \ Pk /∈ F(I).

Now, let Pk =
{
pk1 < pk2 < ...

}
. Examine a sequence {zn} as follows:

{zn} :=

{
x, n /∈

⋂∞
k=1 N \ Pk,

xkj , n ∈ Pk,

and n = pkj , xkj ∈ Bk corresponds to the natural number pkj ∈ Ak. Let ε > 0 be

given. As a result, there is a least k0 ∈ N such that 1
k0
< ε. Now,

{n ∈ N : q(zn, x) ≥ ε} ⊂
k0−1⋃
k=1

N \ Pk ∈ I

Thus, zn
I∗−−−→ x, n→∞. On the flip side,{

n ∈ N : p(fn(zn), fn(x)) ≥ ε
′
}

= N \ Pk ∈ F(I)

holds which is a contradiction. Hence, {fk}k∈N is left I∗- exhaustive at x ∈ X. �

Definition 2.21. A sequence of functions {fk}k∈N ⊂ YX is described as left(right)
uniformly I∗- convergent to a function f if for every ε > 0 and for all x ∈ X there
exists K /∈ I with n0 = n0(ε) ∈ K such that p(fn(x), f(x)) < ε ( p(f(x), fn(x)) < ε)
holds for all n ≥ n0 and n ∈ K.

Similarly, right uniformly I∗- convergence can also be defined.

Theorem 2.22. Assume that left I∗-convergence implies right I∗-convergence in
Y and x ∈ X. If for every ε > 0 there exists δ > 0 and K = {k1 < k2 < ...} ∈ F(I)
such that for all y ∈ B−(x, δ) we have

p(fkn
(y), fkn

(x)) < ε
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then, p(fkn
(x), fkn

(y)) < ε holds for all y ∈ B−(x, δ).

Proof. The proof is clear. So, it is omitted here. �

Definition 2.23. Let (X, q) be an asymmetric metric space and K ⊂ X be a set.
Then, K is said to be left(right) compact if every open cover of K in left(right)
topology has a finite sub-cover.

Theorem 2.24. Assume that left I∗-convergence implies right I∗-convergence in
Y. If sequence of functions {fk}k∈N ⊂ YX is left pointwise I∗-convergent to f and
{fk}k∈N is left I∗−exhaustive on X, then f is left continuous on X and {fk}k∈N ⊂
YX is left uniformly I∗−convergent to the function f on every left compact subset
of X.

Proof. Initially, we will establish that f is left continuous on X. Let x ∈ X be
an arbitrary element. Since {fk}k∈N is left I∗- exhaustive at x, then there exists
A = A(x) ∈ F(I) such that for all ε > 0 there exists δ = δ(ε, x) > 0 and there exists

n
′

= n
′
(ε, x) ∈ N such that for every q(y, x) < δ implies p(fk(y), fk(x)) < ε for all

n ∈ A and n ≥ n′ .
Postulate that f is not left continuous function. Then, when {xk} is left I∗-

convergent to x, the sequence {f(xk)} is not left I∗-convergent to f(x). So,
there exists K = {k1 < k2 < ...} ∈ F(I) such that limn→∞ q(xkn , x) = 0 holds
but limn→∞ p(f(xkn), f(x)) = 0. Then, for all ε > 0 there exists n0 ∈ N
such that q(xkn

, x) < ε holds for all n ≥ n0 but there exists n1 ∈ N such that
p (f(xkn

), f(x)) ≥ ε holds for all n ≥ n1. This is a conflict with the definition of
being left I∗-exhaustive and therefore f is left continuous.

Let K be a left compact subset of X, ε > 0 and x ∈ K. Then, f is left
continuous at x. Therefore, there exists δ > 0 such that we have p(f(y), f(x)) < ε

3

for y ∈ B−(x, δ). Since, left I∗−convergence implies right I∗- convergence in Y.
Then, we have p(f(y), f(x)) < ε

3 . Since {fk}k∈N is left I∗-exhaustive at x, then
there exists A = A(x) ∈ F(I) such that for all ε > 0 there are δ = δ(ε, x) > 0 and

n
′

= n
′
(ε, x) ∈ N such that for every q(y, x) < δ implies p(fk(y), fk(x)) < ε for all

n ∈ A, n ≥ n′ .
Now, K ⊂

⋃
x∈K B−(x, δx) and K is left compact. Then, there exists finite

number points
x1, x2, ..., xm ∈ K

such that K ⊂
⋃m

i=1 B−(xi, δxi
) holds. Since {fk}k∈N is left pointwise I∗-convergent

to f for each i there are Ai ∈ F(I) such that

p(fk(xi), f(xi)) <
ε

3

holds for each k ∈ Ai. Now, let us consider B :=
⋂m

i=1Ai∩Axi
. Then, B ∈ F(I). If

z ∈ K, then there exists i ∈ {1, 2, ...,m} such that q(z, xi) < δxi < δ implies that

p(f(xi), f(z)) <
ε

3
and

p(fk(z), fk(xi)) <
ε

3
hold for all k ∈ B and z ∈ B−(xi, δxi

). Hence, we obtain

p(fk(z), f(z)) < p(fk(z), fk(xi)) + p(fk(xi), f(xi)) + p(f(xi), f(z)) < ε.

So, we arrived the proof. �
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Definition 2.25. A sequence of left(right) continuous function {fk}k∈N ⊂ YX is
said to be left(right) I∗- Alexandroff convergent to the function f if, {fk}k∈N is
left(right) pointwise I∗-convergent to f , for all ε > 0 and A ∈ F(I) there exists
MA = {m1 < m2 < ...} ⊂ A and an open cover U = {Uk : k ∈ A} in the left
(right) topology of I such that for every x ∈ Uk we have p (fmk

(x), f(x)) < ε
(p (f(x), fmk

(x)) < ε).

Definition 2.26. [10] An asymmetric metric q defined on I is said to have satisfy
approximate metric axiom (AMA) if there exists a map c : X ×X → [0,∞) such
that q(y, z) ≤ c(z, y).q(z, y) holds for every z, y ∈ X where c meets the condition
described as: For all z, there exists δz > 0 such that for all y ∈ B+ (z, δz) implies
that c (z, y) ≤ C (z) holds, where C (z) > 0 is a real number.

Theorem 2.27. (X, q) and (Y, p) be asymmetric spaces. Suppose that (Y, p) pro-
vides the property (AMA) and corresponding map C is bounded. If {fk}k∈N is left
I∗− Alexandroff convergent to the function f then f is left continuous.

Proof. Assume that {fk}k∈N be left I∗- Alexandroff convergent to the function f .
Then, {fk} is left continuous map, {fk} is left pointwise I∗-convergent to f and for
all ε > 0, A ∈ F(I) there exists

MA = {m1 < m2 < ...} ⊂ A

and open cover

V = {Vk : k ∈ A}
in the left topology of X such that every x ∈ Vk we have p(fmk

(x), f(x)) < ε.
Let x ∈ X and {xn} is left I∗-convergent to x. Since {fk}k∈N is left pointwise

I∗- convergent to f , there exist K = {m1 < m2 < ...} ∈ F(I) and n0 (ε, x) ∈ N such
that

p(fmk
(x), f(x) <

ε

3r

for all mn, n0. Since the function corresponding to C is bounded, there exist r > 0
such that C(z) < r holds for all z ∈ X. Let K ∈ F(I).

Then, there existsMk = {m1 < m2 < ...} ∈ F(I) and open cover V = {Vk : k ∈ A}
such that p(fmk

(x), f(x)) < ε
3 for every x ∈ Vk.

Since V = {Vk : k ∈ A} is open cover, then we can choose a k ∈ N such that x ∈
Vk. Because of fmk

is left continuous at X and {xn} is left I∗-convergent to X, there
exists n1 ∈ N such that for every n ≥ n1 when {xn} ∈ Vk , p(fmk

(xn), fmk
(x)) < ε

3 .
Since (Y, p) satisfies the property (AMA), we can see

p(f(xn), f(x)) < p(f(xn), fmk
(xn)) + p(fmk

(xn), fmk
(x)) + p(fmk

(x), f(x))

< C(fmk
(xn))p(fmk

(xn), f(xn)) +
ε

3
+
ε

3
< ε.

�

3. CONCLUSION

In this work, information about I∗-convergence in asymmetric metric spaces is
given. Similar results can be generalized to IK convergence, where I and K are
admissible ideals.
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Abstract. This study, introduces a new definition of hyperbolic spinors through

a transformation from the Horadam split quaternion, which holds significant

importance in mathematics and physics. Subsequently, fundamental concepts
such as conjugate and norm are elucidated. Leveraging the defined hyperbolic

spinor and the recurrence relation of the Horadam sequence, a novel sequence

is delineated, and its foundational equations, akin to the generator function
and Binet formula, are expressed through theorems.

1. Introduction

Number sequences are of significant interest in mathematics. Among these,
the number of sequences attributed to Leonardo Fibonacci (1170–1250) stand out
prominently. However, numerous sequences exist akin to the Fibonacci sequence,
where each term after the second is the sum of the preceding two terms, albeit with
different initial values. Notable examples include the Lucas, Pell, modified Pell,
Pell–Lucas, Jacobsthal, and Jacobsthal–Lucas numbers, each defined with distinct
starting points [10].

Mathematically, quaternions represent a number system that extends beyond
complex numbers, thus enriching the domain of normed division algebra. This al-
gebraic hierarchy comprises the real numbers R, complex numbers C, quaternions H,
and octonions O, marking a significant milestone in modern algebra following their
discovery in 1843 by Hamilton [8]. Hamilton’s seminal work has resonated across
diverse disciplines, spanning from quantum physics to computer science [6, 7, 13].
Within algebraic realms, split quaternions or coquaternions emerge as elements
within a 4-dimensional associative algebra initially introduced by James Cockle [5].
Diverging from the quaternion algebra established by Hamilton, which delineates
a 4-dimensional real vector space equipped with a multiplicative operation, split
quaternions exhibit distinctive attributes. They encompass zero divisors, nilpo-
tent elements, and nontrivial idempotent elements, distinguishing themselves from
conventional quaternionic structures.
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Spinor is a significant concept in quantum mechanics, particularly in areas such
as spacetime geometry and particle physics. Spinors are used to represent a property
called spin, which is the rotation of a particle around its axis, determining its
magnetic moment and response to magnetic fields. Spinors are mainly employed
in defining fermions (particles with spin) in quantum mechanics, particularly in
describing the properties of fundamental particles such as electrons, protons, and
neutrons. Consequently, spinors are crucial for understanding and predicting the
behavior of fundamental particles [3]. However, spinors are not limited to quantum
mechanics alone. Mathematically, spinors are also utilized in general relativity
and spacetime geometry. Spinors are particularly used to describe the behavior of
particles subject to Lorentz transformations (operations rotating and changing the
direction of spacetime). This is particularly important for understanding topics
such as spacetime curvature and time dilation within the framework of Einstein’s
general theory of relativity. Spinors represent an essential concept with broad
applications in physics and mathematics, utilized in various fields ranging from
theoretical physics to practical applications such as magnetic resonance imaging
[12].

2. Preliminaries

The recurrence relation defines Horadam number sequence

Wn+2 = pWn+1 + qWn

with initial conditions W0 = a, W1 = b, for n ≥ 0. The characteristic equation of
the recurrence relation of this sequence is

x2 − px− q = 0

the roots of the equation are

α =
1 +
√
d

2
, β =

1−
√
d

2
, d = p2 + 4q.

The recurrence relation of the (p, q)-Fibonacci number sequence derived from
the Horadam number sequence with initial conditions a = 0 and b = 1 is

Un+2 = pUn+1 + qUn.

where Un is nth (p, q)-Fibonacci number, for n ≥ 0 [4].
Ipek has formulated the recurrence relation for (p, q)-Fibonacci quaternions, rep-

resented by the equation

QUn+2 = pQUn+1 + qQUn, n ≥ 0.

and has subsequently derived various identities. These include the Binet formula,
generating functions, and specific binomial sums incorporating (p, q)-Fibonacci
quaternions.

The recurrence relation defines (p, q)- Lucas sequence

Vn+2 = pVn+1 + qVn

with initial conditions V0 = 2, V1 = b, for n ≥ 0 [9].
Patel and Ray introduced the (p, q)- Lucas quaternion and they define this

quaternion as follows [11].
The (p, q)- Lucas quaternion is defined recursively by

QVn+2 = pQVn+1 + qQVn, n ≥ 0.
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Let’s give some information about split quaternions, which play an essential role
in our paper. You can find more detailed information in [1].

A split quaternion is defined with q = q0 + iq1 + jq2 +kq3, where q0, q1, q2, q3 ∈ R
and the quaternion basis {1, i, j,k} is given such that

i2 = −1, j2 = k2 = 1, ijk = 1, ij = −ji = k, jk = −kj = i, ki = −ik = j

Let q0 = Sq and Vq = iq1 + jq2 + kq3 be scalar and vectorial parts of the
quaternion q. So, we can write the quaternion q as q = Sq + Vq. The set of these
quaternions is K. Let p = Sp + Vp, q = Sq + Vq ∈ K be two real quaternions.
q is the conjugate of the quaternion q is equal to q = Sq − V q and it is

q = q0 − iq1 − jq2 − kq3

In addition, the norm of a split quaternion

N(q) =
√
q2
1 + q2

2 + q2
3 + q2

4

For n ≥ 0, define the split Horadam quaternion Hn by

Hn = Wn + iWn+1 + jWn+2 + kWn+3

where, Wn is the nth Horadam number and i,j,k are split quaternionic units [2].
On the other hand, let us consider the vector (α1, α2, α3) with α1

2+α2
2+α3

2 = 0
in the complex vector space C3. These vectors form a two-dimensional surface in
the two-dimensional C2 subspace of C3 . If the parameters of this two-dimensional
surface are taken as ϕ1 and ϕ2 , the following equations can be written

α1 = ϕ1
2 − ϕ2

2

α2 = i
(
ϕ1

2 + ϕ2
2
)

α3 = −2ϕ1ϕ2

Thus, each isotropic vector in C3 corresponds to a vector in C2 and vice versa. The

vector ϕ = (ϕ1, ϕ2) ∼=
[
ϕ1

ϕ2

]
obtained in this way is called a spinor [12].

3. Main Theorems and Proofs

Hyperbolic spinors corresponding to the Horadam split quaternion were defined
using the transformations provided in the preceding section. Their conjugates,
norms and fundamental properties were examined in this section. Additionally,
important equalities and theorems, such as the Binet formula and the generating
function were proven. Consequently, by determining the initial conditions of the
Horadam sequence, special cases of hyperbolic spinous, namely (p, q)- Fibonacci
and (p, q)- Lucas hyperbolic spinors, were introduced and fundamental equations
for both were derived.

Definition 3.1. Let Hn = Wn + iWn+1 + jWn+2 + kWn+3 be nth split Horadam
quaternion where Wn is nth Horadam number for n ≥ 0. Hw is the set of split
Horadam quaternions. Therefore, we give the linear transformation between the
hyperbolic spinors and split quaternions as follows:

ϕw : Hw −→ S

Hw −→ ϕw (Wn + iWn+1 + jWn+2 + kWn+3) =

[
Wn + jWn+3

−Wn+1 + jWn+2

]
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Furthermore, a new hyperbolic Horadam spinor sequence can be introduced using
the spinor defined. The recurrence relation of this sequence is as follows.

SHn+1 = pSHn + qSHn−1

where p and q are real numbers,

SH0 =

[
a+ j

(
p2b+ qpa+ qb

)
−b+ j(pb+ qa)

]
, SH1 =

[
b+ j

(
p3b+ p2qa+ 2pqb+ qbpa

)
−pb− qa+ j

(
p2b+ qpa+ qb

]
are initial conditions.
The set of hyperbolic Horadam spinor sequences is

{SHn}∞n∈N

=

{[
a+ j(p2b+ qpa+ qb)
−b+ j(pb+ qa)

]
,

[
b+ j(p3b+ p2qa+ 2qbp+ q2bpa)
−pb− qa+ j(p2b+ qpa+ qb)

]
, ...,

[
Wn + jWn+3

−Wn+1 + jWn+2

]
, ...

}
where SHn =

[
Wn + jWn+3

−Wn+1 + jWn+2

]
is nth hyperbolic Horadam spinor and Wn

is nth Horadam number.

Definition 3.2. Let n ≥ 0, n ∈ Z and the nth hyperbolic (p, q)- Lucas spinor is
SVn. Then, the recurrence relation of hyperbolic (p, q)- Lucas spinors is as follows:

SVn+2 = pSVn+1 + qSVn

with initial conditions

SV0 =

[
2 + j

(
p2b+ 2pq + pqb

−b+ j(pb+ 2q)

]
SV1 =

[
b+ j

(
p3b+ 2qp2 + p2qb+ pbq + 2q2

)
−(pb+ 2q) + j

(
p2b+ 2qb+ pbq

) ]
.

Similar to number sequences, here, by keeping the coefficients constant in the
recurrence relation of the hyperbolic Horadam spinor sequence and changing the
initial conditions to a = 0, b = 1, the hyperbolic (p, q)- Fibonacci spinor sequence
can be obtained. Similarly, when a = 2, b = b is taken, the hyperbolic (p, q)-Lucas
spinor sequence can be obtained as follows:

Definition 3.3. Hyperbolic (p, q)- Fibonacci spinor sequence is defined with

SUn+2 = pSUn+1 + qSUn

recurrence relation for n ≥ 0. The initial conditions of this sequence are

SU0 =

[
j
(
p2 + q

)
−1 + jp

]
, SU1 =

[
1 + j

(
p3 + 2pq

)
−p+ j

(
p2 + q

) ] .
The terms for this two hyperbolic spinor, defined with a = 0, b = 1, have been

obtained. In hyperbolic (p, q)- Fibonacci spinors, taking p = 1, q = 1 results in
the recurrence relation of the Fibonacci sequence. Therefore, similar properties
provided for hyperbolic Horadam spinors can readily be derived for hyperbolic
Fibonacci spinors. A parallel situation also holds for hyperbolic (p, q)-Lucas spinors.
By classifying hyperbolic Horadam spinors, such as the Fibonacci, Pell, Pell-Lucas,
Jacobsthal, Jacobsthal Lucas sequences obtained through the classification of the
coefficients and initial conditions of the Horadam sequence, the following table can
be derived.
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p q a b Hyperbolic Horadam spinor
p q 0 1 Hyperbolic ( p, q )-Fibonacci spinor
p q 2 p Hyperbolic ( p, q )-Lucas spinor
2 1 0 1 Hyperbolic Pell spinor
1 2 0 1 Hyperbolic Jacobsthal spinor
1 1 2 1 Hyperbolic Lucas spinor
2 1 2 2 Hyperbolic Pell Lucas spinor
2 1 2 1 Hyperbolic Jacobsthal Lucas spinor

Table 1. Various hyperbolic spinor types.

For example, let’s construct the hyperbolic Lucas spinor sequence using the
numerical values specified in the table. Let the general term of the sequence be
denoted as SHLn. Then, the initial conditions SHL0 and SHL1 are as follows.

SHL0 =

[
2 + 4j
−1 + 3j

]
,

SHL1 =

[
1 + 7j
−3 + 4j

]
.

Since the recurrence relation of the Lucas sequence is satisfied, the other terms of
the sequence are obtained using the relation

SHLn+1 = SHLn + SHLn−1.

Definition 3.4. Let the conjugate of the split Horadam quaternion Hn = Wn −
iWn+1 − jWn+2 − kWn+3. The hyperbolic Horadam spinor SHn corresponding to
the conjugate of the split Horadam quaternion is written by(

SHn

)
=

[
Wn − jWn+3

−Wn+1 − jWn+2

]
Furthermore, by utilizing conjugate definitions, we can obtain the following.
The hyperbolic conjugate of hyperbolic Horadam spinor SHn is

SH∗n =

[
Wn − jWn+3

Wn+1 − jWn+2

]
.

Hyperbolic Horadam spinor conjugate SH̃n = jCSHn is

SH̃n =

[
−Wn+2 − jWn+1

Wn+3 − jWn

]
The mate of hyperbolic Horadam spinor SH̆n = −CSHn is

SH̆n =

[
Wn+1 + jWn+2

Wn − jWn+3

]
where

C =

[
0 1
−1 0

]
.

Let’s give an example for each of the numerical counterparts of the given conju-
gate definitions.

For n = 0 hyperbolic Horadam spinor SH0, the conjugatesof this spinor are as
follows.
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(
SH0

)
=

[
a− j(pc+ qb)
−b− jc

]
,

SH∗0 =

[
a− j(pc+ qb)
b− jc

]
,

SH̃0 =

[
−a− j(pc+ qb)

b− jc

]
,

SH̆0 =

[
a+ j(pc+ qb)
b− jc

]
.

Corollary 3.5. For the hyperbolic Horadam spinor SHn and its conjugates, the
following equalities are valid.

· CSĤn = SHn,

· jH̃n = −SĤn,

· jCSH̃n = −SHn.

Proposition 3.6. Let the nth hyperbolic Horadam spinor SHn be the spinor cor-
responding to the nth split Horadam quaternion Wn. In this case, the hyperbolic
Horadam spin or representation of the split quaternion norm is as follows:

N (Hn) = (SH∗n)
>
SHn.

Proof. Assume that nth hyperbolic Horadam spinor SHn corresponds to the nth
split Horadam quaternion Wn. Then, the following equation can be obtained as:

(SH∗n)
>
SHn =

[
Wn − jWn+3 Wn+1 − jWn+2

] [ Wn + jWn+3

−Wn+1 + jWn+2

]
We can associate to the product of two Horadam split quaternions with a hy-

perbolic Horadam spinor matrix product as follows:

qw → q̂w −→ Q̂SH

where Q̂ is the hyperbolic, unitary, square matrix defined by

Q̂ =

[
W0 + jW3 W1 + jW2

−W1 + jW2 W0 − jW3

]
.

�

We present fundamental equations, such as the Binet formula, generating func-
tion.

Theorem 3.7. The Binet formula for hyperbolic Horadam spinor is as follows.

SHn =
1

2
√
d

([
r +
√
d(a+ j(pc+ qb))

s+
√
d(−b+ jc)

]
αn −

[
r −
√
d(a+ j(pc+ qb))

s−
√
d(−b+ jc)

]
βn

)
where r = 2b− pa+ j

(
p2c+ pqb+ 2qc

)
, s = pb− 2c+ j(pc+ 2qb),

c = pb+ qa, α =
1 +
√
d

2
, β =

1−
√
d

2
, d = p2 + 4q.
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Proof. The characteristic equation of the recurrence relation of hyperbolic Horadam
spinor sequence is x2− px− q = 0. The discriminant of this equation is d = p2 + 49

and the roots of α and β are α = p+
√
d

2 , β = p−
√
d

2 . The Bines formula for hyperbolic

Horadam spinor sequence is SHn = Aαn + Bβn where A =

[
a0

a1

]
, B =

[
b0
b1

]
are 2 × 1 matrices. When substituted for n = 0 and n = 1, after performing the
necessary operations, the desired result is obtained. �

As a result, the Binet formulas for hyperbolic (p, q)- Fibonacci and hyperbolic
(p, q)- Lucas spinors can be expressed as follows.

Corollary 3.8. The Binet formulas for hyperbolic (p, q)-Fibonacci and hyperbolic
(p, q)- Lucas spinor are as follows, respectively.

SUn =
1

2
√
d

([
2 + j

(
p3 + 3pq

)
+
√
d
(
jp2 + jq

)
−p+ j

(
p2 + 2q

)
+
√
d(−1 + jq)

]
αn −

[
2 + j

(
p3 + 3pq

)
−
√
d
(
jp2 + jq

)
−p+ j

(
p2 + 2q

)
−
√
d(−1 + jq)

]
βn.

SVn =
1

2
√
d

(
2b− 2p+ j

(
p3b+ p2bq + 4qp2 + 4q2

)
+
√
d
(
4 + 2p2bj + 4qbj + 2pqbj

)
−pb− 4q + j

(
p2b+ 2pq + 2pqb

)
+
√
d(−2b+ 2pb+ 4q)

]
αn−[

2b− 2p+ j
(
p3b+ p2qb+ 4qp2 + 4q2

)
−
√
d
(
4 + 2p2bj + 4qbj + 2pbqj

)
−pb− 4q + j

(
p2b+ 2pq + 2pbq

)
−
√
d(−2b+ 2pbj + 4qj)

]
βn.

Theorem 3.9. The generating function for the nth hyperbolic Horadam spinor is
obtained as follows:

Gw(x) =
1

1− px− qx2
(SH0(1− px) + SH1) ,

where

SH0 =

[
a+ j(pc+ qb)
−b+ jc

]
SH1 =

[
b+ j

(
p2c+ qbp+ qc

)
−c+ j(pc+ qb)

]
, c = pb+ qa.

Proof. Assume that SHn is the nth hyperbolic Horadam spinor and the generating
function of the hyperbolic Horadam spinor is

Gw(x) =

∞∑
n=0

SHnx
n.

First, the function can be written from the recurrence relation of the hyperbolic
Horadam spinor sequence as follows:

∞∑
n=0

SHn+2x
n = p

∞∑
n=0

SHn+1x
n + q

∞∑
n=0

SHnx
n,

∞∑
n=2

SHnx
n−2 = p

∞∑
n=1

SHnx
n−1 + q

∞∑
n=0

SHnx
n.

Then, the following equation can be obtained

1

x2
[−SH0 − SH1 +Gw(x)] = p

1

x
[−SH0 +Gw(x)] + qGw(x)
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Consequently, for the hyperbolic Horadam spinors, the generating function is
obtained as follows.

Gw(x) =
1

1− px− qx2
(SH0(1− px) + SH1) .

�

Corollary 3.10. The generating functions for hyperbolic (p, q)- Fibonacci spinors
and hyperbolic (p, q)-Lucas spinor are as follows, respectively.

Gu(x) =
1

1− px− qx2

[
1 + j

(
p3 + 2pq + p2 + q − p3x− qpx

)
−1− p+ j

(
p− p2x+ p2 + q

) ]
,

Gv(x) =
1

1− px− qx2

[
2 + b− 2px+ j

(
(1− x)

(
p3b+ 2qp2 + p2bq

)
+ 2pq + 2pqb+ 2q2

)
−b− pb− 2q + pbx+ j

(
(1− x)

(
p2b+ 2pq

)
+ pbq + 2q

) ]
.

4. Conclusion

This study, defined hyperbolic Horadam spinor sequences using the most general
form of number sequences, namely Horadam sequences and split Horadam quater-
nions. Additionally, (p, q)-Fibonacci and (p, q)-Lucas hyperbolic spinor sequences
were defined using the general forms of Fibonacci and Lucas sequences with pa-
rameters p and q. The relationships between these newly defined sequences, as well
as their internal relationships, were demonstrated through provided equalities. As
a result, a new hyperbolic spinor sequence was defined based on the properties of
number sequences and the definitions of split quaternions and spinors.
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Abstract. This study explores the formation of polynomials of at most degree

n using the first n+1 terms of the Jacobsthal and Jacobsthal-Lucas sequences

through Lagrange interpolation. The paper provides a detailed examination of
the recurrence relations and various identities associated with the Jacobsthal

and Jacobsthal-Lucas Lagrange Interpolation Polynomials.

1. Introduction

As is well known, Fibonacci numbers have been prominently featured in applied
sciences. There have been many studies on Fibonacci numbers and their gener-
alizations over the centuries. Lucas numbers, which share the same recurrence
relation but have different initial conditions from Fibonacci numbers, have many
relationships with the Fibonacci numbers. Both Fibonacci and Lucas numbers are
sequences of second-order recurrence relations. There are many sequences of the
same order, some of which include Pell, Jacobsthal, Pell-Lucas, and Jacobsthal-
Lucas sequences. Among the generalizations of the Fibonacci sequence, the Tri-
bonacci sequence has a third-order recurrence relation. Some sequences with a
third-order recurrence relation are the Narayana, Perrin, and Padovan sequences.
The purpose of this study is to establish a relationship between the Lagrange in-
terpolation with the Jacobsthal sequences.
Jacobsthal numbers have attracted a lot of interest due to their intriguing char-
acteristics. Jacobsthal and Jacobsthal-Lucas numbers appear respectively as the
integer sequences A001045 and A014551 from [21, 22]. The Jacobsthal sequence
{Jn}n≥0 is

Jn+2 = Jn+1 + 2Jn.(1.1)
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with the initial elements J0 = 1 and J1 = 1. First few terms of the sequence {Jn}
are

1, 1, 3, 5, 11, 21, 43, 85, 171, 341.

The Jacobsthal-Lucas sequence {jn}n≥0 is

jn+2 = jn+1 + 2jn.(1.2)

with the initial elements j0 = 2 and j1 = 1. First few terms of the sequence {jn}
are

2, 1, 5, 7, 17, 31, 65, 127, 257, 511.

Some studies related to the sequences {Jn} and {jn} can be found in [1–12, 14–
16, 18, 19, 23]. The characteristic equation of the recurrences {Jn} and {jn} is

x2 − x− 2 = 0(1.3)

where the roots of the equation (1.3) are

x1 = 2 and x2 = −1

in order for,

x1 + x2 = 1, x1 − x2 = 3 and x1x2 = −2.

The Binet-like formulas of the sequences {Jn} and {jn} are

Jn =
2n − (−1)n

3
(1.4)

and

jn = 2n + (−1)n,(1.5)

respectively. Some interrelationships are

Jn + jn = 2Jn+1(1.6)

3Jn + jn = 2n+1(1.7)

The Lagrange interpolating polynomial is essentially a rephrased version of the
Newton polynomial that eliminates the need to calculate divided differences. La-
grange interpolation is beneficial because it is effective for data points that are
unevenly spaced along the independent variable. In the realm of numerical anal-
ysis, interpolation refers to the method of identifying the most suitable function
based on certain given points. The most basic form of interpolation uses a poly-
nomial. This implies that for a set of specified points, there is a polynomial that
intersects all these points. This polynomial approximates the underlying function
closely. One technique for polynomial interpolation is the Lagrange interpolation
method [20].

Let Pn be the set of all real-valued polynomials of degree at most n defined over
the set R of real numbers, given that n is a nonnegative integer. The basic interpo-
lation problem is as follows: identify a polynomial p0 ∈ P0 such that p0(x0) = y0,
given x0 and y0 in R. This can be solved by using the formula p0(x) ≡ y0. Exam-
ining the subsequent, more general problem is the primary purpose [13].

Let n ≥ 1, and assume that xi for i = 0, 1, . . . , n are distinct real numbers (i.e.,
xi 6= xj for i 6= j), and yi for i = 0, 1, . . . , n are real numbers. We want to find
pn ∈ Pn such that pn(xi) = yi for i = 0, 1, . . . , n.

There exist polynomials Lk ∈ Pn for k = 0, 1, . . . , n, such that
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Lk(xi) =

{
1 if i = k,

0 if i 6= k,

for all i, k = 0, 1, . . . , n. Furthermore,

pn(x) =

n∑
k=0

Lk(x)yk

satisfies the interpolation conditions mentioned above. In other words, pn ∈ Pn

and pn(xi) = yi for i = 0, 1, . . . , n. For each fixed k, 0 ≤ k ≤ n, Lk is required to
have n zeros at xi for i = 0, 1, . . . , n and i 6= k. Thus, Lk(x) is of the form

Lk(x) =

n∏
i=0
i 6=k

x− xi

xk − xi
.

Once these basis polynomials are constructed, the Lagrange interpolation polyno-
mial can be expressed as follows:

pn(x) =

n∑
k=0

Lk(x)yk =

n∑
k=0

 n∏
i=0
i6=k

x− xi

xk − xi

 yk.(1.8)

Based on these statements, Mufid and at al. showed that a polynomial of degree n
at most can be created from the first n + 1 terms of the Fibonacci sequence using
Lagrange interpolation, and that this Fibonacci Lagrange Interpolation Polynomial
(FLIP) can be obtained both recursively and implicitly [17].

In this study, we first investigate the formation of polynomials of degree at most
n using the first n + 1 terms of the sequences {Jn} and {jn}es via Lagrange inter-
polation. Then, we present a detailed examination of the recurrence relations and
various identities associated with the Jacobsthal and Jacobsthal-Lucas Lagrange
Interpolation Polynomials.

2. The Lagrange interpolation of the Jacobsthal sequences

Before we commence the interpolations of the sequences {Jn} and {jn}, we will
plot these sequences on the xy−coordinate system. Let’s denote the Jacobsthal
point as pn = (n, Jn) and the Jacobsthal-Lucas point as qn = (n, jn), representing
the points associated with the n−th terms of the sequences {Jn} and {jn}, respec-
tively. For illustration, the points of the sequences {Jn} and {jn} from n = 0 to
n = 5 are depicted in Figure 1.
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Figure 1. The points of the sequences {Jn} and {jn}

We define Jn(x) as the polynomial constructed using the Lagrange interpolation
from the points jk for k ∈ {0, 1, . . . , n}. Specifically, we interpolate using the points
(xk, yk) = (k, Jk). Accordingly, with xk = k and yk = Jk in equation (1.8), we write

Jn(x) =

n∑
k=0

 n∏
i=0
i6=k

x− i

k − i

 Jk.(2.1)

The factors (k − i) in equation (2.1) can be simplified as follows.

n∏
i=0
i 6=k

(k − i) = (−1)n−k(n− k)!k! = (−1)n−k
(
n

k

)
n!(2.2)

Upon incorporating equation (2.2) into equation (2.1), we obtain:

Jn(x) =
1

n!

n∑
k=0

(−1)n−k
(
n

k

) n∏
i=0
i 6=k

(x− i)

 Jk.(2.3)

For instance, we can obtain Jn(x) for n = 1, 2, 3, 4 using equation (2.3) as follows:

J1(x) = 1,

J2(x) = x2 − x + 1,

J3(x) = −1

6

(
2x3 − 12x2 + 10x− 6

)
,

J4(x) =
1

24

(
6x4 − 44x3 + 114x2 − 76x + 24

)
.

In Figure 2, the graphs of the above polynomials are displayed. Recall that
Jn(k) = Jk for k ∈ {0, 1, . . . , n}.
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Figure 2. Graphs of J1(x), J2(x), J3(x), and J4(x)

Similarly, the interpolation of the Jacobsthal-Lucas sequence is expressed as:

n(x)ג =
1

n!

n∑
k=0

(−1)n−k
(
n

k

) n∏
i=0
i 6=k

(x− i)

 jk.(2.4)

For instance, we can obtain n(x)ג for n = 1, 2, 3, 4 using equation (2.4) as follows:

(x)1ג = −x + 2,

(x)2ג =
1

2

(
5x2 − 7x + 4

)
,

(x)3ג = −1

6

(
7x3 − 36x2 + 35x− 12

)
,

(x)4ג =
1

24

(
17x4 − 130x3 + 331x2 − 242x + 48

)
.

In Figure 3, the graphs of the above polynomials are displayed. Recall that
n(k)ג = jk for k ∈ {0, 1, . . . , n}.
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Figure 3. Graphs of ,(x)1ג ,(x)2ג ,(x)3ג and (x)4ג

We shall establish a leading coefficient theorem for Jn(x), before obtaining more
formulas for it.

Theorem 2.1. The leading coefficients of Jn(x) and n(x)ג are

(−1)n+1Jn
n!

and

(−1)n+1jn
n!

,

respectively.

Proof. The leading coefficient of Jn(x) is equal to 1
n!

∑n
k=0(−1)n−kJk

(
n
k

)
. Thus, we

just have to demonstrate that
n∑

k=0

(−1)n−kJk

(
n

k

)
=

1

3

n∑
k=0

(−1)n−k
(
2k − (−1)k

)(n
k

)

=
1

3

[
n∑

k=0

(−1)n−k2k
(
n

k

)
−

n∑
k=0

(−1)n−k(−1)k
(
n

k

)]

=
1

3
[(2− 1)n − (−1− 1)n] (by identity (1))

=
(−1)n+1

3
[2n − (−1)n]

= (−1)n+1

[
2n − (−1)n

3

]
= (−1)n+1Jn

Similarly, the leading coefficient of n(x)ג is found to be
(−1)n+1jn

n!
. �
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3. Recurrence relations of the Jn(x) and n(x)ג

In this part, we will derive the additional formulas for Jn(x) and .n(x)ג It’s
remarkable that Jn(x) and n(x)ג can be constructed recurrence relations, much like
the sequences {Jn} and {jn} respectively.

Consider the polynomials Jn+1(x) and Jn(x). For each i ∈ {0, 1, 2, . . . , n}, we
have Jn+1(i) = Jn(i). In other words, the polynomials Jn+1(x) and Jn(x) intersect
at n + 1 points. Consequently, we can express the relationship as follows:

Jn+1(x)− Jn(x) = a · x(x− 1) · · · (x− n),

where a denotes the leading coefficient of Jn+1(x). As a results, when Pn(x) =
x(x− 1) · · · (x− n),

Jn+1(x) = Jn(x) +
(−1)nJn+1

(n + 1)!
Pn(x)

is a recursive formula.
By successively applying the recursive formula for Jn(x), Jn−1(x), . . ., J2(x), we

derive the following implicit formula:

Jn+1(x) = J1(x) +

n∑
i=1

(−1)iJi+1

(i + 1)!
Pi(x)

which simplifies to

Jn(x) =

n∑
i=1

(−1)i−1Ji
i!

Pi−1(x).(3.1)

Similarly, the recurrence relation of the n(x)ג is derived as:

n(x)ג = −2x + 2 +

n∑
i=1

(−1)i−1ji
i!

Pi−1(x).(3.2)

Some relationships between recurrence relations (3.1) and (3.2) are as follows:

1.

Jn(x) + n(x)ג = −2x + 2 + 2

n∑
i=1

(−1)i−1Ji+1

i!
Pi−1(x)

2.

3Jn(x) + n(x)ג = −2x + 2−
n∑

i=1

(−2)i

i!
Pi−1(x)

Theorem 3.1. The Binet-like formulas of the recurrence relations of the Jn(x) and
n(x)ג are, respectively,

Jn(x) =

n∑
i=1

1− (−2)i

3i!
Pi−1(x)

and

n(x)ג = −2x + 2−
n∑

i=1

(−2)i + 1

i!
Pi−1(x).

Proof. It is easily proven using the equalities of (1.4) and (1.5). �
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4. Conclusion

This study investigated the formation of polynomials of degree at most n using
the first n+1 terms of the sequences {Jn} and {jn} through Lagrange interpolation.
The article provided a detailed examination of recurrence relations and various
identities associated with Jacobsthal and Jacobsthal-Lucas Lagrange Interpolation
Polynomials.

The interpolation polynomials of the sequences {Jn} and {jn} offer valuable tools
that reflect the properties and structure of these sequences. These polynomials can
be used to determine the value of the independent variable x corresponding to a
given function value, even when the parameters are not evenly spaced.

These results lay a foundation for future research, opening new avenues to ex-
plore the applicability of these important number sequences and their interpolation
polynomials in broader fields. Particularly, there is potential for further use and
development of these polynomials in areas such as image processing, numerical
analysis, and other engineering applications.
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Abstract. Cops and Robbers game is played on a graph. There are two
players in the game consisting of set of cops and only one robber. They play in
respectively; on each player’s turn, the player may either move to an adjacent
vertex or stay in its vertex. If one of the cops comes into the vertex with the
robber then the robber is captured. Therefore, game ends and cop wins the
game. In this study, 1-guardable subgraphs of graphs in the game of Cops
and Robbers is considered. It is mentioned about some special subgraphs and
their relations. It is known that if the subgraph is 1-guardable then it must be
isometric but the converse of this argument may not be true. We show that
for the inverse to be true, some conditions must be added.

1. Introduction

The game of Cops and Robbers on graphs is presented by Quilliot firstly and
advanced by Nowakowski and Winkler [1]. The game is played with two players
named cop and robber. Initially, each player chose a vertex respectively on a
graph. Players move to adjacent vertices or can stay their location. After some
finite moves, cop wins if he comes to the same vertex with the robber. The robber
wins if he can avoid the cop forever. The minimum number of cops needed to catch
the robber is called cop number and denoted by c(G). If cop number is 1 then graph
is called cop-win graph. A graph which is c(G) > 1 is sometimes called robber-win.
Introductory work about the cop number came in 1984 with Aigner and Fromme
[2, 3]. Bonato and Nowakowski have written the book that gives the most detailed
information [4].

To determine the cop number is a hard problem on the game of Cops and Rob-
bers. If G is a graph of order n, then c(G) = O(

√
n) is known as Meyniel’s

conjecture [5]. This bound has been tried to improve and Frank showed that

c(n) ≤ (1 + o(1))n
log log(n)

log(n)
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for the cop number [5]. Chinifooroshan proved that

c(n) = O

(

n

log(n)

)

for the cop number of any graph G [6]. The best known upper bound for the cop
number is given by Lu and Peg

c(n) = O

(

n

2(1−o(1))
√

log
2
n

)

by using the probabilistic method [7].
An induced subgraph H of G is said to be k-guardable if, after finitely many

moves, k cops can move only in the vertices of H in such a way that if the robber
moves into H at round t, then he will be captured at round t + 1 for a constant
integer k ≥ 1. It was proved that the isometric path is 1-guardable [2].

In [8], it is shown that the cop number of generalized Petersen graph is at most
4 and also proved that finite isometric subtree of a graph is 1-guardable.

Quilliot was studied on retractions on graphs and he proved several theorems in
[9] before the game is introduced. Retracts have an important role in the game.
Let H be an induced subgraph of G. If there is a homomorphism f from G onto
H that is identity on H which means f(x) = x for every vertex x ∈ H . Then this
map is said to be retraction and H is called retract of G. In [3], it was shown that
retract of cop-win graph is also cop-win.

The number of moves is considered on cop-win graphs and it is called capture
time. For a given graph with n vertices the capture time is bounded by (n − 3)
[10]. In another paper, this bound is improved and presented new upper bound as
(n− 4) for n ≥ 7 and ⌊n

2 ⌋ for n ≤ 7 [11].
In this paper, we try to determine under what conditions the subgraph of a graph

can be 1-guardable.

2. Some Special Subgraphs of Graph

For the given graph G = (V,E) and H = (W,F ), H is said to be subgraph of G
if W ⊂ V and F ⊂ E. Let G = (V,E) be the any graph and S ⊂ V be any subset
of vertices of G. Then the induced subgraph G[S] is the graph whose vertex set is
S and whose edge set consists of all of the edges in E that have both endpoints in
S. That is, for any two vertices u, v ∈ S, u and v are adjacent in G[S] if and only
if they are adjacent in G.

H is an isometric subgraph of G if dG(u, v) = dH(u, v) for every vertices u, v in
H . A convex subgraph H of an undirected graph G is a subgraph that includes
every shortest path in G between its two vertices.

Proposition 1. The convex subgraph of a graph is an isometric subgraph.

Proof. Let G be any graph and H be a convex subgraph of G. Then H includes
every shortest path in G between its two vertices. Hence, dG(u, v) = dH(u, v) for
u, v ∈ G. �

Note that the converse of Proposition 1 may not be true. Although C5 is iso-
metric subgraph of W6 but it is not convex subgraph (see Figure 1).

Proposition 2. The isometric subgraph of a graph is an induced subgraph.
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b

Figure 1. C5 is an isometric subgraph of W6 but not convex.

Proof. Let G be a graph and H be an isometric subgraph of G. Then assume that
H is not induced subgraph of G. Then there exist x, y ∈ V (H) such that the edge
xy /∈ E(H). In this case, dG(x, y) = 1 but dH(x, y) 6= 1. This contradicts with H
is isometric. If H is isometric subgraph of G then H must be induced subgraph of
G. �

b

b

b b

b

1

2

3 4

5

G

b b b b

2 3 4 5

H

Figure 2. H is induced subgraph of G but not isometric.

If H is an induced subgraph of G then H may not be an isometric subgraph of
G. It is seen easily in Figure 2. While dH(2, 5) = 3, dG(2, 3) = 2.

Corollary 2.1. The convex subgraph of a graph is an induced subgraph.

Proof. It is the conclusion of Proposition 1 and Proposition 2. �

Proposition 3. The convex subgraph of a graph is a retract.

Proof. Let G be a graph and H be a convex subgraph of G. Thus, H is an induced
subgraph of G. It can be defined f as a graph homomorphism such that

f : V (G) → V (H), f(v) =

{

{u : d(u, v) = d(u,H)} , if v /∈ V (H)
v , if v ∈ V (H)

If the set {u : d(u, v) = d(u,H)} has more than one element, only one element can
be chosen from this set. �

There is an example of homomorphism mentioned in the above proof in Figure 3.
If homomorphism is defined as

f(v1) = v1, f(v2) = v2, f(v3) = v3, f(v4) = v4, f(v5) = v3, f(v6) = v2, f(v7) = v2

then f is a retraction from G onto H . It can be chosen f(v6) = v3 then there is a
different retraction with the same graphs.
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Figure 3. H is a convex subgraph which is a retract of G.

Corollary 2.2. The convex subgraph of the cop-win graph is cop-win.

Proof. Let G be a cop-win graph and H be a convex subgraph of G. Then, by
Proposition 3 H is retract. It is known that if G is cop-win, then each retract of G
is also cop-win. Hence convex subgraph of the cop-win graph is cop-win. �

Proposition 4. The retract of a graph is an isometric subgraph.

Proof. Let G be a graph and H be retract of graph G so by definition, there exists
a homomorphism f : V (G) → V (H) such that f(x) = x for every x ∈ V (H) . In
this case for any x, y ∈ V (H), f(x) = x and f(y) = y. Since f is the identity on
V (H) we get

dH(f(x), f(y)) = dH(x, y)

and by the definition of homomorphism

dG(x, y) ≥ dH(f(x), f(y)) = dH(x, y).

On the other hand, the shortest path between the vertices x and y can pass
through the vertex u such that u ∈ V (G) − V (H). So, this path does not stay en-
tirely in H . Hence dG(x, y) ≤ dH(x, y) so equality dG(x, y) = dH(x, y) is provided.
Then, H is an isometric subgraph of G. �

3. 1-Guardable Subgraphs of Graph

Suppose that H is an induced subgraph of G and assume that k cops guard the
subgraph H . Then after finitely many moves, for a fixed integer k ≥ 1, H is said
to be k-guardable if the robber moves into the subgraph H at round t then he is
captured at round t+ 1. Note that if one cop can guard a subgraph H in G, then
H must be isometric in G. If it is not, then there are two vertices u, v ∈ V (H) such
that dH(u, v) > dG(u, v). The robber can travel between u and v infinitely many
times without being caught by the cop that guards H .

Note that there can also be subgraphs in G, not 1-guardable, although they are
both isometric and cop-win (see Figure 4 and also see [12]).

Connected graph G is given and H is a subgraph of G. Let the set A be a set of
access points to subgraph H and define as

A = {v ∈ V (G)\V (H)|N(v) ∩H 6= ∅},
and for v ∈ A, define the set Bv such that

Bv = {u ∈ V (H)|NH(v) ⊂ NH(u)}
as the set of points in H that watch the points in set A. Let the set B =

⋃

v∈A
Bv

be (see Figure 5). Following conclusions can be given according to these notations.
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Figure 4. An isometric subgraph H of G is cop-win but H is not
1-guardable in G.

Lemma 3.1. If Bv 6= ∅ for all v ∈ A and

dG(v1, v2) ≥ max{dH(x, y) : x, y ∈ B},
for every v1, v2 ∈ A then H is an isometric subgraph of G.

Proof. Let x and y be any vertices of subgraph H . There are three cases:

(1) Let x, y ∈ B. If x and y are adjacent or the same vertices, there is nothing
to prove. If they are not adjacent, by the definition of sets A and B and
assumption dH(x, y) can not be different from dG(x, y).

(2) Let x ∈ B and y /∈ B. So the shortest path between x and y must be in H .
Otherwise, let the path P be the shortest path between x and y but not in
H so there exists a vertex z ∈ A on the path P . Since z ∈ A there is a vertex
z′ ∈ B watching z. Hence there is another path for u1, u2, . . . , uk ∈ B and
w ∈ H such that

P ′ : y → · · · → z → w → z′ → u1 → u2 → · · · → uk → x.

By the inequality given by assumption, the path P ′ is shorter than the path
P . This contradicts with P being the shortest path. Hence shortest path
P between x and y must be in H .

(3) Let x, y /∈ B. Proof is similar to the previous case. Thus H is an isometric
subgraph.

�

Lemma 3.2. If Bv 6= ∅ for all v ∈ A and induced subgraph G[B] is a complete

graph then H is 1-guardable.

Proof. Let cop be positioned at one of the vertices of set B and let the robber be
positioned at one of the vertices ri which is seen in Figure 5. The cop is watching
the robber at one of the vertices ui ∈ B and let the next move of robber go through
one of the vertices vi. When the robber moves over from vertices vi to subgraph
H , cop comes to one of the vertices ui ∈ Bvi corresponding to vertex vi. Since
G[B] is a complete graph then the robber is captured on the next move. Hence H
is 1-guardable. �

If the set G[B] is not complete then H may not be 1-guardable. Let’s explain
briefly: If B is not complete then cop can not be moved between vertices in B. So,
the robber can not be captured when he comes into subgraph H .
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It is a strict condition that the induced subgraph G[B] is a complete graph. If
the robber can enter the subgraph H from only one vertex, this condition can be
loosened.

Theorem 3.3. Let G be a graph, H is a subgraph of G. If there exists a vertex

x ∈ V (G) \ V (H) such that |Ns(x) ∩ A| > 1 for s > 0 then let k = min{s :
|Ns(x)∩A| > 1, x ∈ V (G) \ V (H)}, otherwise we set k = d(R,A). If for all v ∈ A,
Bv 6= ∅ and the inequalities

max{d(x, y) : x, y ∈ B} ≤ k

and

min{d(v1, v2) : v1, v2 ∈ A} ≥ max{d(x, y) : x, y ∈ B}
are valid then H is 1-guardable.

Proof. There are two cases:

(1) Let w be a vertex satisfying k = min{s : |Ns(x)∩A| > 1, x ∈ V (G)\V (H)}.
When the robber comes to vertex w, then the cop moves towards to vertices
that watch the adjacent vertices of the vertex w in the set A. Because of the
inequality max{d(x, y) : x, y ∈ B} ≤ k given with statement of theorem,
cop can make these moves. Therefore, the cop waits the robber on one of
the vertices ui ∈ Bvi . So the robber is captured in one move when he comes
to subgraph H .

(2) Suppose that there is no vertex w satisfying the conditions given in theorem.
It can be mentioned about two cases:
(a) There are adjacent vertices in set A. In this case, because of the

inequality min{d(v1, v2) : v1, v2 ∈ A} ≥ max{d(x, y) : x, y ∈ B},
induced subgraph G[B] must be complete graph. Then cop can move
to any vertex in B that he wants. Therefore the robber is captured in
one move when he comes to subgraph H .

(b) If there is no adjacent vertices in set A. Then there is a path between
R and set A and the robber moves on this path. Because of the both
inequalities given in theorem, the cop can comes to vertex ui ∈ Bvi .
Thus the robber is captured in one move when he comes to subgraph
H .

As a result, subgraph H is 1-guardable. �

Example 3.4. Let G be a graph given in Figure 6 and H = G[{i, j, k, l}] induced
subgraph of G. Then we get A = {e, f, g, h} and B = i, j, k, l. Since

|N2(a) ∩ A| = |N2(b) ∩A| = |N2(c) ∩ A| = |N2(d) ∩ A| = 2

we find k = 2. Besides, for all v ∈ A Bv 6= ∅ and the inequalities

2 = max{d(x, y) : x, y ∈ B} ≤ 2 = k

and

3 = min{d(v1, v2) : v1, v2 ∈ A} ≥ max{d(x, y) : x, y ∈ B} = 2

are valid. Hence, by Theorem 3.3 we obtain that H is 1-guardable.
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Figure 6. Graph G in Example 3.4

4. Conclusion

In this paper, we try to determine under what conditions the subgraph of a
graph can be 1-guardable. Some special subgraphs of a graph was defined at first
then was given the relations between these subgraphs. Some conditions were given
with the help of lemmas and theorem in order for the subgraph to be 1-guardable.
Finally, an example of a graph that verifies the theorem is given.
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Abstract. Minkowski 3-space is important because it is the spatial structure

in which physical events occur. Therefore, in this study, we examined the time-
dependent Lagrangian energy equations in Minkowski 3-space. To facilitate the

examination of the necessary mechanical structure and solutions with respect

to time, we employed the jet bundle structure. This approach has made the
creation of the necessary geometric structures more comprehensible in terms

of coordinate basis. To interpret the obtained Lagrangian energy equations

and to understand the significance of the time parameter, an example is also
provided in our study.

1. Introduction

We worked on the Lagrangian energy structure previously studied in Euclidean
space by establishing the necessary mechanical structure in Minkowski space. This
energy structure had not been obtained before in 3-dimensional Minkowski space.The
structure of Minkowski metric is different from Euclid metric. Also for this dif-
ference, it can be seen no studies in this subject. Mathematicians, working in
Minkowski space, believe that there is natural phenomenon with Minkowski geom-
etry for explaining physical phenomena occuring in 3-dimensional Euclid space. To
obtain the time-dependent energy structure, we constructed the jet bundle structure
in 3-dimensional Minkowski space and based our study on the coordinate system
of this bundle structure.
The jet bundles can be classfied into two manifold:
1) Total complex manifold,
2) Phase manifold.
The inclusion of time-dependent differential coordinates in the jet bundle structure
makes it more suitable for the creation of time-dependent mechanical systems.
The consraint, real, complex and Para-complex structures on the time-dependent
Lagrangian systems can be researched in [2] and [5]. Then found that in the paper
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[1] Lagrangian and Hamiltonian mechanical systems were instructed on the vector
bundle structures and jet bundle forms.Lagrangian equations are solved with real
bundles by [2] , [3], [6], [5]. As shown in the studies presented in the references,
none of them have been conducted in Minkowski space. Therefore, we chose to
carry out our work in Minkowski space as a distinctive approach.
Let TQ be the tangent bundle of an m-dimensional configuration manifold Q. Given
a Lagrangian energy function L : TQ→ R , the vector field X satisfying the energy
equation

(1) iXL
wL = dEL

is unique. Here, w is a 2-form on the bundle T ∗Q , and EL represents the energy
associated with L.[6], [5] If the families of curves that are solutions to the above
energy equation on TQ are integral curves of the vector field X , then the vector
field X is called a semi-spray.
The triple (TQ,wL, L ) is called Lagrangian system on the tangent bundle TQ. [6],
[5]
Let, L:R×TQ=J (R,Q)→R and TQ= {t}×TQ be Lagrangian function. The co-
ordinate system on TQ is {qi, vi} .
The Poincare cartan 1-form on the T ∗Q associated with L Lagrangian energy func-
tion is

αL=dJL+Ldvi =
∂L

∂vi
dqi+Ldvi

The Poincare cartan 2-form associated with L Lagrangian energy function is

ΩL=ddjL+dL ∧ Ldvi
If the paths of semisprays verify

(2)
d

dt
(
∂L

∂vi
)− ∂L

∂qi
= 0

then this is called as Euler-Lagrange equation.
[1], proved that equation (2) is not changed; but, this study investigates the possible
shapes of Euler-Lagrange system (2) on jet bundles.
Bundles on Minkowski 3-Space
A bundle is a triple (E, π,M) where E and M are manifolds and π:E → M is a
surjective submersion. E is called the total space, π, the projection and M the
base space. This bundle denoted by π or E. The first jet manifold of π is the set{
J1
pφ:p ∈M,φ ∈ Γp (π)

}
and denoted by J1E. Here, φ is a map φ:M → E and is

called a section of π. If it is satisfies the condition π ◦ φ=idM , then the set of all
sections of π will be denoted Γ (π).
Let (E, π,M) a bundle and let (U, u) be an adapted coordinate system on E, where
u= (x, y, z, uα). The induced coordinate system (U1, u1) on J1E is defined by

U1=
{
J1
pφ:φ(p) ∈ U

}
u1= (x, y, z, uα, u

i
α)

where x(J1
pφ) =x(p),y(J1

pφ) =y(p),z(J1
pφ) =z(p), uα(J1

pφ) =uα(φm) and are known
as derivative coordinates.[1]
In this study, we consider the bundle structure

(
E3

1 , π,R
)
. The coordinates of

the manifold E3
1are (x, y, z), the coordinate of the manifold R is (t). Also, the

coordinates of the manifold J1E3
1 are (t, x, y, z, x., y., z.).
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Here derivative coordinates denoted by

.
x=

dx

dt

.
y=

dy

dt

.
z=

dz

dt

Lagrangian Mechanical Systems of Minkowski Space with Bundle
Structure
The Minkowski 3-space E3

1 is the Euclidean 3-space E3 provided with the standard
flat metric given by

g=− dx2 + dy2 + dz2

where (x, y, z) is a rectangular coordinate system of E3. Let g be the Minkowski
metric, and let v ∈ E3

1 be,

• g (v, v)> 0 or g (v) = 0, v is spacelike vector
• g (v, v)< 0 , v is timelike vector
• g (v, v) = 0 and v 6= 0 , v is null( lightlike)

A similar analysis can be performed within an α curve on E3
1 .

τ is the set of all time-like vectors in E3
1 . For ∀u ∈ τ ; the set

C (−→u ) = {−→x ∈ τ : 〈−→u ,−→x 〉< 0}=
{−→x ∈ E3

1 :g (x− u, x− u)< 0
}

defined as timecone.
Theorem 1. The time-like vectors −→x and −→y in Minkowski 3-space E3

1 are in the
same timecone,

Figure 1

〈−→x ,−→y 〉=−‖−→x ‖ ‖−→y ‖ coshθ and here θ is the Lorentz timelike angle between −→x and
−→y vectors.
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Definition 1.1. A (1,1)- type tensor field J that satisfies the J2 = 0 condition is
approximately called a tangent structure. Here, J : T

(
J1E3

1

)
−→ T

(
J1E3

1

)
is

J

(
∂

∂x

)
=− ∂

∂x.
, J

(
∂

∂y

)
=

∂

∂y.
, J

(
∂

∂z

)
=

∂

∂z.
=J

(
∂

∂ z.

)
J

(
∂

∂ x.

)
= J

(
∂

∂ y.

)
= J

(
∂

∂ z.

)
= 0

(3) J

(
∂

∂t

)
=

.
−x ∂

∂ x.
.

+y
∂

∂ y.
.

+z
∂

∂ z.

J can be calculated as a tensor field from (3), as

(4) J=
(
−dx − .

x dt
)
× ∂

∂ x.
+
(
dy +

.
y dt

)
× ∂

∂ y.
+
(
dz +

.
z dt
)
× ∂

∂ z.

A semi-spray is a vector field over E3
1 and defined as below;

(5) ε=
∂

∂t
− .
x
∂

∂x

.
+y

∂

∂y

.
+z

∂

∂z
− ε1

∂

∂ x.
+ ε2

∂

∂ y.
+ ε3

∂

∂ z.

By calculate J(ε), then equation (6) are found

(6) V=Jε=− 2
.
x

∂

∂ x.
+ 2

.
y

∂

∂ y.
+ 2

.
z
∂

∂ z.

which is called ”Liouville vector field”
Moreover, ”Poincare-Cartan 1-form” is written as:

αL=dJL+ Ldt

(7) αL=− .
x
∂L

∂ x.
dt+

.
y
∂L

∂ y.
dt+

.
z
∂L

∂ z.
dt − ∂L

∂ x.
dx +

∂L

∂ y.
dy +

∂L

∂ z.
dz + Ld

Then we can write differential operator d,

(8) d=
∂

∂t
dt− ∂

∂x
dx +

∂

∂y
dy +

∂

∂z
dz − ∂

∂ x.
d
.
x+

∂

∂ y.
d
.
y+

∂

∂ z.
d
.
z

By using the differentiation d (8), then Poincare-Cartan 2-form is obtained.

ΩL = ddJL+ dL ∧ dt

ΩL = (dx ∧ dt)
(
∂2L

∂t∂
.
x

+
.
x
∂2L

∂x∂
.
x
− .
y
∂2L

∂x∂
.
y
− .
z
∂2L

∂x∂
.
z
− ∂L

∂x

)
+ (dy ∧ dt)

(
− ∂2L

∂t∂
.
y
− .
x
∂2L

∂y∂
.
x

+
.
y
∂2L

∂y∂
.
y

+
.
z
∂2L

∂y∂
.
z
− ∂L

∂y

)
+ (dz ∧ dt)

(
− ∂2L

∂t∂
.
z
− .
x
∂2L

∂z∂
.
x

+
.
y
∂2L

∂z∂
.
y

+
.
z
∂2L

∂z∂
.
z
− ∂L

∂z

)
+
(
d
.
x ∧ dt

)( .
x
∂2L

∂
.
x

2 −
.
y
∂2L

∂
.
x∂

.
y
− .
z
∂2L

∂
.
x∂

.
z

)

+
(
d
.
y ∧ dt

)(
− .
x
∂2L

∂
.
x∂

.
y

+
.
y
∂2L

∂
.
y

2 +
.
z
∂2L

∂
.
y∂

.
z

+ 2
∂L

∂
.
y

)

+
(
d
.
z ∧ dt

)(
− .
x
∂2L

∂
.
x∂

.
z

+
.
y
∂2L

∂
.
y∂

.
z

+
.
z
∂2L

∂
.
z

2 + 2
∂L

∂
.
z3

)
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+ (dx ∧ dy)

(
− ∂2L

∂x∂
.
y

+
∂2L

∂y∂
.
x

)
+ (dx ∧ dz)

(
− ∂2L

∂x∂
.
z

+
∂2L

∂z∂
.
x

)
+ (dy ∧ dz)

(
− ∂2L

∂y∂
.
z

+
∂2L

∂z∂
.
y

)
+
(
dx ∧ d .x

)(
−∂

2L

∂
.
x

2

)
+
(
dx ∧ d .y

)( ∂2L

∂
.
x∂

.
y

)
+
(
dx ∧ d .z

)( ∂2L

∂
.
x∂

.
z

)
+
(
dy ∧ d .x

)( ∂2L

∂
.
x∂

.
y

)
+
(
dy ∧ d .y

)(
−∂

2L

∂
.
y

2

)

+
(
dy ∧ d .z

)(
− ∂2L

∂
.
y∂

.
z

)
+
(
dz ∧ d .x

)( ∂2L

∂
.
x∂

.
z

)
+
(
dz ∧ d .y

)(
− ∂2L

∂
.
y∂

.
z

)
+
(
dz ∧ d .z

)(
−∂

2L

∂
.
z

2

)
(9)

Definition 1.2. Solutions of the Euler-Lagrange equation can be found by assum-
ing

iεΩL = ΩL(ε) = 0

iεΩL = ΩL(ε)

= −(
∂2L

∂t∂
.
x

+
.
x
∂2L

∂x∂
.
x
− .
y
∂2L

∂x∂
.
y
− .
z
∂2L

∂x∂
.
z
− ∂L

∂x

− .
y
∂2L

∂x∂
.
y

+
.
y
∂2L

∂y∂
.
x
− .
z
∂2L

∂x∂
.
z

+
.
z
∂2L

∂z∂
.
x

+ε1
∂2L

∂
.
x

2 + ε2
∂2L

∂
.
x∂

.
y

+ ε3
∂2L

∂
.
x∂

.
z

)dx

−(− ∂2L

∂t∂
.
y
− .
x
∂2L

∂y∂
.
x

+
.
y
∂2L

∂y∂
.
y

+
.
z
∂2L

∂y∂
.
z

+
∂L

∂y

− .
x
∂2L

∂x∂
.
y

+
.
x
∂2L

∂y∂
.
x
− .
z
∂2L

∂z∂
.
y

+
.
z
∂2L

∂y∂
.
z

−ε1
∂2L

∂
.
x∂

.
y
− ε2

∂2L

∂
.
y

2 − ε3
∂2L

∂
.
y∂

.
z3

)dy

−(− ∂2L

∂t∂
.
z
− .
x
∂2L

∂z∂
.
x

+
.
y
∂2L

∂z∂
.
y

+
.
z
∂2L

∂z∂
.
z

+
∂L

∂z

− .
x
∂2L

∂x∂
.
z

+
.
x
∂2L

∂z∂
.
x
− .
y
∂2L

∂y∂
.
z

+
.
y
∂2L

∂z∂
.
y

−ε1
∂2L

∂
.
x∂

.
z
− ε2

∂2L

∂
.
y∂

.
z
− ε3

∂2L

∂
.
z

2 )dz

−(
.
x
∂2L

∂
.
x

2 −
.
y
∂2L

∂
.
x∂

.
y
− .
z
∂2L

∂
.
x∂

.
z

.
−x ∂

2L

∂
.
x

2 −
.
y
∂2L

∂
.
x∂

.
y
− .
z
∂2L

∂
.
x∂

.
z

)d
.
x

−(
.
−x ∂2L

∂
.
x∂

.
y

+
.
y
∂2L

∂
.
y

2 +
.
z
∂2L

∂
.
y∂

.
z

+ 2
∂L

∂
.
y



A PHYSICAL APPROACH TO LAGRANGIAN EQUATIONS WITH BUNDLE STRUCTURE FOR MINKOWSKI 3-SPACE151

.
+x

∂2L

∂
.
x∂

.
y

+
.
y
∂2L

∂
.
y

2 +
.
z
∂2L

∂
.
y∂

.
z

)d
.
y

−(
.
−x ∂2L

∂
.
x∂

.
z

+
.
y
∂2L

∂
.
y∂

.
z

+
.
z
∂2L

∂
.
z

2 + 2
∂L

∂
.
z

.
+x

∂2L

∂
.
x∂

.
z

+
.
y
∂2L

∂
.
y∂

.
z

+
.
z
∂2L

∂
.
z

2 )d
.
z

+(− .
x
∂2L

∂t∂
.
x
− .
x

2 ∂2L

∂x∂
.
x

+
.
x
.
y
∂2L

∂x∂
.
y

+
.
x
.
z
∂2L

∂x∂
.
z

+
.
x
∂L

∂x

− .
y
∂2L

∂t∂
.
y
− .
x
.
y
∂2L

∂y∂
.
x

+
.
y

2 ∂2L

∂y∂
.
y

+
.
z
.
y
∂2L

∂y∂
.
z

+
.
y
∂L

∂y

− .
z
∂2L

∂t∂
.
z
− .
x
.
z
∂2L

∂z∂
.
x

+
.
y
.
z
∂2L

∂z∂
.
y

+
.
z

2 ∂2L

∂z∂
.
z

+
.
z
∂L

∂z

−ε1
.
x
∂2L

∂
.
x

2 + ε1
.
y
∂2L

∂
.
x∂

.
y

+ ε1
.
z
∂2L

∂
.
x∂

.
z

−ε2
.
x
∂2L

∂
.
x∂

.
y

+ ε2
.
y
∂2L

∂
.
y

2 + ε2
.
z
∂2L

∂
.
y∂

.
z

−ε3
.
x
∂2L

∂
.
x∂

.
z

+ ε3
.
y
∂2L

∂
.
y∂

.
z

+ ε3
.
z
∂2L

∂
.
z

2 + 2ε2
∂L

∂
.
y

+ 2ε3
∂L

∂
.
z

)dt

(10)

By equalizing equation (10) to zero, then (11) are obtained.

I : 0 = − ∂2L

∂t∂
.
x

+
∂

∂x
(− .
x
∂L

∂
.
x

+
.
y
∂L

∂
.
y

+
.
z
∂L

∂
.
z

+ L)

+(
.
y
∂2L

∂x∂
.
y
− .
y
∂2L

∂y∂
.
x

+
.
z
∂2L

∂x∂
.
z
− .
z
∂2L

∂z∂
.
x

)

− ∂

∂
.
x

(ε1
∂L

∂
.
x

+ ε2
∂L

∂
.
y

+ ε3
∂L

∂
.
z

)

II : 0 =
∂2L

∂t∂
.
y
− ∂

∂y
(− .
x
∂L

∂
.
x

+
.
y
∂L

∂
.
y

+
.
z
∂L

∂
.
z

+ L)

+(
.
−x ∂2L

∂y∂
.
x

+
.
x
∂2L

∂x∂
.
y
− .
z
∂2L

∂y∂
.
z

+
.
z
∂2L

∂z∂
.
y

+
∂

∂
.
y

(ε1
∂L

∂
.
x

+ ε2
∂L

∂
.
y

+ ε3
∂L

∂
.
z

)

III : 0 =
∂2L

∂t∂
.
z
− ∂

∂z3
(− .
x
∂L

∂
.
x

+
.
y
∂L

∂
.
y

+
.
z
∂L

∂
.
z

+ L)

+(
.
−x ∂2L

∂z∂
.
x

+
.
x
∂2L

∂x∂
.
z
− .
y
∂2L

∂z∂
.
y

+
.
y
∂2L

∂y∂
.
z

)

+
∂

∂
.
z

(ε1
∂L

∂
.
x

+ ε2
∂L

∂
.
y

+ ε3
∂L

∂
.
z

)
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IV : 0 = − .
x
∂2L

∂
.
x

2 +
.
y
∂2L

∂
.
x∂

.
y

+
.
z
∂2L

∂
.
x∂

.
z

+
∂L

∂
.
x

.
+x

∂2L

∂
.
x

2 +
.
y
∂2L

∂
.
x∂

.
y

+
.
z
∂2L

∂
.
x∂

.
z
− ∂L

∂
.
x

.
x
∂2L

∂
.
x∂

.
y
− .
y
∂2L

∂
.
y

2 −
.
z
∂2L

∂
.
y∂

.
z
− ∂L

∂
.
y

V : 0 =
.
x
∂2L

∂
.
x∂

.
y
− .
y
∂2L

∂
.
y

2 −
.
z
∂2L

∂
.
y∂

.
z
− ∂L

∂
.
y

.
−x ∂2L

∂
.
x∂

.
y
− .
y
∂2L

∂
.
y

2 −
.
z
∂2L

∂
.
y∂

.
z
− ∂L

∂
.
y

V I : 0 =
.
x
∂2L

∂
.
x∂

.
z
− .
y
∂2L

∂
.
y∂

.
z
− .
z
∂2L

∂
.
z

2 −
∂L

∂
.
z

.
−x ∂2L

∂
.
x∂

.
z
− .
y
∂2L

∂
.
y∂

.
z
− .
z
∂2L

∂
.
z

2 −
∂L

∂
.
z

V II : 0 = − .
x
∂2L

∂t∂
.
x
− .
x

2 ∂2L

∂x∂
.
x

+
.
x
.
y
∂2L

∂x∂
.
y

+
.
x
.
z
∂2L

∂x∂
.
z

+
.
x
∂L

∂x

− .
y
∂2L

∂t∂
.
y
− .
x
.
y
∂2L

∂y∂
.
x

+
.
y

2 ∂2L

∂y∂
.
y

+
.
z
.
y
∂2L

∂y∂
.
z

+
.
y
∂L

∂y

− .
z
∂2L

∂t∂
.
z
− .
x
.
z
∂2L

∂z∂
.
x

+
.
y
.
z
∂2L

∂z∂
.
y

+
.
z

2 ∂2L

∂z∂
.
z

+
.
z
∂L

∂z

−ε1
.
x
∂2L

∂
.
x

2 + ε1
.
y
∂2L

∂
.
x∂

.
y

+ ε1
.
z
∂2L

∂
.
x∂

.
z

−ε2
.
x
∂2L

∂
.
x∂

.
y

+ ε2
.
y
∂2L

∂
.
y

2 + ε2
.
z
∂2L

∂
.
y∂

.
z

−ε3
.
x
∂2L

∂
.
x∂

.
z

+ ε3
.
y
∂2L

∂
.
y∂

.
z

+ ε3
.
z
∂2L

∂
.
z

2

+2ε2
∂L

∂
.
y

+ 2ε3
∂L

∂
.
z

(11)

This equation (11) represents a non-linear equations system. By assuming

(12) ε1 = − .
x, ε2

.
= y, ε3 =

.
z

In this approach, it must be a negative term, because Minkowski metric is negatie
definitly. Then following equalities can be written as below;

(13)
.
x(I)− .

y(II)− .
z(III) +

.
x(IV )− .

y(V )− .
z(V I) + (V II) = 0
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Solving (13) lead to the equation

V III : 0 = − .
x
∂2L

∂t∂
.
x
− .
y
∂2L

∂t∂
.
y
− .
z
∂2L

∂t∂
.
z

− .
x

2 ∂2L

∂x∂
.
x

+
.
x
.
y
∂2L

∂x∂
.
y

+
.
x
.
z
∂2L

∂x∂
.
z

+
.
x
∂L

∂x

− .
x
.
y
∂2L

∂y∂
.
x

+
.
y

2 ∂2L

∂y∂
.
y

+
.
y
.
z
∂2L

∂y∂
.
z

+
.
y
∂L

∂y

− .
x
.
z
∂2L

∂z∂
.
x

+
.
y
.
z
∂2L

∂z∂
.
y

+
.
z

2 ∂2L

∂z∂
.
z

+
.
z
∂L

∂z

+
.
x

2 ∂2L

∂
.
x∂

.
x
− .
x
.
y
∂2L

∂
.
x∂

.
y
− .
x
.
z
∂2L

∂
.
x∂

.
z

+
.
x

2 ∂2L

∂
.
x∂

.
x

+
.
x
.
y
∂2L

∂
.
x∂

.
y

+
.
x
.
z
∂2L

∂
.
x∂

.
z

+
.
x
.
y
∂2L

∂
.
x∂

.
y

+
.
y

2 ∂2L

∂
.
y∂

.
y

+
.
y
.
z
∂2L

∂
.
y∂

.
z

+
.
x
.
z
∂2L

∂
.
x∂

.
z

+
.
y
.
z
∂2L

∂
.
y∂

.
z

+
.
z

2 ∂2L

∂
.
z∂

.
z

− .
x

2 ∂2L

∂
.
x∂

.
x
− .
x
.
y
∂2L

∂
.
x∂

.
y
− .
x
.
z
∂2L

∂
.
x∂

.
z

+2
.
y
∂L

∂
.
y

+ 2
.
z
∂L

∂
.
z

(14)

We can write this equation in a general form. But for this writing, we can assume
a notation for negative terms. We denote this notation as follows,

δi =

{
−1, , i = 1

1 , i = 2, 3

Also we can write

− ∂

∂t

(
ẋ
∂L

∂ẋ
+ ẏ

∂L

∂ẏ
+ ż

∂L

∂ż

)
− ẋ∂L

∂x

(
−ẋ∂L

∂ẋ
+ ẏ

∂L

∂ẏ
+ ż

∂L

∂ż

)
+

(
ẋ
∂L

∂x
+ ẏ

∂L

∂y
+ ż

∂L

∂z

)
+ẏ

∂L

∂ẏ

(
ẋ
∂L

∂ẋ
+ ẏ

∂L

∂ẏ
+ ż

∂L

∂ż

)
+

(
ẋ
∂L

∂x
+ ẏ

∂L

∂y
+ ż

∂L

∂z

)
+ ż

∂L

∂ż

(
ẋ
∂L

∂ẋ
+ ẏ

∂L

∂ẏ
+ ż

∂L

∂ż

)
+

(
ẋ
∂L

∂x
+ ẏ

∂L

∂y
+ ż

∂L

∂z

)
+

(
−ẋ∂L

∂ẋ
+ ẏ

∂L

∂ẏ
+ ż

∂L

∂ż

)
+

(
ẋ
∂L

∂ẋ
+ ẏ

∂L

∂ẏ
+ ż

∂L

∂ż

)
+

(
ẋ
∂L

∂ẋ
+ ẏ

∂L

∂ẏ
+ ż

∂L

∂ż

)
= 0
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ẋ
∂L

∂ẋ
+ ẏ

∂L

∂ẏ
+ ż

∂L

∂ż
= M

−ẋ∂L
∂ẋ

+ ẏ
∂L

∂ẏ
+ ż

∂L

∂ż
= N

ẋ
∂L

∂x
+ ẏ

∂L

∂y
+ ż

∂L

∂z
= P

(15) − ∂

∂t
(M)− ẋ∂L

∂ẋ
(N + P ) + ẏ

∂

∂ẏ
(M +P ) + ż

∂

∂ż
(M + P ) + (N +M + P ) = 0

(15) is the Lagrange equation in Minkowski space . Following examples show an
application of equation (14).
Example In this example, we will derive the Lagrangian energy equations for a
particle moving within a time cone. We will assume that we use the same approach
as outlined above for the solution method. First, let us define a helical curve within
a time cone and examine the coordinate structure of this curve. In Figure-1, we
show the helical curve within the time cone. Since the curve we are working with
remains entirely within the time cone, it is also a timelike curve.

Figure 2

This helix is also referred to as a Minkowski helix and is represented as follows.

α (θ) = (rsinhuθ, rcoshuθsinθ, rcoshuθcosθ)

Here, r = r(t) is the radius function depending on the time parameter t, θ is fixed
angle.
For the reason mentioned above, the α curve is also a timelike curve, and thus〈
α

′
, α

′
〉
< 0 .

If −→x , −→y is timelike vector,

〈−→x , −→y 〉=− ‖−→x ‖ ‖ −→y ‖ coshθ

The velocity vector for this curve is

α
′
(θ) = (urcoshuθ, ursinhuθsinθ + rcoshuθcosθ, ursinhuθcosθ − rcoshuθsinθ)
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If this curve is time-like, then it can be

(16)
〈
α

′
(θ), α

′
(θ)
〉

=r2
(
cosh2uθ − u2

)
Thus, taking into account the condition provided above,

(17) −u< coshuθ<u

On the other hand, for the helix, the jet bundle coordinate is

(t, rsinhuθ, rcoshuθsinθ, rcoshuθcosθ,
.
r sinhuθ,

.
r coshuθsinθ,

.
r coshuθcosθ)

(18)

When we rearrange equation (14) according to these bundle coordinates,

(19) −3
.
r
∂2L

∂t∂ r.
+ 3

.
r

2 ∂2L

∂r∂ r.
+ 3

.
r
∂L

∂r
+ 5

.
r

2 ∂2L

∂ r. ∂ r.
+ 4

.
r
∂L

∂ r.
= 0

we obtain the equation.
Equation (19) is the Lagrangian energy equation for the Minkowski helix.
In this equation, it can be seen that the Lagrangian energy function depends on
the parameter r .
Since r = r(t), the energy function L also depends on time.
Also, we consider

dL

d r.
=λ⇒ L=λ

.
r

With calculation the equation (18), we get solution of Lagrange energy function;

(20) L=− 4

3
λr

Furthermore, for radius function

−4

3
λr=λ

.
r

In the solution of the equation, the radius function
r=e−

4
3 t

By using this value, the Lagrangian energy is,

(21) L=− 4

3
λe−

4
3 t

From this equation, it can be noticed that radius related by time. Really, with our
accaptance, the main parameter is time. The progress of movement is related to
time.

2. Conclusion

In this paper, unlike in Euclidean space, we have worked in 3-dimensional Minkowski
space. Specifically, a jet bundle structure has been established in this space, and
all proofs have been examined using the coordinate system of this bundle structure.
The advantage of working with the bundle structure is that it allows us to directly
construct the time-dependent mechanical system. Lagrangian energy equations are
divided into time-dependent and time-independent categories. In applications and
physical contexts, it is more practical to work with the time-dependent equation.
Using or not using the time parameter in deriving these two equation structures
changes and complicates the entire proof in the classical approach. Our method,
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which involves using the jet bundle structure, makes the entire analysis more com-
prehensible by incorporating time within these bundle coordinates.
In our study, we demonstrated the ease of obtaining the energy function using
bundle coordinates within the example structure we presented. As shown in the
example, due to the differences in the metric structure of Minkowski space, the
curves and vectors studied are categorized as timelike, spacelike, or null. Since we
worked with a helix lying within a time cone, we dealt with timelike curves and
vectors. However, as can be shown with other examples, the obtained equation (14)
can also be applied to spacelike curves and vectors.
The system given in equation (11) is a nonlinear system of equations. Its solution
is possible under special conditions. When proving this, we considered the general
form of the Lagrangian energy structure based on our previous work in Euclidean
space and complex space. Accordingly, by experimenting with all the special con-
ditions that would allow us to obtain the Lagrangian energy equation in Minkowski
space, we found that the conditions provided in equation (12) are the most suitable
and developed the proof based on these. The negativity here is entirely due to the
structure of the Minkowski metric.
As a result of energy equations (21), where time provide to in a big-far time interval
or partial movement in all large velocity, Lagrange energy is in a develop state case.
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0000-0003-3959-1779

Abstract. In this paper, we obtain DET , NDET ,
1GDET ,

2GD
ET , mag-

netic curves, Lorentz force equations and geometric phases for Darboux frame

of a spacelike curve with non-lightlike principal normal lying on a lightlike

surface, null Darboux frame on a timelike surface, 1GDF and 2GDF in the
tangential direction. Later, we derive intrinsic directional derivatives in µ̃,

Ũ − lines directions for 1GDF on a lightlike surface. Finally, we present geo-

metric phases and magnetic curves in µ̃, Ũ − lines directions for 1GDF on a

lightlike surface.

1. Introduction

Geometric phase, also known as Berry phase, is occurs when a quantum system
undergoes cyclic variation, and the final state of the system depends not only on
the initial and final conditions but also on the path taken [1]. The interaction
between the electric field and geometric phase has important implications in quan-
tum computing, condensed matter physics, and quantum information processing
and optik. This concept has gained crucial interest in last years. The investiga-
tion of the electric field change has contributed to the development of materials of
science, condensed matter physics and plasma physics [2-9].

In recent times, numerous authors have presented new Darboux frames. Balakr-
ishnan presented certain moving space curves are endowed with a geometric phase
for the Darboux frame in Euclidean 3-space [10]. Later, Ertuğ presented the vari-
ation of electric field with respect to Darboux triad in Euclidean and Minkowski
3-spaces [11,12]. Alessio et al. [13] have studied null Darboux frame {T,V,N}
derivative formulas on a timelike surface:

(1.1)

 T
V
N


T

=

 κ∗
g 0 κ∗

n

0 −κ∗
g −τ∗g

τ∗g −κ∗
n 0

 T
V
N


Date: Received: 2024-09-30; Accepted: 2024-12-02.
Key words and phrases. Generalized Darboux frame, Geometric phase, Magnetic curves.
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where the geodesic curvature κ∗
g = ⟨TT ,V⟩ , the geodesic torsion τ∗g = ⟨NT ,V⟩,

the normal curvature κ∗
n = ⟨TT ,N⟩, tangential direction T and

⟨T,T⟩ = 0 = ⟨V,V⟩= ⟨T,N⟩ = ⟨N,V⟩= 0, ⟨N,N⟩= ⟨T,V⟩=1, T×V = N,
V×N = V, N×T = T :

Topbaş et al. [14] introduced Darboux frame {T, µ,U} derivative equations of
a spacelike curve on null surface in the tangential direction T in R3

1 for Darboux
frame on lightlike surface [14]:

(1.2)

 T
µ
U


T

=

 0 ε0κn ε0κg

−κg ε0τg 0
−κn 0 −ε0τg

 T
µ
U


where the geodesic curvature κg = ⟨µ,TT ⟩, the geodesic torsion τg = ⟨U, µT ⟩ and
the normal curvature κn = ⟨U,TT ⟩ and
⟨T,T⟩ = 1, ⟨U,U⟩= ⟨µ, µ⟩ = ⟨T, µ⟩ = ⟨T,U⟩ = 0, ⟨U, µ⟩ =ε0 = ±1 and T×µ =
ε0µ, µ×U = T, U×T = ε0U.

Djordjević and Nesovic introduced the first kind generalized Darboux frame
(1GDF) derivative formulas of 1GDF on a lightlike surface in the tangential di-
rection T in R3

1 as the following [15]:

(1.3)

 T̃
µ̃

Ũ


T

=

 0 ε1κ̃n ε1κ̃g

−κ̃g ε1τ̃g 0
−κ̃n 0 −ε1τ̃g

 T̃
µ̃

Ũ


where

{
T̃ = T+ϖU, µ̃ = −ε1

ϖ
ζ T+ 1

ζµ− ε1
ϖ2

2ζ U, Ũ = ζU
}
, ϖ ̸= 0, ζ ̸= 0 are dif-

ferentiable functions, generalized geodesic curvature κ̃g =
κg

ζ +ε1
ϖT
ζ −ϖτg

ζ +ε1
ϖ2κn

2ζ ,

the generalized geodesic torsion τ̃g = τg − ε1ϖκn − ε1
ζT
ζ , the generalized normal

curvature κ̃n = ζκn,〈
T̃,T̃

〉
= 1,

〈
Ũ,Ũ

〉
= ⟨µ̃,µ̃⟩ =

〈
T̃, µ̃

〉
=

〈
T̃, Ũ

〉
= 0,

〈
Ũ,µ̃

〉
=ε1 = ±1, T̃×µ̃ =

ε1µ̃, µ̃×U = T̃, Ũ×T̃ = ε1Ũ.

Furthermore, Djordjević and Nesovic introduced the second kind generalized

Darboux frame {T̃ = T∗= T, µ∗ = 1
ζµ, U

∗ = ζU } derivative formulas of 2GDF

on lightlike surface in the tangential direction T in R3
1 [15]:

(1.4)

 T∗

µ∗

U∗


T

=

 0 ε1ζκn ε1
κg

ζ

−κg

ζ ε1(τg − ε1
ζT
ζ ) 0

−ζκn 0 −ε1(τg − ε1
ζT
ζ )


 T∗

µ∗

U∗


where generalized geodesic curvature

κg

ζ , generalized geodesic torsion τg−ε1
ζT
ζ and

generalized normal curvature ζκn.
Magnetic curves which a divergence free vector field were studied in [16-20]. Intrin-
sic directional derivatives have been investigated in [21-28].

In section 1, we give introduction. In Section 2, 3 and 4, we obtain DET ,
NDET ,

1GDET ,
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2GDET , Lorentz force equations and magnetic curves in the tangential direction.

We derive intrinsic directional derivatives in the µ̃, Ũ−lines directions for 1GDF on

a lightlike surface. Later, we present µ̃, Ũ−magnetic curves and geometric phases

in the µ̃, Ũ − lines directions for 1GDF on a lightlike surface .

2. DET ,
NDET ,

1GDET and
2GDET

DET for Darboux frame on a lightlike surface in the tangential direc-
tion

In general form, the change of the electric field DET for Darboux frame of a space-
like curve with non-lightlike principal normal lying on a lightlike surface can be
expressed

(2.1) DET = a1T+ a
2
µ+ a3U.

Assume that

(2.2)
〈
DE,T

〉
= 0.

(2.3)
〈
DE,DE

〉
= const.

From Eqs.(1.2), (2.1), (2.2) and (2.3), the followings are obtained:

(2.4) a1 = −ε0κn

〈
DE, µ

〉
− ε0κg

〈
DE,U

〉
.

(2.5) a2 = ς1
〈
DE,U

〉
, a3 = −ς1

〈
DE, µ

〉
Here, ς1 is a parameter. Assume that,

〈
DE,U

〉
̸= 0,

〈
DE, µ

〉
̸= 0. If Eqs.(2.4) and

(2.5) are substituted in Eq.(2.1), then

δ(DE)

δT
= DET = −ε0(κn

〈
DE, µ

〉
+ κg

〈
DE,U

〉
)T(2.6)

+ς1
〈
DE,U

〉
µ−ς1

〈
DE, µ

〉
U

is obtained. ς1
〈
DE,U

〉
µ−ς1

〈
DE, µ

〉
U denotes the rotation around T for Darboux

frame with a nonnull principal normal lying on a lightlike surface. For ς1 = 0,

(2.7) DET = −ε0(κn

〈
DE, µ

〉
+ κg

〈
DE,U

〉
)T

Lorentz force equation DΦ of the electric field vector DE for Darboux frame of
a spacelike curve with a nonlightlike principal normal lying on a lightlike surface is
described by

(2.8) DΦ(DE) =D ET = A1×DE.

From Eq.(2.8), Lorentz force equations of {T, µ,U} are given by

DΦ(T) = ε0κnµ+ε0κgU(2.9)
DΦ(µ) = −κgT+ε0ς1U(2.10)
DΦ(U) = −κnT−ε0ς1µ(2.11)
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From Eq.(2.9), (2.10), (2.11), the magnetic vector field is obtained:

A1=ς1T−κnµ+κgU

In the general form, it can given by

(2.12) DE = ε0 ⟨E,U⟩µ+ε0 ⟨E,µ⟩U
Via Eqs.(2.12), it is derived

DET = µ(ε0 ⟨E,U⟩T + τg ⟨E,U⟩ )(2.13)

+U(ε0 ⟨E,µ⟩T − τg ⟨E,µ⟩ )
−ε0T(κn

〈
DE, µ

〉
+ κg

〈
DE,U

〉
)

Comparing Eqs.(2.7) and (2.13), it can be obtained

⟨E,µ⟩T = ε0τg ⟨E,µ⟩(2.14)

⟨E,U⟩T = −ε0τg ⟨E,U⟩(2.15)

Geometric phase aroundT for the frame {T, µ,U} on lightlike surface via Eqs.(2.14)
and (2.15) is ε0τg.

NDET for null Darboux frame on timelike surface in the tangential
direction

The change of electric field NDET for null Darboux frame on a timelike surface
in the T − lines direction is given by

(2.16)
δ(NDE)

δT
=ND ET = b1T+ b2V + b3N.

Assume that

(2.17)
〈NDE,N

〉
= 0,

(2.18)
〈
NDE,NDE

〉
= const.

From Eqs.(1.1), (2.16), (2.17) and (2.18), it can be obtained

b1 = ς2
〈NDE,V

〉
, b2 = −ς2

〈NDE,T
〉

(2.19)

b3 = κ∗
n

〈NDE,V
〉
− τ∗g

〈NDE,T
〉

(2.20)

where ς2 is a parameter. Assume that
〈NDE,V

〉
̸= 0,

〈NDE,T
〉
̸= 0. If Eqs.(2.19),

(2.20) are substituted in Eq.(2.16), then

NDET = ς2
〈NDE,V

〉
T− ς2

〈NDE,T
〉
V(2.21)

+(κ∗
n

〈NDE,V
〉
− τ∗g

〈NDE,T
〉
)N

ς2
〈NDE,V

〉
T − ς2

〈NDE,T
〉
V denotes the rotation around N for null Darboux

frame on a timelike surface. For ς2 = 0,

(2.22) NDET = (κ∗
n

〈NDE,V
〉
−τ∗g

〈NDE,T
〉
)N

Null Darboux Lorentz force equation NDΦ of the electric field vector for null Dar-
boux frame on timelike surface is described by
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(2.23) NDΦ(N)(E) =ND ET = A2×NDE

Via Eqs.(2.21) and (2.23), Lorentz force equations of the frame {T,V,N}
NDΦ(N)(T) = ς2T+κ∗

nN(2.24)
NDΦ(N)(V) = −τ∗gN−ς2V(2.25)

NDΦ(N)(N) = τ∗gT−κ∗
nV(2.26)

Via Eqs.(2.23), (2.24), (2.25) and (2.26), null Darboux magnetic field vector is
derived

A2=− τ∗gT+ς2N−κ∗
nV

In the general form,

(2.27) NDE =
〈NDE, V

〉
T+

〈NDE, T
〉
V

With the aid (2.27), it is obtained

NDET = T(
〈NDE, V

〉
T + κ∗

g

〈NDE, V
〉
)(2.28)

+V(
〈NDE, T

〉
T − κ∗

g

〈NDE, T
〉
)

+N(κ∗
n

〈NDE, V
〉
− τ∗g

〈NDE, T
〉
)

Comparing Eqs.(2.22) and (2.28), the followings are obtained〈NDE, V
〉
T = −κ∗

g

〈NDE, V
〉〈NDE, T

〉
T = κ∗

g

〈NDE, T
〉

Geometric phase around N for the frame {T,V,N} is κ∗
g.

1GDET for 1GDF on lightlike surface in the tangential direction

The change of electric field
1GDET for 1GDF on lightlike surface in the tangential

direction T is given by

(2.29)
1GDET = c1T̃+ c

2
µ̃+ c3Ũ.

Consider

(2.30)
〈

1GDE, T̃
〉
= 0

(2.31)
〈

1GDE,
1GD E

〉
= const.

From Eqs.(1.3), (2.29), (2.30) and (2.31), the followings are obtained :

(2.32) c1 = −ε1

(
ζκn

〈
1GDE,µ̃

〉
+ (

κg

ζ
+ ε1

ϖT

ζ
− ϖτg

ζ
+ ε1

ϖ2κn

2ζ
)
〈

1GDE,Ũ
〉)

(2.33) c2 = z11

〈
1GDE,Ũ

〉
, c3 = −z11

〈
1GDE,µ̃

〉
where z11 is a parameter. For z11 = 0, Eqs.(2.32), (2.33) are rewritten in Eq.(2.29),
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(2.34)
1GDET = −ε1

(
ζκn

〈
1GDE,µ̃

〉
+ (

κg

ζ
+ ε1

ϖT

ζ
− ϖτg

ζ
+ ε1

ϖ2κn

2ζ
)
〈

1GDE,Ũ
〉)

T̃

Lorentz force equation of electric field vector for 1GDF on lightlike surface in the
tangential direction is described

(2.35)
1GDΦ(T )(

1GDE) =
1GD ET = A3×

1GDE

A3 is the magnetic vector field. From Eq.(2.35), Lorentz force equations of 1GDF
in the tangential direction can be given by

1GDΦ(T )(T̃) = ε1ζκnµ̃+ ε1(
κg

ζ
+ ε1

ϖT

ζ
− ϖτg

ζ
+ ε1

ϖ2κn

2ζ
)Ũ(2.36)

1GDΦ(T )(µ̃) = −(
κg

ζ
+ ε1

ϖT

ζ
− ϖτg

ζ
+ ε1

ϖ2κn

2ζ
)T̃+ε1z

1
1Ũ(2.37)

1GDΦ(T )(Ũ) = −ζκnT̃−ε1z
1
1µ̃(2.38)

In the general form,

(2.39)
1GDE = ε1

〈
1GDẼ, Ũ

〉
µ̃+ε1

〈
1GDẼ, µ̃

〉
Ũ

With the aid (2.39), it is obtained

1GDET = µ̃

(
ε1

〈
1GDẼ, Ũ

〉
T
+ (τg − ε1ϖκn − ε1

ζT
ζ
)
〈

1GDẼ, Ũ
〉)

+Ũ

(
ε1(

1GDẼ, µ̃)
T
− (τg − ε1ϖκn − ε1

ζT
ζ
)
〈

1GDẼ, µ̃
〉)

(2.40)

−ε1T̃

(
ζκn

〈
1GDE,µ̃

〉
+ (

κg

ζ
+ ε1

ϖT

ζ
− ϖτg

ζ
+ ε1

ϖ2κn

2ζ
)
〈

1GDE,Ũ
〉)

Comparing Eqs.(2.34) and (2.40), it can be derived〈
1GDẼ, µ̃

〉
T

= ε1(τg − ε1ϖκn − ε1
ζT
ζ
)
〈

1GDẼ, µ̃
〉

(2.41) 〈
1GDẼ, Ũ

〉
T

= −ε1(τg − ε1ϖκn − ε1
ζT
ζ
)
〈

1GDẼ, Ũ
〉

(2.42)

From Eqs.(2.41) and (2.42), geometric phase around T̃ in the T − lines direction

for 1GDF on lightlike surface is (ε1τg −ϖκn − ζT
ζ ).

2GD
ET for 2GDF in the tangential direction on lightlike surface

The change of the electric field
2GD

ET for 2GDF on lightlike surface in the
T − lines direction can be written by

(2.43)
2GD

ET = d1T
∗ + d

2
µ∗ + d3U

∗.
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Assume that

(2.44)
〈

2GDE,T∗
〉
= 0

(2.45)
〈

2GDE,
2GD E

〉
= const.

From Eqs.(1.4), (2.43), (2.44) and (2.45), it can be derived:

(2.46) d1 = −ε1ζκn

〈
2GDE,U∗

〉
− ε1

κg

ζ

〈
2GDE, µ∗

〉
(2.47) d2 = ς3

〈
2GDE,U∗

〉
, d3 = −ς3

〈
2GDE, µ∗

〉
ς3 is a parameter. Assume that

〈
2GDE,U∗

〉
̸= 0,

〈
2GDE, µ∗

〉
̸= 0. If Eqs.(2.46)

and (2.47) are substituted in Eq.(2.43), then

2GDET = −ε1(ζκn

〈
2GDE, µ∗

〉
+

κg

ζ

〈
2GDE,U∗

〉
)T∗(2.48)

+ς3

〈
2GDE,U∗

〉
µ∗−ς3

〈
2GDE, µ∗

〉
U∗

ς3

〈
2GDE,U∗

〉
µ∗−ς3

〈
2GDE, µ∗

〉
U∗ denotes the rotation around T∗. For ς3 = 0,

(2.49)
2GDET = −ε1(ζκn

〈
2GDE, µ∗

〉
+

κg

ζ

〈
2GDE,U∗

〉
)T∗

Lorentz force equation
2GD

Φ(T ) of the electric field vector
2GDE in the tangential

direction can be described by

(2.50)
2GD

Φ(T )(
2GDE) =

2GD ET = A4×
2GDE2

From Eq.(2.50), Lorentz force equations of 2GDF in the tangential direction are
given by:

2GD

Φ(T )(T∗) = ε1ζκnµ
∗+ε1

κg

ζ
U∗(2.51)

2GD

Φ(T )(µ∗) = −κg

ζ
T∗+ε1ς3U

∗(2.52)

2GD

Φ(T )(U∗) = −ζκnT
∗−ε1ς3µ

∗(2.53)

(2.54) A4=ε1ς3T
∗−ζκnµ

∗+
κg

ζ
U∗

is the magnetic vector field satisfying Eqs.(2.51), (2.52) and (2.53). Also,

(2.55)
2GDE = ε1

〈
2GDE,U∗

〉
µ∗+ε1

〈
2GDE,µ∗

〉
U∗

Via Eq.(2.55), it can be obtained

2GDET = −ε1(ζκn

〈
2GDE, µ∗

〉
+

κg

ζ

〈
2GDE,U∗

〉
)T∗
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+µ∗
(
ε1

〈
2GDE,U∗

〉
T
+ (τg − ε1

ζT
ζ )

〈
2GDE,µ∗

〉)
(2.56)

+U∗
(
ε1

〈
2GDE,µ∗

〉
T
− (τg − ε1

ζT
ζ )

〈
2GDE,µ∗

〉)
Comparing Eqs.(2.49) and(2.56) ,〈

2GDE,µ∗
〉
T

= ε1(τg − ε1
ζT
ζ
)
〈

2GDE,µ∗
〉

(2.57) 〈
2GDE,U∗

〉
T

= −ε1(τg − ε1
ζT
ζ
)
〈

2GDE,U∗
〉

(2.58)

From Eqs.(2.57) and (2.58), geometric phase around T∗ for 2GDF in the tangential

direction is ε1(τg − ε1
ζT
ζ ).

3. Magnetic curves for Darboux frames

V−magnetic curves for null Darboux frame in the T − lines direction

Let α be a distinguished curve on timelike surface with null Darboux frame. α
is called V-magnetic curve if it satisfied null Darboux Lorentz force equation

(3.1) VT =ND Φ(V )(V) = A5×V

Here, A5 is magnetic vector field. It can be written by

(3.2) NDΦ(V )(T) = ı1T+ı2V + ı3N

From Eqs.(1.1), (3.1) and (3.2), it can be derived〈
NDΦ(V )(T),T

〉
= ı2 = 0(3.3) 〈

NDΦ(V )(T),V
〉

= ı1 = κ∗
g(3.4) 〈

NDΦ(V )(T),N
〉

= ı3 = ς4(3.5)

ς4 is a function. If Eqs.(3.3), (3.4) and (3.5) are substituted Eq.(3.2),

(3.6) NDΦ(V )(T) = κ∗
gT+ ς4N

obtained. Also,

(3.7) NDΦ(V )(N)=τ∗gT−ς4V

A5 = −τ∗gT−ς4V+κ∗
gN

.
µ̃−magnetic curves for 1GDF on lightlike surface in the T − lines di-

rection
α is called µ̃-magnetic curve for 1GDF on lightlike surface if it satisfied the

Lorentz force equation

(3.8) µ̃T =
1GD Φ(T )µ̃(µ̃) = X̃1×µ̃

Furthermore, it can be written by

(3.9)
1GDΦ(T )µ̃(T̃) = j1T̃+j2µ̃+ j3Ũ
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Via Eqs.(1.3), (3.8) and (3.9), it can be derived〈
1GDΦ(T )µ̃(T̃), T̃

〉
= j1 = 0(3.10) 〈

1GDΦ(T )µ̃(T̃), Ũ
〉

= z21, j2 = ε1z
2
1(3.11) 〈

1GDΦ(T )µ̃(T̃), µ̃
〉

= ε1j3 ⇒ j3 = ε1ζκn(3.12)

If Eqs.(3.10), (3.11) and (3.12) are rewritten in (3.9),

1GDΦ(T )µ̃(T̃) = ε1z
2
1µ̃+ ε1(

κg

ζ
+ ε1

ϖT

ζ
− ϖτg

ζ
+ ε1

ϖ2κn

2ζ
)Ũ

As similar,

1GDΦ(T )µ̃(Ũ) = −z21T̃− ε1(τg − ε1ϖκn − ε1
ζT
ζ
)Ũ

is derived. The magnetic field vector

X̃1 = −z21µ̃+ (
κg

ζ + ε1
ϖT
ζ − ϖτg

ζ + ε1
ϖ2κn

2ζ )Ũ+ (τg − ε1ϖκn − ε1
ζT
ζ )T̃

is obtained.

Ũ−magnetic curves for 1GDF on lightlike surface in the T − lines di-
rection

α is called Ũ−magnetic curve for 1GDF on lightlike surface if it satisfied the
Lorentz force equation for 1GDF

(3.13) ŨT =
1GD Φ

(T )Ũ

(Ũ) = X̃2×Ũ

where X̃2 is magnetic field vector Let α be a spacelike curve 1GDF on lightlike
surface. We get,

(3.14)
1GDΦ

(T )Ũ

(T̃) = v1T̃+v2µ̃+ v3Ũ

Via Eqs.(3.13) and (3.14), it can be obtained〈
1GDΦ

(T )Ũ

(T̃), T̃
〉

= v1 = 0(3.15) 〈
1GDΦ

(T )Ũ

(T̃), Ũ
〉

= ε1v2 ⇒ v2 = ε1ζκn(3.16) 〈
1GDΦ

(T )Ũ

(T̃), µ̃
〉

= ε1v3 ⇒ v3 = ε1z
3
1(3.17)

If Eqs.(3.15), (3.16) and (3.17) are substituted in Eq.(3.14 ), then

1GDΦ
(T )Ũ

(T̃) = ε1z
3
1Ũ+ ε1ζκnµ̃

As similarly,

1GDΦ
(T )Ũ(µ̃) = −ε1z

3
1T̃+ (τg − ε1ϖκn − ε1

ζT
ζ
)µ̃
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4. Intrinsic directional derivatives for 1GDF on a lightlike surface
and magnetic curves

1GD∇ is called the gradient operator for 1GDF on lightlike surface. It can be
written by

1GD∇ = T̃
δ

δT
+ ε1µ̃

δ

δŨ
+ ε1Ũ

δ

δµ̃

where T̃ , µ̃ and Ũ are the arc length coordinates on the T̃ , µ̃− lines and Ũ − lines

for 1GDF. δ

δT̃
, δ

δµ̃ and δ

δŨ
are the intrinsic directional derivatives in T̃ − lines,

µ̃− lines and Ũ − lines directions. The divergence vector for 1GDF is

1GD divT̃ =
〈

1GD∇, T̃
〉
= ε1

〈
δT̃

δŨ
,µ̃

〉
+ ε1

〈
δT̃

δµ̃
,Ũ

〉
where

φ(T̃ µ̃) =

〈
δT̃

δŨ
,µ̃

〉
, φ(T̃ Ũ) =

〈
δT̃

δµ̃
,Ũ

〉
1GD divµ̃ =

〈
1GD∇, µ̃

〉
= −κ̃g + ε1

〈
δµ̃

δµ̃
,Ũ

〉
(4.1)

1GD divŨ =
〈
1GD∇, Ũ

〉
= −κ̃n + ε1

〈
δŨ

δŨ
,µ̃

〉
(4.2)

γ(µ̃) =
〈

1GD∇×µ̃, µ̃
〉
= ε1

〈
δµ̃

δµ̃
,T̃

〉
γ(Ũ) =

〈
1GD∇×Ũ, Ũ

〉
= −ε1

〈
δŨ

δŨ
,T̃

〉
γ(T ), γ(µ̃), γ(Ũ) are total moments of the T̃, µ̃, Ũ fields of spacelike curve for 1GDF

on lightlike surface. Intrinsic directional derivatives in µ̃ and Ũ lines directions for
1GDF on lightlike surface are obtained

(4.3)
δ

δµ̃

 T̃
µ̃

Ũ

 =

 0 ε1φ
(TŨ) −γ(µ̃)

ε1γ
(µ̃) κ̃g +

1GD divµ̃ 0

−φ(T̃ Ũ) 0 −(κ̃g +
1GD divµ̃)


 T̃

µ̃

Ũ


(4.4)

δ

δŨ

 T̃
µ̃

Ũ

 =

 0 γ(Ũ) ε1φ
(T̃ µ̃)

−φ(T̃ µ̃) −(κ̃n +
1GD divŨ) 0

−ε1γ
(Ũ) 0 (κ̃n +

1GD divŨ)


 T̃

µ̃

Ũ



Geometric phase in µ̃− lines direction for 1GDF on lightlike surface

In the general form, the change of the electric field δ(
1GDE1)
δµ̃ for 1GDF on lightlike

surface in µ̃− lines direction is
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(4.5)
δ(

1GDE)

δµ̃
=

1GD Eµ̃ = l1T̃+ l
2
µ̃+ l3Ũ.

Assume that

(4.6)
〈

1GDE,T̃
〉
= 0

(4.7)
〈

1GDE,
1GD E

〉
= const.

Here,

(4.8) l1 = −ε1φ
(T̃ Ũ)

〈
1GDE,µ̃

〉
+ γ(µ̃)

〈
1GDE,Ũ

〉
.

(4.9) l2 = z12

〈
1GDE,Ũ

〉
, l3 = −z12

〈
1GDE,µ̃

〉
When Eqs.(4.6), (4.7) are written in Eq.(4.5),

δ(
1GDE)

δµ̃
= (−ε1φ

(T̃ Ũ)
〈

1GDE,µ̃
〉
+ γ(µ̃)

〈
1GDE,Ũ

〉
)T̃(4.10)

+z12

〈
1GDE,Ũ

〉
µ̃−z12

〈
1GDE,µ̃

〉
Ũ

where z12 is a parameter. z12(
1GDE×T̃) is the rotation around T̃ for 1GDF on

lightlike surface in µ̃− lines direction.
When z12 = 0, Eq.(4.10) is derived as the following:

(4.11)
δ(

1GDE)

δµ̃
=

1GD Eµ̃ = (−ε1φ
(T̃ Ũ)

〈
1GDE,µ̃

〉
+ γ(µ̃)

〈
1GDE,Ũ

〉
)T̃

Lorentz force equation
1GDΦ(µ̃) of

1GDE in µ̃− lines direction is described

(4.12)
1GDΦ(µ̃)(

1GDE) =
1GD Eµ̃ = Ỹ1×

1GDE

With Eqs.(4.11) and (4.12), Lorentz force equations of 1GDF on lightlike surface
in the µ̃−lines direction are derived :

1GDΦ(µ̃)(T̃) = ε1φ
(T̃ Ũ)µ̃−γ(µ̃)Ũ(4.13)

1GDΦ(µ̃)(µ̃) = ε1γ
(µ̃)T̃+ε1z

1
2µ̃(4.14)

1GDΦ(µ̃)(Ũ) = −φ(T̃ Ũ)T̃−ε1z
1
2Ũ(4.15)

Here

Ỹ1 = z12T̃−γ(T̃ µ̃))µ̃− ε1φ
(µ̃Ũ

the magnetic vector field satisfies Eqs.(4.13), (4.14) and (4.15).

µ̃−magnetic curves in the µ̃−lines direction for 1GDF on lightlike
surface
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The curve is called µ̃-magnetic curve 1GDF on lightlike surface in the µ̃−lines
direction if it satisfied Lorentz force equation

1GDΦ(µ̃)µ̃(µ̃) = ε1γ
(µ̃)µ̃)µ̃ = Ỹ2×µ̃

Consider

(4.16)
1GDΦ(µ̃)µ̃(T̃) = l1T̃+l2µ̃+ l3Ũ

〈
1GDΦ(µ̃)µ̃(T̃), T̃

〉
= l1 = 0(4.17) 〈

1GDΦ(µ̃)µ̃(T̃), Ũ
〉

= z22 ⇒ l2 = ε1z
2
2(4.18) 〈

1GDΦ(µ̃)µ̃(T̃), µ̃
〉

= ε1l3 ⇒ l3 = −γ(µ̃)(4.19)

z22 is parameter. If Eqs.(4.17), (4.18) and (4.19) are substituted in Eq.(4.16)
1GDΦ(µ̃)µ̃(T̃) = ε1z

2
2µ̃− γ(µ̃)Ũ

As similarly,
1GDΦ(µ̃)µ̃(Ũ) = −(κ̃g +

1GD divµ̃)Ũ− z22T̃

Thus,

Ỹ2 = −ε1(κ̃g +
1GD divµ̃)T̃− z22µ̃+ ε1γ

(µ̃)Ũ

Ũ−magnetic curves 1GDF on lightlike surface in the µ̃− lines direction

The curve is called Ũ−magnetic curve if it satisfied the Lorentz force equation
1GDF on lightlike surface in the µ̃− lines direction

(4.20) Ũµ̃ =
1GD

Φ(µ̃)Ũ (Ũ) = Ỹ3×Ũ

It can be written by

(4.21)
1GD

Φ(µ̃)Ũ (T̃) = h1T̃+h2µ̃+ h3Ũ

Using Eqs.(4.20) and (4.21), it can be obtained

〈1GD
Φ(µ̃)Ũ (T̃), T̃

〉
= h1 = 0(4.22) 〈1GD

Φ(µ̃)Ũ (T̃), Ũ
〉

= ε1h2 ⇒ h2 = ε1φ
(T̃ Ũ)(4.23) 〈1GD

Φ(µ̃)Ũ (T̃), µ̃
〉

= ε1h3 ⇒ h3 = ε1z
3
2(4.24)

z32 is a parameter. Via Eqs.(4.22), (4.23) and (4.24), Eq.(4.21) is rewritten by

Φ(µ̃)Ũ (T̃) = ε1z
3
2Ũ+ ε1φ

(T̃ Ũ)µ̃

As similar,
1GD

Φ(µ̃)Ũ (µ̃) = −z32T̃+(κ̃g +
1GD divµ̃)µ̃.

δ(
1GDE)

δŨ
in Ũ− lines direction for 1GDF on lightlike surface
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δ(
1GDE)

δŨ
for 1GDF in Ũ− lines direction in the general form on lightlike surface

is given by

(4.25)
δ(

1GDE)

δŨ
=

1GD EŨ = f1T̃+ f
2
µ̃+ f3Ũ.

Assume that

(4.26)
〈

1GDE, T̃
〉
= 0

(4.27)
〈

1GDE,
1GD E

〉
= const.

Via Eqs.(4.26) and (4.27), it can be obtained:

(4.28) f1 = −(ε1φ
(T̃ µ̃)

〈
1GDE,Ũ

〉
+ γ(Ũ)

〈
1GDE,µ̃

〉
)

(4.29) f2 = z13

〈
1GDE,Ũ

〉
, f3 = −z13

〈
1GDE,µ̃

〉
where z13 is a parameter. If Eqs.(4.26), (4.27) are written in Eq.(4.25), then

δ(
1GDE)

δŨ
=

1GDEŨ = −(ε1φ
(T̃ µ̃)

〈
1GDE,Ũ

〉
+ γ(Ũ)

〈
1GDE,µ̃

〉
)T̃(4.30)

+z13

〈
1GDE,Ũ

〉
µ̃−z13

〈
1GDE,µ̃

〉
Ũ

z13

〈
1GDE,µ̃

〉
− z13

〈
1GDE,µ̃

〉
Ũ gives the rotation around T̃ for 1GDF on lightlike

surface in the in Ũ − lines direction. When z13 = 0, Eq.(4.30) is

(4.31)
δ(

1GDE)

δŨ
=

1GD EŨ = −(ε1φ
(T̃ µ̃)

〈
1GDE,Ũ

〉
− γ(Ũ)

〈
1GDE,µ̃

〉
)T̃

Lorentz force equation
1GDΦ

(µ̃)Ũ

of
1GDE in Ũ − lines direction is given by

(4.32)
1GDΦ

(µ̃)Ũ

(
1GDE) =

1GD EŨ = Ỹ3×
1GDE1

With Eqs.(4.31) and (4.32), Lorentz force equations of 1GDF on lightlike surface
are given by:

1GDΦ
(µ̃)Ũ

(T̃) = γ(Ũ)µ̃+ε1φ
(T̃ µ̃)Ũ(4.33)

1GDΦ
(µ̃)Ũ

(µ̃) = −φ(T̃ µ̃)T̃+ε1z
2
3µ̃(4.34)

1GDΦ
(µ̃)Ũ

(Ũ) = −ε1γ
(Ũ)T̃−ε1z

2
3Ũ(4.35)

Here

Ỹ3 = z13T̃−ε1γ
(Ũ)µ̃−φ(T µ̃)Ũ

magnetic vector field satisfies Eqs.(4.33), (4.34) and (4.35).

µ̃−magnetic curves for 1GDF on lightlike surface in the Ũ − lines di-
rection
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If the curve is called µ̃-magnetic curve in the Ũ − lines direction if it satisfied
the Lorentz force equation

δµ̃

δŨ
=

1GDΦ(Ũ)µ̃(µ̃) = −φ(T̃ µ̃)T̃− (κ̃n +
1GD divŨ)µ̃(4.36)

= Z̃1×µ̃

Consider

1GDΦ(Ũ)µ̃(T̃) = m1T̃+m2µ̃+m3Ũ

〈
1GDΦ(Ũ)µ̃(T̃), T̃

〉
= m1 = 0(4.37) 〈

1GDΦ(Ũ)µ̃(T̃), µ̃
〉

= z23 ⇒ m3 = φ(T µ̃)(4.38) 〈
1GDΦ(Ũ)µ̃(T̃), Ũ

〉
= ε1m2 ⇒ m2 = ε1z

2
3(4.39)

Via Eqs.(4.37), (4.38) and (4.39), it is obtained

(4.40)
1GDΦ(Ũ)µ̃(T̃) = ε1z

2
3µ̃+ ε1φ

(T̃ µ̃)Ũ

As similarly,

(4.41)
1GDΦ(Ũ)µ̃(Ũ) = −z23T̃+ (κ̃n +

1GD divŨ)Ũ

Here, the magnetic vector field

Z̃1 = −ε1(κ̃n +
1GD divŨ)T̃− z23µ̃+ φ(T µ̃)Ũ

satisfies Eqs.(4.36), (4.40) and (4.41).

Ũ−magnetic curves for 1GDF on lightlike surface in the Ũ − lines
direction

If the curve is called Ũ−magnetic curve for 1GDF on lightlike surface, if it

satisfied the Lorentz force equation in the Ũ − lines lines

(4.42) ŨŨ =
1GD Φ(Ũ)Ũ (Ũ) = Z̃2×Ũ

It can be written by

(4.43)
1GDΦ(Ũ)Ũ (T̃) = n1T̃+n2µ̃+ n3Ũ

From Eqs.(4.42) and (4.43), it can be obtained〈
1GDΦ(Ũ)Ũ (T̃), T̃

〉
= n1 = 0(4.44) 〈

1GDΦ(Ũ)Ũ (T̃), µ̃
〉

= ε1n3 ⇒ n3 = ε1z
3
3(4.45) 〈

1GDΦ(Ũ)Ũ (T̃), Ũ
〉

= ε1n2 ⇒ n2 = γ(Ũ)(4.46)

Via Eqs.(4.44), (4.45) and (4.46), it is obtained

(4.47)
1GDΦ(Ũ)Ũ (T̃) = γ(Ũ)µ̃+ε1z

3
3Ũ
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As similar,

(4.48)
1GDΦ(Ũ)Ũ (µ̃) = −z33T̃−(κ̃n +

1GD divŨ)µ̃

Here,

Z̃2 = (κ̃n +
1GD divŨ)T̃− ε1γ

(Ũ)µ̃+ z33Ũ

satisfies Eqs.(4.42), (4.47) and (4.48).

5. Conclusion

In this manuscript, we studied variations of electric fields, geometric phases,
Lorentz force equations and magnetic curves for Darboux frame of a spacelike curve
on null surface, null Darboux frame on timelike surface, first and second kinds
generalized Darboux frames on lightlike surface in the tangential direction. Finally,
we presented geometric phases, Lorentz force equations and magnetic curves via
anholonomic coordinates for the first generalized Darboux frame on lightlike surface.
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Abstract. In this paper, we focus the construction methods of implications
on bounded lattices. We introduce several methods to obtain implication on

bounded lattices. We basically base on implication defined on subinterval such

as �a,1� or �0, b� of the bounded lattice L which has a, b > L with a B b for
these construction methods. We also use fuzzy logic operators such as t-norms,

t-conorms, negations and implications on L in some construction methods. In

addition, we give some remarks and examples to make the new construction
methods.

1. Introduction

Fuzzy implications generalize the classical implications taking values from �0,1�
to the fuzzy logic, where the truth values belong to the unit interval �0,1�. Since
fuzzy implications have been used in many areas such as fuzzy control, approximate
reasoning, and decision support systems, fuzzy control and etc. [8, 9, 6, 11, 12], the
construction methods of these operators are especially important for aplications of
them and thus, fuzzy implications construction methods have attracted the atten-
tion of researchers. In [8], Baczyński and Jayaram introduced construction methods
of implication which are obtained from fuzzy logic operators on unit real interval
�0,1�.

In [10], Neres et al. proposed fuzzy implications construction methods, which
is called as a new construction technique, from a pair of bivariate aggregation
functions and a fuzzy negation on unit interval real �0,1�. In [7] Karaçal et al.
introduced two construction methods to built implication operators on bounded
lattices by means of t-norms, t-conorms and implications. In [3], Kesicioğlu et
al. offered implication construction methods which is called the linear and g�
convex combination for implications on bounded lattices, where they benefited from
fuzzy logic operators. In [4], Karaçal et al. gived many construction methods for

Date: Received: 2024-10-28; Accepted: 2024-12-10.
2000 Mathematics Subject Classification. 03B52; 03E72 .
Key words and phrases. Implication t-norm negation, Bounded lattice, Subinterval.

175
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implications by means of an arbitrary element and basic logic connectives such as
t-norms, t-conorms and negations on bounded lattices.

In this paper, our main aim is to obtain an implication from an implication on
subinterval �a,1� (�0, b�) of the bounded lattice L where a, b > L with a B b. In
addition, we give some other construction methods for implications on bounded
lattices via some logic operators besides implications. Firstly, in the section 2 we
remind some main definitions and results, which are useful for our paper. In the
next section, we give construction methods to built implications on bounded lattices
and we add various examples and results from these construction methods. Finally,
we finish with concluding remarks .

2. Preliminaries

In this section, we list some basic notions and results which will be use in the
paper.

Definition 2.1. [5] Let �L,B,0,1� be a bounded lattice and a, b > L with a B b.
The subinterval �a, b� is defined as

�a, b� � �x > L S a B x B b�.

Similarly, �a, b� � �x > L S a @ x B b�, �a, b� � �x > L S a B x @ b� and �a, b� � �x >

L S a @ x @ b� can be defined.

Definition 2.2. [1, 2] Let �L,B,0,1� be a bounded lattice. A function T � L2
Ð� L

is a t-norm if it satisfies the following conditions for any x, y > L.
(T1) T �x, y� � T �y, x� (commutavity).
(T2) T �x,1� � x (neutral element).
(T3) If y B z, then T �x, y� B T �x, z� (monotonicity).
(T4) T �x,T �y, z�� � T �T �x, y�, z� (associativity).

Definition 2.3. [1, 2] Let �L,B,0,1� be a bounded lattice. A function S � L2
Ð� L

is a t-conorm if it satisfies the following conditions for any x, y > L.
(S1) S�x, y� � S�y, x� (commutavity).
(S2) S�x,0� � x (neutral element).
(S3) If y B z, then S�x, y� B S�x, z� (monotonicity).
(S4) S�x,S�y, z�� � S�S�x, y�, z� (associativity).

Example 2.4. Let �L,B,0,1� be a bounded lattice. Two basic t-norms TD and T,
on a bounded lattice L are respectively given by

TD�x, y� �

¢̈
¨̈̈
¦
¨̈̈
¤̈

y if x � 1,

x if y � 1,

0 otherwise,

and

T,�x, y� � x , y.

Two basic t-conorms SD and S- on a bounded lattice L are respectively given
as follows:
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SD�x, y� �

¢̈
¨̈̈
¦
¨̈̈
¤̈

y if x � 0,

x if y � 0,

1 otherwise,

and

S-�x, y� � x - y.

Definition 2.5. [8, 3, 7] Let �L,B,0,1� be a bounded lattice. A decreasing function
N � L� L is called a negation if N�0� � 1 and N�1� � 0.

Definition 2.6. [8, 3, 7] A function I � L2
� L on a bounded lattice �L,B,0,1� is

called an implication if it satisfies the following conditions:
(I1) I is a decreasing operation on the first variable, that is, for every x, z > L

with x B z, I�z, y� B I�x, y� for all y > L.
(I2) I is an increasing operation on the second variable, that is, for every y, z > L

with y B z, I�x, y� B I�x, z� for all x > L.
(I3) I�0,0� � 1.
(I4) I�1,1� � 1.
(I5) I�1,0� � 0.

Theorem 2.7. [8] Let S � �0,1�2 � L be a t-conorm and N � �0,1� � �0,1� be a
negation. Then the function I � �0,1�2 � �0,1� defined by, for all x, y > L,

(2.1) I�x, y� � S�N�x�, y�

is an implication.

Theorem 2.8. [4] Let �L,B,0,1� be a bounded lattice and a > L. Then the function
Ia � L2

� L defined by, for all x, y > L,

(2.2) Ia�x, y� �

¢̈
¨̈̈
¦
¨̈̈
¤̈

1 x B y,

0 x A y,

a otherwise,

is an implication.

Theorem 2.9. [4] Let �L,B,0,1� be a bounded lattice, S � L2
� L be a t-conorm

and N � L � L be a negation. Then the function I � L2
� L defined by, for all

x, y > L,

(2.3) I�x, y� �

¢̈
¨̈̈
¦
¨̈̈
¤̈

1 x B y,

y x A y,

S�N�x�, y� otherwise,

is an implication.

Theorem 2.10. [4] Let �L,B,0,1� be a bounded lattice, N � L � L be a negation
and J1, J2, J3 � L2

� L be implications. Then the function I � L2
� L defined by

(2.4) I�x, y� � J3�N�J1�x, y��, J2�x, y��

is an implication.
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Theorem 2.11. [3] Let �L,B,0,1� be a bounded lattice, S � L2
� L be a t-conorm,

T � L2
� L be a t-norm, I, J � L2

� L be implications and a > L. The function
TSa � L2

� L defined by, for all x, y > L,

(2.5) TSa�x, y� � T �S�a, I�x, y��, J�x, y��

is an implication.

Theorem 2.12. [3] Let �L,B,0,1� be a bounded lattice, S � L2
� L be a t-conorm,

T � L2
� L be a t-norm, I, J � L2

� L be implications and a > L. The function
STa � L2

� L defined by, for all x, y > L,

(2.6) STa�x, y� � S�T �a, I�x, y��, J�x, y��

is an implication.

Theorem 2.13. [7] Let �L,B,0,1� be a bounded lattice, S � L2
� L be a t-conorm,

T � L2
� L be a t-norm, I, J � L2

� L be implications, N � L� L be a negation and

a > L. The function KI,J
a,T,S,N � L2

� L defined by, for all x, y > L,

(2.7) KI,J
a,T,S,N � S�T �a, I�x, y��, T �N�a�, J�x, y����

is an implication if and only if S�a,N�a�� � 1.

3. Some construction methods of implication on L

In this section, we offer many construction methods of implication operators.
In Theorem 3.1 (3.4) focus on extension of an implication on the subinterval �a,1�
(�0, b�) to bounded lattice L, where a, b > L such as a B b. In the following con-
struction methods, we give some different construction methods for implications
on bounded lattices considering some logic operators such as t-norms, t-conorms,
negations as well as implications. Also we illustrate the new construction methods
with the several examples.

Theorem 3.1. Let �L,B,0,1� be a bounded lattice, a, b > L with a B b and J �

�a,1�2 Ð� �a,1� be an implication. Then, the function I1 � L2
Ð� L defined by,

(3.1) I1�x, y� �

¢̈
¨̈̈
¨̈̈
¨̈̈
¦
¨̈̈
¨̈̈
¨̈̈
¤̈

1 if �x � 0 or y � 1�or �x ¶ �a,1� and y > �a,1��,

0 if �x, y� � �1,0�,

J�x, y� if �x, y� > �a,1�2,

a if x > �a,1� and y ¶ �a,1�,

b if x ¶ �a,1� and y ¶ �a,1�,

is an implication on L.

Proof. I3, I4 and I5 are obtained directly from the definition of I1.
(I1) Let us show that I1 is a decreasing function on the first variable. Then

it should be I1�x2, y� B I1�x1, y� for every elements x1, x2, y > L with x1 B x2. If
x1 � 0 or �x2, y� � �1,0� or y � 1, the proof is trivial. The proof can be split into
all possible cases.

1. Let �x1, y� > �a,1�
2.

I1�x2, y� � J�x2, y� B J�x1, y� � I1�x1, y�.
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2. Let x1 > �a,1� and y ¶ �a,1�.

I1�x2, y� � a B a � I1�x1, y�.

3. Let x1 ¶ �a,1� and y > �a,1�.
3.1. If x2 > �a,1�,

I1�x2, y� � J�x2, y� B 1 � I1�x1, y�.

3.2. If x2 ¶ �a,1�,

I1�x2, y� � 1 B 1 � I1�x1, y�.

4. Let x1 ¶ �a,1� and y ¶ �a,1�.
4.1. If x2 > �a,1�,

I1�x2, y� � a B b � I1�x1, y�.

4.2. If x2 ¶ �a,1�,

I1�x2, y� � b B b � I1�x1, y�.

(I2) Let us show that I1 is an increasing function on the second variable. Then
it should be I1�x, y1� B I1�x, y2� for every elements x, y1, y2 > L with y1 B y2. If
x � 0 or y2 � 1 or �x, y1� � �1,0�, the proof is immediate. The proof can be split
into all possible cases.

1. Let �x, y1� > �a,1�
2.

I1�x, y1� � J�x, y1� B J�x, y2� � I1�x, y2�.

2. Let x > �a,1� and y1 ¶ �a,1�.
2.1. If y2 > �a,1�,

I1�x, y1� � a B J�x, y2� � I1�x, y2�.

2.2. If y2 ¶ �a,1�,

I1�x, y1� � a B a � I1�x, y2�.

3. Let x ¶ �a,1� and y1 > �a,1�.

I1�x, y1� � 1 B 1 � I1�x, y2�.

4. Let x ¶ �a,1� and y1 ¶ �a,1�.
4.1. If y2 > �a,1�,

I1�x, y1� � b B 1 � I1�x, y2�.

4.2. If y2 ¶ �a,1�,

I1�x, y1� � b B b � I1�x, y2�.

�
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Remark 3.2. (i) If b � 1, then the implication I1 given by the formula (3.1) can be
rewritten as follows:

(3.2) I1�x, y� �

¢̈
¨̈̈
¨̈̈
¨̈̈
¦
¨̈̈
¨̈̈
¨̈̈
¤̈

1 if �x � 0 or y � 1�or �x ¶ �a,1� and y > �a,1��,

0 if �x, y� � �1,0�,

J�x, y� if �x, y� > �a,1�2,

a if x > �a,1� and y ¶ �a,1�,

1 if x ¶ �a,1� and y ¶ �a,1�.

(ii) If a � b, then the implication I1 given by the formula (3.5) can be rewritten as
follows:

(3.3) I1�x, y� �

¢̈
¨̈̈
¨̈̈
¦
¨̈̈
¨̈̈
¤̈

1 if �x � 0 or y � 1�or �x ¶ �a,1� and y > �a,1��,

0 if �x, y� � �1,0�,

J�x, y� if �x, y� > �a,1�2,

a otherwise.

In order to apply the formula (3.1), we include the following example.

Example 3.3. Consider the bounded lattice �L � �0, t1, t2, t3, t4, t5,1�,B,0,1� char-
acterized by the Hasse diagram in Fig. 1.

1

t5

t4 t3

t2 t1

0

Figure 1. The lattice L.

Let use take the implication J � �t2,1�
2
� �t2,1� as in Table 1:

J t2 t3 t4 t5 1
t2 1 1 1 1 1
t3 t4 t5 t4 t5 1
t4 t3 t3 t5 t5 1
t5 t2 t3 t4 t5 1
1 t2 t3 t4 t5 1

Table 1. The implication J on �t2,1�.
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By applying the formula (3.1) in Theorem 3.1 with a � t2 and b � t3, the impli-
cation I1 can be obtained as in Table 2.

I1 0 t1 t2 t3 t4 t5 1
0 1 1 1 1 1 1 1
t1 t3 t3 1 1 1 1 1
t2 t2 t2 1 1 1 1 1
t3 t2 t2 t4 t5 t4 t5 1
t4 t2 t2 t3 t3 t5 t5 1
t5 t2 t2 t2 t3 t4 t5 1
1 0 t2 t2 t3 t4 t5 1

Table 2. The implication I1 on L.

Theorem 3.4. Let �L,B,0,1� be a bounded lattice, a, b > L with a B b and J �

�0, b�2 Ð� �0, b� be an implication. Then, the function I�1 � L2
Ð� L defined by,

(3.4) I�1 �x, y� �

¢̈
¨̈̈
¨̈̈
¨̈̈
¦
¨̈̈
¨̈̈
¨̈̈
¤̈

1 if x � 0 or y � 1,

0 if �x, y� � �1,0� or �x ¶ �0, b� and y > �0, b��,

J�x, y� if �x, y� > �0, b�2,

b if x > �0, b� and y ¶ �0, b�,

a if x ¶ �0, b� and y ¶ �0, b�,

is an implication on L.

Proof. The proof can be done in a similar fashion as the proof of Theorem 3.1.
Therefore, we omit it. �

We present another construction method for implication operators. For this
construction method, we use some logic operators on a bounded lattice L, an im-
plication on the subinterval �a,1� of the bounded lattice L and a, b > L.

Theorem 3.5. Let �L,B,0,1� be a bounded lattice, a, b > L with a B b, T � L2
� L

be a t-norm, N � L � L be a negation and J � �a,1�2 Ð� �a,1� be an implication.
Then, the function I2 � L2

Ð� L defined by,

(3.5) I2�x, y� �

¢̈
¨̈̈
¨̈̈
¨̈̈
¦
¨̈̈
¨̈̈
¨̈̈
¤̈

1 if �x � 0 or y � 1�or �x ¶ �a,1� and y > �a,1��,

0 if �x, y� � �1,0�,

J�x, y� if �x, y� > �a,1�2,

T �N�x�, a� if x > �a,1� and y ¶ �a,1�,

T �N�x�, b� if x ¶ �a,1� and y ¶ �a,1�,

is an implication on L.

Proof. I3, I4 and I5 are obtained directly from the definition of I2.
(I1) Let us show that I2 is a decreasing function on the first variable. Then

it should be I2�x2, y� B I2�x1, y� for every elements x1, x2, y > L with x1 B x2. If
x1 � 0 or �x2, y� � �1,0� or y � 1, the proof is trivial. The proof can be split into
all possible cases.
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1. Let �x1, y� > �a,1�
2.

I2�x2, y� � J�x2, y� B J�x1, y� � I2�x1, y�.

2. Let x1 > �a,1� and y ¶ �a,1�.

I2�x2, y� � T �N�x2�, a� B T �N�x1�, a� � I2�x1, y�.

3. Let x1 ¶ �a,1� and y > �a,1�.
3.1. If x2 > �a,1�,

I2�x2, y� � J�x2, y� B 1 � I2�x1, y�.

3.2. If x2 ¶ �a,1�,

I2�x2, y� � 1 B 1 � I2�x1, y�.

4. Let x1 ¶ �a,1� and y ¶ �a,1�
4.1. If x2 > �a,1�,

I2�x2, y� � T �N�x2�, a� B T �N�x1�, a� B T �N�x1�, b� � I2�x1, y�.

4.2. If x2 ¶ �a,1�,

I2�x2, y� � T �N�x2�, b� B T �N�x1�, b� � I2�x1, y�.

(I2) Let us show that I2 is an increasing function on the second variable. Then
it should be I2�x, y1� B I2�x, y2� for every elements x, y1, y2 > L with y1 B y2. If
x � 0 or y2 � 1 or �x, y1� � �1,0�, the proof is immediate. The proof can be split
into all possible cases.

1. Let �x, y1� > �a,1�
2.

I2�x, y1� � J�x, y1� B J�x, y2� � I2�x, y2�.

2. Let x > �a,1� and y1 ¶ �a,1�.
2.1. If y2 > �a,1�,

I2�x, y1� � T �N�x�, a� B a B J�x, y2� � I2�x, y2�.

2.2. If y2 ¶ �a,1�,

I2�x, y1� � T �N�x�, a� B T �N�x�, a� � I2�x, y2�.

3. Let x ¶ �a,1� and y1 > �a,1�.

I2�x, y1� � 1 B 1 � I2�x, y2�.

4. Let x ¶ �a,1� and y1 ¶ �a,1�.
4.1. If y2 > �a,1�,

I2�x, y1� � T �N�x�, b� B 1 � I2�x, y2�.

4.2. If y2 ¶ �a,1�,

I2�x, y1� � T �N�x�, b� B T �N�x�, b� � I2�x, y2�.

�
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Remark 3.6. Let T be the t-norm T, in Theorem 3.5.
(i) The implication I2 given by the formula (3.5) can be rewritten

(3.6) I2�x, y� �

¢̈
¨̈̈
¨̈̈
¨̈̈
¦
¨̈̈
¨̈̈
¨̈̈
¤̈

1 if �x � 0 or y � 1�or �x ¶ �a,1� and y > �a,1��,

0 if �x, y� � �1,0�,

J�x, y� if �x, y� > �a,1�2,

N�x� , a if x > �a,1� and y ¶ �a,1�,

N�x� , b if x ¶ �a,1� and y ¶ �a,1�,

(ii) If b � 1, then the implication I2 given by the formula (3.5) can be rewritten as
follows:

(3.7) I2�x, y� �

¢̈
¨̈̈
¨̈̈
¨̈̈
¦
¨̈̈
¨̈̈
¨̈̈
¤̈

1 if �x � 0 or y � 1�or �x ¶ �a,1� and y > �a,1��,

0 if �x, y� � �1,0�,

J�x, y� if �x, y� > �a,1�2,

N�x� , a if x > �a,1� and y ¶ �a,1�,

N�x� if x ¶ �a,1� and y ¶ �a,1�,

(iii) If a � b, then the implication I2 given by the formula (3.5) can be rewritten as
follows:

(3.8) I2�x, y� �

¢̈
¨̈̈
¨̈̈
¦
¨̈̈
¨̈̈
¤̈

1 if �x � 0 or y � 1�or �x ¶ �a,1� and y > �a,1��,

0 if �x, y� � �1,0�,

J�x, y� if �x, y� > �a,1�2,

N�x� , a otherwise.

Now, let us illustrate the application of Theorem 3.5 with the following example.

Example 3.7. Consider the lattice �L � �0, t1, t2, t3, t4, t5,1�,B,0,1� as given in
Fig. 1, the t-norm T � L2

� L as in T, and the implication J � �t2,1�
2
� �t2,1� as

given in Table 1. Let the negation N � L� L be as in formula 3.9.

(3.9) N�x� �

¢̈
¨̈̈
¨̈̈
¨̈̈
¨̈̈
¦
¨̈̈
¨̈̈
¨̈̈
¨̈̈
¤̈

1 if x � 0,

t3 if x > �t1, t3�,

t5 if x � t2,

t4 if x � t4,

t2 if x � t5,

0 if x � 1.

By applying the formula (3.5) in Theorem 3.5 with a � t2 and b � t3, the impli-
cation I2 can be obtained as in Table 3.
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I2 0 t1 t2 t3 t4 t5 1
0 1 1 1 1 1 1 1
t1 t3 t3 1 1 1 1 1
t2 t2 t2 1 1 1 1 1
t3 t2 t2 t4 t5 t4 t5 1
t4 t2 t2 t3 t3 t5 t5 1
t5 t2 t2 t2 t3 t4 t5 1
1 0 0 t2 t3 t4 t5 1

Table 3. The implication I2 on L.

Theorem 3.8. Let �L,B,0,1� be a bounded lattice, a, b > L with a B b, S � L2
� L

be a t-conorm, N � L � L be a negation and J � �0, b�2 Ð� �0, b� be an implication.
Then, the function I�2 � L2

Ð� L defined by,

(3.10) I�2 �x, y� �

¢̈
¨̈̈
¨̈̈
¨̈̈
¦
¨̈̈
¨̈̈
¨̈̈
¤̈

1 if x � 0 or y � 1,

0 if �x, y� � �1,0� or �x ¶ �0, b� and y > �0, b��,

J�x, y� if �x, y� > �0, b�2,

S�N�x�, b� if x > �0, b� and y ¶ �0, b�,

S�N�x�, a� if x ¶ �0, b� and y ¶ �0, b�,

is an implication on L.

Proof. The proof can be done in a similar fashion as the proof of Theorem 3.1.
Therefore, we omit it. �

In the following theorem, we present a method to construct implication opera-
tors. To do that, we use a t-norm T on L, an implication on a subinterval of L and
arbitrary fix elements of L.

Theorem 3.9. Let �L,B,0,1� be a bounded lattice, a, b > L with a B b, T � L2
� L

be a t-norm and J � �a,1�2 Ð� �a,1�. Then, the function I3 � L2
Ð� L defined by,

(3.11) I3�x, y� �

¢̈
¨̈̈
¨̈̈
¨̈̈
¦
¨̈̈
¨̈̈
¨̈̈
¤̈

1 if �x � 0 or y � 1�or �x ¶ �a,1� and y > �a,1��,

0 if �x, y� � �1,0�,

J�x, y� if �x, y� > �a,1�2,

T �a, y� if x > �a,1� and y ¶ �a,1�,

T �b, y� if x ¶ �a,1� and y ¶ �a,1�,

is an implication on L.

Proof. The proof can be done in a similar fashion as the proof of Theorem 3.1.
Therefore, we omit it. �

Theorem 3.10. Let �L,B,0,1� be a bounded lattice, a, b > L with a B b, S � L2
� L

be a t-conorm and J � �0, b�2 Ð� �0, b�. Then, the function I�3 � L2
Ð� L defined by,
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(3.12) I�3 �x, y� �

¢̈
¨̈̈
¨̈̈
¨̈̈
¦
¨̈̈
¨̈̈
¨̈̈
¤̈

1 if x � 0 or y � 1,

0 if �x, y� � �1,0� or �x ¶ �0, b� and y > �0, b��,

J�x, y� if �x, y� > �0, b�2,

S�b, y� if x > �0, b� and y ¶ �0, b�,

S�a, y� if x ¶ �0, b� and y ¶ �0, b�,

is an implication on L.

Proof. The proof can be done in a similar fashion as the proof of Theorem 3.1.
Therefore, we omit it. �

In the following Theorem 3.11, a construction method for implication opera-
tors is presented considering some logic operators on a bounded lattice L or on a
subinterval of the bounded lattice L and a, b > L.

Theorem 3.11. Let �L,B,0,1� be a bounded lattice, a, b > L with a B b, T � L2
�

L be a t-norm, K � L2
� L be an implication and J � �a,1�2 Ð� �a,1� be an

implication. Then, the function I4 � L2
Ð� L defined by,

(3.13) I4�x, y� �

¢̈
¨̈̈
¨̈̈
¨̈̈
¦
¨̈̈
¨̈̈
¨̈̈
¤̈

1 if �x � 0 or y � 1�or �x ¶ �a,1� and y > �a,1��,

0 if �x, y� � �1,0�,

J�x, y� if �x, y� > �a,1�2,

T �K�x, y�, a� if x > �a,1� and y ¶ �a,1�,

T �K�x, y�, b� if x ¶ �a,1� and y ¶ �a,1�,

is an implication on L.

Proof. I3, I4 and I5 are obtained directly from the definition of I4.
(I1) We need to show that I4 is a decreasing function on the first variable.

Then it should be I4�x2, y� B I4�x1, y� for x1, x2, y > L and x1 B x2. If x1 � 0 or
�x2, y� � �1,0� or y � 1, the proof is trivial. The proof can be split into all possible
cases.

1. Let �x1, y� > �a,1�
2.

I4�x2, y� � J�x2, y� B J�x1, y� � I4�x1, y�.

2. Let x1 > �a,1� and y ¶ �a,1�.

I4�x2, y� � T �K�x2, y�, a� B T �K�x1, y�, a� � I4�x1, y�.

3. Let x1 ¶ �a,1� and y > �a,1�.
3.1. If x2 > �a,1�,

I4�x2, y� � J�x2, y� B 1 � I4�x1, y�.

3.2. If x2 ¶ �a,1�,

I4�x2, y� � 1 B 1 � I4�x1, y�.

4. Let x1 ¶ �a,1� and y ¶ �a,1�
4.1. If x2 > �a,1�,
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I4�x2, y� � T �K�x2, y�, a� B T �K�x1, y�, a� B T �K�x1, y�, b� � I4�x1, y�.

4.2. If x2 ¶ �a,1�,

I4�x2, y� � T �K�x2, y�, b� B T �K�x1, y�, b� � I4�x1, y�.

(I2) We need to show that I4 is an increasing function on the second variable.
Then it should be I4�x, y1� B I4�x, y2� for x, y1, y2 > L and y1 B y2. If x � 0 or y2 � 1
or �x, y1� � �1,0�, the proof is immediate. The proof can be split into all possible
cases.

1. Let �x, y1� > �a,1�
2.

I4�x, y1� � J�x, y1� B J�x, y2� � I4�x, y2�.

2. Let x > �a,1� and y1 ¶ �a,1�.
2.1. If y2 > �a,1�,

I4�x, y1� � T �K�x, y1�, a� B a B J�x, y2� � I4�x, y2�.

2.2. If y2 ¶ �a,1�,

I4�x, y1� � T �K�x, y1�, a� B T �K�x, y2�, a� � I4�x, y2�.

3. Let x ¶ �a,1� and y1 > �a,1�.

I4�x, y1� � 1 B 1 � I4�x, y2�.

4. Let x ¶ �a,1� and y1 ¶ �a,1�.
4.1. If y2 > �a,1�,

I4�x, y1� � T �K�x, y1�, b� B 1 � I4�x, y2�.

4.2. If y2 ¶ �a,1�,

I4�x, y1� � T �K�x, y1�, b� B T �K�x, y2�, b� � I4�x, y2�.

�

Remark 3.12. Let T be the t-norm T, in Theorem 3.11.
(i) The implication I4 given by the formula (3.13) can be rewritten as

(3.14) I4�x, y� �

¢̈
¨̈̈
¨̈̈
¨̈̈
¦
¨̈̈
¨̈̈
¨̈̈
¤̈

1 if �x � 0 or y � 1�or �x ¶ �a,1� and y > �a,1��,

0 if �x, y� � �1,0�,

J�x, y� if �x, y� > �a,1�2,

K�x, y� , a if x > �a,1� and y ¶ �a,1�,

K�x, y� , b if x ¶ �a,1� and y ¶ �a,1�.

(ii) If b � 1, then the implication I4 given by the formula (3.13) can be rewritten as
follows:
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(3.15) I4�x, y� �

¢̈
¨̈̈
¨̈̈
¨̈̈
¦
¨̈̈
¨̈̈
¨̈̈
¤̈

1 if �x � 0 or y � 1�or �x ¶ �a,1� and y > �a,1��,

0 if �x, y� � �1,0�,

J�x, y� if �x, y� > �a,1�2,

K�x, y� , a if x > �a,1� and y ¶ �a,1�,

K�x, y� if x ¶ �a,1� and y ¶ �a,1�.

(iii) If a � b, then the implication I4 given by the formula (3.13) can be rewritten
as follows:

(3.16) I4�x, y� �

¢̈
¨̈̈
¨̈̈
¦
¨̈̈
¨̈̈
¤̈

1 if �x � 0 or y � 1�or �x ¶ �a,1� and y > �a,1��,

0 if �x, y� � �1,0�,

J�x, y� if �x, y� > �a,1�2,

K�x, y� , a otherwise.

(iv) If K�x, y� � N�x� - y, then the implication I4 given by the formula (3.13) can
be rewritten as follows:

(3.17) I4�x, y� �

¢̈
¨̈̈
¨̈̈
¨̈̈
¦
¨̈̈
¨̈̈
¨̈̈
¤̈

1 if �x � 0 or y � 1�or �x ¶ �a,1� and y > �a,1��,

0 if �x, y� � �1,0�,

J�x, y� if �x, y� > �a,1�2,

�N�x� - y� , a if x > �a,1� and y ¶ �a,1�,

�N�x� - y� , b if x ¶ �a,1� and y ¶ �a,1�.

We illustrate a example for Theorem 3.11.

Example 3.13. Consider the lattice �L � �0, t1, t2, t3, t4, t5,1�,B,0,1� as given
in Fig. 1 and the implication J � �t2,1�

2
� �t2,1� as given in Table 1 and the

implication K be as in Table 4.

K 0 t1 t2 t3 t4 t5 1
0 1 1 1 1 1 1 1
t1 0 1 t3 1 t5 1 1
t2 0 t5 1 1 1 1 1
t3 0 t1 t2 1 t5 1 1
t4 0 t5 t2 t5 1 1 1
t5 0 t1 t2 t3 t4 1 1
1 0 t1 t2 t3 t4 t5 1

Table 4. The implication K on L.

By applying the formula (3.13) in Theorem 3.11 with a � t2 and b � t3, the
implication I4 can be obtained as in Table 5.
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I4 0 t1 t2 t3 t4 t5 1
0 1 1 1 1 1 1 1
t1 0 t3 1 1 1 1 1
t2 0 t2 1 1 1 1 1
t3 0 0 t4 t5 t4 t5 1
t4 0 t2 t3 t3 t5 t5 1
t5 0 0 t2 t3 t4 t5 1
1 0 0 t2 t3 t4 t5 1

Table 5. The implication I4 on L.

Theorem 3.14. Let �L,B,0,1� be a bounded lattice, a, b > L with a B b, S � L2
�

L be a t-conorm, K � L2
� L be an implication and J � �0, b�2 Ð� �0, b� be an

implication. Then, the function I�4 � L2
Ð� L defined by,

(3.18) I�4 �x, y� �

¢̈
¨̈̈
¨̈̈
¨̈̈
¦
¨̈̈
¨̈̈
¨̈̈
¤̈

1 if x � 0 or y � 1,

0 if �x, y� � �1,0� or �x ¶ �0, b� and y > �0, b��,

J�x, y� if �x, y� > �0, b�2,

S�K�x, y�, b� if x > �0, b� and y ¶ �0, b�,

S�K�x, y�, a� if x ¶ �0, b� and y ¶ �0, b�,

is an implication on L.

Proof. The proof can be done in a similar fashion as the proof of Theorem 3.11.
Therefore, we omit it. �

Remark 3.15. (i) If we take the restriction of the implication operations in Theorems
3.1, 3.5, 3.9 and 3.11 on �a,1�, it is obtained that I1 � I3 � I5 � I7 � J .
(ii) If we take the restriction of the implication operations in Theorems 3.4, 3.8,
3.10 and 3.14 on �0, b�, it is obtained that I2 � I4 � I6 � I8 � J .

4. Conclusion

In this study, construction methods for implications on bounded lattices have
been investigated by means of a implication operator which is defined on the subin-
terval �a,1� (�0, b�) of the bounded lattice L having a, b > L with a B b. We also
have benefited from some fuzzy logic operators in some of the methods. In addition
we, the construction methods are clarified with the examples and corollaries.
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(Ümit Ertuğrul) Karadeniz Technical University, Department of Mathematics, 61080

Trabzon, Turkey
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